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Foreword

The 20th International Conference on Human-Computer Interaction, HCI International
2018, was held in Las Vegas, NV, USA, during July 15–20, 2018. The event incor-
porated the 14 conferences/thematic areas listed on the following page.

A total of 4,373 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 76 countries submitted contributions, and 1,170 papers and
195 posters have been included in the proceedings. These contributions address the
latest research and development efforts and highlight the human aspects of design and
use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2018
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts, I
would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

July 2018 Constantine Stephanidis
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Multi-modal Interruptions on Primary Task
Performance

Pooja P. Bovard1(&), Kelly A. Sprehn1, Meredith G. Cunha1,
Jaemin Chun2, SeungJun Kim3, Jana L. Schwartz1, Sara K. Garver1,

and Anind K. Dey4

1 Draper, Cambridge, MA, USA
ppatnaik@draper.com

2 UX Innovation Lab, Samsung Research, Seoul, Korea
3 Gwangju Institute of Science and Technology (GIST),

Buk-gu, Gwangju, Korea
4 Carnegie Mellon University, Pittsburgh, PA, USA

Abstract. In this paper we have investigated a range of multi-modal displays
(visual, auditory, haptic) to understand the effects of interruptions across various
modalities on response times. Understanding these effects is particularly relevant
in complex tasks that require perceptual attention, where pertinent information
needs to be delivered to a user, e.g., driving. Multi-modal signal presentation,
based on the Multiple Resource Theory framework, is a potential solution. To
explore this solution, we conducted a study in which participants perceived and
responded to a secondary task while conducting a visual, auditory, and haptic
vigilance task during a driving scenario. We analyzed response times, errors,
misses, and subjective responses and our results indicated that haptic interrup-
tions of a primarily haptic task can be responded to the fastest, and visual
interruptions are not the preferred modality in a driving scenario. With the
results of this study, we can define logic for a context-based framework to better
determine how to deliver incoming information in a driving scenario.

Keywords: Augmented reality � Interruptibility � Multi-modal signaling

1 Introduction

Each time a digital device, such as a smart phone or GPS, proactively provides
information, it is competing for the user’s attention and possibly interrupting ongoing
tasks. Interruptions occur when the user is forced to shift attention away from the
primary task. However, interruptions can be detrimental to accomplishing a primary
task. Interruptions could increase the time required to accomplish the primary task,
cause more errors, and elicit increased feelings of stress and anxiety (Adamcyzk and
Bailey 2004). In addition, several characteristics of interruptions have been shown to be
disruptive, including how closely the interrupting and primary tasks are related (Cutrell
et al. 2001) and how much one has control over the interruption engagement
(McFarlane 2002). The results of this work can help inform a context-aware framework
that can more appropriately provide information to users proactively, particularly
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focusing on the modalities of the task that the user is engaged in, and the modalities of
the interruption.

2 Background

2.1 Context-Aware Computing

Context-aware computing might be a way to mitigate the effects of interruptions that
decrease task performance. According to Wickens, a multiple resource framework can
be used to assess a situation, internal and external to the operator, to evaluate the
potential for interference in multi-task scenarios and even multi-modal scenarios
(Wickens 2002). Such a framework can be embedded into a context-aware system to
help decide how to present the information to the operator to allow for efficient use of
resources since some information presented during an interruption may not be relevant
to an operator’s current set of primary tasks. Instead, signals are filtered, categorized,
prioritized, and subsequently acted upon. Context-aware computing might be a way to
mitigate the effects of interruptions that decrease task performance.

Through this context-aware computing system, the most relevant information can
be presented when appropriate, through the modality (visual, auditory, haptic) that least
interferes with the primary task and across the most useful interface or presentation
(Abowd et al. 1999). A driving situation is a common and relevant situation in which
we can see the effects of these challenges. In order to design a system to meet the level
of complexity required of a context-aware computing system, various factors must be
understood such as (1) how much information (relevant and irrelevant, e.g., GPS
directions to the destination vs. a text about making plans next week) can be processed
while driving; (2) the speed at which new information can be processed; and
(3) through what modalities or channels should information be presented in order to
mitigate overload while simultaneously allowing for greater information handling. This
will be further explored in the Discussion to help define the parameters of a
context-aware framework based on the results of this experiment.

In terms of context-aware systems, the relevant context is equally as important as
understanding the level of situational awareness the operator has developed both in that
instance and over time through repeated exposure. Employing a context-aware com-
puting system and framework to a driving scenario in particular means that interrup-
tions can be correctly prioritized and handled by systems and operators, leading
potentially to fewer accidents and better understanding of upcoming hazards
(Alghamdi et al. 2012).

2.2 Multiple Resource Theory

Multiple resource theory (MRT), as defined by Wickens (1984, 2002) states that there
are different pools of resources available that can be leveraged at the same time
depending on the nature of the task. Issues occur when multiple tasks pull from the
same pool of resources; performance can drop, time-to-completion for the tasks can
extend, and less information may be processed. Further, as tasks become more difficult,
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performance will start to vary depending on the types of resources required to process
and prioritize between the different tasks (Wickens 1984). As a result, if one modality
is being utilized heavily, then presenting a signal across a different modality may result
in better task performance.

The principles behind MRT suggest that input from haptic displays will not
interfere with inputs from auditory or visual displays. The haptic modality has neither
been incorporated nor studied as extensively as the visual and auditory modalities.
The MRT model has been investigated mainly in the visual and auditory modalities and
it is unclear whether the same principles apply to the haptic modality. However, Scerra
and Brill (2016) did look at a primary counting task in the tactile modality and pre-
sented participants with a secondary task in the visual, auditory, and tactile modalities.
They found evidence supporting the inclusion of the modality in MRT. In addition,
Grane and Bengtsson (2011) found that a haptic interface reduced the visual load
needed to enable effective multitasking and agreed that the Wickens’ MRT model held
true. Therefore, it is likely that lower response times will occur when the interrupting
modality is different from the modality of the primary task. For example, an inter-
rupting haptic modality will have a lower response time when the primary task
leverages the visual modality than when it leverages the haptic modality.

2.3 Interruptions While Operating a Vehicle

Interruptions while driving can lead to increased errors and impair the ability to safely
operate a vehicle (Moray 1988). The reason is that driving is a complex activity that
requires high attentional resources and interruptions can exceed the cognitive capacity
of the decision maker.

As a way to reduce workload and increase the safety of the driver, there has been a
recent surge of interest in automated driving. Automated driving is not necessarily the
answer to decreasing errors and reaction times. Highly automated systems can initiate
actions on their own but must notify drivers of those actions. Drivers must continue to
monitor the environment and determine if and when certain situations call for driver
takeover. This role still places emphasis on the driver processing mainly visual
information. A driver’s situation awareness (SA) is a critical piece in interruption
management, since attentional resources may need to be devoted elsewhere. Poorly
designed warnings have the potential to disturb driving and distract driving (Fagerlonn
2010; Wiese and Lee 2004). For example, advanced driver assistance systems (ADAS)
send audible sounds when parameters such as a driver’s speed exceeds a given
threshold. Findings show that the abrupt onset of beeping startles drivers, causing them
to take their foot off the accelerator and momentarily deviate from the correct trajectory
within a lane (Biondi et al. 2014). As a result, there is a need to understand the best
modality and time to present a notification so that a driver is not overloaded with too
much information.

2.4 Hypotheses

To increase our understanding, we designed a study that specifically explores modality
and response time. By understanding the effects of interruptions on response times, we
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can define logic for a supporting framework to better allocate incoming information
and decide when and how to interrupt a user.

H1: Our first hypothesis is based on Wickens’ MRT where we believe that reaction
time will be reduced for the haptic modality when the interrupting modality is visual
or auditory.
H2: Although the primary tasks were spread across modalities, we hypothesize that
visual interruptions would perform worse than the auditory and haptic modalities
since the driving scenario was more visually taxing.

3 Methods

3.1 Design

Our experiment was a 3 � 3 within-subjects design. The within-subjects factors were
the Primary Task (PT) with three modes (Visual, Auditory, Haptic) and Secondary
Task (ST) with three modes (Visual, Auditory, Haptic). A power analysis indicated that
a sample of 30 participants was sufficient to detect large effects on outcome measures
with a probability of at least 0.80.

3.2 Participants

We recruited thirty-one participants (17 male, 14 female) from Craigslist. The average
age of the participants was 27.8 years with a range from 19 to 42 years. The partici-
pants had an average of 67 months (5 years, 7 months) of driving experience, which
ranged from 2 to 168 months.

3.3 Protocol

We chose a driving scenario for our experimental design. Driving is a dual-task situ-
ation since drivers have to concentrate on high levels of cognitive functions (route to
destination) while paying attention to immediate concerns (avoiding pedestrians). In
addition, driving is a real-time task, and will provide a realistic understanding of the
time it takes to react to interrupting stimuli.

We designed the experiment to present stimuli that a driver would typically
encounter while driving. During the experiment, participants watched a first-person
video of someone driving, while they were presented with background stimuli that
required low level attention: visually, participants were presented with a driving scene;
in the background, participants heard music playing softly and street noise; and the
haptic stimuli consisted of gentle, constant vibrations beneath the seat pan of a par-
ticipant’s chair.

The stimuli for the PTs were designed to engage the participants. The primary
visual task (PT-V) was a vigilance task where participants had to detect numeric
information from road signs. The primary auditory task (PT-A) presented numeric
information through spoken GPS guidance (e.g., “Turn left at Main street and drive
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point five miles.”). The primary haptic task (PT-H) consisted of receiving 3 or 5 bursts
of vibro-tactile stimuli over 3 s on the left wrist and providing feedback about what
participants felt.

The STs were issued during the presentation of the PTs. The secondary task visual
(ST-V) stimuli were green numbers that turned red and then back to green after one
second in the lower left corner of the computer screen. The secondary auditory task
(ST-A) was a 1-second beep sound. The secondary haptic task (ST-H) presented a
1-second vibro-tactile stimulus on the right wrist. For every PT and ST presentation,
participants were instructed to press pre-assigned keys to indicate what they detected.

PT-A was different from the other PTs because the numeric information was pre-
sented after the ST was presented. Although this was originally a concern, there were
no significant differences in response times (RTs) between PT-A and PT-V/H (Fig. 1).

3.4 Materials

For both training and main experiment videos, participants “drove” through similar city
settings. Ambient visual and auditory signals emitted from the video clip, and haptic
vibrations were provided using a vibration actuator attached beneath the seat pan to
simulate the vibration of a vehicle. Headphones were used for the audio task and
covered the entire ear but did not occlude noise unrelated to the experiment. Vibration
actuators were attached to both wrists.

Participants were instructed to press pre-assigned keys on a computer keyboard for
each of the PTs and STs for each modality (6 keys total). The single experimental video
presented all combinations of visual, haptic and audio for the primary and secondary

Fig. 1. In this example screenshot, a green number is in the periphery (called out by the arrow
here) while participants drove through the scenario (Color figure online).
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tasks. After the experiment, participants were asked to rate the difficulty on a 5-point
Likert scale (1: very easy, 3: normal, 5: very hard) for each of the STs for a given PTs
(STs � PTs) and provide reasons.

3.5 Procedures

Participants signed a consent form when they first arrived for the study. They received
experimental instructions for the driving simulator and experimental task. Once par-
ticipants understood the instructions, they underwent a training session where one-third
of the PTs were interrupted by STs with one stimuli combination for each modality
(visual, auditory, and haptic) was presented (9 PT � ST combinations). Upon com-
pletion of the training, participants were given the opportunity to ask questions before
starting the main experiment. In the main experiment, participants were presented with
12 primary tasks in each modality for a total of 36 total PTs. All participants were given
a questionnaire after completing the main experiment.

3.6 Measures

We collected data on response time to the stimuli (i.e., elapsed time between presen-
tation and when the participant presses the correct key), errors, misses, and subjective
rating during the study. Errors measured whether the participant incorrectly matched
the assigned keys to stimuli. Misses were recorded when the subject did not provide an
answer to an ST. Although the participant was not given a set amount of time to
answer, stimuli were presented quickly and the participant’s attention could have been
directed towards pressing a key for the next stimulus presentation. A qualitative sub-
jective rating was collected during the questionnaire at the end, which rated the diffi-
culty of ST when PT was presented.

4 Results

Three Repeated Measures Anovas (RMANOVAs) were performed. A 3 (PT-V, PT-H,
PT-A) � 3 (ST-V, ST-H, ST-A) RMANOVA assessed differences in the response
times (RTs) of the secondary task for each primary task that was interrupted and
primary task response times without interruptions. Significance for tests involving a
repeating factor used Huynh-Feldt corrections for degrees of freedom with an alpha
level of .05 and a p value less than .05. The PTs that were interrupted were significant,
F(1.71, 13.66) = 12.2, partial η2 = .604. The PTs that were not interrupted were sig-
nificant as well, F(1.50, 43.58) = 52.13, partial η2 = .20. The group means are plotted
in Fig. 2 and means and standard deviations are presented in Table 1. Response times
for the primary tasks are affected by the secondary task interruption. However, results
of the primary task without interruption suggest that the primary tasks have varying
response times depending on modality.

The PT � ST interaction was significant for secondary task F(3.83,
114.86) = 8.18, partial η2 = .214. Response times for the secondary task were
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significantly different depending on which primary task was interrupted, indicating that
secondary task response time is dependent upon the primary task modality.

The results show that primary tasks are affected by the secondary tasks. Subjective
ratings indicate that participants found it difficult to detect ST-V compared to the other
modalities (1 = very easy, 5 = very hard).
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Multi-Modal Interruptions of the Primary Task

ST-V ST-A ST-H PT only

Fig. 2. Response time means for PT � ST combinations and PT only

Table 1. Stimuli ordered from fastest average response time to slowest average response time
excluding the misses along with subjective ratings from the questionnaire.

Primary
task

Response time means
(SD) for primary task
only

Secondary
task

Response time means
(SD) for secondary task
only

Subjective
ratings

PT-H .99 (.444) ST-A 1.44 (.563) 1.40
PT-H 1.09 (.676) ST-H 1.15 (.409) 2.26
PT-H 1.14 (.560) – – –

PT-A 1.30 (.947) ST-H 1.67 (.719) 1.74
PT-A 1.40 (.643) – – –

PT-A 1.52 (1.18) ST-V 1.31 (.536) 3.57
PT-H 1.72 (.894) ST-V 1.57 (.638) 2.98
PT-V 2.24 (1.35) ST-H 1.65 (.845) 1.40
PT-A 2.56 (5.81) ST-A 1.59 (.597) 1.86
PT-V 2.75 (1.01) ST-A 1.19 (.375) 1.52
PT-V 2.96 (2.19) ST-V 1.53 (.428) 3.79
PT-V 3.18 (1.42) – – –
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The number of misses and errors for PT � ST combinations and PT only are
presented in Table 2. In general, participants missed more of the visual tasks than the
other two modalities.

5 Discussion

Context-aware computing systems present an opportunity for leveraging multiple
complex factors during complex tasks like driving. Driving is an example of a large
class of use cases that involves cognitive functioning, situational awareness, and
immediate concerns. Understanding situational awareness and interruptibility across
and within modalities is a step forward to understanding how to leverage task and user
information to improve user performance.

5.1 Hypotheses and Results

We did not find support for our first hypothesis that response times would be lower for
the haptic modality when the interrupting modality was different from the primary task.
However, visual and auditory modes did align with the MRT principles. Both were
faster for the incongruent stimuli, rather than the congruent stimuli. We did not find that
MRT applies to haptic signals in this experiment, since response time was the fastest
for the PT-H ST-A combination but then PT-H ST-H was the second fastest. This was
surprising since Scerra and Brill (2012) found that participants performed significantly
worse in tactile-tactile dual task conditions.

The ST-H combinations were the fastest for PT-A and PT-V. One explanation for
these results could come from Van Erp and Van Veen (2004). They found that drivers
may benefit from haptic information, however haptic vibrations primarily provided
on/off information since more complex information is difficult to convey through haptic
signals. The same could be true in our study since participants did not have to
remember how many buzzes they felt, merely that haptic signals were present. The
finding is important because presenting interrupting haptic signals should be further
investigated with respect to Wickens’ MRT. We cannot incorporate multi-modal dis-
plays containing haptics without understanding the impact of haptics on visual and
auditory primary tasks.

Table 2. Number of total misses and response errors across participants (N = 31).

Secondary task Primary task

PT-V PT-A PT-H

Miss Errors Miss Errors Miss Errors
Pri Sec Pri Sec Pri Sec

ST-V 4 13 – 9 19 – 5 10 –

ST-A 8 – – 8 – 1 1 – 1
ST-H 2 – 1 2 – – 2 – –
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The ST-V combinations were the slowest with participants reporting that they had
more difficulty detecting ST-V compared to all other PTs and STs except for PT-A.
This supports the hypothesis that visual interruptions would produce slower response
times than auditory and haptic modalities since driving is primarily a visual modality.
Saccadic suppression could help explain that the participant’s main focus was on the
ongoing PT-V task, temporarily rendering them blind to other changes in the visual
field (Peterson and Dugas 1972; Bridgeman et al. 1975; Burr and Ross 1982). In
addition, when looking at the primary task only, the visual task had the slowest
response time compared to the other two tasks. As a result, attentional resources may
not have been available to notice a one second change occurring on the edge of the
screen while focusing on driving.

5.2 Interruptions and Design Implications

Research has shown that distracted drivers experience “inattention blindness” where
their field of view narrows (Maples et al. 2008), and they tend to look at, but not
necessarily register the information in their driving environment (Strayer 2007),
resulting in missing visual cues that are important for safe driving (Jacobson and
Goston 2010). Inattention blindness could help explain why the ST-V was largely
missed across modalities and was responded to the slowest. However, there is the
possibility that since the focus was on looking for a numerical road sign, goal-directed
attention and attentional priority could have been directed to a certain area on the
screen, far enough away from the secondary visual stimulus to create a delay in
processing (Egeth and Yantis 1997).

This finding supports research that says that even reading a text while driving is
detrimental for driving (Drews et al. 2009; Hoffman et al. 2005). Based on these
findings and results from the present study, we believe that autonomous cars should not
warn drivers of complex decisions in a visual format. Highly automated driving allows
the driver to take over at any time but especially in emergency situations; therefore
drivers still need to pay attention to their environment. The findings from our study can
be applied to determining how, when, and which modality information should be
presented, depending on the situation, importance of the information, driver state, etc.

5.3 Multiple Resource Theory

A recent study found that presenting redundant, multi-modal signals to drivers had a
positive influence on response time, with little added frustration or other negative
effects (Biondi et al. 2017). In fact, they found that multi-modal presentation (auditory
and haptic) at the same time resulted in faster brake and response times for drivers than
in using auditory or haptic warnings individually. The more a context-aware system is
able to adapt to different requirements based on driver expertise and experience, in
addition to the physical and time constraints within different environments, the better it
will be able to support future drivers. For example, results from Table 1 indicate that
participants found the haptic modality easy to detect, however it is more difficult to use
it to convey rich information than in the visual and auditory modalities.
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5.4 A Context-Aware Framework

In the context of the growing challenge of information overload, we propose a theo-
retical framework which describes how context-aware computing technology can be
strategically combined with multi-modal displays in order to provide users with the
information they need, when they need it, and in a way in which they can utilize it to
make decisions. In the case of a driver, the context framework would work to ensure
that information from auxiliary digital devices, such as a smartphone or GPS device, is
presented at the appropriate time. Results from our study indicate that there is an
interaction between primary task modality and secondary (interruptive) task modality
with respect to reaction time. As a result, a supporting context-aware framework should
account for the modes in which a user is currently engaged (PT) and the proposed
modes through which the system is considering interrupting the user (ST) when
determining the timing of the interruption or the presentation of additional information.

The details of an interruptibility algorithm are a topic that merits further investi-
gation; however, the current results do lead to some working hypotheses. Because
participants in many cases failed to acknowledge ST-Vs across all three primary task
modalities, interrupting a user with a visual cue should be a low probability event.
Algorithmically, the effectiveness of a visual interruption should have a very low
weight compared to interruptions in other modalities. As a result, the calculated cost to
the user of an interruption in the visual modality should be high. This means that if the
interruption is urgent, the suitability of an auditory or haptic modality should be
considered. Additionally, if the information is only well-suited to the visual modality,
the cost of delaying the information presentation until a time when it is not interrupting
an existing PT may be lower than when compared to the cost of interrupting that task.
The parameters of these cost and delay variables are a topic of future study.

Figure 3 is an example of the response time pairings informing the first-order rules
for a context-aware model. This model will start to inform a framework which will
come together from individual framework pieces. These guidelines serve as ground-
work for developing the framework to better characterize and quantify the costs and
benefits of signal combinations.

5.5 Limitations

This study was able to explore interruptions across and between modalities. While
major factors contributing to the effect of the interruption on the response time were
controlled for to the best of our ability, a few limitations provide opportunities for
further exploration. A driving simulation has several challenges including limited
physical, perceptual, and behavioral fidelity (Evans 2004), which limits high levels of
experimental control. Exploring response time in a higher-fidelity driving simulation,
or in a real-world driving task may alter the effect of the signals since we may find
slightly different results when the scenario is more realistic.

Another limitation may have been the placement of the green number on the bottom
left of the screen. Perhaps a number that flashed in the middle of the screen would have
been more salient than numbers in the lower left corner. This could increase the
performance of ST-V but distract from PT-V.
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Finally, this study was limited to a single interruption, categorized as a secondary
task. We did not explore the effects of the importance of information, which may shift a
secondary task to a primary task. The experiment could also be extended to multiple
interrupting signals to assess their combined impact on response time.

5.6 Summary

The present study investigated the effects of visual, auditory, and haptic interruptions
during a driving scenario. Haptic interruptions need to be further studied with regards
to Multiple Resource Theory. Participants responded to the ST-V interruptions the
slowest for PT-H and PT-V which suggests that interruptions during driving should not
be presented visually since driving is mostly a visual task. These results inform
components of a larger context-aware computing system for the purpose of distributing
oncoming signals across modalities during the performance of complex tasks, such as
driving.
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Abstract. Advancements integrating computers and mobile devices with
physiological sensors may increase individual opportunities for stress aware-
ness. Conversely, computers and mobile devices, remain sources of stress,
particularly in student populations. Use of these devices can have a negative
effect on breathing patterns, which can, in turn, cause or exacerbate stress. This
study explores whether breath counting and abdominal breathing activities may
be useful to help manage stress induced by computer use. Nine male senior
computer science students completed a repeated-measures experimental
sequence which included Stroop color-word tasks followed by periods of sitting
quietly or periods of conducting one of three breathing activities. The study
highlights the possibility that college students may be able to use five-minute
breathing activities to effect physiological responses. The study advocates the
continued examination of these breathing activity effects on skin conductance
(SC), heart rate (HR) and breath ratio. It also suggests that there may be simi-
larity in overall effect on respiration rate (RR) for the three breathing activities
used in this study. Future studies with larger sample sizes and demographic
diversity may provide better fidelity on suggested relationships. This study
expands upon a previously published work in progress [1].

Keywords: Breath counting � Abdominal breathing � Stress
Stroop color-word task � Students � Physiological response � Meditation
Kruskal-Wallis H test

1 Introduction

Portable and wearable sensor technology is becoming ubiquitous and enables one to
potentially gain greater visibility of one’s own physiological measures [2–10]. Inte-
gration of physiological sensors with computers, mobile devices and other platforms
will continue to expand the possibilities for augmented cognition related to stress
monitoring, especially through the use of sensors to monitor skin conductance (SC),
heart rate (HR) and respiratory rate (RR) [5, 7, 10–18]. As this integration continues,
individual users will have enhanced capacity, to monitor, record, and become more
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aware of their own physiological signals and use this information to make decisions
about their health, especially stress management.

2 Theoretical Background

2.1 Students, Stress and Technology

College and university students generally experience high levels of stress [19–23].
Some of this stress may be caused, or intensified by using computers and electronic
devices, which in some cases can cause superficial or irregular breathing [24–26].
Computers and mobile devices could eventually be used to help remedy this phe-
nomenon, particularly if used to build awareness of breathing and variations in
physiological signals, and to enable individuals to make behavioral changes, which is
consistent with approaches used in breath-related biofeedback for stress management
[27–34].

2.2 Breathing and Stress Management

As noted previously [1], science has thoroughly documented the complex physiological
relationship between breathing and stress [35–38], which is consistent with long-
standing knowledge applied in a variety of meditative and other traditions [39–42].
Since breathing is both reflexive and voluntary, it has the potential to both cause and
help manage stress. Breathing activities that have been used with children and students
include breath counting [43, 44] and abdominal breathing [19, 32, 45–47].

One aspect of using breathing activities for stress management involves enabling
individuals do develop an awareness of their own breathing. Breath awareness is used
extensively in a variety of meditative practices, including meditative practices applied
for stress management [43, 48–52].

2.3 Physiological Measures

From an augmented cognition perspective, the following physiological measures may
be particularly useful for monitoring stress levels because sensors that measure these
signals are becoming more integrated with computers and mobile devices.

Skin Conductance (SC). One measure of electrodermal activity (EDA), SC is the
change in electrical conduciveness of the surface of the skin caused by eccrine sweat
glands secretions. It is measured in microsiemens (lS) and increases in SC are gen-
erally related to increased physiological arousal [38, 53, 54].

Heart Rate (HR). HR is derived from electrocardiogram (ECG) measures by con-
verting the heart period (inter-beat interval - IBI) into beats per minute to quantify
cardiac activity. (It can also be determined by counting heart beats.) HR measures are
converted to average beats per minute (BPM) and increases in HR can indicate
physiological arousal [38, 53, 54].
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Respiratory Rate (RR). RR is the quantification of breathing by counting respiratory
cycles. One cycle is comprised of one inhalation and one exhalation [38, 54]. It is
measured in average breaths per minute (BrPM1).

Breath Ratio. Breath ratio is a calculated value derived by dividing the standard
deviation of the voltage obtained from an abdominal belt sensor by the standard
deviation of the voltage obtained from a thoracic belt sensor. Values less than one
indicate a thoracic breathing style and values greater than one indicate an abdominal
breathing style [55].

2.4 Research Questions

Based on the aforementioned information, the following research questions have
emerged as the basis of this study:

RQ1: Can college students use a five-minute breathing activity to regulate physio-
logical responses caused by computer use?

RQ2: Are there significant differences in effect on physiological responses between
quiet sitting and the breathing activities of breath counting, abdominal
breathing and combined breath counting and abdominal breathing?

2.5 Hypotheses

The research questions are parsed into hypotheses related to specific breathing activities
and physiological measures, which will guide data collection and analysis. Since the
computer-based task is designed to elicit physiological response, any change in
physiological response would be demonstrated by comparing the activity periods
immediately following each computer-based task.

H1: Participants can use a five-minute breath counting activity to regulate physio-
logical responses caused by computer use.
H1:1: The breath counting activity will cause a change in participant SC when

compared to the quiet sitting activity.
H1:2: The breath counting activity will cause a change in participant HR when

compared to the quiet sitting activity.
H1:3: The breath counting activity will cause a change in participant RR when

compared to the quiet sitting activity.
H1:4: The breath counting activity will cause a change in participant breath

ratio when compared to the quiet sitting activity.
H2: Participants can use a five-minute abdominal breathing activity to regulate

physiological responses caused by computer use.
H2:1: The abdominal breathing activity will cause a change in participant SC

when compared to the quiet sitting activity.

1 The acronym BPM appears in medical and scientific literature to refer to both breaths per minute for
RR and beats per minute for HR. This study uses the acronym BrPM to clearly distinguish breaths
per minute from beats per minute (BPM).
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H2:2: The abdominal breathing activity will cause a change in participant HR
when compared to the quiet sitting activity.

H2:3: The abdominal breathing activity will cause a change in participant RR
when compared to the quiet sitting activity.

H2:4: The abdominal breathing activity will cause a change in participant
breath ratio when compared to the quiet sitting activity.

H3: Participants can use a five-minute combined breathing activity (breath counting
and abdominal breathing) to regulate physiological responses caused by a
computer use.
H3:1: The combined breathing activity will cause a change in participant SC

when compared to the quiet sitting activity.
H3:2: The combined breathing activity will cause a change in participant HR

when compared to the quiet sitting activity.
H3:3: The combined breathing activity will cause a change in participant RR

when compared to the quiet sitting activity.
H3:4: The combined breathing activity will cause a change in participant breath

ratio when compared to the quiet sitting activity.

Evidence for or against these hypotheses involves a statistically significant change
in the mean physiological signal measure between the periods of quiet sitting and the
breathing activity periods. If there is a change, it may indicate that the participant is
able to use the breathing activity to regulate physiological response, which supports the
hypotheses. If there is no change it may indicate that the participant is not able to use
the breathing activity to regulate physiological response, or that the breathing activity
had no effect - both of which do not support the hypotheses.

2.6 Stroop Effect

The Stroop Effect [56] describes interference that occurs when two inconsistent stimuli
are simultaneously presented to an individual and the individual’s response to the
designated stimulus is slower (in milliseconds) than when two stimuli are consistent.

Stroop color-word tasks present color words in font colors that match or do not
match the color word. Participants are instructed to respond by identifying the font color,
not the color-word. Stroop color-word tasks have been employed extensively to study
stress and cognitive load [33, 34, 57–64]. As previously noted [1], Stroop tasks are
effective laboratory stressors because practice effects only emerge after prolonged
exposure [65] and because individual response to interference cannot be controlled [64].

3 Method

The purpose of this study is to investigate the efficacy of university student use of
breath counting, abdominal breathing and combined breathing treatments to regulate
physiological responses caused by a computer-based task. This study uses a repeated
measures design to account for the range of participant physiological variation.
Physiological responses were measured and recorded throughout each session across
the experimental activity sequence.
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3.1 Participants

Nine male university seniors were recruited from a summer computer science course.
Participants age ranged from 20–24 years with the average age of 22 years. Participants
received extra credit as compensation for their participation and all participants com-
pleted the experimental activity sequence. Each participant indicated he was in good
health and had normal color vision.

3.2 Activity Sequence

Figure 1 shows the experimental activity sequence. The researcher first recorded
baseline physiological measures for each participant during a two and one-half minute
period of no activity (Fig. 1, item 1). Next, participants practiced the Stroop color-word
task [66] for two and one-half minutes (Fig. 1, item 2). All participants then completed
a series of three – two and one-half computer-based Stroop color-word tasks, each
immediately followed by five minutes of quiet sitting (Fig. 1, items 3–8b).

After rehearsing a breathing activity that corresponded with their treatment group
for two and one-half minutes (Fig. 1, item 9), participants subsequently completed
another series of three – two and one-half minute Stroop tasks, each followed by
five-minute periods of the breathing activity (Fig. 1, items 10–15b).

Stroop Color-Word Task. This study uses a modified version of an existing
computer-based Stroop color-word task [66] for the specific purpose of eliciting
physiological responses. Participants were instructed to complete the task as quickly
and accurately as they were able. Each participant completed a total of seven iterations
(including a practice period – Fig. 1, items 2, 3, 5, 7, 10, 12 and 14).

In the task, the program displays color words in a font color that matches or does
not match the color word. Only four colors are used: red, green, yellow and blue. Items
are randomly displayed to participant, half having matching color word and font color
and half not. Participants are instructed to respond by pressing the key on the computer
keyboard that corresponds with the first letter of the font color (not the color word). The
message “Correct. Press SPACE to continue” appears after correct responses. The
message “INCORRECT. Don’t rush” is displayed for incorrect responses.

1. 2. 3. 4a. 4b. 5. 6a. 6b. 7. 8a. 8b. 

Base-
line

Stroop 
Task 

Practice

Stroop 
Task

Quiet
Sitting

Stroop 
Task

Quiet
Sitting

Stroop 
Task

Quiet
Sitting

9. 10. 11a. 11b. 12. 13a. 13b. 14. 15a. 15b.

Breathing
Activity
Practice

Stroop 
Task

Breathing 
Activity

Stroop 
Task

Breathing 
Activity

Stroop 
Task

Breathing 
Activity

Fig. 1. Experimental activity sequence with each, two and one-half minute period delineated.
Letters a and b after numbers designate the first and second halves of five-minute activities.
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3.3 Treatments

The researcher used restricted random assignment, forcing equal sample sizes to place
participants in one of three breathing activity conditions: (a) breath counting, (b) ab-
dominal breathing and (c) combined - both breath counting and abdominal breathing.
Each treatment group had three participants (Table 1).

Quiet Sitting. Participants completed a total of three, five-minute quiet sitting tasks,
(Fig. 1, items 4a–b, 6a–b, and 8a–b). For quiet sitting, participants were instructed to
maintain a comfortable sitting position with their backs straight and refrain from
talking.

Breath Counting. The researcher provided participants in the breath counting treat-
ment group a breath-counting worksheet with the following instructions and verbally
reviewed the instructions with each participant:

1. Sit up comfortably with your back straight and both feet on the floor.
2. Breathe comfortably and focus your attention on your breathing.
3. When the time starts, mark the worksheet with the next breath event that occurs:

inhale start, inhale end, exhale start, exhale end.
4. Continue to mark the worksheet with each subsequent breath event as it occurs:

inhale start, inhale end, exhale start, exhale end.
5. Continue to breathe comfortably.

Abdominal Breathing. The researcher provided participants in the abdominal
breathing treatment group a worksheet with the following instructions and verbally
reviewed the instructions with each participant:

1. Sit up comfortably with your back straight and both feet on the floor.
2. Place your dominant hand on the center of your chest and your other hand on the

center of your abdomen.
3. Inhale slowly through your nose and permit your abdomen to expand as your

diaphragm descends and your lungs fill; while at the same time keeping your chest
and upper body as still as you can.

4. Exhale slowly through your nose and permit your abdomen to reduce and move
toward your spine as your diaphragm rises and your lungs empty; while at the same
time keeping your chest and upper body as still as you can.

5. Keep your eyes open and observe your abdomen as it moves.

Table 1. Participants by group
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6. Focus your attention on the sensations of breathing and when you notice that your
mind has wandered, bring your attention back to your breathing sensations.

7. Continue to breathe slowly, deeply and comfortably.

Combined. The researcher provided and verbally reviewed both instruction sets and
worksheets to the participants. The participants completed the breath counting and
abdominal breathing activities simultaneously with the following minor modification:
participants used their dominant hand to mark the breath counting worksheet and
placed the other hand on their abdomen.

Variables. The independent variable for this study is the treatment group: (a) breath
counting, (b) abdominal breathing and (c) combined. The dependent variables are
(a) SC, (b) HR, (c) RR and (d) breath ratio.

SC was measured by placing two disposable sensors side-by-side on the medial
side of the right foot along the plantar surface of the longitudinal arch [53]. HR was
measured by placing one pre-gelled disposable sensor on each of the participants
forearms inferior to the antecubital space [53]. RR was measured using two belt sen-
sors: one placed around the middle of the participant’s abdomen and the other around
the upper portion of the participant’s thorax [55].

3.4 Procedure

Lab Description. The lab space is air conditioned and equipped with fluorescent lights
and an acoustic tile drop ceiling. It contains two sections, the experimental workstation
and the proctor workstation. The experimental workstation is comparable to a standard,
64-in. by 64-in. office cubicle, equipped with a small desk, computer workstation and
static chair. The computer is equipped with a 20-in. monitor, standard keyboard and
mouse. It is separated from the lab equipment and the proctor workstation by a 64-in.
by 72-in. fabric covered partition. The proctor workstation has two displays and two
sets of controls. One monitor, keyboard and mouse that mirrors and controls the
participant’s experimental workstation and another monitor, keyboard and mouse to
view and record the physiological signals.

Instrumentation. The researcher used BIOPAC MP150 system to collect physio-
logical data. Signals were recorded at 1000 Hz across four channels: channel one –

EDA, channel two – electrocardiogram (ECG), channel three – abdominal breathing
signal, channel four – thoracic breathing signal. All signals were recorded and prepared
with BIOPAC AcqKnowledge software [67].
To determine HR, the researcher used the software to mark and count QRS peaks in the
ECG channel. To calculate RR, the researcher used the software to mark the signals
from the abdominal and thoracic RR channels at the beginning of each inspiration
(inhale) and the beginning of each expiration (exhale). The researcher then used the
software to count the markers and divided the count by two to derive one breath cycle
(inhale, exhale) and then averaged the RR values from the abdominal and thoracic
channels to establish composite RR values.
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Experimental Procedure. This experiment was approved by the university institu-
tional review board (IRB). The experimental session lasted approximately 90 min for
each participant. After providing informed consent, participants were seated in the
experimental space at the computer workstation. The proctor then applied the sensors
and instructed the participant to complete a computer-based demographic survey. Next,
the participant started the activity sequence (Fig. 1). After the final breathing activity in
the activity sequence, the participant completed a post-activity questionnaire, after
which the proctor removed the sensors and debriefed the participant.

4 Results

Due to the small sample size (N = 9) and subsequent small group sizes (n = 3) the
researcher applied the Kruskal-Wallis H test [68] (non-parametric ANOVA) in SPSS
[69] to compare means of the physiological signals between treatment groups and
between selected activities in the experimental protocol.

The researcher compared the physiological data from the following selected
activities: (a) baseline, (b) Stroop task before breathing activity exposure, (c) first half
of the quiet sitting activity, (d) second half of the quiet sitting activity, (e) Stroop task
after breathing activity exposure, (f) first half of the breathing activity and (g) second
half of the breathing activity.

4.1 Between Groups

The Kruskal-Wallis H test suggests statistically significant difference between the three
groups for SC, HR, and breath ratio. For SC, v2(2) = 16.19, p = 0.000 with a mean
rank SC score of 4.00 for Group 1, 17.29 for Group 2 and 11.71 for Group 3. For HR,
v2(2) = 13.781, p = 0.001 with a mean HR score of 6.43 for Group 1, 18.00 for Group
2 and 8.57 for Group 3. For breath ratio, v2(2) = 9.824, p = 0.010 with a mean breath
ratio score of 5.43 for Group 1, 12.29 for Group 2 and 15.29 for Group 3. The test did
not show a statistically significant difference between the three groups for respiration
rate (RR). Table 2 displays these results.

Table 2. Analysis of relationships between groups and physiological measures
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Figure 2 displays box plots for the three physiological measures with statistically
significant differences by group. Table 3 contains the corresponding box plot values for
each measure by group. Breath ratio values correspond with a breathing style category.
Values greater than one indicate a predominately abdominal breathing style. Values
less than one indicate a predominately thoracic breathing style.

4.2 Across Activities

Graphing the mean values SC, HR, RR and breath ratio by group across the activities
showed variations, but did not show any visibly consistent patterns for SC, HR and
breath ratio. A consistent pattern did seem to emerge in the graph of mean RR for the
three groups by activity period (Fig. 3).

Fig. 2. Plots of statistically significant differences in physiological measures between treatment
groups: Group 1 – Breath Counting, Group 2 – Abdominal Breathing, Group 3 – Combined.

Table 3. Box plot values for each measure by group
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The Kruskal-Wallis H test suggests a statistically significant difference (Fig. 4)
between the selected seven activities and RR, v2(6) = 16.357, p = 0.012 with a mean
rank RR score of (a) 8.67 for baseline, (b) 19.33 for the Stroop activities before
exposure to the breathing activity (Stroop 1), (c) 12.17 for the first half of the quiet
sitting activities (QSa), (d) 11.67 for the second half of the quiet sitting activities (QSb),
(e) 17.00 for the Stroop activities after exposure to the breathing activity (Stroop 2),
(f) 4.83 for the first half of the breathing activities (BAa) and (g) 3.33 for the second
half of the breathing activities (BAb). Figure 4 shows the box plot of RR values for the
seven selected activities and Table 4 contains the corresponding RR box plot values by
activity. The Kruskal-Wallis H test did not show any statistically significant difference
between the seven selected activities and SC, HR, and breath ratio.
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Fig. 3. Mean respiratory rate (RR) by activity

Fig. 4. Plots of RR measures across selected activities: baseline measure, Stroop 1 –

pre-treatment Stroop tasks, QSa – first half quiet sitting periods, QSb – second half quiet
sitting periods, Stroop 2 – post treatment Stroop tasks, BAa -first half breathing activities, BAb -
second half breathing activities
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5 Discussion

Small sample size precludes any definitive conclusions regarding the results of this
study. The results may, however indicate potential relationships that are worth
examining in future studies with more participants and with a greater range of par-
ticipant demographic diversity.

The statistically significant difference between the mean physiological measures of
SC, HR and breath ratio, (Fig. 2, Table 3) may lend evidence supporting the
hypotheses specific to those particular measures when comparing the three treatment
groups. It is also possible that the differences between the mean values was due to
physical and physiological differences between individual participants, so further study
with more participants has the potential to reveal evidence related to any individual
differences.

5.1 Skin Conductance (SC) Between Groups

The statistically significant difference in mean SC between groups may be evidence
which supports the hypotheses that the breathing activities for the treatment groups
cause a change in SC (H1.1, H2.1 and H3.1). Participants in the breath counting group
(group 1) showed a substantially lower ranked mean than the other two treatment
groups (abdominal breathing - group 2, and combined - group 3). This could be
attributed to individual differences or it is possible that the treatments were responsible
for these results.

The abdominal breathing group showed the highest ranked mean score when
compared to the other two groups, which could indicate that the abdominal breathing
activity caused an increase in SC. Since abdominal breathing was also included in the
combined breathing activity group, this could explain why the combined treatment
group had a ranked mean score between the breath counting and abdominal breathing
treatment groups.

Table 4. Box plot values for RR measure by activity
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5.2 Heart Rate (HR) Between Groups

The statistically significant difference in mean HR between groups may be evidence
which supports the hypotheses that the breathing activities for the treatment groups
cause a change in HR (H1.2, H2.2 and H3.2). The abdominal breathing group dis-
played the highest ranked mean score when compared with the other two groups. This
could be due to individual differences or it may indicate that the abdominal breathing
activity can cause a general increase in heart rate.

5.3 Breath Ratio Between Groups

The statistically significant difference in mean breath ratio values between groups may
be evidence which supports the hypotheses that the breathing activities for the treat-
ment groups cause a change in breath ratio (H1.4, H2.4 and H3.4). Because breath ratio
values greater than one indicate a predominately abdominal breathing style and values
less than one indicate a predominately thoracic breathing style, the fact that the
abdominal breathing group displays the greatest range of ratio scores when compared
with the other two groups is consistent with the experimental manipulation.

5.4 Respiratory Rate (RR) Between Groups

The absence of a statistically significant difference between the mean RR may mean
that the breathing activities had no effect on RR when comparing treatment groups or
that the treatments all had similar effects on RR. The possibility of similar effects for all
three treatments may be supported by the similar pattern in mean values by activity
(Fig. 3) and the statistically significant difference for RR across activities (Fig. 4).

Since the Stroop, quiet sitting and breathing activities all involve minimal levels of
physical activity, it is possible that RR may not be a salient indicator of stress for
individual participants for tasks performed while seated in front of a computer. It is also
possible that individual differences and small sample size masked any statistically
significant RR variation.

5.5 Respiratory Rate (RR) Across Selected Activities

The presence of a statistically significant difference in RR across the selected activities
(Fig. 4, Table 4) may show a generally positive and similar effect of the breathing
activities in reducing RR when comparing the baseline, Stroop, and quiet sitting
composite activity periods. Both Stroop composite activity periods showed the two
highest ranked values when compared to other activities, which is consistent with the
used of the computer-based Stroop color-word task as a laboratory stressor. The two
segments of the breathing activity period composites had the two lowest ranked values
and were below baseline measures, which may show that the breath activities have a
greater effect on RR when compared to the quiet sitting task. The composite baseline
and the two segments of the sitting quietly composite activity periods have similar
rankings falling between the Stroop activities and the breathing activities. This may
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show a near equivalence between baseline measure and quiet sitting, which can be
expected due to activity similarity.

6 Potential Implications

Towards gathering evidence related to the first research question, it does appear that
some college students may be able to use breathing activities to mitigate changes in RR
due to computer use. At this time, there is no evidence in this study to indicate that
college students are able to use the breathing activities to mitigate changes in SC, HR
and breath ratio measures due to computer use but these potential relationships might
still be considered in future studies.

Towards gathering evidence related to the second research question, it appears that
there could be significant differences between SC, HR and breath ration values for the
three treatment groups. It is worth noting that the abdominal breathing activity
appeared to be related to an increase of both mean SC and HR values. Typically
increases in SC and HR values are generally consistent with physiological arousal [53],
but it is also possible that the abdominal breathing activity was physically stimulating
when compared to the overall sedentary nature of the experimental protocol, or that
individual differences in physiological response could explain these differences.

This pilot study highlights potential relationships that may exist between breathing
activities and participant SC, HR and breath ratio. It also may show potential rela-
tionships between RR and seven of the activities selected from the experimental
activity sequence. In addition to examining these potential relationships, future studies
should take into account other variables such as heart rate variability (HRV), individual
stress levels and participant prior experience with breathing activities. Additionally,
since physiological measures within an individual are not independent, multilevel
modeling or hierarchical linear modeling statistical analysis approaches may be more
appropriate for analyzing data from larger population samples.
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Abstract. Bringing together humans and machines in a performance-improving
symbiosis requires giving our digital assistants, robots and other artificial team‐
mates the ability to better understand the states of their human colleagues. In this
paper, we discuss how technology can be used to assess human reactions to infor‐
mation, a critical technology development both for enabling the development of
influence assessment tools, and for human-machine teaming. Developing tech‐
nology suites to detect and exert influence is of paramount importance in a world
where kinetic and non-kinetic effects interact to produce final outcomes in the
national security domain. We discuss development of a comprehensive tech‐
nology suite to allow the US and its Allies to detect and disrupt radicalization
processes in multiple media; the suite is distinguished by its use of human-in-the-
loop cognitive testing to allow rapid retailoring of information activity, and could
give military personnel entirely new capabilities to understand and influence the
information environment.

Keywords: Human machine teaming · Influence · Narrative
Physiological monitoring · Information operations

1 Introduction

Developing technology suites to detect and exert influence is of paramount importance
in a world where kinetic and non-kinetic effects interact to produce final outcomes in
the national security domain. Here, I discuss development of a comprehensive tech‐
nology suite to allow the US and its Allies to detect and disrupt radicalization processes
in multiple media; the suite is distinguished by its use of human-in-the-loop cognitive
testing to allow rapid retailoring of information activity, and will give military personnel
entirely new capabilities to understand and influence the information environment.

Violent non-state movements such as ISIL, al Qaeda, and others leverage cultural
expertise and exquisite locally-grounded historical knowledge to form narratives and
tell stories which exploit innocent bystanders and cultivate permissive operating envi‐
ronments in which to thrive; the same goes for state actors, such as Russia. Adversary
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information operations can be effective at convincing their sometimes innocent targets
to look the other way—or even actively support—terrorist tactics and strategies by
providing people, money, moral and materiel support, or can be used to achieve strategic
objectives such as undermining cultural conditions enabling democracies to thrive.

Detecting these ideologically-driven information operations is an important capa‐
bility; the United States and its allies cannot respond to what we do not sense. More
important, being able to formulate a holistic strategy for undercutting the efficacy of
these operations is a critical part of a counter-terrorism and counter-radicalization
strategy. This will involve developing tools and technologies to formulate and forecast
the effect of counter-narratives, supporting information, and larger environmental
factors on the future abilities of our adversaries. This could involve leveraging existing
technologies, and tools which could be built relatively quickly, to equip the US with a
comprehensive “counter-radicalization toolkit” to contest adversary information influ‐
ence. This suite would allow the US to detect, analyze, and understand adversary infor‐
mation operations, and provide “human-in-the-loop” tools to assist in developing
counter-narratives to influence the behavior of the audience in ways which will prevent
them from being exploited by malignant violent non-state actors. Measures of perform‐
ance and effectiveness will provide feedback to allow rapid calibration of a compre‐
hensive counter-radicalization information campaign.

The proposed system accomplishes this by automating the analysis of multiple forms
of media (broadcast, social, etc.), detecting emerging themes which enable violence to
take root. Narrative templates connect the automated analysis of content with facts about
local circumstance to build models which forecast future population and group-level
behavior in light of the information being received and the surrounding environment.
These drive a campaign planning tool, which allows the US and allies to shape the
political and economic environment to minimize the chances of radicalization, and to
build effective counter-narratives and alternate schema which trusted voices in the local
community can use to change the information environment. Uniquely, the tool suite is
connected to behavioral, psychological and physiological monitoring systems which
allow rapid tailoring and pilot-testing of narratives in light of the expected audience, to
boost the chance they will be heard and considered. This enables the US and its allies
to speak truth to the power that violent non-state movements sometimes hold over inno‐
cent populations.

Technologies are available which are relatively mature which can contribute to this
process, such as the Lockheed Martin Integrated Crisis Early Warning System (ICEWS)
[1] and the Lockheed Martin Human Systems and Autonomy team’s Cognitively-Aided
Design and Evaluation (CADE) and related cognitive engineering processes, which can
be leveraged to build this comprehensive counter-radicalization suite. Some technolo‐
gies used in the construction of the system are exploratory, but with modest investment
could be turned into operationally useful tools which the military—ranging from stra‐
tegic planners to combatant commanders, to specialists in information support opera‐
tions—can use to comprehensively defeat groups such as ISIL. This could take place
quickly, allowing the technologies to be refined to give the US new capability to operate
in the information and narrative domain by 2020.
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2 Operational Opportunity

The Final Report of the 9/11 Commission spent a fair amount of time identifying and
discussing the ideology of al Qaeda, and made strong recommendations to engage in
the “struggle of ideas.” Since that report, successive national strategy documents on
counter-terrorism (CT) have arguably weakened the linkages between CT efforts and
ideology and have focused primarily on kinetic actions. Further, the 9/11 Commission’s
report was very explicit about the nature and the definition of the ideology behind some
violent non-state actors. Given that the process of radicalization has an information
component, being able to understand and act within your adversary’s information
observe-orient-decide-act (“OODA”) loop is a requirement for a comprehensive
counter-radicalization strategy. Put differently, a grand counter-terrorism strategy would
benefit from a comprehensive consideration of the stories terrorists tell; understanding
the narratives which influence the genesis, growth, maturation and transformation of
terrorist organizations will enable us to better fashion a strategy for undermining the
efficacy of those narratives so as to deter, disrupt and defeat terrorist groups. More, recent
developments in near-peer information operation awareness highlight how state actors
leverage narrative formation and disruption to influence internal events elsewhere, as in
the case of Russian interference in the NATO member nation and US political domains.

Such a “counter-narrative strategy” will have multiple components with layered
asynchronous effects; while effective counter-stories will be difficult to coordinate and
will involve multiple agents of action, their formulation is a necessary part of any
comprehensive counter-terrorism effort. Indeed, a failure on our part to come to grips
with the narrative dimensions of the war on terrorism is a weakness already exploited
by groups such as al Qaeda and ISIL; we can fully expect any adaptive adversary to act
quickly to fill story gaps and exploit weaknesses in our narrative so as to ensure
continued survival. More than giving us another tool with which to confront terrorism,
though, narrative considerations also allow us to better deal more generally with the
emerging security threat of violent non-state actors and armed groups.

Why think that storytelling has anything to do with terrorism and counter-terrorism?
Consider the psychological aspects of terrorism: there are multiple reasons why people
choose to form or join organizations which use indiscriminant violence as a tactic to
achieve their political objectives, all of them dealing at some point with human
psychology. People feel alienated from their surroundings; they are denied political
opportunity by the state; the state fails to provide basic necessities; they identify with
those who advocate the use of violence; they are angered by excessive state force against
political opponents; their essential needs are not being met; they feel deprived relative
to peer groups elsewhere; and so on. These have all been offered as “root causes” of
contentious politics in general, and terrorism in particular. Our purpose here is not to
defend any particular position about root causes (indeed, some of those previously listed
have been discredited as theories of terrorism), but instead merely to point out that all
these causes have a proximate psychological mechanism—they exert influence by
affecting the human mind/brain. If stories are part and parcel of human cognition, we
would also then expect consequently that stories might affect how these causes play out
to germinate, grow and sustain terrorism and radicalization [2]. Operators need to be
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able to detect and analyze stories in progress, forecast their effects, formulate and enact
alternate stories in a human-in-the-loop fashion, and assess the behavioral impact of
their counter-narrative strategy. Our adversaries do this presently owing to their close‐
ness to the cultures in which they operate; cultivating our own capability to do so will
allow us to systematically disrupt their operations and leverage the softer elements of
national power to prevent the exploitation of vulnerable populations.

3 Enabling Technologies

The technologies required to build this suite include the ability to sense, analyze and
understand narrative information operations in multiple media, the ability to refine
models forecasting group and population behavior in light of detected narratives quickly
and with sensitivity to audience variability using cognitive and physiologic measures,
and the ability to assess the behavioral impact of information operations.

Developments in existing technology suites—discussed below—and recent devel‐
opments in the cognitive science of narrative and storytelling, serve as the backbone for
this proposed system. It builds off well-established technologies (such as ICEWS), but
incorporates novel physiologic and neurobiological sensors so as to provide a unique in
the world human-in-the-narrative-loop counter-radicalization information operations
test bed.

3.1 Proposed System

The proposed system integrates a two-pronged approach to analyzing information oper‐
ations and their impact. The first chart details some of the existing and near-future tech‐
nologies required to detect narrative information activity (using ICEWS Trending,
Recognition and Assessment of Current Events or “iTRACE,” a tool allowing you to
detect event patterns in multiple media types), predict the impact the messaging might
have on sentiment and behavior (the Social Network Opinion Dynamics and Analysis
or “SNODA” tool, and the ICEWS Forecasting or “iCAST tool), and evaluate the actual
impact on sentiment and behavior (using the ICEWS sentiment analysis or “iSENT”
tool) [3]. Other systems could be used as well. This capability can then be connected to
course of action development and analysis via the ICEWS environment in conjunction
with electroencephalogram (EEG) signals—patterns of brain-generated electrical
activity sensed on the top of the head—and other cognitive variables to quickly assay
the impact of a revised narrative. This allows us to improve models of audience behavior
in light of the change to the message or to the environment in which it is delivered.
Figure 1 captures the information-related dimensions of the proposed system. Figure 2
captures the human-in-the-loop message prototyping dimensions.
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Fig. 1. The narrative information system

Fig. 2. Expanding the “EEG (electro-encephalogram) human-in-loop testing” block—a
prototype narrative influence and message analysis test bed

3.2 System Capabilities

The system operates by combining the best computer science algorithms for parsing
structured and semi-structured text from open sources to extract events and sentiment
with models which forecast behavioral impact, and leverages work done by my lab and
others in this area. These models are constantly improved by having representatives of
the population one hopes to reach look at prototype messages in a closed-loop moni‐
toring situation where their psychological and physiological reactions serve as proxies
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for attention, engagement, arousal, empathy for characters, narrative transportation and
immersion, and ultimately expected behavioral influence. Capabilities are discussed in
more detail below in Sect. 3.4.

The technology suite would have the following general capabilities to:

(1) monitor and analyze multiple media types in real time,
(2) combine that analysis with other types of event data,
(3) automate extraction and analysis of narratives to allow sentiment forecasting,
(4) connect narrative analysis to social network analysis of populations and group,
(5) pilot test proposed information operations and counter-narratives with a human-in-

the-loop, using the latest cognitive science and physiology,
(6) allow effective detection, analysis, forecasting, planning and execution of infor‐

mation operations.

3.3 Significance of Capabilities to Operational Opportunity

These capabilities enable military strategic planners, combatant commanders, military
information support operations personnel, and others to understand the narrative dimen‐
sions of the information environment they will operate in and provide planning guidance
necessary to allow rapid adjustment of messaging activity, improved mid-to-long-term
adjustment of the environment of action via economic and political development, and
an ability to understand the second and third-order effects of operations and adversary
radicalizing narratives on the military operations environment (even in those rare cases
when no particular information action can be taken).

In the military information support operations environment, this tool suite can
provide capability that cuts across all aspects of the traditional operational cycle: plan‐
ning, target audience analysis, series development, product development and design,
approval, production/distribution/dissemination, and measures of effectiveness. Tradi‐
tional tools related to counter-messaging can be brought to bear but in an environment
which allows rapid retailoring of them to maximize their effectiveness.

3.4 Enabling Technology

Enabling technologies leveraged here include EEG devices and collection platforms
used by companies such as Intific and others (such as the Human Systems and Autonomy
lab), and from scientific developments stemming from work accomplished by the City
College of New York (the Parra lab) [4], the University of Southern California (Damasio
lab) [5], the Massachusetts Institute of Technology (Saxe lab) [6, 7], and others. This
work has confirmed and extended relationships between story structure and content and
detectable neural signals linked to behavior change. For example, principal components
from the EEG signal correlate closely to viewer attention to a media stimulus and also
predict whether the viewer will send a tweet about it [8] (Fig. 3).
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Fig. 3. Analyzing messages in social network influence context

In addition, the target audience will respond not only to messaging, but also to the
actions that are taken by our military in the areas where the messaging is taking place.
It will be important to make sure that the messages and actions together tell a coherent
story. Understanding of how the target audiences responds to the messages and actions
together can be analyzed in a “behavior-predictive agent-based model” that includes
agent-based models of individuals and groups that are based on knowledge of their
decision-making strategies designed and validated from inputs from the news, social
media, social scientists, psychologists, and neuroscientists. The agent-based models can
be combined in the LM ATL model interaction “backplane,” allowing the agents to
interact with models that represent their environment, such as whether they have elec‐
tricity, food, access to water, etc., and the messaging models. The Social Network
Opinion Dynamics & Analysis (SNODA) will analyze opinion propagation and stabi‐
lization in response to external influence campaigns or actions of the military. SNODA
represents the network of influence relationships in a society and the opinions of indi‐
vidual members. Connections in the network encode the propensity for individual
opinion shifts based on influences affecting each individual [9]. These existing models
are primarily at the proof of concept level. However, as advances in technology and the
sciences are used to improve the models, enabling the responses to messaging and
actions to interact within a population will likely produce a more reliable result than
models that produce these responses independently.

The events which feed into narrative templates and drive SNODA and iCAST
predictive analyses come from iTRACE—it extracts event type, participants and inten‐
sity, locations, and times from unstructured open news sources. It provides a graphic
display of events, trends and patterns with drill-down to underlying news stories. Event
coding of news stories using Raytheon BBN’s SERIF product as the primary event coder
is one of the core technologies at the heart of the iTRACE capability. The stories come
from English, Spanish and Portuguese language sources. To date, over 30 million news
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stories processed and 20 million events have been extracted going back 20 years. This
includes Factiva-aggregated news stories from over 6000 sources, plus Open Source
Center feeds. The coder extracts events of the form of a “tuple” of (1) source actor, (2)
event and (3) target actor, using established taxonomies and at a high ~80% accuracy.
Once the events are coded the LM ATL geocoder, Lautenspot, is used to identify the
location of the events. Most events can be correctly located to the country level, while
some can be located at the province or even the city level. Each event is also assigned
a hostility level between −10 and 10 based on the Goldstein scale where a 10 represents
a cooperative event or cessation of hostilities and a −10 represents a very hostile (i.e.
violent) event. These events and the Goldstein scores are used as source data by the
SNODA and iCAST forecasting tool.

3.5 Maturity

A variety of technologies are brought together into this comprehensive suite. Depending
on which piece of technology is under consideration, some capability exists that is
already operationally fielded (for example, in the primary ICEWS system) [10]. Other
capabilities—such as relationships between certain aspects of human physiology and
likely narrative influence on behavior—are emerging findings from the basic sciences
which are ripe to be incorporated into the technology suite. Pieces that are relatively
immature, such as agent-based models linking narrative structure and content to
expected propagation, can be matured relatively quickly.

The principal barriers to making the system usable are doctrinal and only secondarily
technological. For instance, it is entirely possible to detect and analyze a story spreading
in a particular form of social media, to model its likely effect on behavior, and then to
propose and propagate an alternate narrative that has been stress-tested in the human-
in-the-loop test bed. However, whether the results of this process can be used quickly
are contingent on ensuring that operational commanders have the requisite authorities
to quickly act in the information space abroad. In some cases, approval chains for the
release of information can slow this process and render the technology not as effective
as would otherwise be the case.

There is an industrial base here (primarily in assessing the impact of entertainment,
and in informing business operations), and some of the work in the cognitive science
laboratories mentioned earlier has used more familiar polling methodologies from this
industry to test posited relationships between EEG monitoring and behavior. LM ATL
and some of its personnel have been involved in both government and commercial
settings in the development and testing of these technologies.

Many of the practitioners in this domain have military and information operations
experience; for example, the author of this white paper is a former military officer with
familiarity with the military planning process and who has worked with the military
information support operations community in the information technology domain on
previous projects, and LM ATL has experience in transitioning prototypes into opera‐
tional use (as has already occurred with ICEWS).
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3.6 Recommendations for Development

This system could emerge from prototype component development and integration to
become fully operational with appropriate investments in (1) the narrative templates
which will link sensed events to estimations of the impact of a particular narrative on a
population, (2) the agent-based models which could undergird forecasting of narrative
influence, and (3) continued investigation of and integration into the full system of
neurobiological and physiological behavioral impact measures. The technologies will
need to be tested in a controlled environment beginning with a demonstration, and then
validated in an operational environment. This process will take several years, but the
combined technology readiness level of the technologies—and the gaps that will need
to be filled to develop an operational prototype—means that the right investment could
assist in transitioning the technology from prototype to fielded system with demonstrated
capability quickly.

4 Methods for Employing the Technology

The system could be fielded operationally for use in the military decision-making
process, with forward-deployed components as well as reach-back to domestic piloting
sites. It can support training exercises aimed at the military decision-making process,
assisting staff development at training facilities such as those operated by the J-7 at
Suffolk, VA, where social media analysis and operations are already tested, but not in
a persistent fashion. It can be used at the strategic and operational levels by combatant
commander staffs seeking quick intelligence preparation of the environment and rapid
turns on the expected information effects of military operations, and by units such as
Strategic Command’s headquarters (charged with developing and deploying deterrence
and influence frameworks). Most easily, it could quickly be integrated into all the
existing processes used by groups such as the US Army’s Military Information Support
Operations Command at Fort Bragg, or the US Marine Corp’s Information Operations
Center at Quantico, who are already building and deploying information campaigns in
support of US and coalition operations. The technology could also be usefully deployed
to multinational coalition environments, such as the NATO Cyber Defense Centre of
Excellence in Tallinn, Estonia.

The suite could also be deployed in other research environments, such as social media
laboratories operated by the military at the Naval Postgraduate School, or even by
national labs investigating influence and social media, such as Sandia National Labo‐
ratories. It would thus serve as a technical driver in supporting the larger whole-of-
government exploration of deterrence, influence and information force projection.

Like almost all technologies, there are conversations to be had about ethical, legal
and social issues. Existing legal and statutory authorities suffice for the system to be
deployed in the environments just mentioned. To be used most effectively and in an
agile fashion, information operation decisions will need to be pushed to the lowest levels
possible, however. In general, there is a well-developed framework supporting the
synchronization of traditional military operations and the information dimension (as in
our core joint doctrine). Multiple analysts have already discussed the need for the US
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military to continue investment in technologies which allow it to prevent violent non-
state actor exploitation of the vulnerable (see, e.g., Casebeer [11]). The system does not
need to be secret to be effective—the scientific findings that it relies on apply even when
individuals understand that information influences their behavior. The development of
the suite may even act as a deterrent to groups such as ISIL or the Russian Internet
Research Agency who at present arguably think they have information dominance and
can operate with impunity in the narrative sphere.

Equipping the US military and its allies with the technology required to engage and
defeat ISIL and other violent non-state actors is challenging. The types of technologies
discussed in the Technology Suite to Detect and Defeat Radicalization would provide
us with an important tool that can be used to deter, disrupt and defeat our adversaries in
the narrative and information spaces where they currently operate to radicalize individ‐
uals and cultivate permissive operating environments. It can be an important enabler for
a comprehensive and effective counter-terrorism and counter-radicalization strategy and
an important cultural stabilizer for democracies concerned to disrupt and deter attempts
by other nation states to skew democratic deliberation and internal political events.
Twenty-first century security challenges demand sophisticated and subtle approaches
of the kind enabled by this technology. Its effective use in phase zero, one and two of
conflict can save lives, prevent the need for costly kinetic operations, and work in
synergy with the use of force when its application becomes a necessity [12].
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Abstract. Measuring change is increasingly a computational task, but
understanding change and its implications are fundamentally human
challenges. Successful human/machine teams for streaming data anal-
ysis effectively balance data velocity with people’s capacity to ingest,
reason about, and act upon the data. Computational support is crit-
ical to aiding humans with finding what is needed when it is needed.
This is particularly evident in supporting complex sensemaking, situa-
tion awareness, and decision making in streaming contexts. Herein, we
conceptualize human/machine teams as interacting streams of data, gen-
erated from the interactions that are core to the human/machine team
activity. These streams capture the relative velocities of the human and
machine activities, which allows the machine to balance the capabili-
ties of the two halves of the system. We review the known challenges in
handling interacting streams that have been distilled in computational
systems. And we use this perspective to understand some of the open
challenges to designing effective human/machine systems that support
the disparate velocities of humans and machines.

Keywords: Big data · Human-machine interaction
Interactive streaming analytics · Visual analytics

1 Introduction

Despite the availability of “big data,” people remain effective processors of only
small data. Human perceptual and cognitive capacities remain constant, includ-
ing the effective limits on our working memory [1–3], limits on our attentional
capacity [4,5], and often limited bandwidth information processing capacity [6–
8]. People are also susceptible to a number of cognitive moderators that reduce
our ability to process information quickly and without error, such as fatigue,
stress, or cognitive overload [9]. We must rely on interactive interfaces to supply
the functionality to balance the difference between small-data processing people
and big-data processing machines.

The implications of this reliance on interactive interfaces to moderate the
speeds of human and machine activity are two-fold. First, all the primary respon-
sibility for processing and handling data falls to the machine. Machines can be
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built to operate at the speed and capacity needed to handle the velocities of the
data, the algorithms, and the user inputs. Machine intelligence, including com-
plex algorithms and artificial intelligence, can be employed to determine how to
execute processes and to provide solutions under dynamic system demands. Sec-
ond, the design and engineering of those systems falls to humans. Human intelli-
gence must determine the requirements of both the computing and human infor-
mation processing elements, complete with user requirements, variable working
environments, and changing goals.

The purpose of big data and computational resources is to be helpful to our-
selves: we gather data and employ resources to solve human problems. With
advancing machine technologies, the interaction between humans and machines
has changed shape. Smaller, more efficient, and more powerful machines have
both quantitatively and qualitatively changed what we try to compute on and
the expected output of that computation. The development of deep learning is
a recent example of this: it became computationally feasible to execute large-
scale analysis (including higher speed networking, greater storage density, and
improved compute power) that was previously unreachable. Quantitatively, more
operations per second and larger data were economically available. Qualitatively,
pervasive data collection resources provided richer data than had been avail-
able in the past. Collectively, these abilities are enabling advances in life-critical
applications, such as self-driving cars and advanced health-care. Importantly,
a major contributor to the success of many deep-learning efforts are the data
gathered through new interaction patterns found in crowd-sourcing information
(e.g., Mechanical Turk, Re-captcha) [10].

There are many conflicting definitions of “big data” but the majority share
variants on three characteristics V’s: volume, variety, and velocity [11,12].
(Other definitions add characteristics such as veracity, volatility, variability,
validity, and value. It is beyond our scope to explore the necessity, correct-
ness, or implications of each.) Each characteristic carries different constraints
on human/machine teaming and system engineering. Velocity is of particular
interest at present because it is a source of fragility in human/machine teams.
Velocity of big data refers to the speed at which data is generated, recorded, or
refreshed. Because machines are often involved in the production, data velocity
is implicitly related to the speed at which machines can process some source
data. Importantly, the producing machine and the analyzing machine are often
distinct.

A human/machine team must also consider the velocity of the human: peo-
ple’s capacity to ingest, reason about, and act upon the data. Considering veloc-
ity from both perspectives, time is a shared but relatively inflexible medium.
There is little we can do to change our experience with time: it does not wait
or stretch or save for humans or for machines. However, humans and machines
experience time and events over time on very different scales. Indeed, they are
even measured in different units, with meaningful human activity measured in
wall clock time in tens of milliseconds to years [13] and meaningful machine activ-
ity happening in system time down to the nanosecond. Consequently, apparent
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velocity versus relative processing speed has significantly different implications
for human/machine teams. Regardless of how fast things are happening or the
measurement scales, “velocity” implies change over time, which means sequenc-
ing and distributions of events become meaningful in the context of time. Specif-
ically, time and sequence restrict the analysis and force constraints on human
reasoning.

Velocity, and particularly the difference in velocity between machines and
humans, is an important consideration for the development of systems per-
forming interactive streaming analytics at scale. Interactive streaming analytic
systems, schematically diagrammed in Fig. 1, are human/machine systems that
strive to enable human decision making on streams of data in (near) real-time.
The goal is to produce correct, useful, and timely interpretations of the world,
where a human’s experience of the world is mitigated by the machine represen-
tations of the data streams. Note that when we refer to streams, we are referring
to continuing generation and collection of data where the values are changing
while being observed. Stream analytics steer data collection, summarize infor-
mation, and manage events occurring in the streaming data. Such analytics may
capture dynamic query updates and employ interactive interfaces to provide
human-digestible information to support intelligent decision making. Such sys-
tems provide the joint human/machine intelligence needed to perform real-time
systems monitoring (e.g., power grid control stations or flight control operations),
continuous security screening, or mission command and control. Putting users
into the streaming analytics process requires that interactive interfaces effec-
tively match both the velocity of both human cognitive inference and interface
interactions as well as the machine-derived velocity of updates to analysis and
visual representations. Thus, interactive streaming analytics at scale requires an
interface to mediate the difference between humans and machines to facilitate
meaningful interactions.

Fig. 1. Human/machine teaming for interactive streaming analytics at scale. The
human/machine team is contained in the green box, with the interactive user interface
mediating the differences in the velocity of the user activity (right side) and the velocity
of data streaming in from the world (left side). (Color figure online)
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Despite the need for interactive streaming systems in response to increasing
data availability, we have rarely succeeded in developing effective solutions to
this problem, let alone general solutions. One reason for a lack of general solu-
tions is that we lack a complete understanding of the conceptual and design
spaces and how they interact. This trade-off space captures the challenges of
developing systems for large scale, streaming data and the related challenges
and opportunities emerging from the cognitive capabilities of human operators
working on streaming data. In this paper, we argue that designing and engi-
neering for human/machine teaming in interactive streaming analytics or other
dynamic operational environments is critical for finding effective solutions to
balance the velocity of humans, the velocity of computers, and the velocity of
the phenomena to which the human/machine must be responsive. We believe
the key is emphasizing the interactions, because interaction data processing
can be handed to the machine, alongside other data streams, and the humans
can focus on designing effective interfaces to facilitate those interactions. From
this perspective, human/machine interactions create interacting data streams,
and leveraging known approaches for handling data streams can help us shape
the questions about how to design effective human/machine teams to operate
in dynamic, streaming conditions. Thus, we explore how reflecting on velocity
shapes what designers need to consider about both the human and the machine
to make an effective team.

2 Human/Machine Teams

The core of any team is interaction. Interactions provide the opportunity for
team members to influence each other, and become a joint entity that is more
than the sum of its parts. The information passed across a user interface (UI)
is therefore crucial to understanding how a human/machine team acts. Fluid
human/machine teaming is particularly critical for interactive streaming analyt-
ics systems that seek to put a human into the loop for real-time analysis [14].

Algorithmic, hardware, and cultural changes have enabled computer assis-
tance in problem solving. Humans and machines form a team with distinct but
complementary capabilities for analytical tasks. Humans are masters of context:
capable of bridging gaps between disparate datasets and making heuristic judg-
ments within datasets. In most cases, some vital information people work with
cannot be easily encoded for computational reasoning. Humans are also able to
act on information in ways distinct from computers, interfacing with the world
outside of the analytical environment. The human side of the team brings the
motivation for problem solving and is the ultimate arbiter of the goals to pursue.

Computer capabilities are often engineered to be complementary to human
capabilities. Machines provide raw capacity, repeatability, and a certain flavor of
efficiency. Computers handle large amounts of data at high speeds, they provide
repeatable processes, and tools for verifiability and precision. In a streaming
context, these machine capabilities are invaluable to human problem solving.

However, human and machine capabilities are not automatically cohesive. It
takes attention to merge the two into a team. This is doubly true in streaming
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context, because interactions need to focus on timely data analysis instead of
learning system behaviors and functionality. It is desirable in this context to
enable the system to simply observe the patterns of user interactions, and to use
that data in meaningful ways to help shape the human/machine team into the
cohesive team that can effectively perform the tasks of interest (e.g., [15,16]).
The latter statement, however, encompasses a broad set of open challenges in
how to use data in meaningful ways.

A number of advances in developing cohesive teams may be resolved by
establishing better models for each teammate. If computers were better equipped
with better human models, they would be able to more able to operate as a team
member. Current computer-hosted models of humans are typically static and
highly reactive (consider, most user interfaces essentially model likely “next”
interactions or expected constraints on interactions). Improving these models
could enable more proactive machine roles. Humans with better models of the
machine can more effectively communicate with it and interpret the results. The
interaction patterns between the humans and machines offer a key measurement
of the interacting agents that can be used to establish and inform such models.

2.1 Human Input

Human inputs to a machine interface are naturally modeled as a stream. They
are time varying, potentially unbounded, and not inherently repeatable [17,18].
Streaming data analysis systems that incorporate user input in a non-trivial
way therefore must deal with the intersection of the user input with other data
streams. These issues extend beyond general multi-stream issues discussed in
Sect. 4 (though many of those issues should also be considered when dealing
with human input).

Our interest is in human/machine teaming systems that have non-trivial
user streams. For our purposes, “non-trivial” user inputs are those that influ-
ence how future items in other streams may be processed. In some systems,
user inputs only inspect current items available in the user interface (UI). That
inspection does not influence future system behaviors, unless mixed-initiative
system approaches are engaged to indirectly influence future behavior through
machine steering. Imposing a filter is perhaps the simplest non-trivial input:
future items may or may not be displayed. This interaction is simple because
it is deterministic and essentially algebraic in nature. More complex interac-
tions include training examples through semi-supervised learning [19,20], seman-
tic interactions [21], and interaction sequences that might indicate foraging or
other exploratory analytic processes in provenance modeling. Conceptually the
difference between trivial and non-trivial inputs can be roughly approximated
thus: in a client-server system, a non-trivial user input is one that crosses from
the client back to the server, while trivial inputs stay within the client [22].1

1 This is a heuristic modeled on server-client designs. A sufficiently thin client will not
be able to do simple inspection on its own, and a sufficiently capable client may do
machine learning.



48 J. Cottam et al.

Practically, non-trivial user inputs may come in the form of keyboard actions,
mouse clicks, touch inputs, or verbal communication, based on the design of the
system. Although input details influence the exact velocity of the system, our
stream-based model is agnostic to them because each will have a sequence and
human-scale velocity.

2.2 Machine Input

Machines contribute multiple different kinds of input into a system. In addition
to being integral in the data collection pipeline, machine actions around analytics
and UI can also define a stream. Consider, for example, mixed-initiative comput-
ing systems. Tracking of user inputs is a hallmark of mixed-initiative systems for
visual analytics [23]. In mixed-initiative systems, user interactions serve to steer
and inform the machine analytics. Machine actions then make recommendations
to the user for future interactions (an example of this recommendation workflow
style is the Active Data Environment [24]). This approach creates a series of
machine actions that influence the information and options presented back to
the user. This is the machine interaction stream.

Semantic interactions were introduced to describe UI interactions that sug-
gest particular interpretations to the machine because they occur in the con-
text of a known interface metaphor [21,25]. Broadly, machines might leverage
semantic interactions to understand the user’s mental model and sensemaking
process [26]. In many current mixed-initiative systems, the semantic interactions
are interpreted as they occur through the course of analytic session; they are not
necessarily revisited or reinterpreted, even if the analytic provenance is recorded.
The machine reactions to semantic interactions are not usually directly analyzed,
but they also reflect a component of the machine interaction stream. Conceptu-
alizing machine interactions as a stream will capture all the key characteristics
of the velocity of machine intelligence, which can be aligned with the velocity of
human interactions and with the data ingestion and processing velocities.

3 (Partial) Streaming Solutions

Stream processing algorithms and systems have been an active area of research
for decades. This existing work establishes a foundation for machine processing
of streaming data at a variety of velocities. This section summarizes machine-
processing oriented observations about streams.

3.1 Time & Sequence

A stream of values arrives over time, implying a sequence of values that arrive
over time. Therefore, stream algorithms must work with changing values or a
growing collection of values over time. This is distinct from traditional time-
series analysis. In time-series analysis, time itself is a part of the data being
analyzed. Often a full time series will be available at once, so the sequence of
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values is not integral to the analysis strategy. In streaming analysis, time may
be part of what is being analyzed; but sequence of values must be part of the
analysis strategy (either to ensure it does not impact results or to employ it to
improve results).

3.2 Sequence

A stream implies that values are presented over time. However, the presenta-
tion order does not need to correspond to their production order. Out-of-order
appearance is common in many real world cases. A practical example is in the
Transmission Control Protocol (TCP), which includes specific provision for out-
of-order delivery of (streamed) packets. In a trivial case, production may be the
iteration of values from database in reverse temporal order. As these two exam-
ples illustrate, a sequence may be irregular or regular and sequence deviations
may be incidental or deliberate. Regardless of its form, origin and severity of
sequence issues, if present, must be addressed.

3.3 Data Rates

Many streams have “too much” content to fully capture or practically store the
entirety. In other words, the data rate may be too high to handle, either com-
putationally or cognitively. Issues of frequency directly influence the scaling of a
system computationally, and ability of humans to act on computational results.
Choices must be made to determine sampling rates that are practical according
to sensor limitations, that capture the meaningful events on the stream, and
that enable the “right” amount of data to be analyzed and/or stored.

3.4 Cadence

Stream cadence may be highly regular or prone to bursts. Time-windowed stream
volume may be variable as well. These have technical and interface implications.

On the technical side, cadence directly impacts resource allocation strategies.
Regular cadence enables efficient resource management. Irregular cadences can
be mitigated with buffering strategies (e.g., burst buffers on HPC machines,
Cloud Flair for website requests) that smooth out the stream, trading variable
volume for variable lag. Another option for handling variability is to simply
“drop” stream content when it exceeds the design threshold (as is done in the
ethernet networking protocol).

In the interface, stream cadence influences how updates are communicated.
Whether irregular or regular, the cadence of updates itself may be part of the sig-
nal of interest. Displaying the distribution of updates can alleviate the cognitive
burden of wondering about update frequency. The interface design should also
consider the expected cadence range when implementing updates to minimize
noise in the display.
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3.5 Time Spans vs. Time Moments

The content of a stream may have drastically different semantics, even if the
content is substantially similar. Returning to the sensor example, there are many
valid configurations. A sensor may take measurements at given intervals and
report each. It may take measurements at given intervals and only report those
that differ from the prior. In the first case, the measurements are for moments
in time, in the second reported measurements are for spans.

4 Crossing Streams

Many issues are compounded when multiple streams are brought together [22].
Stream velocities may differ in their rates, dimensionality, and variability. The
contrast between different streams introduces many new characteristics, like
cross-correlations or asynchrony, that must be dealt with in both analysis and
interpretation.

4.1 Relative Skew

Audio and video are common streams encountered in a time-correlated fashion.
YouTube, television, and films all rely on small temporal skews to maintain the
illusion that the elements of the images are in fact the sources of the sounds. If
the skew between the two streams becomes too large, the illusion of causality is
broken. Whenever combining streams, issues of skew need to be considered. Do
the streams travel similar paths, or is there an inherent lag between them? If
they are produced together, do they travel together?

4.2 Multiple Resolution

Data from different sources often do not match in temporal resolution. This
problem is often masked by a time-stamp convention that records all time as
offset seconds (such as Unix timestamps). Regardless of the granularity of the
measurement, the granularity of the time-stamp is driven by the accuracy of
the available clock. Detecting that different resolutions are at play is the first
problem.

The second problem is working with values recorded from different res-
olutions. For values with well-defined summarization properties, this can be
straightforward operationally, but still requires users apply knowledge of con-
text. For example, if one stream reports daily temperature and another reports
hourly temperature from another location, what is the best way to mix the two?
Maximum, minimum, averaging, random selection, and periodic selection can all
be trivially applied to the more frequently reporting stream, but a key question
is: which will provide the best comparison to the less frequent stream? Knowledge
of how the slower stream is created likely dictates what is “best”. Consequently,
combinations are operationally simple while remaining contextually difficult.
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4.3 Stream Interdependence

Streams may not be independent. Consider a UI for an industrial control appli-
cation. The display shows the results of a stream of a data, capturing the current
state of the system. The user inputs are a stream back to the system that influ-
ences future values. In other words, human inputs are in response to events on
task streams. They can also influence what happens later on that task stream.

5 Implications for Design of Effective Human/Machine
Teams

We have conceptualized human/machine teams as systems designed for non-
trivial interactions at the core, and that those non-trivial interactions produce
streams of data. Thus, we have a way to capture the velocity of human and
machine behaviors, as well as the relative impact of those velocities on each
other. All human and machine data streams can be analyzed by the machine,
meeting its responsibility for handling all the data. We next consider some of the
system behavior considerations that are known to influence the effectiveness of
human/machine teams. In light of adopting the perspective of human/machine
teams as interacting data streams, we elucidate some implications for these fac-
tors, particularly with respect to the management of differing velocities. And we
identify open research questions for the human-centric system design process.

5.1 Different Working Speeds

The working speed difference between humans and machines is an obvious point
of both conflict and complementary abilities. If every shift of machine atten-
tion were presented to a human to interact with, the machine would be left
largely idle. Human relative slowness provides a mediating reservoir of atten-
tion. Thus, system designs can use the slower speed of humans to aggregate and
synthesize machine activities and outputs before presenting to the user. Using
the interacting data streams to be aware of the human attention availability and
engagement, the machine can manage this timing adaptively.

5.2 Communication and Reconciliation

How do team members communicate goals, findings, and the need for status
updates with each other? There are issues of interruption, non-computationally
represented information, and changing priorities to be considered. In verbal
communication between people, this often seems straightforward. Yet, between
humans and machines, the communication barriers often seem insurmountable,
despite advances in spoken-communication systems (like Siri and Alexa). Multi-
modal and bi-directional communication is enabled through interacting streams.
As the world and streaming data evolve over time, both the human or machine
may communicate a new context. The interacting stream capture the evolving
mental models or state of the agents. But a key open question remains: how does
the team’s shared state evolve?
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5.3 Workflows and Task Allocation

Division of labor between human and machine intelligent agents is informed
by a number of system attributes, including the nature of the tasks and the
specific capabilities of the computational resources. Interacting streams capture
fluctuations in working cadence, as well as information about what the machine
and user are working on through semantic and mixed-initiative interactions.
This enables adaptive and dynamic task allocations. It may also enable effective
multitasking in humans, who often think they are good multi-taskers but rarely
are [27,28]. Capturing the relative machine and human cadences further raises
opportunities to adaptively and effectively interrupt current activities. That is,
the streams may inform the time points at which can each teammate might
usefully provide input to the other, and in what form in which that interruption
might be most influential.

5.4 Trust, Verification, and Uncertainty

A number of open questions exist around how to ensure that users trust and
rely on the machine intelligence and autonomous system elements. How do you
present information at the right level of detail to be appropriately considered?
How do you develop an appropriate appreciation in the human of the machine’s
abilities, without introducing more work than the machine or human is able
to assume? What are the levers and limits of interrogation that a human can
employ against a machine? What does it mean for a machine to be certain? How
much of a model of the human can the machine effectively employ in building
the relationship? How complete a model does the human need of the machine?
Designs based on interacting streams may help to address a number of these
questions, and extensive research is needed to understand the relevant of design
options that facilitate human and machine trust and reliance.

5.5 Perceived Autonomy

We apply computational machinery to problems humans want to solve. How-
ever, machine capabilities are expanding and with them comes an expectation
of greater autonomy, meaning adaptive system behaviors to manage informa-
tion and operate on data without direct human supervision. For many existing
interactive systems, machine tasking for non-routine tasks is largely under the
control of the human operator. If interaction streams can inform models of user
intent and need, how well can we identify ways in which the machine make take
the lead? How much work is initiated by the machine? How many resources can
it apply to a task before asking for human input?

Autonomy deals with the adaptive ability to initiate lines of inquiry (auton-
omy in the large) and the adaptive ability to execute tasks without additional
input (autonomy in the small). Both forms carry benefits and pitfalls, and have
implications for the velocity of the related machine behaviors. Autonomy in the
large provides the appearance of an able assistant (like Jarvis from Iron Man or
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the Doctor from Star Trek’s Voyager) or a potential replacement. In a more con-
temporary context, contextually aware advisors such as spelling/grammar check,
auto-complete in web-search or the Active Data Environment [24] demonstrate
a level of machine autonomy. In potentially autonomous machines, how much
work “on their own” is the owner comfortable with? How much do they want
to direct themselves? Is it just “spare cycles” that the machine has for its own
inquiries, or can it use a baseline percentage?

In the small, machines that require constant attention can be an annoyance
and impediment rather than a benefit. Indeed, poor interaction design can lead
to a lack of autonomy for all team members as each blocks the other’s progress.
However, when context dictates the proper resolution of ambiguities, it may
be better to receive inputs than to simply guess. Humor around auto-correct
is derived from failures when there is too much autonomy in the small, while
dialog box fatigue that leads to everything being blindly accepted and installed
is a failure of too little autonomy.

5.6 Influence

Machine autonomy implies the active metaphor for instruction is not command,
but influence. This influence can be inferred from the interaction of the user by
having the machine interpret the interactions in the context of computational
models of user intent. This is an indirect means of influence. At the opposite
end of the spectrum is more direct influence, such as allocating computational
resources to specific tasks or placing explicit priority markers. These are methods
for a human to influence a machine’s behavior. Machine influence of human
behavior may be observed in the order that options are presented in and in the
intrusiveness of interface elements. The salient aspect of influence is that it is
indirect and that it preserves choice in when and how actions are taken.

6 Case Study: Test Harness

Considering interaction as a core consideration of human/machine for streaming
data analysis leads to different considerations in system design than otherwise.
Our experience designing and implementing test infrastructure for interactive
streaming analytics is illustrative. Although human-in-the-loop data analytics
are desirable in many settings, humans contribute variable behaviors to the team.
This variability introduces novel challenges to system testing and evaluation.

In traditional software testing, algorithmic correctness and overall robustness
are the principle consideration. For algorithmic correctness, systems are tested
to see if inputs produce the expected outputs (or for stochastic systems, an
output in an acceptable range acceptably often). A system state may be supplied
artificially through mocks or stubs [29] to simulate the context developed over
longer executions. Acceptable system robustness is assessed through some form
of stress testing, checking for resource usage and the ability to remain operational
(or degrade gracefully). Inputs in either case are typically supplied by the system
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Fig. 2. System-level context for test harness.
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Fig. 3. Three test patterns. Fuzzy (left) tests for minor changes in timing. Blur (center)
tests for changes in sequence. Lazy (right) tests if the user input needed to be provided
mid-stream at all.

designer, possibly with guidance from a potential future user. Other properties
that are commonly tested for include resource utilization, system responsiveness,
data security or feature regression. Each of these properties is valuable in a
useful system, but the mock/stub/etc. architecture often glosses over the very
interactions that are central to the human/machine teaming experience.

In contrast, our experience developing a test harness for interactive
human/machine teaming has led us to propose some additional properties that
should be assessed. These properties include:

Timing sensitivity: How sensitive to exact interaction timing are results?
Sequence sensitivity: How sensitive to exact interaction order are results?
Input criticalities: Which interactions are essential to a result and which can

be omitted/ignored?
Output inflections: Does the output vary smoothly as inputs change, or does

it exhibit inflection points? Where are the inflection points?

These interaction-focused properties rest on the interactions that occur when
the sequence and timing of user input are considered. In other words, they arise
from treating user input as a stream that interacts with other input streams.

An architectural overview of our stream analytics test harness is shown in
Fig. 2. The test harness wraps an analytic system, recording user inputs with
a vector time stamp [30] derived from other input streams. The user inputs
are the manifestation of interaction points in the combined human/machine
teaming system. The recording is timed relative to the other input streams to
enable greater flexibility in the testing. (More details can be found in a prior
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publication [22].) With this architecture, modeling and simulation-based tests
for timing and sequence can be conducted with user inputs as the seeds of the
test. Figure 3 illustrates a few such tests. Each test entails structured change
of recorded input. The change may affect sequence, timing, exact values, pres-
ence/absence, or a combination of these things. By presenting slightly changed
inputs and comparing the results to the original results, velocity-relevant system
properties can be efficient explored. This also provides a way for user inputs to
be incorporated into the software development cycle in a meaningful way, with-
out requiring constant user input or insisting on unnatural user consistency of
action.

7 Conclusion

Human/machine teams are of growing importance to data analysis. Effectively
forging a human/machine team requires attention to the capabilities and lim-
itations of each. This is especially evident for streaming data analysis because
the data velocity is experienced substantially differently for the human versus
the machine. However, there is much work to build on to start constructing
effective human/machine team interfaces. Focusing on the interactions instead
of the state kept in either side of the team provides a useful perspective on this
problem.
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Abstract. Relaxation techniques such as deep breathing, and meditation can be
used to gain more control of how individuals respond to stressful situations.
While these techniques are becoming increasingly mainstream, there is still a
stigma that can deter some users. Unfortunately, these populations stand to gain
the most from developing these psychological tools. We set out to develop a
mobile application to make relaxation training more appealing and approachable
for the targeted population, which we believe is critical in order to gain wide
scale usage. The Department of Defense has devoted substantial resources to
developing stress prevention and resilience programs to combat the effects of
stress; however, there is limited evidence to justify the cost and scope of current
programs. We aimed to develop a low-cost, evidence-based mobile application
tailored for the Marine Corps. Our solution, Strengthening Health and
Improving Emotional Defenses (SHIELD), is designed to be a comprehensive
approach based on the latest evidence-based strategies to train Marines to
develop psychological resilience and promote healthy responses to adverse and
stressful events. The overall SHIELD program is designed to promote gradual,
self-paced practice, allowing Marines to complete training on a schedule that
works for them.

Keywords: Resiliency � Psychological health � Psychological flexibility
Mindfulness � Self-regulation � Self-awareness

1 Objective and Significance

1.1 Problem Description

The psychological stress experienced by Marines can have negative consequences that
reach beyond the individual; it affects job performance, personal relationships, and
families. While most individuals can successfully respond to adverse situations, some
may need help developing these essential skills at some point during their military
tenure and when returning to civilian life. The inability to cope with chronic and acute
day-to-day stressors, such as separation from loved ones or adjusting to the physical
and mental demands of the Marine Corps, can leave individuals vulnerable to the
harmful effects of stress, such as substance abuse or behavioral misconduct [1].
Teaching evidence-based strategies to promote psychological resilience—that is, the
ability to adapt to stressful situations [2]—before exposure to stress can mitigate its
costly and often harmful long-term effects [3, 4]. A number of programs have been

© Springer International Publishing AG, part of Springer Nature 2018
D. D. Schmorrow and C. M. Fidopiastis (Eds.): AC 2018, LNAI 10916, pp. 58–66, 2018.
https://doi.org/10.1007/978-3-319-91467-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_5&amp;domain=pdf


developed to strengthen psychological resilience, including BattleMind [5] (now
known as Resilience Training), the Army’s Comprehensive Soldier Fitness
(CSF) program [6], and the Marine Corps’ Combat Operational Stress Control [7].
However, these programs are costly, time consuming, and resource intensive [8]. The
limited body of empirical evidence within military populations and the lack of a
standard definition of effectiveness makes comparing programs difficult [9], and the
inability to identify the effective components of a given program limits the overall
utility of any concerted effort designed to develop psychological flexibility. If empirical
evidence about independent components is readily available, users can focus on only
the most effective components while ignoring those that are less effective, thereby
optimizing the program for all individuals. Low-cost physiological sensors can also be
used to provide objective feedback to further optimize and tailor any training program.

The Marine Corps requires a cost-effective, evidence-based psychological flexi-
bility program that can be adaptively integrated into a variety of training approaches.
This program must produce behavioral and physiological data to verify both short- and
long-term effectiveness. A successful curriculum for training psychological flexibility
to mitigate stress effects on Marines must meet three primary requirements:

1. The training program must be driven by evidence and well-grounded scientific
theory, while minimizing costly resource requirements. The inclusion of
evidence-based approaches increases the likelihood that the program will be
effective. Current programs used by the armed forces often require a large staff of
program managers and subject matter experts [9]; to reduce costs, the Marine Corps
needs a program with inherently low operating costs and minimal resource
requirements.

2. The program must collect and record stress levels using available sensor tech-
nologies to demonstrate efficacy. Sensor technologies are continually being
improved and developed, and are rapidly proliferating, making it difficult to know
what equipment will be available. A successful approach should make opportunistic
use of sensors that are available in given environments (including the sensors on a
Marine’s personal equipment).

3. The program must flexibly integrate into existing Marine Corps training and
exercise regimes. A low-cost, flexible curriculum is critical to meet this final
challenge. A Marine’s day-to-day activities are highly scheduled and constrained;
with a flexible curriculum, Marines can independently practice resilience training
without requiring instructor guidance or external resources.

1.2 Technical Approach

To meet these three requirements, we aimed to design and demonstrate a psychological
flexibility program for Strengthening Health and Improving Emotional Defenses
(SHIELD). SHIELD is a comprehensive approach based on the latest evidence-based
strategies to train psychological flexibility and promote healthy responses to adverse
and stressful events. To illustrate the technical merit, innovation, and soundness of our
approach, we developed a prototype mobile application that delivers curriculum
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modules, measures trainee progress, and interfaces with commercially available activity
trackers to access physiological data.

Our technical approach addressed the three requirements defined above. First, the
SHIELD training program must be driven by evidence and well-grounded scientific
theory, while minimizing costly resource requirements. A successful approach should
be evidence-based, highly adaptive, and accessible. We outlined a training and
education-based curriculum to increase psychological flexibility using components
from multiple evidence-based approaches (e.g., Mindfulness Based Stress Reduction
(MBSR), relaxation response training, education about the physiology of stress, and
yoga). These and other similar techniques emphasize mind-body awareness; they target
and reduce stress with demonstrated efficacy in a diverse array of populations [10–15].
Our curriculum design includes techniques that minimize the amount of training and
external resources required. We employed evidence-based practices from several
existing stress reduction programs so that SHIELD is effective, low-cost, and requires
little to no additional resources beyond those items typically available to Marines.

Second, to collect and record stress levels using available sensor technologies to
demonstrate efficacy, we combined behavioral measures and body sensors that are
already built into or easily integrated with personal mobile smartphone devices. This
approach leverages the recently adopted Marine Corps Commercial Mobile Device
Strategy, which allows Marines to carry personal mobile devices, a policy otherwise
known as “Bring Your Own Device” (BYOD). Consumer-grade sensors that Marines
are likely to carry provide high quality data that are comparable to more expensive
technologies [16, 17]. In addition to the cost benefits of relying on BYOD sensors,
Marines may be more likely to use wearable sensors in combination with the SHIELD
intervention because they are more comfortable with wearable sensors they select as
opposed to wearing a piece of required issued equipment. We developed a process to
gather objective measures of efficacy that include the frequency and severity of dis-
ciplinary infractions, patterns of misconduct, and self-reported measures combined
with low-cost embedded sensors to continuously track and model levels of stress using
classification algorithms.

Third, to develop a curriculum that flexibly integrates into existing Marine Corps
training and exercise regimes, our training program is delivered within a mobile
smartphone application designed to motivate Marines to set and meet their own goals
(without significant external oversight), and provide a fast and easy mechanism for
Marines, instructors, and commanding officers to monitor program participation and
progress. We focused on activity-based stress-reduction and stress coping training
exercises delivered via a mobile platform to ensure flexible integration into the Marine
Corps schedule. We developed and integrated a complete training module into the
prototype mobile application and implemented user input and behavior logging
capabilities. Additional modules focus on breathing exercises, mindfulness meditation,
yoga, relaxation exercises, and awareness of the impact of stress on the mind and body.
This focus will ensure a balance between effectiveness and usability.
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2 Methods and Results

Our approach addresses three primary challenges. First, to develop a program that is
driven by evidence and grounded scientific theory, while minimizing costly resource
requirements. We define a training and education-based curriculum to increase psy-
chological flexibility using components from multiple evidence-based approaches.
Selected techniques emphasize mind-body awareness and target and reduce stress with
demonstrated efficacy in a diverse array of populations [10]. Second, to collect and
record stress levels using available sensor technologies to demonstrate feasibility, we
combine behavioral measures and body sensors that are already built into or easily
integrated with personal mobile smartphone devices. This approach leverages the
recently adopted Marine Corps policy that allows Marines to carry personal mobile
devices, an initiative otherwise known as “Bring Your Own Device”. This is partic-
ularly useful because consumer-grade sensors that Marines carry provide high quality
data that are comparable to more expensive technologies. Lastly, to develop a cur-
riculum that flexibly integrates into existing Marine Corps training and exercise
regimes, our training program is delivered by a mobile smartphone application
designed to motivate Marines to set and meet their own goals (without significant
external oversight), and provide a fast and easy mechanism for Marines, instructors,
and commanding officers to monitor program participation and progress. Our approach
focuses on activity-based stress-reduction and stress coping training exercises delivered
via a mobile platform to ensure flexible integration into the Marine Corps schedule.
Modules under development focus on breathing exercises, mindfulness meditation,
relaxation exercises, and awareness of the impact of stress on the mind and body.

2.1 Results

We evaluated components of the SHIELD program (e.g., curriculum modules, user
interfaces (UIs), descriptive language, assessment measures, and wearable sensor
integration). Components were evaluated on a weekly basis as part of our internal
review meetings, which were attended by Charles River and all subject matter experts.
The validation and review process was driven by three primary concerns: (1) modifying
content to be in line with the Marine Corps milieu; (2) modifying and optimizing
content to be delivered via a mobile application; and (3) ensuring the effectiveness and
reliability of the SHIELD program.

Curriculum Design and Requirements Analysis. Our goal was to define and analyze
the core components of the SHIELD curriculum. Our aim was to (1) identify the
limitations of current training programs; (2) analyze relevant Marine training envi-
ronments; and (3) identify actionable items to design and optimize the effectiveness of
the SHIELD program. We worked internally with subject matter experts to identify
specific requirements for training psychological flexibility. Following a review of
relevant Marine training environments (e.g., physical training, recreation and
class-room instruction), we learned that the curriculum and content must be compre-
hensive and self-contained, as well as remaining consistent across language,
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readability, accessibility, organization, and assessment within all aspects of the
SHIELD program.

We reviewed current prevention and stress resilience training programs available to
civilian and military populations. Some of these programs are widely applied, such as
the Operational Stress Control and Readiness (OSCAR) program, others are narrowly
focused, such as the Mindfulness-Based Mind Fitness Training (MMFT) program.
Lessons from these and other programs [9] helped to shape and guide the overall design
of the SHIELD program. For example, we learned that programs with large time
commitments or required classroom training were less well-tolerated than programs
that were less structured [9]. We also learned that a program must be evaluated over
time. For these reasons, we designed SHIELD so it does not need classroom or
in-person instructional training, but does include the ability to quantify and track
progress over time.

Practices include exercises to develop self-awareness, such as simple breath
practices (tactical breathing) and mindfulness (focus) exercises, as well as
self-regulation practices, including body-scan, and heartbeat awareness (see Fig. 1).
The included exercises were selected to due to their simplicity and effectiveness, even
when self-guided.

While the design can be highly structured based on individual need, we understand
the need to develop a solution that is flexible enough to meet individual needs or to
integrate into large-scale programs. Therefore, we designed the curriculum content to
be selected à la carte to build customized programs or to be completed in full.

Mobile Application Development. We designed a mobile application to integrate
sensor technologies, evaluate stress levels, deliver curriculum content, and provide an
intuitive feedback and evaluation mechanism. The mobile application allows Marines
to interact with the SHIELD program through a mobile application that guides them
through each exercise and training modules (see Fig. 2). The mobile application also
introduces the Marine to the SHIELD program, providing both a general overview and
detailed instructions, as well as an interface to administer pre- and post-assessment
measures.

The SHIELD mobile application design integrates sensor technologies, evaluates
stress levels, delivers curriculum content, and provides an intuitive feedback and
evaluation mechanism for Marines (see Fig. 3).

Fig. 1. The SHIELD curriculum includes exercises to train self-awareness and self-regulation
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A key challenge and development risk for any remote application is connectivity
with a central server so that information can be downloaded, uploaded, and commu-
nicated across the system in a reliable manner. To support this effort, we rely on a
robust, cross-platform, mobile application communication framework to support
essential types of communications on a back-end cloud server with intermittent con-
nectivity. The framework is designed to maintain privacy and security of user data,
both at rest and in transit. Besides the use of standard SSL for data encryption between
the mobile application and back-end server, it requires mobile apps to be authorized
and authenticated to connect to the server end point for communication. This
HIPAA-compliant framework ensures only authorized mobile applications can com-
municate and push user data (so fake data cannot be added or overwrite other appli-
cation data), and only authenticated mobile applications pull user data (so a user cannot
see another user’s data). All this is done without the user needing to remember user IDs
that they can potentially share (the application is uniquely authorized and is not tied to

Fig. 2. SHIELD mobile application

Fig. 3. Example of overview and guided training for breathing exercise
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user ID). The user needs to remember only a PIN that opens the encrypted application.
Sharing the pin will not allow another app to get the user’s data.

The three types of communication supported by the framework include:

• Mobile application pulls information from a website:Whenever an application is
opened by the user, or when a specific widget or UI element is enabled by the user,
the pull functions that must be performed by the applications are registered with the
framework. Each pull function essentially maps to a server-side end point that
returns data in an open data-interchange format. Since the framework knows the
encrypted authorization code, it uses the authorization to pull the response from the
server end point and push the data to the application layer. The framework can also
execute scripts (that change the state of UI elements) based on the statistics returned
by the server (e.g., count or value of a data element). The framework can be
configured to respond with appropriate messages upon communication failure,
including connection failure. The framework includes a handshake mechanism to
ensure reliability of message receipt, delivery guarantees, and to avoid message
duplication.

• Mobile application pushes information to a website: This is similar to the first
type of communication, except the request to push data includes authorization as
well as the payload. However, associated with push activity is a network-aware
message queue framework that ensures that a message created for an end point
successfully reaches the endpoint, even though there may not be network con-
nectivity at the time the message was created. The framework achieves eventual
consistency and works fine with intermittent connectivity.

• The mobile device receives a push or remote notification: In many mobile
applications, a server-side cloud generates data targeted for a mobile application.
The mobile OS allows apps to pull the data only when they are opened. One
example is email and social media apps. Leveraging on push notification systems
provided by Apple and Google, the mobile communication framework allows the
server to send mobile-device-targeted custom notifications, which when opened,
execute appropriate pulls and calls appropriate application layer hooks or listeners
to return the required data.

3 Discussion

Charles River Analytics set out to demonstrate the feasibility of a portable psycho-
logical flexibility program. Our approach was motivated by three primary goals:
(1) develop a program that is driven by evidence and well-grounded in scientific theory,
while minimizing costly resource requirements; (2) support capabilities to collect and
record stress levels using COTS sensor technologies; and (3) design a program that can
flexibly integrate into existing Marine Corps training and exercise regimes. We
demonstrate an approach to develop a platform for introducing and teaching relaxation
techniques that support psychological resilience to audiences that may otherwise be
reluctant to engage in such practices. While relaxation techniques such as meditation
and mindfulness training are becoming increasingly popular amongst the general
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population, we recognize that previously existing biases may deter its usage in certain
audiences. Our initial evaluation provides a methodology for delivering relaxation
techniques in a manner that is more approachable to groups who may otherwise be
resistant, such as the Marines.

The operational Navy concept of the SHIELD system is that Marines will access
the SHIELD application by downloading the app from Government app stores or
Google Play. Marines can then engage with the application and individual modules
whenever their schedule permits. No module is designed to require more than 5 or
10 min to complete. The entire curriculum can be completed in as little as six weeks, or
Marines can choose to focus only on specific modules that suit their needs. Each week
of modules focuses on a specific topic (e.g., Yoga, breathing exercises). While each
week contains a number of specific modules, there are also companion tools that the
Marine can select to help practice specific skills (e.g., Three Part Breath). Other
operational uses include officers ensuring their Marines are fit for duty. For example,
officers overseeing several Marines can use the data analysis and prediction capabilities
within SHIELD to leverage physiological data gathered during normal daily activities,
which are automatically inserted into SHIELD’s stress classification models. These
models can be used to make mission-critical activity or return-to-duty assessments on
each Marine, and ensure the Marine has access to the support they require.

The future naval relevance of the SHIELD system is to provide the Navy with a
low-cost, non-invasive sensing, assessment, and treatment option for training psy-
chological flexibility and enhancing the resilience and performance of Marines.
SHIELD accomplishes this in several ways: (1) the design of appropriate curriculum
material; (2) the integration and capitalization on features of commercially available,
ubiquitous sensor platforms; (3) the analysis of sensor data to enable prediction of
stress; (4) the unobtrusive delivery of these capabilities through a mobile application.
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Abstract. Previous research investigated concepts of tactile salience and core
variables mediating effects on human perception and learning, resulting in
validation of independent scaled ratings of tactile salience. This approach pro-
vides an integrated and systematic approach to assess effectiveness of tactile
displays. We report an initial series of comparative tests of various multi-tactor
cues, or tactions. Tactions were developed to vary in temporal sequencing and
amplitude. In the first experiment 8 tactions were used; a follow-up investigation
used 12. In this report we summarize results, with a focus on experiment
methods association with measurement of tactile salience, ease of learning, and
ease of recall.

Keywords: Army robotic systems � Tactile cues � Army tactile systems
Multimodal systems

1 Introduction

The development of vibrating tactors has focused on physiological characteristics when
optimizing systems for human perception [1–3]. Neuropsychological research has
focused on cognitive and neural correlates of tactile perception and memory [4]. An
understanding of both the physiological and neurophysiological requirements is needed
for the development of advanced human-in-the-loop, tactile based systems.

Vibrotactile cues can provide user information ranging from simple alerts for
attention management (e.g., cell phone vibrations) to direction, spatial orientation, and
more complex communications [5–9]. Quantitative meta-analyses of over 40 empirical
studies showed significant positive impacts of tactile cueing on operational workload
and performance, particularly when workload and attentional demands are high and/or
when tactile cues are added to augment visual cues [5]. Complex vibrotactile cues
driven from dynamic activation of multiple tactors have been developed to be intu-
itively understood, with little or no training [10–12]. Through these studies, tactile
systems have demonstrated several key advantages when added to dismount Soldier
navigation and/or communication systems, including human- robot interaction systems
(e.g., communications from other Soldiers and also from robotic sensors).

In this report, we describe efforts to further investigate attributes of multi-tactor
taction cues used to communicate a variety of alerting messages, with regard to
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perceptions of salience, ease of learning and recognition, and recall. We build upon
previous investigations that found differences in response time and accuracy based on
characteristics of tactors, such as amplitude and gain, and identified tactor engineering
characteristics most likely to be perceived and recognized [13]. In this report we focus
on additional aspects of multi-tactor taction differences, with regard to temporal
sequencing and complexity of tactor signaling. Results described here are based on two
studies, a preliminary exploration using 8 tactions, and a second study refined by
results of the first experiment, that used 12 tactions.

Tactors and Tactile Belt. For this effort, we utilized 2 types of tactors developed to
optimize human tactile perception, the Engineering Acoustics Inc (EAI) C-3 tactor and
the EAI EMR tactor, as shown in Fig. 1. The EMR produces about 0.7 mm dis-
placement amplitude, with an operating frequency around 80–120 Hz. The EMR uses
rotational motors that are suspended in a unique actuator configuration. The C-3 tactor
is similar in performance to the C-2, but is lighter and has a smaller diameter. The C-3
utilizes a unique engineering approach proven to be particularly salient under strenuous
movement [13, 14]. The contact with the skin is from the predominant moving mass,
driving the skin with perpendicular sinusoidal movement that is independent of the
loading on the housing [14]. The tactors are mounted in two rows (one row of 8 EMR
tactors and one row of 8 C-3 tactors) within a belt form factor (Fig. 1).

Tactions. Tactions refer to the tactile patterns that are generated on a tactile array with
characteristic features such as; spatial location, movement, temporal (pulse, rhythm and
meter), frequency and intensity. Tactions are felt by the user, interpreted and associated
with meaning. In the first study, eight tactions were created through using visual
graphics software to easily create, save, and modify taction characteristics. A subset of
the initial tactions were developed and used in previous studies using Soldier subjects
and were found to be easy to perceive and interpret [15]. For the second study, four
additional taction swere developed.

Tactions for our study were developed to vary systematically along two dimensions:
(a) temporal sequencing and (b) complexity of tactor signaling characteristics.
Regarding temporal sequencing, we followed Barber et al. [16] for the definition of
static versus dynamic patterns. Static tactions present a constant pattern using the same
tactors in a repetitive fashion. Dynamic tactions using used a sequenced presentation on
different tactile locations that provides a sensation of movement across the tactors.

Fig. 1. EAI EMR and C-3 tactor transducers (left to right), and 16-tactor tactile belt
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We defined the level of complexity as Standard or Complex. Standard tactions use
combinations of tone burst pulsating vibrotactile patterns as described in the review by
Sarter and Jones [1]. These tone burst patterns are typically single frequency and can be
pulse length modulated as described by Brewster and Brown [17]. Complex tactions
use amplitude and/or frequency sweeps and/or short pulsatile sequences to create
somatosensory illusion experiences (usually associated with the perception of move-
ments). Examples would include various illusions such as the cutaneous rabbit [18],
paint-brush illusion [19] and phi (motion; [20]).

We describe one example of each of the four kinds of tactions, using a screen shot of
the taction creation software, which describes which tactor is activated. Tactors 1–8 are
EMR tactors arranged sequentially in one row of the belt, tactors 9–16 describe C-3
tactors arranged similarly in a second row on the belt. Tactor 1 and 9 are thus located
on the belly of the participant. In experiment 2, we used 12 tactions, four of each
category.

Standard/Static. Standard/static tactions were typified by static “pulsing” of tactors
that did not vary in signal characteristics. They were simple and repetitive. As an
example, the NBC (nuclear biological chemical threat) taction comprises a dynamic
sequence of alternating pulses (between the back left front right). It was implemented
on C-3, tactors 9–16, as portrayed in Fig. 2. Each tactor pulse in the sequence com-
prises a 250 Hz tone-burst at the maximum displacement.

Standard/Dynamic. Standard/dynamic tactions used standard tactor signal charac-
teristics, with a dynamic temporal sequencing on multiple tactor locations. As an
example, the adapted Rally taction comprises a dynamic sequence of pulses starting in
the center (belly) and moving clockwise around the body that is repeated twice. It was
implemented on C-3, tactions 9–16, as portrayed in Fig. 8. Note that this is a slightly
different implementation of Rally from previous experiments; tactors were somewhat
overlapping in duration (Fig. 3).

Complex Static. Complex/static tactions were “static” in the sense that the pulse
stimuli were presented on fixed tactors in the belt array. However, each tactor pulse was
“complex” in that the amplitude or gain was ramped linearly. As an example, the IED
taction utilized 9 simultaneous pulses. It uses both the EMR and C-3 tactors in the

Fig. 2. NBC “standard/static” taction using the C-3 (tactors 9–16)
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taction. Specifically, each tactor was pulsed on for 1,500-ms tone-burst duration while
the gain was linearly varied from maximum to zero (254-1 gain) (see Fig. 4). Thus, this
tactions would be felt as an initial strong burst that “levels out” (e.g., IED).

Complex Dynamic. Complex/dynamic tactions used tactors with complex character-
istics (i.e. “ramped” characteristics of gain or amplitude), along with dynamic temporal
sequencing. For example, the Move Up taction comprises of sequenced ramps on two
(or four) tactors in adjacent rows tactors. Thus, the C-3 and EMR tactors are used and
ramped simultaneously. This taction pattern is dynamic following the tactile “paint-
brush” illusion [19] and provides a sensation of back and forth movement over the front
torso (Fig. 5).

2 Method

Overview of the Assessment. While two experiments were conducted, we focus on
the second, which was refined based on experiment 1 results. In experiment 1, par-
ticipants easily learned eight tactions, allowing us to add 4 tactions in experiment 2,
ensuring we had three tactions of each type (12 tactions). Individual tactions were also

Fig. 3. Rally “standard/dynamic” taction utilizing a pulse sequence on the C-3 (tactors 9–16)

Fig. 4. IED “complex/static” taction utilizing EMR (tactors 1–8) and C-3 (tactors 9–16)
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refined in response to Soldier feedback from experiment 1; for example, shortening the
overall length of a particularly lengthy taction, to be more similar in length to the other
tactions, and creating more distinction with regard to the Rally taction.

Twenty Soldiers assigned to operational and training units located at Fort Benning,
GA participated in the five-day assessment. The average of age of the Soldiers was
27.25 years. Soldiers ranked from E-4 to E-5, with 70% of the Soldiers being E-4. 40%
of Soldiers reported an average of 3.38 years for time in service, while 55% reported
less than one year of time in service. Soldiers were informed of the nature and purpose
of the investigation and given the opportunity to opt out with no repercussions. They
provided responses to demographic questionnaires, were assigned a roster number,
which corresponded to a counterbalanced experiment design where each Soldier
(a) provided ratings of tactile salience on each taction, (b) experienced training on
taction meaning, then participated in two performance trials, one where s/he was
standing stationary, and one where s/he moved along a 2 � 4 beam placed on the floor
in a slightly raised square pattern. After a three-hour break, each Soldier participated in
two more performance trials, to explore any effects on recall of taction meanings.

Tactile Salience: Training and Measurement. Each Soldier was given an oral and
hands-on training of the tactile system. They donned the belt and wore headphones that
emitted pink noise, to eliminate any audio cues associated with tactions. The experi-
menter activated each taction in turn, to give the recipient an overall familiarity of all
tactions.

Soldiers were given the following instructions: “We will be presenting you with 12
different patterns of tactile signals. We will let you feel each of them first, to give you
an idea of what each one feels like, and how they differ. Then, we will give you the
signals one at a time, and ask you to give each one a rating, from one to five, that
indicates how strongly, or easily, you think each one can be felt.” They were presented
with a poster describing the 5 point scale for salience, ranging from 1 = weak, blurred,
faint, vague to 5 = noticeable, distinct, strong, salient. A previous investigation
established the reliability of this rating-based approach to measurement, compared to
more traditional forced-choice methodology [21]. Each Soldier provided ratings of
salience for each taction. Each taction was presented twice.

Fig. 5. MoveUp “complex/dynamic” taction that utilizes both the EMR (tactors 1–8) and C-3
(tactors 9–16)
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Taction Meaning: Training and Ease of Learning. After ratings of salience were
collected, each Soldier was trained on the meaning of each taction. The tactions were
trained first in sets of three. Each set included all tactions of a particular type (e.g.,
standard static). Three tactions were presented, with meanings. The instructor would
repeat each taction of this set, in random order, until the Soldier labeled each taction
correctly, three times in a row. After all 12 tactions were presented to the Soldier in this
way, the instructor would repeat each of the 12 tactions, in counterbalanced order, until
the Soldier was able to correctly identify each taction three times in a row. The
instructor documented the number of times each taction was repeated to achieve req-
uisite performance.

Performance Trials. After each Soldier was fully trained on the meaning of each
taction, they participated in two performance trials in the morning, and two perfor-
mance trials about three hours later. They did not get refresher training before the
afternoon sessions and were asked not to discuss their experience with each other. An
experimenter accompanied them during this break time. Sessions were counterbalanced
according to Table 1.

3 Results

3.1 Salience

As the figure below shows, both main factors (Static vs. Dynamic, Standard vs.
Complex) and the interaction term had main effects on ratings of salience. Repeated
measures analyses of variance show a significant main effect for the static versus
dynamic variable (F, 1, 19 = 6.67, p < 0.02, ηq2 = 0.26) and for the standard versus
complex variable (F 1, 19 = 56.18, p < 0.001, ηq2 = 0.75) and for the interaction term
(F 1, 19 = 97.37, p < .001, ηq2 = 0.83l). Effect sizes as calculated by partial eta
squared (ηq2) were high. Results indicate that while static tactions were higher in
salience, compared to dynamic tactions; this difference was significantly larger for
complex tactions (Fig. 6).

Table 1. Assignment of soldiers to conditions. The stationary test condition refers to tactions
being presented with the participant standing, and moving refers to one where s/he was required
to move along a 2 � 4 beam placed on the floor in a slightly raised square pattern.

Roster Morning Afternoon
1, 5, 9, 13, 17 Stationary A Moving B Moving C Stationary D

2, 6, 10, 14. 18 Stationary B Moving A Stationary D Moving C
3, 7, 11, 15, 19 Moving C Stationary D Moving A Stationary B
4, 8, 12, 16, 20 Moving D Stationary C Stationary B Moving A

A, B, C, and D refer to 4 counterbalanced orders of taction presentation
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3.2 Ease of Learning

Soldiers provided very high ratings of training effectiveness, ranging from means of
5.20 to 5.80 (7pt. scale). Each time the Soldier participant made an error, the instructor
noted the error, and the taction that it was mistaken for, and communicated the correct
taction meaning. This process was repeated, going through each of the twelve tactions,
until the Soldier correctly identified each taction three times in a row. Tactions asso-
ciated with highest total error during this learning process were “Target Detected”
(standard/dynamic; 13 errors), “Move up” (complex/dynamic; 12 errors), “Wheel spin”
(standard/dynamic; 5 errors), “Disperse” (complex/dynamic; 5 errors), and “Freeze” (5
errors). Aside from “Freeze”, these tactions were dynamic. The mean number of
repetitions to learn the tactions to criterion performance ranged from 2.00 to 2.90.
Some Soldiers learned all tactions very easily, while some had difficulty with most
tactions, requiring four to five repetitions of all 12.

3.3 Performance and Recall

Figure 7 provides mean performance scores for each taction, by time of day. There
were few differences in recall accuracy due to time of day; mean accuracy for tactions
remained high, for tactions that were associated with high accuracy in the AM. There
was some decline for standard dynamic tactions (Target Detected, Rally, Wheel spin).
Repeated measures ANOVA examining three factors and interactions showed a sig-
nificant effect due to Static vs. Dynamic factor (F 1, 19 = 30.16, p < 0.00, ηq2 = 0.61),
and a significant interaction between Standard vs Complex factor and AM vs. PM (F 1,
19 = 4.13, p = 0.05, ηq2 = 0.13).

0
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Static Dynamic

Salience: Effects of temporal sequencing (static vs dynamic)
and complexity (standard vs complex)

Standard Complex

Fig. 6. Salience: simple vs. complex tactions: static vs. dynamic
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3.4 Performance and Movement

Figure 8 provides mean accuracy scores for each taction category, by participant
movement test condition. The movement test conditions were counterbalanced against
order. Values were quite similar across movement conditions, with the exception of
Wheelspin, which differed from 87.5% (stationary) to 71.3% (balance beam). Repeated
measures ANOVA showed a significant effect for Static vs. Dynamic factor
(F 1, 19 = 37.74, p < 0.0001, ηq2 = 0.66), but not for Standard vs. Complex (F 1,
19 = 0.33, p = 0.57, ηq2 = 0.02), or Stationary vs. Movement (F 1, 19 = 2.41,
p = 0.14, ηq2 = 0.11). There was a significant interaction for Static vs. Dynamic and
Stationary-Movement, showing that the difference in movement condition had an effect
depending on whether the taction was Static vs. Dynamic (F 1, 19 = 6.65, P < 0.02,
ηq2 = 0.26). Other interactions were not significant.

Subjective Feedback. Soldier ratings were overall positive, reporting high ratings for
system comfort and fit. Ratings also indicated the tactions were easy to learn and
recognize. Mean ratings were generally high for ease of perceiving the tactions, in
general, and while moving. When asked which tactions were easiest to learn and
remember, they listed “Rally” (n = 16, standard/dynamic) and “Point Right” (n = 13,
standard/static). Most difficult tactions were listed as “Target Detected” (n = 14,
standard/dynamic), “Move Up” (n = 12, complex/dynamic) and “Wheel spin” (n = 10,
standard/dynamic). Post-session ratings of “ease of recognizing each cue”, based on a
7pt. scale where 7 = “extremely easy to recognize” were highest for “Point Right”
(mean = 7.00) and “Rally” (mean = 6.68). While Rally is a dynamic taction, and thus
predicted to be less easily learned, it is also a taction that directly emulates the Army
hand and arm signal for Rally, when the hand is raised overhead and is rotated in a
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circular motion. This “link” to an existing and familiar cue is likely more easily learned
and remembered. A follow-up study will examine the effects of longer time durations
between initial and subsequent performance.

The mean rating (7pt. scale) for “operational relevance” was relatively high
(mean = 5.41, SD = 1.12). Soldiers indicated that the system, when developed to be
combat ready (e.g., secure network to Army systems, rugged, etc.), would be useful for
situations requiring noise disciple and when visibility is low (e.g., night operations,
dense vegetation, smoke, etc.). Suggestions were offered regarding form, fit, power
usage, and additional capabilities [21, 22].

4 Summary and Conclusions

Salience. Consistent with results from Experiment 1, mean ratings were higher for
standard tactions compared to complex, and higher for static tactions compared to
dynamic. However, Experiment 2 results, based upon a more powerful experiment
design, describe a significant interaction where complex tactions were more negatively
affected by dynamic characteristics. The trend suggests that simple repetitive tactions
are perceived as more salient.

Ease of Learning. Averaging across taction categories, standard static tactions also
appear to be easiest to learn, having the lowest rate of error (total = 7), followed by
complex static (total = 10), standard dynamic (total = 19) and complex dynamic
(total = 20). Results follow the same trend as for salience: results suggest standard
static tactions are more easily learned.
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Performance. Overall mean accuracy, averaged over time and movement condition,
showed that Soldiers learned 9 of 12 tactions with over 90% accuracy (92–99%).
Soldiers had most difficulty with “Move Up” (complex/dynamic; 78%), “Wheel spin”
(standard/dynamic), and “Target Detected” (standard/dynamic). ANOVA showed
differences in performance due to the static vs dynamic factor were significant.

Recall. Comparison of AM versus PM performance showed little overall degradation
in performance. However, analyses of taction categories showed significant decline in
performance for more dynamic tactions, and for an interaction effect, such that standard
dynamic tactions were most negatively affected by time.

Movement. Comparison of stationary and balance beam conditions also showed little
overall degradation in performance, with the exception of standard dynamic tactions,
such that standard dynamic tactions were significantly lower in the movement
condition.

Results show consistent trends in favor of standard/static tactions, in terms of ease of
perception (i.e., salience), learning, recognition, and recall. These results serve to better
guide developers of tactile cueing displays, when developing tactions for non-directional
alerts. Results also suggest the importance of familiarity of a taction, when the perceived
taction could be “linked” to an existing concept. In this way, the Rally taction, while
dynamic, was more easily learned and recalled, compared to other dynamic tactions. The
rally taction directly emulated the circular Soldier hand and arm signal for “Rally”.

Results also showed that participants could easily learn up to twelve tactions in a
relatively short period of time. Experiment 1, which used eight tactions, had very little
variance in learning or performance. While more variance was associated with twelve
tactions, there were some participants who easily learned the 12 tactions with little
repetition and 100% accuracy in performance. These results will inform subsequent
investigations of taction characteristics and individual differences.
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Abstract. Antivirus software technology is a security technology for analysis
of networks and detection of information leakage and virus software. Computers
are designed to process the detected viruses in the background. Here we report
our design, construction, and investigation of a prototype system to sense
virus-induced traffic anomalies in a network and react haptically, as a form of
haptic visualization security technology that can provide physical experience of
anomalies generated when viruses occur, in training beginners, as well as other
applications.

Keywords: Haptic device � Antivirus software � Visualization technologies

1 Introduction

All the many methods of cyberattacks can present a threat to the underpinnings of
society. Antivirus software is a type of security technology that functions in an invisible
world (i.e., the background) to analyze operations, discover anomalies, and eliminate the
related viruses. Visualization of security technology [1] enables intuitive understanding
of virus-induced anomalies by rendering virus-peculiar behavior recognizable to
humans. A typical example is the NIRVANA-Kai system developed by the National
Institute of Information and Communications Technology [2] to monitor cybersecurity.
The visualizations can also be used for education and training of non-specialists.
However, relatively few studies have been reported on performing security technology
visualization, haptization, and other modes of conversion to sensory perception.

Here we describe our development and investigation of a system for intuitive
representation by haptic display of DDoS, using IP address analysis [3] with network
security in the background state and assuming an attack on the Web.

2 Equipment Used

The SensAble PHANToM Omni haptic presentation device (hereafter, Omni) shown in
Fig. 1 was used in this study. The system control computer was constructed with a
3.40 GHz 4 GB RAM Intel Core i7-2600 CPU, with Windows 7 Professional as the
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OS. An Imada DPS-5 digital force gauge was used as a torque meter to measure the
actual force presented by the Omni. Microsoft Visual C++ 2008 was used as the
development environment. Open Haptics was used as the library file for control of the
Omni and WinPcap for control of packet capture.

3 System Overview

The system performs the four steps of (1) packet capture, (2) analysis, (3) drawing, and
(4) haptic presentation. It automatically performs packet capture on startup, searches
the packet for IP address and time to live (TTL), and displays images for the packets on
the screen. Finally, it presents the reaction to the user. The user operates Omni to touch
the virtual objects on the screen and sense the traffic amount response on the hand. IP
packets ordinarily reach their destination after passing through routers less than 30
times, but some have unusually long TTL values. Many of those are generated by
special software, and the long TTL value may indicate occurrence of an anomalous
communication. Yamada et al. have described a method of detecting malicious com-
munications from their TTL values [3], and in our proposed system, we apply it to
packet analysis for detection of malicious communication.

4 Force Threshold Measurement Experiment [13]

4.1 Method

Various studies relating to the difference necessary to distinguish between two pre-
sented forces, such as the elucidation by Weinstein and Weber [4, 5] on the relation
between reference force and rate of change, have been reported, but the relation for a
force-sensing haptic device such as that of the present study has remained unclear.

We therefore investigate the level of recognizable difference in this study, in which
the force values are expressed in terms of the Omni “force levels” of 0.0 to 1.0, with 1.0
as the maximum force that can be presented by Omni and 0.0 as the level when no
force is presented. The maximum force presented by the Omni is given as 3.0 kg-m/s2

(3.0 N), and a force level of 1.0 thus represents a force of about 3.0 N.
In operating Omni, the participant grasps the Omni stylus (It’s mean pen part) and

uses it to compare the size of the forces in the left and right halves of the virtual space
on the screen shown in Fig. 2. The reference stimulus is displayed on one side and the

Fig. 1. PHANToM Omni.
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comparison stimulus (4 types) on the other, in random combinations. The comparison
stimulus force level is presented in increments of 0.2 in the range 0.0 to 0.8 and the
reference stimulus is the center value 0.4. The participant compares the left and right
force sizes and chooses between the three choices of “both about the same”, “stronger
on the left”, and “stronger on the right”, and the results are analyzed [6].

4.2 Results

Table 1 shows the experimental results for 14 male participants aged 18 to 21, with a as
the reference stimulus and xi as the comparison stimulus. Figure 3 shows these results
in terms of maximum likelihood, and Table 2 shows the obtained parameter values.

Figure 3 shows a graphical representation of the results with the data points plotted
along the horizontal axis for the presented comparison stimulus and along the vertical
axis for the probability distribution (determination ratio), and thus the determination
probabilities for the parameter values.

Fig. 2. Force threshold measurement screen.

Table 1. Force threshold measurement results.

Reference stimulus a: 0.4;
comparison stimulus xi in
0.2 increments
xi a < xi a � xi a > xi

0.0 0 0 14
0.2 0 0 14
0.4 1 7 6
0.6 13 1 0
0.8 14 0 0
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As this shows, nearly all the participants recognized a difference in force size in all
cases except where the reference stimulus in Table 1 was presented on both sides. The
analysis results indicate the determination criterion c was 0.056, and thus that a dif-
ference of 0.2 between two stimuli is sufficient for good discrimination between them,
so we used increments of 0.2 in the constructed system and related the resulting values
to the differences in traffic amount for their recognition.

5 System Prototype

5.1 Calculation of Traffic Volume

The system prototype presents a reaction force corresponding to the results of the IP
packet analysis and traffic amount, with the packet amount calculated as follows.

We measure the total outflow n (bytes) of the traffic each minute and calculate the
mean traffic amount in that minute. We first investigate the IP address recorded in the
IP header of the arriving packet. If this address has already been recorded, then we add
the packet length in the IP header to the packet buffer of that IP address. If not, then we
record this new IP address and initialize the packet buffer with the packet length. This
operation is repeated for 1 min. At the end of 1 min, we add the previous packet buffer
mean multiplied by the number of data n and the newest packet buffer, divide by n + 1,
and take the result as the new average. We next divide the newest packet buffer by the
average and change the presented force by the resulting value. The calculation algo-
rithm is as follows.

Fig. 3. Result of maximum likelihood method.

Table 2. Force threshold parameters.

l r Crit. DL
Z0.75

Asc. DL
l+ Z0.75

Dsc. DL
l− Z0.75

0.44 0.067 0.056 0.045 0.485 0.395

l: mean; r: standard deviation; Crit: criterion;
DL: difference threshold;
Asc.: ascending; Dsc. descending.
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Sn: sum from 0 to n; �x: mean from 0 to n; �xnþ 1: mean from 0 to n + 1.

Sn ¼
Xn

0

xi

�xn ¼ Sn
n
¼

Pn

0
xi

n

�xnþ 1 ¼ Snþ 1

nþ 1
¼

Pn

0
xi þ xnþ 1

nþ 1
¼ n� �xn þ xnþ 1

nþ 1

5.2 Traffic Display System

The operating screen in the prototype system is as shown in Fig. 4, with the personal
computer that controls the system being represented at the center and lines representing
LANs extending radially from the computer with the IP address of each nearby. The
blue triangular pyramid is the pointer, which is moved freely by the user. In this figure,
the system is performing automatic packet capture.

The traffic amount on each line can be sensed by the user as a force by touching the
line with the Omni stylus while depressing the stylus button. The line color changes
from blue through yellow to red with increasing traffic volume, thus reflecting the
emotional color meaning [7] in a manner analogous to temperature change. The system
shows the line of a packet with 30 or more hops in red, as an anomalous packet. The
relation between the assessed traffic amount, the line color, and the force level is shown
in Table 3.

Fig. 4. Prototype system operating screen. (Color figure online)
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The system algorithm flow begins with packet capture, followed by reading of the
IP address, packet length, and TTL from the IP header and then by determination of
whether that IP address has already been recorded from the dataset holding recorded IP
addresses, total traffic amounts, and hop numbers. If it has, then that packet length is
added to the total traffic amount, and if it has not, then a new dataset is constructed, the
IP address is recorded, and the packet length is added to the total traffic amount. The
hop number is next calculated from the TTL value and if it exceeds 30, then 1 is added
to the hop number in the dataset. This is repeated, and at 1 min, the top 6 cases of total
traffic amount are displayed in descending order. If the hop number of the dataset is 1
or more, then the hop number of 30 or more in Table 3 is applied. The dataset is written
to the text file as a log and then initialized. The process is repeated thereafter.

In the next step, the system displays the traffic amounts on a two-dimensional day–
time plane as shown in Fig. 5, with the colors in the figure changing with the traffic
amount as shown in Table 3. This change to an algorithm with a two-dimensional day–
time display facilitates the detection of anomalous behavior by comparison with the
most recent traffic amount.

Table 3. Traffic assessment, line color, and force level.

Assessment Line color Force level

� 10 Blue 0.0
11–20 Pale blue 0.2
21–30 Green 0.4
31–40 Yellow 0.6
41–50 Orange 0.8
� 51 Red 1.0
Hops: � 30 Red 1.0

Fig. 5. Day–time plane.
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5.3 Improvement and Attendant Modification

Figure 6 shows the improved version of the system operation screen. In this improved
version, the computer is again located in the center of the screen, but blocks are used to
show the traffic amount at given times. The blue cone is the pointer moved by the user.
The IP address is shown near the trailing edge of the block.

In this way, each block provides a summary of the traffic amount for a given time
and enables comparison with the previous and subsequent times, and the user can feel
the force of a given block by touching it with the stylus. The block stacking for each
day enables comparison of the time on a given day with the same time on the previous
two days.

The use of blocks instead of lines to present the haptic sensation posed a new
problem that required resolution before adoption of the improved version. If the force
was presented instantaneously when the stylus touched the block, then in many cases
the force was sufficient to cause immediate recoil from the block and disappearance of
the presented force, resulting in an instantly vanishing force sensation.

To resolve this problem, we modified the force presentation as weak near the block
surface, increasing with proximity to the block center, and reaching full strength for
that block near its center. For maximum ease of use, we investigated the optimum
proportion of the block for this force change, by measuring the threshold relative to the
block proportion.

In this measurement, we had the participant grasp the Omni stylus and use it to
touch two blocks in a virtual space, and compared block proportions containing the
force change. Figure 7 shows the program execution screen in this experiment. The
reference stimulus was presented in the block on one side. In the other block, four
comparison stimuli and five reference stimuli were presented at random. In the change
portion, changes in presented force ratio of 1/4, 1/3, 1/2, 2/3, and 3/4 between the block
surface and the maximum value were compared. The value 1/2 was taken as the

Fig. 6. Improved system operation screen.
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reference stimulus and the others were taken as comparison stimuli. Figure 8 shows the
relation between the block and the change portion. We first confirmed that differences
in the comparison targets could be perceived and then had each participant compare the
left and right changes and select one of the two-choice responses: “the left change is
sharper” or “the right change is sharper”. The participants were three men in aged 18 to
21 with 5 iterations for each participant.

5.4 Results of Change Portion Threshold Measurement

Table 4 shows the measurement results, in terms of the number of answers given. As in
Sect. 4.2, a is the reference stimulus and xi is the comparison stimulus. Figure 9 shows
the maximum likelihood derived from these results, with the horizontal axis repre-
senting the stimulus strength and the vertical axis representing the number of correct
answers.

Fig. 7. Screen for execution of the change portion measurement program.

Fig. 8. Relation between block and change portion.
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The reference stimulus was 1/2 and the point of subjective equality (PSE) was 0.55,
thus showing only a slight error in the PSE relative to the reference stimulus. The range
of stimuli deemed equivalent to the PSE was 0.41 to 0.69. Stimuli outside this range
will therefore be deemed nonequivalent.

5.5 Optimum Decision by Analytic Hierarchy Process (AHP)

The results of this experiment indicate that a difference of 0.2 or more is sufficient for
recognition of the difference in the change portion. To select the optimum value, we
therefore performed pairwise comparison of differences increasing or decreasing in
increments of 0.2 centered on the reference stimulus of 1/2 and thus comprising 0.3,
0.5, and 0.7, with decision by AHP.

Although AHP is generally used for ambiguous decisions, it is also used for
decisions on human sensation amount and haptic sensation [8–10], which are con-
sidered mainly as ranking of determinations, and it was applied in this experiment in
the same light. Two blocks were presented, and the stimuli were compared pairwise.
Each participant then responded to the question of which was easier to use and to what
degree on a scale of 1 to 9.

The participants were three men (A, B, and C) in aged 18 to 21, and the results
shown in Table 4 were obtained. Determination was made by AHP based on the
criterion index (CI). A determination is used if the CI is 0.1 or less, or for practical
operation, 0.15 or less. We accordingly concluded that the changes can be ranked for
each difference of 0.2, and here regarded the application of a value of 0.2 or more as
appropriate for ranking sensation amount and decided to perform the design with 0.5 as
the difference. Table 5 shows the results.

Table 4. Results of determination of proportion threshold in change portion.

Reference stimulus a = 1/2
Comparison stimulus xi xi > a xi < a

1/4 3 12
1/3 0 15
1/2 5 10
2/3 12 3
3/4 12 3

Fig. 9. Result of maximum likelihood method.
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5.6 Conversion of Force Level

5.6.1 Investigation of Presented Frictional Force
To date, the presented stimuli in experiments have been considered mainly as frictional
forces, which might be regarded as not representative of the normal force. The
PHANToM operating sensation and observations during the experiment, however,
provide experiential evidence of close mutuality between the sensation of force pushing
down on the plane of virtual space and the sensation of frictional resistance. In contrast,
the experiments to date have indicated that a difference existed between the value
settings on the PHANToM when treated as a coefficient of friction and the coefficient of
friction actually presented by the PHANToM.

No description relating to this difference is given in the control program
OpenHapticsTM toolkit v3.0 reference documents, and there is no detailed specification
of parameters of the friction sensation presentation other than that “0 represents no
presentation and 1 is the maximum value that can be presented by the machine.” To
clarify the relation between these set values and the values actually presented, we
therefore investigated the coefficient of friction values in the actual presentation by the
PHANToM.

5.6.2 Experimental Method
As shown schematically in Fig. 10, we immobilized part of the PHANToM arm, to
simulate the PHANToM operation by the participant, by suspending a weight from its
stylus and connecting it to a force gauge with kite string (No. 8). The force gauge was
used to pull the stylus at a constant speed, thus reproducing the participant’s experi-
mental operation of the PHANToM and the resulting frictional force sensation of the
participant, as well as to measure the frictional force. The suspended weight itself was
0.2 kg and the total weight including the 0.029 kg of the material used to immobilize
the arm and the 0.042 kg of the stylus component on the arm was 0.271 kg.

To determine the relation between the value setting on the PHANToM (the “set-
ting”) and the frictional force obtained from the force gauge measurement, we mea-
sured the normal force of the weight with the configuration shown in Fig. 10 and
calculated the coefficient of friction from that value.

The measurements were made with settings for 0.0 to 1.0 in increments of 0.1 on
the PHANToM, with reference to the PHANToM specification of the definition in the
Sensable OpenHapticsTM API Reference Manual of 0 as the setting with no force
presented and 1 as the maximum possible force presentation of the machine.

Table 5. Results of optimum decision by AHP.

Comparison stimulus Importance
A B C

0.3 0.098 0.379 0.304
0.5 0.715 0.508 0.575
0.7 0.187 0.113 0.121
C.I. 0.001 0.082 0.109
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The measurement was performed 12 times at each setting but the maximum and
minimum obtained values were excluded as possible measurement errors, and the
results of 10 measurements for each setting were therefore used in the calculation. It
was also considered that the minimum measured value of 0.0 might not be correct at the
minimum setting at which no force is presented, and that measurement for 1.0,
involving the maximum force that can be presented by the PHANToM, might lead to
system breakage.

In the calculation from these measurement results, we applied the formula

frictional force ¼ coefficient of friction � normal force;

to investigate the actual values handled by the haptic device.

5.6.3 Experimental Results
The measurement results are shown in Table 6 and graphically in Fig. 11. As noted
above, the setting values are those that can be entered on the PHANToM, and the
measurement results are the mean values of the measurements with the force gauge
excluding the maximum and minimum measured values, and the coefficient of friction
was calculated from the resulting values and the suspended weight.

Fig. 10. Configuration in force level conversion experiment.

Table 6. Frictional forces presented by the PHANToM.

Setting 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1

Mean of
measured
values [N]

0.1650 0.1450 0.1213 0.1163 0.0963 0.0838 0.0738 0.0763 0.063

Standard
deviation r

0.0135 0.0175 0.0188 0.0133 0.0142 0.0072 0.0258 0.0503 0.0249

Calculated
coefficient of
friction

0.06189 0.05439 0.04548 0.04360 0.03610 0.03141 0.02766 0.02860 0.02344
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These results show that the relation between the settings and the coefficients of
friction is not linear, and we therefore applied approximation (Fig. 12).

Comparison of the approximation and the measurement results show that the
approximation curve fits within the range of measurement error, and thus that the
approximation is correct. The equation obtained by the approximation is

M ¼ 0:042p2 þ 0:0045pþ 0:0236; ð1Þ

where M represents the value of the coefficient of friction actually presented and p
represents the values of 0.0 to 1.0 with the setting entries on the PHANToM. With the
experiment described above performed using the parameter F0 defined as the product of
p and 7.9, the maximum value that can be presented by the PHANToM DeskTop, the
relation p ¼ F0=7:9 can therefore be applied to use the actually presented coefficient of
friction as the variable.

Fig. 11. Relation between settings and coefficients of friction.

Fig. 12. Measurement results and quadratic approximation.
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5.6.4 Investigation
These experimental results show the relation between frictional sensation in the pre-
sentation by the PHANToM DeskTop and the setting in the application. From this, by
applying Eq. (1) to the experimental results therefore enables investigation of the
human sensation induced with the haptic device using values closer to the actual
values. It is difficult for humans to recognize changes in frictional sensation with
stimulus increments of 0.4 N or less, which by Eq. (1) corresponds to an actual
coefficient of friction of about 0.23. Observations during the experiment showed that
the force (normal force) applied by the humans pushing on the surface to perceive a
frictional sensation using the haptic device was about 1.5 N. This is near the pen
pressure generally applied by healthy individuals, and thus that no large difference from
pen pressure occurs even when pressing on a virtual space. Taken together, the results
showed that a change of 0.3 N or more is necessary for sensing a change in the
frictional force presented by the haptic device.

5.6.5 Application to the Proposed System
To facilitate the use of various haptic devices, we converted the presented force to
newtons (N) in the MKS unit system, a common unit system. In the experimental
method for this purpose, the device [11] was installed in the configuration shown
schematically in Fig. 10, force changes were applied in increments of 0.1 between 0 to
1.0 by the Omni control program variable with 12 measurement repetitions, and the
mean value was calculated from the measurement results exclusive of the maximum
and the minimum.

The experimental results are shown in Fig. 13. In the third-order approximation, the
error remained within 5%, suggesting that the haptic force presented by the Omni
indirect drive is nonlinear due to displacements generated by the dive, and thus follows
a characteristic curve resembling a third-order approximation.

Fig. 13. Relation between force and force level.
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6 System Specification

We applied these experimental results to redefine the system specification. As modified
thereby, the system performs packet capture automatically after start-up, writes the top
6 cases of IP addresses having the largest traffic amount in 1 min in the order of
descending traffic amount, and draws blocks colored in correspondence with those
amounts. When the user touches a block with the pointer, it presents the force corre-
sponding to that traffic amount. The process is then repeated. The relation between the
traffic amount and the presented force is determined by comparison with the average
from the time of system start-up and the size of the divergence, as in the Nakajima et al.
method of network anomaly detection [12]. Table 7 shows the relation between the
traffic amount, block color, and force level after modification of the prototype system.

The modifications of the prototype system are essentially as follows.

• Blocks are used instead of lines to present force.
• A new block is added once every 1 min instead of renewing the force represented

by each line every 10 s.

With a block used to present the haptic sensation, in touching it, the pointer would
become partially or wholly invisible to the user if the block were completely impen-
etrable. We therefore instead used semi-impenetrable blocks to make the pointer
portion behind the block visible as shown in Fig. 14 and thus facilitate understanding
of its location by the user.

With the maxim force level of 1.0, which is the maximum possible on Omni,
operation could not be performed and it was therefore excluded. A slight force pre-
sentation was used for the minimum value, since a minimum value of 0.0 would
represent an empty space in which no force can be applied.

Table 7. Traffic amount, color, and force level relation.

Cumulative traffic amount average Color Force level

<0.25 Blue 0.1
0.25–0.75 Pale blue 0.2
0.75–1.25 Yellow 0.4
1.25–1.75 Orange 0.6
>1.75 Red 0.8

Fig. 14. Before and after penetrability modification.
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A basic reason for use of Omni in this system is that it allows the use of a mouse to
zoom and rotate the display in the operation, which facilitates positioning of the
reference base on the screen.

7 Conclusions

The results indicate this system can show communication amounts and malicious
packets intuitively via Omni and that, with the improved version, it can be effectively
used as whitelist filtering software through comparison of communications by their day
and time based on human haptic sensing. The method can be used to pass only
communications approved in advance and block all others, but as applied here, it can
also focus on communication amount and block any communication with an amount
exceeding a basic standard. In this way, it is expected to provide a tool for general users
of ordinary personal computers to learn the need for security technology and under-
stand its importance, required reliability, and other essential aspects, as well as to aid
the search for defensive methods in regard to the Internet.

The experimental results also showed that third-order curve force levels and the
MKS unit system can be adopted in the system and thus that we have been able to
construct a system that can run with haptic devices other than Omni and therefore used
more widely.

We plan to add functions enabling classification not only by IP address but also by
port number, and switching between transmission and receiving amounts.
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Abstract. Research has shown that eliciting and capturing the correct behavior
of systems reduces the number of defects that a system contains. A requirements
engineer will model the functions of the system to gain a comprehensive
understanding of the system in question. Engineers must verify the model for
correctness by either having another engineer review it or build a prototype and
validate with a stakeholder. However, research has shown that this form of
verification can be ineffective because looking at an existing model can be
suggestive and stump the development of new ideas. This paper provides an
automated technique that can be used as an unbiased review of use case sce-
narios. Using the prototype and a scenario, a stakeholder can be guided through
the use case scenario demonstrating where they expect to find the next
step. Instead of measuring how many mistakes the individual makes or how long
it takes them to complete the scenario, the purpose of going through the scenario
with the prototype can be to capture where the individual is actually looking.
Analysis of that information can be used to identify missing requirements such
as interaction steps that should have alternative sequences, or determining
problems with the flow of actions. The proposed approach can be used to both
facilitate the further elicitation of requirements using eye-tracking techniques
and validate prototypes in tandem with use case scenarios.

Keywords: Requirements � Validation � Eye-tracking

1 Introduction

Before an idea becomes a system or even a list of requirement specifications, an acting
requirements engineer captures an initial description as set forth by the stakeholder.
A stakeholder is defined as an individual that either affects or affects the system success
[1]. Starting with the initial set of raw requirements, the engineer begins the long
process of requirements analysis by modeling eliciting further requirements. It is
important to emphasize the importance of this step in the development process, as a
system cannot just be built with just an initial description. Implementing a system
without a thorough analysis of the priorities, wants and needs of the stakeholder, will
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lead to the development team spending time building an incorrect system that the
stakeholder will not accept.

Certain challenging issues are associated with requirements engineering. Require-
ments engineers may not have the necessary domain knowledge to understand what the
stakeholder wants. Stakeholders may make implicit domain assumptions and fail to
communicate those to the requirements engineer. The stakeholder may not fully
understand the desired behavior of the system. If there are multiple stakeholders, an
engineer may run into the problem of conflicting priorities.

Research has shown that it is more costly to correct defects later in the lifecycle of a
system than eliciting and capturing the correct requirements earlier [2]. Before writing
the requirements, a requirements engineer will model the behavior of the system to lead
to a comprehensive understanding of the system in question. These models can come in
all many different forms including a use case diagram, state chart, data flow diagram,
etc., all serving their own role in defining different perspectives of a system. Currently,
the only research done with eye tracking measures and UML diagrams has been a
couple of studies using people at different levels of experience and measuring their
workload as they interact with an existing diagram. These studies have showed that the
layout of the UML diagrams can have an impact on readability thus making it less time
consuming and cheaper to work with [3].

After creating a model of the system, engineers must verify the model for correctness
by either having another engineer review it or build a prototype and validate with a
stakeholder. This stage of development is where it is important for models to be in a
readable layout so that other engineers can easily understand what is being captured.
However, research has shown that this form of verification can be ineffective because
looking at an existing model can be suggestive and stump the development of new ideas
as suggestive memory has been proven especially in the field of law [4]. Therefore, the
use of an objective measure can be more comprehensive. Thus, the purpose of this study
is to define a new approach to verify use case scenarios in a way that is objective (i.e.
non-human and automatic) and a technique that has proven to provide useful
non-subjective information to user experience experts has been eye tracking.

This paper provides a technique that can be used as an unbiased review of use case
scenarios. Once a requirements engineer creates a use case diagram modelling the
relationships of different entities that interact with a system, the use case scenarios are
built detailing every step that entities can make and the response the system gives.
Based off the scenarios and information from other models, a prototype is built with
low or high fidelity. Using the prototype and a scenario, a stakeholder or non-member
of the design team can be guided through the use case model demonstrating where they
expect to find the next step. Instead of measuring how many mistakes the individual
makes or how long it takes them to complete the scenario, the purpose of going through
the scenario with the prototype can be to capture where the individual is actually
looking. Analysis of that information can be used to further elicit requirements such as
identifying steps that should have alternative sequences or determining problems with
the flow of the steps or major problems with the design of the prototype from the very
beginning. The proposed approach can be used to both facilitate the further elicitation
of requirements using eye-tracking techniques and validate prototypes in tandem with
use case scenarios.
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2 Background

Eye tracking is a method that has been around for over 100 years. The beginning of eye
tracking started with a standard camera with users going frame by frame to document
the movements of the eye. Nowadays, eye trackers have adapted to capture a high rate
of frames and automatically analyze data and present it in charts.

2.1 Eye Tracker Data Collection

An eye tracker collects information about where a participant is looking in an area by
tracking the scanpath, movement and fixation. A scanpath for the purpose of this study
is defined as the sequence of eye movements across a page, and a fixation is defined as
“when a gaze remains within a small area for a given time” [5]. The method by which it
collects this information depends on the type of eye tracker used, but the information
that it collects is standard across all devices. The raw data that an eye tracker collects
consists of the eye movement of the participant as well as the size of the pupil. The eye
movement is translated to an x/y coordinate on the screen while the fidelity of the eye
trackers determines how much movement is collected [6]. The higher the fidelity of the
eye tracker the higher the sample rate by which the eye tracker collects. Typical
sampling rate ranges from 30 Hz – 250 Hz although the range of 50 Hz to 60 Hz is the
norm for usability studies [6]. It is important to determine which sampling rate will be
used for a study, as higher sampling rates will out put more data and require more data
reduction when reviewing participant data. The data reduction and post processing of
the data depends on the eye tracker used, data can be visualized as heat or focus maps,
gaze plots, and aggregated gaze plots. Heat maps compile groups of eye tracking gaze
plots and visualize them into a visual light spectrum from red, representing a heavy
traffic gaze area, to blue, representing a light traffic gaze area [7]. Gaze plots are a
visualization of a scanpath for a user [8], and aggregated gaze plots are scan patterns
aggregated from many users viewing the same visual stimulus [9]. Each visualization
provides specific in-formation about a scanpath and fixation. However, these visual-
izations are mean-ingless unless backed with a specific research question.

2.2 Usability Studies Usage

Eye tracking is a popular method to supplement usability testing, however it should
only be used when appropriate. The Neilson Norman group recommends that one
should only use eye tracking after about one hundred rounds of regular usability testing
[10]. The reasoning behind this belief is that eye tracking requires specific research
questions to gather meaningful data and requires supplemental usability testing
methods to make sense of the gaze plot data. In addition, the financial, labor [11], and
time obligations are significantly greater than the majority of the usability testing
methods. The two most popular usability testing methods to supplement eye tracking in
usability studies are think aloud protocols, where a participant is asked to “verbalize
whatever crosses their mind during the task performance” [12].

The approach presented in the paper uses the video-based combined corneal
reflection eye tracking method supplemented by a retrospective think aloud protocol.
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The video-based combined corneal reflection method is one of the most widely used
because it offers point of regard tracking, where the eye movement is distinguishable
from the head movement of a participant, without any intrusive head stabilizing
techniques. The approach was supplemented with a retrospective interview to prevent
any confirmation bias that may have occurred during data analysis as well to extrap-
olate possible reasons behind the participants thought process and actions.

2.3 Use Case Model and Scenarios

A use case model is a representation of the desired behavior in a system the interactions
with the surrounding environment [13]. Use case models are composed of actors and
use cases, surrounded by a system boundary drawn as a box around the system. Use
cases represent an abstract view of the system and its interactions with the external
entities. These external entities, which can be human users, organizations or other
systems, are depicted as actors. Lines associated between actors and use cases rep-
resent interactions of value to the actors by the system. The use case model facilitates
the elicitation of functional requirements by providing an abstraction of the main uses
of a software system and the actor that will interact with the system, enabling a way for
requirement engineers to analyze and identify the functional needs. This assists in the
analysis of what information these actors will provide or receive from the system thus
highlighting requirements about interfaces. Additional relationships are used such as
includes and extends to model relationship between the use cases, which signify use
case inclusion and optional extension to use cases, respectively.

A scenario describes the specific exchange of information as a flow of interactions
between the actors associated with the use case and the system. The steps include
alternative flows that can be taken while executing the main flow. The in-depth analysis
of a use case happens when writing a scenario, the use case and actor provide a general
abstraction of what the actor comes to the system to do, but the requirements of what
the system must rise up from writing the scenario text. Each use case can have one or
more scenarios as documentation and because they are simple text, stakeholders can
use the scenarios to validate the elicited behavior. In addition, developers can use
scenarios to build other analysis models, create UI prototypes, walkthrough design and
implementations, and generate test cases.

3 Related Work

In addition to all the current uses of eye tracking as defined above, eye tracking is being
applied across multiple disciplines to find all the different applications. For example, a lab
just recently, in 2016, proposed a relationship between baseline pupil size and intelli-
gence along with other labs that have done research with applications that include an
engineer’s understanding of a technical drawing [14, 15]. Eye tracking is becoming more
common even though it is not the most reliable measure mainly because eye tracking is
mainly nonintrusive. Most current measures used for things like situational awareness
and workload are measures that interrupt the task and require verbal or written infor-
mation like the Situational Awareness Global Assessment Technique (SAGAT) and
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National Aeronautics and Space Administration Task Load Index (NASA-TLX) [16, 17].
There have been a couple studies done with eye tracking and UML models. However,
unlike the focus of this study where the design is specific to a specific model, the previous
studies were fixed on the overall design qualities to reduce workload [18–21].

3.1 Model Validation

Validating the models created is an important step in the process of defining the correct
requirements for a system. Models capture the current understanding of the expected
behavior of the system, thus a model needs to be as correct as possible to mitigate
specifying incorrect requirements. Traditional approaches in the validation of models
include the application of reviews, specifically two types of reviews can be used,
inspections andwalkthroughs. A review aims at examining themodel created, looking for
flaws, inconsistencies, or omissions that can be corrected, and usually done by require-
ments engineers and stakeholders [22]. An inspection is a formal review that follows a
well-defined set of steps, in which each participant is assigned a specific role in the review
[23]. A walkthrough is an informal type of review, i.e. it does not follow a pre-define
process and participants do not have a specific role [24]. These techniques have been
shown to be effective at detecting defects in requirements specifications [25–28].

4 Approach

As stated in Sect. 2, use case diagrams are a specific type of UMLmodel that maps out the
different actors and their interactions with the system. The visualization of these inter-
actions contributes to the development of the use case scenarios by defining functionality
that needs to be accessible for a user to be satisfied with the use. Use case scenarios are
what drives the development of a prototype especially in a computer system and are what
the design team goes through when demonstrating a prototype to a stakeholder. For this
study, the scenario and prototype are based off a system that was defined and designed for
a graduate-level requirements class modeled and specified. The students were offered a
description for the desired program named Sharing and Discovering Semantic Use Case
Scenarios (SADSUCS); below is an excerpt of that description:
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The use case scenario and prototype were derived from those completed in the
class. A sample scenario used for the study is shown below:
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The prototype was built using the elicited use case scenario using the wireframing
program, Axure [29]. The program used in this study was derived from the ones built in
the class. Sample screenshots of the prototype can be found in the section below
accompanied by the gaze plot data.

4.1 Eye-Tracking Study Setup

The individual selected to part of this study was an undergraduate female between the
ages of 18 to 25 that did not require the use on contacts or eyeglasses. The participant
sat in front of the Tobii eye tracking equipped computer at Embry-Riddle Aeronautical
University’s Usability Lab. After explaining the purpose of the pilot study, to validate a
framework using the eye tracking information, the eye tracker was calibrated to the
participant. The participant was given the task to find a public UML diagram and
allowed to navigate the prototype with little guidance. Guidance and answers were
provided when the participant did not know how to continue or had a question about
how to proceed; however, the participant was encouraged to navigate the system in
self-guided approach.

5 Results and Observations

The eye-tracking test combined with the retrospective think aloud provided insight into
what the participant was thinking and doing during their completion of the task. The
home page provides little information about the site, and by reviewing the scanpath of
the participant, it becomes apparent that the main area of interest is the paragraph text,
contact, and about feature. The reasoning behind this scanpath is explained by the
participant in the interview, where they stated to “not know what the purpose of the site
is” and did not know how to continue. The task of logging in to the site is then
considered a failure, as they needed assistance in continuing.

The eye tracking analysis of the dashboard page is broken up into two phases. The
first is the participants natural scan for information in scan plots one through ten, and a
second phase of when the participant asked to be reminded of the task in scan plots
eleven through twenty. In the interview, the participant noted that they were confused
as “nothing on the page said diagram.” This was deemed as a failure of the task to find
public use diagrams.

The public projects page has a strong indication of an area of interest in the use
cases panel. Seventeen out of the twenty-three (74%) total gaze points are focused in
this area (see Fig. 1). When asked in the retrospective interview why they were focused
on the area they responded with the fact that they were told to search for a use case
diagram, however after being unable to interact with any of them they the participant
decided to move to the search function. This is considered a pass of the task to search
for a public use diagram, and a failure on part of the task for not being specific enough.

The final page the eye tracker captured was the use case diagram associated with
this task. Again, an obvious area of interest was identified and is located in the use case
diagram where twenty-eight of the thirty-seven (76%) of the gaze points were located.
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In the interview, the participant suggested they were trying to figure out if this was the
end of the task or if they had to continue through the site.

5.1 Modification Based off Results

Using the information gathered from the eye tracker, the use case scenario can be
revised to provide a more comprehensive use case scenario. In effect, this was a new
alternative way to elicit requirements about the system. For example, the screenshot
below was part of the prototype that was used along with an overlay of the gazeplot
gathered by the participant. This specific screen involves steps 4 and 5 as follows
(Fig. 2):

Using the data from the gazeplot above, after the system displays the diagrams, the
user looks at the different use cases, the dashboard option, the create a new project
option, and browsing the public projects option. Using this information, there should be
3 different alternative use cases that should be added to step 5 as followed:

Fig. 1. Use case panel
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As a result, the proposed approach was used to further elicit requirements using
eye-tracking techniques. The participant acted as a validation for the scenario, which
was implemented indirectly by the prototype. With the data gathered from the
eye-tracker, this technique was successfully used to modify the use case scenario and
provide requirement validation on the modeled system, identifying missing function-
ality. The initial results show promise that this technique can be used in use case
scenario validating through eye tracking of prototypes.

6 Future Work

The purpose of this study was to provide a description of a new approach to validate
requirements via scenarios and conduct a pilot study. It is important to note that only
one participant was guided through the prototype and issues can be found with the data

Fig. 2. User dashboard
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that was collected. For example, since there was only one data set, things like losses of
calibration could not be accounted for. Thus, more research should to develop a
framework or set of standards that a design team could use with ease without under-
standing completely the concept of eye tracking and user-based testing.

Mouse tracking is another usability testing method that can be used both inde-
pendently and supplementary to eye tracking. Research indicates that a participant’s
gaze leads the movement of their mouse movements [30], and it is a common practice
to use mouse tracking when eye tracking is not a viable option. These methods are most
useful when used in combination, as in usability the click and clickstream of a user’s
navigation through an interface [31]. The incorporation of mouse tracking into the
proposed approach could provide more accurate information, however it might provide
an average user with too much information and thus possibly making it.
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Abstract. Examining user reactions via the unobtrusive method of eye tracking
is becoming increasingly popular in user experience studies. A major focus of
this type of research is accurately capturing user attention to stimuli, which is
typically established by translating raw eye movement signals into fixations, that
is, ocular events characterized by relatively stable gaze over a specific stimulus.
Grounded in the argument that inner-density of gaze points within a fixation
represents focused attention, a recent study has developed the fixation-inner-
density (FID) methodology, which identifies fixations based on the compactness
of individual gaze points. In this study we compare the FID filter with a widely
used method of fixation identification, namely the I-VT filter. To do so we use a
set of measures that investigate the distribution of gaze points at a micro-level,
that is, the patterns of individual gaze points within each fixation. Our results
show that in general fixations identified by the FID filter are significantly denser
and more compact around their fixation center. They are also more likely to have
randomly distributed gaze points within the square box that spatially bounds a
fixation. Our results also show that fixation duration is significantly different
between the two methods. Because fixation is a major unit of analysis in
behavioral studies and fixation duration is a major representation of the intensity
of attention, awareness, and effort, our results suggest that the FID filter is likely
to increase the sensitivity of such eye tracking investigations into behavior.

Keywords: Eye tracking � Fixation identification � Fixation-inner-density
Fixation micro-patterns

1 Introduction

The study of eye movements in user experience research is becoming increasingly
popular because eye tracking technology enables capturing the focus of a person’s gaze
on a visual display at any given time. Human gaze serves as a reliable indicator of
attention because it represents effort in maintaining the eyes relatively steady to take
foveal snapshots of an object for subsequent processing by the brain [1]. Hence,
extracting relatively stable gaze points that are near in both spatial and temporal
proximity, that is translating the raw gaze data into fixations, is essential in many eye
tracking studies [2, 3]. One primary method for identifying fixations in a stream of raw
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eye movement data is the Velocity-Threshold Identification (I-VT) algorithm. The I-VT
filter uses a fixed velocity threshold to identify whether individual gaze points qualify
as a fixation point, or a saccade point.

Because a fixation is the collection of gaze points that are near to one another in
both time and proximity, a denser collection of gaze points within a fixation represents
higher level of focused attention, and thus higher level of cognitive processing [4].
Thus, a recent study [5] proposes a new way to group gaze points into fixations based
on their inner-density property. Similar to the I-VT filter, this new Fixation
Inner-density (FID) filter first uses a velocity threshold to identify a candidate set of
gaze points that are slow enough to form a fixation. It then uses optimization-based
techniques to identify a densest fixation of gaze points among all candidate points.
Identifying fixations using the FID filter naturally eliminates those gaze points that are
near to tolerance settings. How gaze points are dispersed in a fixation affects fixation
metrics such as the duration and center location, and there is evidence that the FID filter
reduces the possibility of skewing these metrics [5].

In this paper we translate raw gaze data into fixation using the I-VT and FID filters.
We demonstrate that fixations processed by the FID filter are superior in terms of three
key fixation micro-patterns than those that are processed by the I-VT filter. First, they
are denser. Second, the extent to which points are dispersed within a fixation is smaller.
Third, the points within a fixation are more likely to be uniformly distributed. This
investigation is important because the compactness and the patterns of distribution of
gaze points can directly affect fixation metrics, such as fixation duration and fixation
center position, that are commonly used in eye-tracking studies to assess viewing
behavior. This study is the first to investigate such fixation micro-patterns or properties
of the distribution of gaze points within an individual fixation.

2 Background

Raw gaze data is a sequence of x; y; tð Þ triplets, where x; yð Þ represents the measured
location of user gaze, and t is the time stamp. Common sampling rates in eye trackers
range from 30 Hz to 1,000 Hz, and a gaze sequence can easily contain tens of thou-
sands of triplets. Gaze data is often categorized into two common types: fixations and
saccades. Fixations are pauses over informative regions during eye movement; in gaze
data, a fixation is where gaze point triplets aggregate together. Fixation identification
methods cluster those intensive gaze points into fixations to present focused attention
and cognitive effort in eye tracking research [4].

One popular fixation identification algorithm is the I-VT filter. It identifies fixations
by gaze point velocity. If the velocity exceeds the predefined threshold V , the corre-
sponding gaze point is identified as a saccade, otherwise it is categorized as a fixation
point. I-VT filter is efficient and practical; however, it has the drawback of ignoring the
information about the spatial arrangement of individual gaze points within a distinct
fixation. Some fixation metrics can express the distribution of points within a fixation.
One such metric is fixation inner-density, which was introduced by [4] and further
refined in [5]. Fixation inner-density represents user focus, and [4] has validated that
fixation inner-density is correlated with normalized fixation duration and average pupil
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dilation variation during fixation. The FID filter uses optimization-based techniques to
optimize for inner-density, which means that it selects a set of candidate gaze points
that guarantees there is no better set with respect to the objective function of maxi-
mizing fixation inner-density. Fixation inner-density improves upon previous fixation
identification methods because it combines both the temporal and the spatial aspects of
the fixation into a single metric that evaluates the compactness of a fixation.

As the problem of fixation identification is a type of time-series clustering, it shares
the commonality that interpreting clustering results is somewhat subjective in nature.
Hence, the choice of an appropriate metric will directly affect the formation of the
clusters. While density and dispersion properties can be measured in various ways, they
are inherently positively related to the number of gaze points in a fixation, and neg-
atively related to the area occupied by the constituent points. We next discuss some
important metrics to evaluate density and dispersion properties within fixations.

3 Methodology

We consider two representative ways of measuring fixation inner-density, both of
which are advocated in [5]. Suppose a fixation identification algorithm locates fixations
in a gaze data sequence with T gaze points. For any given fixation f , let nf denotes the
count of points inside f , and let i, j be any two points in f . We denote the Euclidean
distance between i and j as dij, the minimum area box that spatially bounds the fixation
as Asq, and the minimum area rectangle box that spatially bounds the fixation as Art.
The first density metric (D1) is the average pairwise distance between points within a
fixation.

D1 ¼
Pnf

i¼1

Pnf
j¼iþ 1 dij

nf
2

� � : ð1Þ

The second density metric (D2) is the minimum area square bounding box sur-
rounding the fixation divided by the number of fixation points it contains:

D2 ¼ Asq

nf
: ð2Þ

For both the D1 and D2 density metrics, small values imply greater density. A third
metric, Standard Distance (SD), measures the dispersion of gaze points around the
fixation center. SD is a common metric in the Geographic Information System
(GIS) literature, that evaluates how points are distributed around the fixation center [6].
Similar to standard deviation, SD quantifies the dispersion of a set of data values.
Hence, the SD score is a summary statistic representing the compactness of point
distribution. Smaller SD values correspond to gaze points that are more concentrated
around the center Xf ; Yf

� �
of fixation f , expressed as (Fig. 1):
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Xf ¼
Pnf

i¼1 xi
nf

; Yf ¼
Pnf

i¼1 yi
nf

: ð3Þ

The standard distance of fixation f , SDf , is:

SDf ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnf

i¼1ðxi � Xf Þ2
nf

þ
Pnf

i¼1ðyi � yf Þ2
nf

s
: ð4Þ

Spatial pattern analysis can also be examined in measuring the fixation gaze point
distribution pattern. The Average Nearest Neighbor ANNð Þ [6] is used to measure the
degree to which fixation gaze points are clustered, versus randomly distributed, within
a fixation bounding area. A fixation resulting from focused gaze toward a single area of
interest would tend to exhibit a more uniformly distributed pattern, with greater ANN
values. The ANN ratio is calculated as the average distance between each point and its
nearest neighbor, divided by the expected average distance between points if a random
pattern is assumed. ANN values greater than one imply that the fixation gaze points are
dispersed; as this ratio decreases, fixation gaze points increasingly exhibit clustering
(Fig. 2).

The four metrics D1; D2, SD and ANN will be used to evaluate three aspects of
inner fixation patterns: fixation inner-density, fixation points dispersion, and their
distribution. We expect fixations identified with the FID filter to be denser and more
uniformly distributed than those identified with the I-VT filter. Our density assertion,
which stems from the method of fixation identification, helps to test whether the FID
filter does indeed more accurately group individual gaze points into focused attention.

Fig. 1. An illustrative depiction of standard distance, SD. When considering an identical number
of gaze points, SD is smaller when points are more compactly distributed around the center (left);
when they are more dispersed, SD becomes larger (right).
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Our assertion that gaze points identified with the FID filter are more randomly dis-
tributed stems from the argument that if a fixation is compact, that is it has high
inner-density, it is more likely to have a more uniform distribution around its center.

In addition to the above assertions, we also examine the impact of FID and I-VT
filters on fixation duration and center location.

4 Experimental Evaluation

We begin this section by describing the specific context of our eye tracking datasets
and experiments. We then compare the I-VT and FID filters with the aforementioned
four metrics, and discuss our findings.

4.1 Dataset and Equipment

We perform our experiments on eye movement datasets obtained from a total of 28
university students who were assigned to read a text passage shown on a standard
desktop computer monitor. Prior to the experiment, each participant completed a brief
eye-calibration process lasting less than one minute. We used the Tobii X300 eye
tracker [7] to collect participant’s eye-movements. The software version is 3.2.3 and
the sampling rate was set to 300 Hz.

The 28 recordings were further analyzed using an Intel core i7-6700MQ computer
with 3.40 GHz and 16.0 GB RAM running 64-bit Windows 10. Matlab 2016a and
Python 2.7 were used for additional data analysis and processing.

4.2 Data Processing

For each eye tracking record, we used the Tobii Studio I-VT filter [8] to generate I-VT
fixation identification results. The velocity threshold V was set to 30°/s, which is the
recommended threshold in [8]. The minimum fixation duration is set to 100 ms which is
the theoretical minimum fixation duration suggested by other eye tracking studies [9, 10].

We further used the results of the I-VT fixation identification as the input data
chunks for the mixed integer programming formulation (MIP) for minimizing square
area of fixations from [5]. The Gurobi Optimizer 7.5.1 [11] is used as the solver.

Fig. 2. Illustrating the ANN ratio as the distribution of gaze points change within an identical
minimum square bounding box.
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The FID filter is parametrized by a manually assigned constant a that enables
decision-makers to have fine-tuned control over the density. We varied a from 0 to 1 by
steps of 0.1 on one randomly selected eye tracking record and examined the fixation
identification results manually. When a ¼ 0:1, the clustering result appeared the most
reasonable, and averaging D2 values over all fixations yielded the smallest value,
suggesting the algorithm finds the (averaged) densest fixations at a ¼ 0:1 comparing
to other a levels. Therefore, we set a ¼ 0:1 when running the FID filter on the other 27
records. In the following evaluations, we discard the record used for selecting a to
avoid data snooping.

4.3 Experimental Results

After discarding the single record above, in this section we first report our statistical
analyses from the point of view of a single record. Subsequently, we expand it to all 27
of the (remaining) records in our dataset.

4.4 Comparing I-VT and FID Filters for a Single Record

Fixation inner-density and the distribution of gaze points within an individual fixation
are micro-patterns in gaze data. Such patterns are relatively difficult to evaluate by
averaging over all eye tracking records. To more thoroughly investigate micro-patterns,
we first illustrate the comparison results on the eye tracking record of one randomly
selected participant. Toward the end of this section, the comparison summary over all
recordings is also included.

For this gaze data record, there are 9,788 gaze points and 110 fixations. We
calculated fixation inner-density metrics D1 and D2 on each individual fixation. The
resulting average of both D1 and D2 from the I-VT filter is larger than that of FID,
which indicates that fixations from the FID filter are denser than those in I-VT filter
result. We performed a paired t-test with the following hypothesis:

H0 : DI�VT ¼ DFID;

Ha : DI�VT [ DFID:

The t-test on both D1 and D2 returns a p-value smaller than 0.05, so at a 95%
confidence level we reject H0, which implies DI�VT is statistically larger than DFID

(Table 1).

Table 1. Comparison of fixation density for I-VT and FID filters.

Fixation density I-VT FID (a = 0.1) t-test
Mean (pixel) STD (pixel) Mean (pixel) STD (pixel) p-value Result

D1 6.769 2.382 5.994 1.961 <0.0001 Reject
D2 7.690 10.450 5.112 3.920 0.0025 Reject
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The SD metric measures the dispersion of fixation points around their center.
Table 2 reveals that the SD mean and standard deviation for the I-VT filter are larger
than that of the FID filter. We also performed a paired t-test when comparing the SD
metric. The hypotheses are:

H0 : SDI�VT ¼ SDFID;

Ha : SDI�VT [ SDFID:

With the same 95% confidence level as the previous test, the t-test result rejects the
H0. It indicates that the FID filter tends to identify fixations having points that are more
dispersed around the center. It further demonstrates that identifying fixations by opti-
mizing for fixation inner-density yields fixations with more compact regions.

Finally, we perform a hypothesis test using the ANN ratio [6] to see if the gaze
points are randomly distributed in a fixation region:
H0 : gaze points are randomly distributed within fixation region,
Ha : gaze points are not randomly distributed within fixation region.

If the hypothesis test results in a small p-value, we would reject the H0 because of
the small probability that the fixation gaze points are randomly distributed in their
fixation region.

The ANN hypothesis test is rather sensitive with respect to the bounding region
used to cover all fixation points in an individual fixation. Therefore, we perform two
experimental results using Asq and Art, respectively, to represent fixation area. Table 3
reports the count of fixations (out of 110) for which H0 is rejected at 95% confidence
level, implying that there is statistical evidence that fixation points are not randomly
distributed. Table 3 reveals that, under both fixation regions, more fixations appear to
not be randomly distributed when using the I-VT filter. Moreover, the difference
between the I-VT and FID filters is greater under the Asq region. This may be due to Asq

typically being larger than Art, as the FID filter specifically minimizes the square area
of fixations.

Table 2. Comparison of SD for I-VT and FID filters.

I-VT FID (a = 0.1) t-test
Mean (pixel) STD (pixel) Mean (pixel) STD (pixel) p-value Result

D 5.5033 2.189 4.746 1.616 <0.0001 Reject

Table 3. Comparison of ANN for I-VT and FID filters, reporting the count of fixations (out of
110) for which H0 is rejected.

I-VT FID (a
= 0.1)

Asq Art Asq Art

# of fixations rejecting H0 95 60 61 50
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We now compare fixation duration and fixation center for the I-VT and FID filters.
Fixation duration (FD) is a commonly used metric in eye tracking research. We
compare the average fixation duration on I-VT and FID filters with the hypotheses that

H0 : FDI�VT ¼ FDFID;

Ha : FDI�VT [ FDFID:

The paired t-test result shows that FDFID is significantly smaller than FDI�VT at a
95% confidence level. This outcome may be due to the FID filter eliminating fixation
points and refining the fixation region of each of the fixation chunks from the I-VT
filter (Table 4).

Fixation center is also a basic feature to represent fixation location, used in the
depiction the scan path of eye movement. We introduce the center shift, which is the
Euclidean distance between the fixation center of the I-VT filter and that of the FID
filter. The 110 fixations within the eye tracking record generates mean and standard
deviation (STD) of the center shift data as reported in Table 5.

When examining the mean and STD of center shift, it may be inferred that the
difference of fixation center is negligible. The bivariate distribution of center shift
depicted in Fig. 3 displays the long tail distribution in both x and y axis. The 90%
quantile of x, y is 0.922 and 1.308 respectively. It shows that while the refined results of
the FID filter can skew some I-VT fixation centers, most of the time the center shift
remains in a fairly small range.

4.5 Comparing I-VT and FID Filters for all 27 Remaining Records

The results reported above were for a single eye tracking record. The average number
of gaze points for all remaining 27 records is 10,959, and the average number of
fixations is 127.7. Table 6 reports the results of the corresponding hypothesis tests for

Table 4. Comparison of fixation duration for I-VT and FID filters.

I-VT FID (a = 0.1) t-test
Mean
(second)

STD
(second)

Mean
(second)

STD
(second)

p-value Result

Fixation
duration

0.250 0.151 0.204 0.167 <0.0001 Reject

Table 5. Statistics of fixation center shift between I-VT and FID filter.

Mean (pixel) STD (pixel)

Center shift 0.881 1.617
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D1, D2, SD and fixation duration on all the 27 eye tracking records. We find that zero
record does not reject the corresponding H0 in the t-test for D1, SD and fixation
duration, and two for D2. This analysis shows that the FID filter finds denser and more
compact fixations than I-VT filter holds for most of eye tracking records in our dataset
in terms of for D1, D2 and SD.

We calculate the center shift between all I-VT and FID filter fixation pairs; the
bivariate distribution result is shown in Fig. 4. The distribution on either x or y
direction is again a long tail distribution. The 90% quantile value of x, y is 2.095 and
2.411 respectively. Figure 4 shows only a few points that are far away from the origin,
indicating that the FID filter identification results can indeed change the fixation center
location, though this occured relatively infrequently in our dataset.

We also run the ANN hypothesis test on each recording and calculate the count of
fixations (FC) for which the ANN hypothesis test H0 (FC � ANN) is rejected over all
recordings. The average is reported in Table 7. Both the mean and the standard
deviation resulting from the FID filter are smaller than that of the I-VT filter.

Fig. 3. The bivariate distribution of center shift in x, y coordinates.

Table 6. Summary of hypothesis test results for 27 eye tracking records.

D1 D2 SD Fixation duration

# of records that do not reject H0 0 2 0 0
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We compare the FC results from the I-VT and FID filters by the paired t-test with
95% confidence level and the following hypotheses:

H0 : FCI�VT ¼ FCFID;

Ha : FCI�VT [ FCFID:

The first row in Table 7 shows that when bounding the fixation region by Asq,
FCFID is significantly smaller than FCI�VT . It indicates the general trend that the inner
gaze points of fixations resulting from the FID filter tend to be randomly distributed. As
for Art, the t-test result also reject H0, implying that the same conclusion could be
drawn on Art.

Fig. 4. The bivariate distribution of center shift for all fixations.

Table 7. Comparison of FC � ANN for I-VT and FID filters over all recordings.

Fixation region I-VT FID (a = 0.1) t-test
Mean (count) STD (count) Mean (count) STD (count) p-value Result

Asq 109.1 40.0 70.2 27.4 <0.0001 Reject
Art 74.5 30.1 64.2 24.6 0.0002 Reject
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5 Conclusions

Our results show that the FID filter, as compared to I-VT filter, does indeed identify
fixations that are denser and more compact around the center, and more uniformly
distributed patterns found in fixation bounding regions. These properties have major
implications for two important fixation metrics that are widely used in eye tracking
analysis: Fixation duration and location. Our results show that the two filters tend to
result in significantly different fixation durations. The results displayed in Figs. 3 and 4
provide evidence that in some cases FID filter can result in quite different fixation
centers comparing to I-VT filter. It is important to note that the data used in our study
was gathered when users were reading an online text passage, which typically gen-
erates more focused fixations. Future investigation using different stimuli are needed to
extend the generalizability of these results and to see whether the micro-level differ-
ences, including fixation duration and center location, observed in this study between
FID and I-VT filters change for different tasks (e.g., reading more challenging text
passages, viewing a picture, or browsing a website). For example, in this study we used
a reading task which typically results in compact fixations. Using a browsing task may
result in much larger differences in fixation center location, because gaze points within
fixations in browsing tasks tend to more dispersed [5]. The metrics introduced in this
study to compare fixations at a micro level serve to refine the analysis of eye move-
ments to a deeper level. Future studies, however, are needed to validate and extend our
findings.

The results of this study contribute in two ways to eye tracking studies that examine
user behavior. First, they show that researchers can identify focused attention with the
FID filter and thereby improve the sensitivity of their analysis with regard to duration
and center location of intense attention. Second, the micro-analysis introduced in this
study provides a new way to compare gaze points within a fixation. This is important
because it allows researchers to examine relationships between eye movements and
behavior at a much smaller unit of analysis, namely fixation micro-patterns.
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Abstract. Computer passwords represent a secure authentication process used
to access electronic information. Inconsequential of data storage location many
of us utilize multiple unique computer passwords to access information on a
daily basis. Since the design of password requirements are contingent upon the
system provider, recalling various passwords is cognitively demanding and
results in insecure practices such as writing down passwords visible to passerby.
This study examines the task of password selection to improve human computer
interaction. Categorizing personality through the locus of control internal and
external scale and cognitive factors through memory associations advances
understanding of password decision making. These classifications establish
associations for predictive password selection informed by the behavioral
decision process. This study addresses a design gap in the utility of passwords
and describes quantified convergent dispositional factors gathered through valid
instruments. Psychological fields of personality, memory cognition and behav-
ioral decision making inform usability in the human computer interaction area of
computer science.

Keywords: Authentication � Usability � Cognition � Memory � Password
Locus of control

1 Introduction

The goal of this study is to improve awareness of computer password selection and
augment the security mechanism by evaluating locus of control and cognitive memory
dynamics for human centered design enhancement. Most users choose short passwords
to facilitate memorability and facilitate memorability with short passwords [27].
Studies excluding memorability from password security are able to determine the effect
of visual password strength meters as a method to address security concerns with weak
passwords. User behavior was positively affected by circumstantial messages from the
strength meter resulting in users creating stronger passwords. Their meter was con-
structed with contextual information appealing to the users as well as a link providing
training on password security [35]. Similarly, Jang-Jaccard and Nepal [34] argue for
visual or biometric passwords as an option as they don’t require memory.

Evaluating individual password decision making supports user centric factors.
“While there is no silver bullet solution to the user authentication problem, it is still
important to work toward improvements in password usage, security systems, and
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understanding threats” [33, p. 78]. A study exposing the differences in awareness and
practice of strong password use among college students found most authenticate uti-
lizing seven passwords. As a result, a security awareness strategy established unique
passwords for each login, changing passwords on a regular basis and keeping pass-
words private. In an effort to create passwords that are difficult to guess by hackers, it
was suggested to make simple changes such as adding a symbol or upper-case letter to
existing passwords [6].

Considering the number of unique passwords used for educational, personal and
occupational purposes, “a solution to the problem of password security versus mem-
orability has yet to be found” [25, p. 3761]. Additionally, this study of weak passwords
employed persuasive technology to strengthen user security and memorability by
inserting random characters into the password string. The experiment results improved
password security for users with weak and strong original passwords, however,
memorability was not improved for users with strong passwords. Likewise, Gehringer
[26] recognizes that multiple password logins necessitate recording them for future
retrieval and advises to involve the human component of security and memorability to
future inquiry. As this study combines cognitive behavioral activities with technology,
Choong [15] suggests a holistic approach to alleviate the memorability burden on users
and brings attention to the need of usability research.

2 Human Computer Interaction: Usability

According to Norman [47] usability design combines psychology, computer science,
engineering and analytical disciplines. Security is a technical issue imposed on
humanity and disrupted by excessively complex technology measures that daunt
employee behaviors leading to insecure conduct such as posting passwords in their
work spaces in open view. A gap between usability and security is acknowledged and
password usability is deserving of examination.

Jang-Jaccard’s and Nepal [34] study addresses the relationship between usability
and security resulting in higher recall between passphrases and self-selected passwords
compared with random passwords. Unlike self-selected passwords, the passphrases
withstood simulated dictionary and brute force attacks. Another memorability study
indicated difficulty with learnability and recall when using more secure passwords [31].
Likewise, Greene et al. [28] agree that passwords are not memorable and security is
threatened by compromised password data banks. Employing security and usability
experts, the study measured the loss of security in passwords specific to the multiple
keyboards presented on mobile devices. Results define effectiveness measured through
password or character login success and failures; efficiency is measured by the length
of time it takes to enter a password and satisfaction is measured through subjective user
experiences. Similarly, Grassi et al. [27] define usability as the “extent to which a
product can be used by specified users to achieve specified goals with effectiveness,
efficiency, and satisfaction in a specified context of use” (p. 61). Choong [15] argues
that usability is the main concern for users managing multiple passwords.
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Research focusing on human factors and usability of passwords has been challenging the view
that users are the primary cause for cyber security issues and pointing out that security policies
are often imposing unreasonable requirements and pushing users’ cognitive limits. (p. 128)

Although people prefer to use memorable passwords, favoring usability over
security presents authentication risks to defending systems as the goals between
usability and security are dissimilar [2]. Likewise, Choong [15] suggests collaboration
among interdisciplinary influences to discover the intersection between security and
usability and acknowledges the need for research to ensure security while reducing the
burden on users. Considering the weakest link in security systems are individuals,
human computer interaction principals rooted in psychology and cognition impact
behavior and warrant further study to improve the authentication processes.

Norman [48] argues “without usable systems, the security and privacy simply
disappear as people defeat the processes in order to get their work done” and fur-
thermore, “the more secure you make something, the less secure it becomes” (p. 60).
Security professionals attest to challenges between security and usability that trigger
insecure behaviors in response to usability difficulties. “The reasonableness of the effort
required” (p. 61) to comply with security requirements is a design issue yet to be
solved. Renaud’s et al. [52] framework considers usability and offers authentication
options for decision makers based on their system requirements and preferences. The
value given to a resource is aligned with the authentication method. Alternative
authentication allows the decision maker to personalize memorability and risk miti-
gation properties such as strength of password. This framework considers the quality of
password authentication for the business and the user as an alternative approach to
computer security.

3 Risk Assessment and Authentication

Risk assessments examine computer authentication, human computer interaction and
fiscal responsibilities to secure information systems. Grassi et al. [27] defines
authentication as “verifying the identity of a user, process, or device, often as a pre-
requisite to allowing access to a system’s resources” (p. 47). Additionally, an
authentication secret is a “value that an attacker could use to impersonate the subscriber
in an authentication protocol” (p. 47). Passwords are defined as “a type of authenticator
comprised of a character string to be memorized or memorable by the subscriber,
permitting the subscriber to demonstrate something they know as part of an authen-
tication process” (p. 54). This study considers passwords an authentication secret and
investigates the process of password construction and memorability to impede risk.

Security insurance levels examined by protection requirements create digital
authentication realities affecting anyone who accesses an information system through a
login dialogue. The interface is primarily evaluated by the user who adheres to the
login requirements or who may create a supplemental coping mechanism to success-
fully authenticate. Grassi et al. [27] integrates organizational risk to operational security
practice.
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The process of identifying, estimating, and prioritizing risks to organizational operations (in-
cluding mission, functions, image, or reputation), organizational assets, individuals, and other
organizations, resulting from the operation of a system. It is part of risk management, incor-
porates threat and vulnerability analyses, and considers mitigations provided by security con-
trols planned or in place. Synonymous with risk analysis. (p. 59)

Organizational risk focuses on insider threats to computer security systems. Unlike
external exploiters, privileged users hold company knowledge threatening the integrity
of information systems. Nurse et al. [49] explores the impact of fraud, theft of intel-
lectual property, and sabotage of infrastructure and provides insight to detecting and
preventing malicious behavior utilizing automated analytical tools along with policy
awareness to protect organizations. An environment in which access to information is
controlled by users compels memorable password authentication, devoid of non-secure
actions such as writing down passwords that are difficult to recall. According to
Choong et al. [16] “an alarming finding is that employees seem to have a false per-
ception of security around their work-related accounts” (p. 13) and consider prevention
of system attacks and security breaches the responsibility of their organization. Fur-
thermore, these Federal employees prescribe to the notion that government work is
transparent to the public and without consequences resulting from a system
compromise.

Organizational property risk is pivotal to security and requires assessing types of
authentication attacks, secrets uncovered, stolen, or tampered, copied intellectual
property and replication of user identity [27]. Watkins [64] value assessment of
information security is estimated by the impact of the following values:
“Risk = Likelihood � Impact Relationship” (p. 22). The possible vulnerabilities and
impact range from very low to very high and apply to all risk involving information
assets and security. Calder [11] recommends assessing risk with goals to remove,
reduce, tolerate or transfer risk through a contract such as an insurance policy to protect
organizations from business harm. Furthermore, a risk management plan identifies
action, responsibilities, and priorities of information security while management details
changes, corrective and preventative action, and recommends improvement.

An alternative study suggested by Cavusoglu et al. [12] involve game theory as a
security investment decision maker.

The firm’s payoff from security investment depends on the extent of hacking it is subjected to.
The hacker’s payoff from hacking depends on the likelihood he or she will be caught. Thus, the
likelihood of the firm getting hacked depends on the likelihood the hacker will be caught,
which, in turn, depends on the level of investment the firm makes in IT security. (p. 90)

Selecting the preventative scheme results in maximum savings. Therefore, each
recommended security option is weighed against its cost and estimated intrusion
parameters. Cost savings are determined by comparing the cost of implementing or not
implementing security technology.

Risk assessments indicate password attack methods involve guessing by brute force
or dictionary listing of words, guessing, eavesdropping, social engineering, and
physical presence. Since text passwords continue to be the dominating login for
authentication, Ives et al. [33] exploit reuse of passwords for multiple accounts to
obtain higher level system access. Furthermore, authenticating to e-commerce sites
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using the same password presents security risks for the user as hackers could obtain
access to multiple sites, “there is an obvious and probably sizeable overlap between
AOL and Citibank or BankOne and Amazon.com customers” (p. 75). Jang-Jaccard and
Nepal [34] discuss the significance of acquiring passwords through deceptive practices:
cyber-attacks by malware phishing or injecting computer code to obtain a database of
passwords using unsecure technologies such as Wi-Fi or Bluetooth connections.
Defense mechanisms include locking an account after failed attempts, establishing
secure connectivity during communication, and enforcing password requirements [28].
Although password managers address memorability by collecting user identification
and passwords used on various web sites, such tools become susceptible to attack [57].
Aurigemma et al. [4] suggest password managers provide a security mechanism for
home-end users however their investigation discovered that insufficient time was the
main inhibitor to adoption followed by threat apathy or lack of password security
threats.

Growing threats to technology and malicious attack patterns compel security
policies to embrace usability and safeguard information systems. Adams and Sasse [1]
recognize the shift to user centric design of security systems by determining how their
systems are utilized. Although text-based passwords pose a security risk to dictionary
attacks [14, 65], Wu’s [65] study allows the use of simple passwords defended by
encryption against such attacks. Notwithstanding user involvement risk in security
technology, passwords and usability are coupled in human computer interaction and
form the basis of this study.

4 Authentication and the Human Factor of Text Passwords

According to Norman [47] password security continues to be problematically a human
element. In response to security procedures paired with bad password policies, the
human factor creatively adapts to solve forgotten password problems. As the majority
of individuals compose passwords using the name of a person, place or thing, date, and
number, Brown et al. [9] suggest passwords to be easily recalled by the user and not
others. Nevertheless, the conditions of creating a password are often rushed without
much time for thoughtful composition. In response to security concerns, mechanisms
exist to warn users of insecure password fields on web browsers [36].

Creating a password is one part of the authentication process. Users participate in a
password lifecycle system to generate, maintain, and authenticate using a process
comprised of goals, constraints, memory storage, and authentication experiences that
influence the recurrence of password selection [15]. This repetitive method includes
individual factors such as attitudes, motivations, and emotions to comply with pass-
word requirements and individual needs. Workarounds to password memorability
utilize a special character and digit to user generated passwords or created a password
from the first letter of a phrase [62]. Having the user login multiple times produced
secure and memorable passwords. Varying password requirements include regularly
changing passwords circumvent memorability [61]. Additionally, their study suggests
short-term recall testing, unlike immediately using the password, improves password
retention since retrieval is from long term retention rather than from working memory.
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Furthermore, using a mnemonic method to generate a password containing the first
letter of a phrase along with a maximum of three attempts to authenticate is recom-
mended to overcome the security and memorability tradeoff.

Once a password is generated, it is combined with random data or salt which is then
cryptographically hashed before it is stored in a database. During authentication, the
password is decrypted and compared with the stored salted hash [28]. Bonneau et al.
[8] recognize the unbalance between security and authentication and focus on uniting
their differing roles. Although passwords were initially designed to access mainframe
systems, today’s graphical environment is dominated by web authentication.

Failure to recognize the broad range of usability, deployability, and security challenges in Web
authentication has produced both a long list of mutually incompatible password requirements
for users and countless attempts by researchers to find a magic-bullet solution despite drastically
different requirements in different applications. No single technology is likely to ‘solve’
authentication perfectly for all cases: a synergistic combination is required. (p. 79)

Usability calls for examinations in password selection united with security.
Komanduri et al. [37] study of password policies on password strength and user
behavior found that crafting a password policy using 16-characters without additional
requirements provides greater resistance to brute force attacks with an increase in
usability compared with eight-characters containing a number and symbol requirement.

5 Cognition and User Behavior of Text Passwords

According to Michaelian and Sutton [44] “cognitive science is the interdisciplinary
study of mind and intelligence, embracing philosophy, psychology, artificial intelli-
gence, neuroscience, linguistics, and anthropology” (p. 1). Norman [46] combines
cognition with emotion as part of the psychology of design. “Cognition provides
understanding: emotion provides value judgements. A human without a working
emotional system has difficulty making choices. A human without a cognitive system is
dysfunctional” (p. 47). The study emphasizes emotion produced from well-designed
devices can lead to pleasure or despair and poses the question, “do we count our
technology as an extension of our memory systems” (p. 46). “It is one thing to have to
memorize one or two secrets: a combination, or a password, or the secret to opening a
door. But when the number of secret codes gets too large, memory fails” (p. 86).
Memory overload is addressed by using few passwords for multiple logins. “Even
security professionals admit to this, thereby hypocritically violating their own rules”
(p. 87). Furthermore, complex passwords stymie memory leading to security violations
by employees who use external memory options such as paper to aid in password
retrieval.

Users employ risky behaviors when engaging in simple passwords, writing down or
sharing passwords and not changing passwords on a regular basis [64]. Simple pass-
words manifest as “proper names and birthdays are the primary information used in
constructing passwords, accounting for about half of all passwords. Almost all
respondents reuse passwords” [9, p. 641]. Study results found that participants had a
mean of about eight passwords and half are unique.
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Individuals with numerous passwords inherit usability problems; a decrease in
memorability was associated with an increase in cognitive overhead [1]. Likewise,
insecure password behaviors are a result of insufficient awareness of password proce-
dures and security threats like password cracking [1]. Similarly, Florencio’s and Herley
[23] study of more than 500,000 users each having 25 accounts who use an average of
eight passwords a day, resulted in participants remembering groups of passwords
through combinations of memory, writing them down, and password resets. Users select
weak passwords consisting mostly of lowercase letters, unless required to use uppercase
and special characters, and reuse passwords for multiple authentication across websites.
Moreover, a case study of Federal employees resulted in an average of nine accounts
requiring logins. Twenty five percent of employees managed 11 through 20 passwords.
Password requirements are considered complex with frequent changes. Frustrations of
mistyping and forgetting often resulted in getting locked out of their account make the
password management lifecycle of generating and tracking troublesome. Eighty one
percent of respondents prefer passwords that are easy to remember and prefer a single
sign on system [16]. Pilar et al. [51] acknowledge the need to improve password-based
authentication procedures. Their study showed respondents utilized approximately eight
passwords of which at least one password is reused. Memory difficulties in the form of
forgetting or mixing up passwords increased with groups using multiple unique pass-
words. Password lengths increased with the younger and more educated group.

To overcome excessive demands on memory, España [22] examined a technique
that combines pieces of information that result in positive memorability for standard
passwords and not for multiword or mnemonic passwords. An approach by Tam et al.
[59] suggest that users select common passwords based on convenience. “Focusing on
the user is important because, although stronger authentication techniques are available,
corporations tend to continue to use a password-based system to control system access”
(p. 233). Therefore, understanding why users mismanage passwords is essential to
enhancing password behavior. Their study showed that users value convenience even
though compromising password practices could lead to security breaches of their
personal data. Such findings are a result of users placing emphasis on near versus
distant future events. Thus, importance of convenience or feasibility of a near future
event is favored over the security of a distant future event. However, the study suggests
that stronger passwords are chosen for bank accounts than for email accounts resulting
in a tradeoff between convenience and security.

Norman [46] explains the encoding of mnemonic phrases help memory retention as
it is affected by time and quantity. “Most of us can’t (remember all these secret things)
even with the use of mnemonics to make some sense of nonsensical material” (p. 88).
Users cognitively problem-solve and reason when selecting characters to create a
password [15]. Factors affecting the authentication process include the frequency of
use, maintenance and interferences from other passwords.

In addition to the great number of complex passwords and memory overload,
Greene et al. [29] detail increased task constrictions on mobile devices; it is an overall
challenging authentication method requiring smaller keys, multiple character keyboards
and task interruptions associated with switching screens. Their study of 158 partici-
pants averaging 33.2 years in age suggests constraints of password recall between
mobile and desktop platforms.
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6 Locus of Control Personality Variables

Applying psychological variables of locus of control to technology is expected to
increase understanding of personality influences on the selection and construction of
computer passwords and contribute to the design of memorable passwords. This study
operationalizes internal and external locus of control as an influencer to decision
making in computer security. Individuals respond to perception based on attitudes and
behavior. External control “is typically perceived as the result of luck, chance, fate, as
under the control of powerful others, or as unpredictable because of the great com-
plexity of the forces surrounding him” while internal control is “contingent upon his
own behavior or his own relatively permanent characteristics” [53, p. 1]. Based on
social learning theory, the relationship between behavior and consequences is evident
in Rotter’s [53] hypotheses “when the reinforcement is seen not contingent upon the
subject’s own behavior that its occurrence will not increase an expectancy as much as
when it is seen as contingent” (p. 2). Furthermore, “once a person has established a
concept of randomness or chance the effects of reinforcement will vary depending upon
what relationship he assigns to the behavior reinforcement sequence” (p. 4). Therefore,
a person’s internal (skill) control or external (chance) control variable affects rein-
forcement and subsequently, behavior. The study determined that same situations are
considered differently depending if the individual’s personality is characteristic of
internal or external control factors and predictions of behavior can then be determined.
Likewise, reinforcement is perceived as:

Learning processes such that people with a belief in internal control are more likely to change
their behavior following a positive or negative reinforcement than are people with a belief in
external control. For behavior change to occur, however, the reinforcement must be of value to
the person. [42, p. 251]

Various technology studies apply locus of control to better understand user
behavior. Coovert and Goldstein [18] demonstrate the use of locus of control to
understand how employees perceive computer related changes in the work environ-
ment; internal control personnel resulted with a higher positive attitude compared with
external control personnel. Chak and Leung [13] suggest external locus of control or
trust on chance contributes to Internet addiction disorder. Li et al. [39] indicate internal
locus of control individuals are more likely to regulate mobile phone use to not
interfere with their well-being. Fong’s et al. [24] research on the re-adoption of mobile
phone applications determined that locus of control is an influencer through
self-efficacy. Individuals with internal locus of control are driven by success and are
likely to overcome operational difficulties with the mobile applications and adopt reuse.

Specialized studies [10, 32, 41, 45, 55, 58, 63] modify locus of control’s general
internal and external variables instrument to determine control beliefs and behavior in
various sectors including consumer strategic shopping, e-learning systems, organiza-
tional impression management, meta-analysis of well-being including motivation and
behavioral orientation, preventive tobacco, work settings, and health care.

Alternate scale formats deviate from Rotter’s [53] forced choice instrument. Studies
opting for Likert’s multidimensional scale [3, 40] measure social and cultural situations
and aspects pertaining to personal well-being. Supported by Rotter [53], the locus of
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control internal-external scale “correlates satisfactorily with other methods of assessing
the same variable such as questionnaire, Likert scale, interview assessments, and rat-
ings from a story-completion technique” (p. 25).

Although Rotter’s [53] locus of control is a unified measurement of personality
constructs by design, Lange and Tiggemann [38] suggest multidimensionality in the
widely used personality scale consisting of 29 questions on topics such as
“social-political events, social recognition, academic recognition and general life phi-
losophy” (p. 398). However, Rotter [54] argues for instrument validity to generalize
situational reinforcement of internal or external control variables for potential behavior
expectancy where “expectancies in each situation are determined not only by specific
experiences in that situation but also, to some varying extent, by experiences in other
situations that the individual perceives as similar” (p. 57). Moreover, Ng et al. [45]
operationalize locus of control as a continuous variable using Rotter’s [53] scale to
predict workplace attitudes and behavioral intent to control.

7 Memory Cognition Factor

This study identifies memory aptitude factor using Ekstrom’s et al. [21] cognitive tests.
Although “there are probably no such things as truly ‘pure’ factors, a study of indi-
vidual differences in abilities can profit greatly if it is closely tied to the experimental
analysis of particular cognitive tasks” (p. 3). Memory cognition is explored to better
understand password recall abilities.

Baddeley [5] defines working memory as “temporary storage and manipulation of
the information necessary for such complex tasks as language comprehension, learning,
and reasoning” which “evolved from the concept of a unitary short-term memory
system” (p. 556). Additional findings associate memory cognition with attention and
behavior control. Similarly, the ability to encode active information to long-term
memory corresponds with maintaining information in working memory aided by
attention control [60]. Moreover, working memory’s storage and attention control
operations have the ability to sidestep disturbances; increased awareness in a discipline
contributes to working memory capacity [17]. Norman [46] suggests information stored
in working memory disappears with distraction. Therefore, it is suggested to portray
information in various forms to enhance memory recall.

Although immediate memory retrieval is described as effortless recollection, rec-
ollection difficulty increases as time passes [46]. Without repetition, working memory’s
capacity is seven items compared with 10 or 12. Since recalling arbitrary items like
passwords is considerably challenging, individuals learn to develop associations by
creating organization. Generating meaningful understanding to mixtures of characters,
numbers, and symbols is an effective memorability technique. Recalling a password
whose length is greater than working memory capacity or numerous passwords with
diverse conditions is yet to be solved. Continued development is vital to enhance
interfaces and interaction toward usable security [48].
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8 Behavioral Decision Theory

Decision making is an action mechanism encountered by individuals during the con-
struction of computer passwords as is organized by gathering information and evalu-
ating alternatives to reach a specified goal.

The importance of behavioral decision theory lies in the fact that even if one were willing to
accept instrumental rationality as the sole criterion for evaluating decisions, knowledge of how
tasks are represented is crucial since people’s goals form part of their models of the world. [20,
p. 60]

Decision behavior is subject to information processing of the task resulting from a
cost benefit approach. Evaluating decision promptness against effort are deliberated
resulting in lessening alternatives or processing complexity. Cost benefit is charac-
terized as effort error [50].

Furthermore, the cost of thinking is simply the number of comparisons that are made. The
number of comparisons is seen as a function of (a) the desired probability of making a correct
choice and (b) the difficulty of making a choice. (p. 396)

Additional studies [20, 50] imply decision strategies depend on past learning
experiences of task variables and expected cost. Consequently, while comparisons
between high benefit and low-cost decision outcomes create a good decision, Higgins
[30] suggests regulatory fit increases the choice value of judging criteria. The favored
result produces experiences of motivation and positivity of the decision-making pro-
cess. Accordingly, decision making is dependent upon a cost benefit framework where
the cost of the resource is attributed to the most advantageous result selected [7].
Although personality factors contributing to decision making are ignored because of
lack of priori research, the study acknowledges individual characteristics, opinions,
perception and knowledge factors leading to a decision. Simplifying alternatives in the
decision-making process produces an alternative measurement of the cost of thinking
[54].

Norman [47] argues emotion is cognition’s necessary partner of judgments that
enhance our decision-making process. Influencing behavior are cognitive and emo-
tional factors that interplay in determining how we respond to technical problems with
security. The elements specific to this study examine psychology factors and the
assessment of memory encoding and decoding capacity that are associated with the
decision-making process of creating passwords.

9 Methodology

The purpose of this study is to improve attentiveness of computer password selection
and heighten the security mechanism by presenting design conclusions based on
results. Outcomes from descriptive quantitative research will suggest associations
between the operationalized variables and the represented population. Rooted in psy-
chological variables and memory cognition constructs, assessments in control beliefs
are applied to technology to predict security-based behavior. Results will increase
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understanding of personality influences and password recall abilities on the selection
and construction of passwords to enhance human centered design.

The significance of personality and cognitive factors has serious and practical
applications addressing information security and usability. Contributions from user
interpretations drive reinforcement of personal traits and its association with behavior.
The combination of theoretical perspectives provides objective methods of assessment
for predictive technological decision making. “Cognitive style research is based on Carl
Jung’s 1921 premise that the mental functions related to information gathering and
decision making are central to one’s personality” [43, p. 811]. Their predictive Internet
acceptance study operationalized personality and cognitive dispositional factors that
had been ignored in prior research. Although personality resulted as a predictor of
Internet adoption, other measures of cognitive style may be influencers.

The research instruments consist of Rotter’s Locus of Control Internal External
self-evaluation questionnaire, Memory Associative Factor-Referenced Cognitive
Tests), Password Selection Survey (Appendix) and Password Recall Survey. These
mechanisms operate to produce a descriptive quantitative research study in two phases.
The first phase pilots a study of adult university computer science students with
objectives to test the validity of the instruments. The second phase applies the research
methods to a larger study consisting of an employee population who authenticate to
business applications with multiple passwords.

The data collected will not contain personal information. To ensure confidentiality,
the research data will not be shared with anyone. To ensure anonymity, no identifying
characteristics are recorded on the data and therefore, the researcher will not know who
contributes a given piece of data. Pseudonyms may be used to report findings in a way
that protects privacy and confidentiality. Participating in either study is optional.

The statistical analysis on the data collected will be logged and represented as
patterns of decision making to determine relationships in answering the research
questions. ANOVA will determine the main effects and interactions among the locus of
control and memory associative factors and password selection. Correlation and linear
regression will determine the relationships among the personality and cognitive factors
and password selection. ANOVA is designed to contribute to decision making about
the differences among the personality groups and selected passwords that contribute to
usability. Depending on the sample size, either the z-test or t-test that compare the
means of populations will be analyzed along with the f-ratio that finds variance or
measure of sample dispersion from the mean.

10 Future Studies

Enhancing authentication security involves incorporating augmented cognition in the
usability equation. Considerations of physiological measures enhance psychological
factors and further understanding in behavioral decision making of password con-
struction. Future sensory input measurements from eye movements and body heat
including perspiration support opportunities to discover cognitive variable associations
in the design of system interfaces that aid memorability.
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Appendix

Password Selection Survey

Introduction. From the Desk of Thomas F. Duffy, Chair, MS-ISAC
Cybersecurity experts continually identify the use of strong, unique passwords as one
of their top recommendations. However, this is also one of the least commonly fol-
lowed recommendations because unless you know the tricks, it’s difficult to remember
strong, unique passwords for every login and website.

Why Strong, Unique Passwords Matter
Cybersecurity experts make the recommendation for strong, unique passwords for
several reasons – the first being that every day malicious cyber threat actors compro-
mise websites and online accounts, and post lists of usernames, email addresses, and
passwords online. This exposes people’s passwords, and worse yet, they are exposed
with information that uniquely identifies the user, such as an email address. That means
that a malicious actor can look for other accounts associated with that same person,
such as work related, personal social media, or banking accounts. When the malicious
actor finds those accounts, they can try logging in with the exposed password and if the
password is reused, they can gain access. This is why unique passwords matter.
Secondly, when malicious cyber threat actors can’t easily find or a guess the password,
they can use a technique called brute forcing. This is a technique where they try every
possible password until the correct password is identified. Computers can try thousands
of passwords per second, but for this technique to be worthwhile, the malicious cyber
threat actor needs the password to be easy to identify, which is why a strong password
matters. The stronger the password the less likely brute forcing will be successful.

When malicious actors use brute forcing techniques they often try every word in the
dictionary because it’s easier to remember words than random letter combinations. This
technique is not limited to English-language dictionaries, so switching languages will
not help. And since many passwords require a combination of uppercase and lowercase
letters, numbers, and symbols, the malicious actors rely on human instinct to narrow
down the possibilities. For instance, most users when faced with choosing a password
that fits these requirements, will pick a word, put the uppercase letter first, and end the
password with the number and symbol. Alternatively, many people will replace
common letters with a number or symbol that represents that letter. This changes a
common password, such as “password,” into the only slightly more complex password
of “p@ssw0rd,” which is still an easy to guess pattern.

Another technique to assist in building strong, unique passwords, is to choose a
repeatable pattern for your password, such as choosing a sentence that incorporates
something unique about the website or account, and then using the first letter of each
word as your password. For example, the sentence: “This is my January password for
the Center for Internet Security website.” would become “TimJp4tCfISw.” This
password capitalizes 5 letters within the sentence, swaps the word “for” to the number
“4,” and adds the period to include a symbol. The vulnerability in this technique is that
if multiple passwords from the same user are exposed it may reveal the pattern.
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Variations on this technique include using the first letters from a line in a favorite song
or a poem.

1. Select the most memorable password from the following list of random passwords:
(a) ksitjgJ8@9
(b) i5euyrpAT(
(c) TimMp4ticsPSRp
(d) 2jU40t#fBa
(e) tcJotr2atM

2. Modify one of the passwords in question #1 shown above to make it memorable for
you. You may also select one of the given random passwords.

3. Enter a strong password of your choice that is memorable for you. A strong
password is a unique password that is only used with one account and follows the
following format. The password should be at least ten (10) characters in length and
include uppercase and lowercase letters, at least one number, and at least one
symbol.

4. Describe how you created the strong password and made it memorable for you
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Abstract. Individual security behavior plays a central role in achieving secure
computing. However, secure usage is difficult to guarantee in an open-ended
context where different users have different perceptions of security as well as
different cognitive loads when using security tools. In designing secure systems,
it is not only necessary to define secure behavior but also to provide built-in
support for such behavior in order to enable users to be complaint. In this work,
we explore the viability of augmented cognition as a modality that can be used
to support security-oriented behavior in authentication systems. Specifically, we
explore how transformations of password character properties such as font and
weight can improve password recall and recognition and reduce insecure habits,
such as writing down passwords. In a previous study, we tested the accuracy of
recall and recognition in an augmented password system. The system was
designed to make use of character property transformations to minimize the need
for complex passwords while not compromising security. Here we repeat the
study, incorporating the use of neurophysiological measures to study human
physiological responses during recognition and recall of character sets with
different types of transformation. The results suggest that cognitive effort in
recall of complex passwords can be alleviated with the performance of the
augmented password task. This finding has important implications for future
research.
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1 Introduction

The pervasive presence of information technology has increased the information pro-
cessing demands on the human cognitive system, elevating information intake,
requiring faster assessment and more accurate decision-making [1]. On the other hand,
technology is yet to sufficiently augment human cognition to meet the new expecta-
tions. Password authentication is a perfect case for this imbalanced scenario between
cognitive processing expectations and human ability. Password authentication falls
under the “what you know” paradigm of authentication which is commonly used due to
lower cost and ease implementation compared to other methods. Password authenti-
cation is dependent on two cognitive processes namely recall and recognition [2].
Cabeza et al. [3] conducted an experiment to determine which parts of the brain are
activated by recognition and recall processes. Their experiment involved the use of
positron emission tomography (PET) to take measurements while participants recog-
nized or recalled previously studied word pairs mixed with words not previously
studied. They found that both processes caused observable activations in regions of the
brain, with activation levels in the frontal cortex being indistinguishable between the
two processes.

Recall and recognition are demanding on the human cognitive system and users
typically have trouble remembering good passwords [4]. The result of this problem is
that users typically choose weak passwords for easier memorization. For example,
Florencio and Herley [5] conducted a study covering half a million accounts on the
Internet over a period of 3 months. They found that when the participants were
unconstrained, the majority created passwords that contained only lower case letters
leaving out uppercase letters, digits, and special characters (modifications that make
passwords more difficult to crack). The passwords they created represented an average
bit strength of 40.54 bits, making them easy to crack in dictionary attacks. Addition-
ally, the average password is reused in at least six different websites. In an attempt to
improve password memory, different memory training techniques have been used
including password rehearsal games [4].

Melby-Lervåg and Hulme [6], in their meta-analysis of memory training studies,
concluded that memory training programs can yield reliable improvements on both
verbal and nonverbal working memory tasks. However, these effects were likely to be
short-term with minimal near-transfer effects. Near-transfer effects are those reflected in
tasks similar to the ones in the training program [6]. Given the difficulties involved in
improving cognitive ability, methods that aid the user’s cognitive processes during the
use of a system might be more reliable for promoting secure password behavior.

In this paper, we explore the use of augmented cognition strategies for the purpose
of aiding recognition and recall of passwords. Specifically, we study the use of char-
acter transformations to make passwords unique and memorable. We examine the
extent to which character transformations make the passwords easier to recognize and
recall. This strategy would also expand the password space within shorter passwords
and hence reduce the need for longer and more complex ones that are difficult to use. In
addition, we examine the neurophysiological correlates of password recognition and
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recall using electroencephalography (EEG). We conclude with future avenues for
augmented cognition work in password recognition and recall.

2 Related Work

2.1 Password Security Habits

Several studies have shown that typical computer users’ password habits do not pro-
mote security [5, 8, 9]. Florencio and Herley [5] conducted a study covering half a
million accounts online over a period of 3 months and found that majority of users
when not restricted, chose passwords that contained only lower case letters leaving out
uppercase letters, digits, and special characters. In another study conducted within a
university setting, results showed that majority of the surveyed users used uppercase
letter and numbers in their password formulation but typically used the numbers at the
end of the string [9]. As the authors discuss, numbers placed at the end of the password
string make it easier for attackers to build password cracking dictionaries, and 60% of
the passwords they studied were breakable within days. Interestingly, this study found
that there was a correlation between user self-rated security awareness and password
strength. What they found was that users tend to overrate their security awareness [9].
The authors interpreted this as potentially resulting from misunderstanding of security
concepts [9].

As Alohali et al. [10] found in their study on human security behavior, several
factors influence the likelihood that a user will practise good security habits. These
factors include: cultural perception of security, technical savviness, awareness of
security risk, security tool usability, past experiences with security incidents, individual
cognition models and the user ability to understand risk, as well as personality traits
and attitudes towards risk messages [10].

2.2 Information Overload and Cognition

Human actions can be understood in terms of dual process cognition with most of our
actions being completed with little or no cognition (i.e., Kahneman’s System 1 cog-
nition) [12]. The study of cognitive sciences helps define what the human brain can do
as well as where humans excel and the extent to which cognition can be influenced
[11]. Password recall and recognition could be described in the context of problem
solving which has been found to impose cognitive load on the memory [14].

Woods and Siponen [7] in their contextualized metamemory theory, suggest that
the password recall problem may not be solely an indication of poor memory perfor-
mance, but may also be caused by users’ inaccurate perception of their own memory. In
their study on password recall, memory performance, and metamemory, they found no
significant correlation between memory performance and correct password recall. They
also did not find a correlation between digit span and correct, immediate, or long-term
recall. They argue that users who believe they have more memory capacity or that they
have more control over remembering their passwords have a better password correct
recall rate. These findings may mean a solution to password recall problems lies in
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designing password systems that give more control to a user, and increase their
motivation to memorize passwords and influence their expectations they will be able to
remember passwords.

Either way, humans behavior eventually suffers from cognitive limitation as sug-
gested by cognitive load theory [13]. The cognitive limitations of users, in turn,
influences security behavior [15]. Specifically, awareness of cognitive limitations (or
perhaps overestimation of them) influences security behavior [7]. In order to make
passwords easier to remember, password users may select characters and words that are
familiar to them such as their own names or birth dates. In cases where a password
system enforces rules that lead to passwords that are not easily memorable, users may
resort to writing them down on paper so as to be able to refer later. In addition, once a
password is learned, the password owner may tend to reuse it on as many systems as
possible. As it turns out, poor password choices are not by themselves an indication of
security ignorance but often a result of the pursuit for simplicity and ease of use of
computing systems [16]. People tend to create easier passwords and reuse them so they
do not fall victim to their cognitive limitations.

Due to these realities, cognitive load is a critical factor to consider in information
security design. For information system users, a high information security workload
comes into direct conflict with system usability and results in less security-oriented
behavior [17]. Albretchsen [17] found that while awareness campaigns on their own
did not cause a change in behavior, users were more motivated towards security
conscious behavior when using a system that actively engaged them in the security
process. Dorneich et al. [1] defined a framework for mitigating cognitive bottlenecks in
systems by employing augmented cognition design. They identified cognitive bottle-
necks as those factors that made it difficult for the user to process information in a
correct and timely manner. These bottlenecks include excess information, lower
information processing ability than the computer they are interacting with and function
misallocation where the user is left with a task they are not cognitively able to handle
[1]. Augmented cognition models allow for redesign of the information processing
interaction in a way that lessens cognitive load and allows the user’s preparation to be
better aligned to the cognitive task requirement.

Augmented cognition has been defined as “a form of human-systems interaction in
which a tight coupling between the user and computer is achieved via physiological
and neurophysiological sensing of a user’s cognitive state. “This paradigm leverages
knowledge of cognitive state to precisely adapt user-system interaction in real time
[18].

2.3 Improving Password Habits Using Augmented Cognition

In the context of password creation, memory and usage, one of the main cognitive
bottlenecks is function misallocation [1]. Restrictively directing users into creating
passwords that combine characters in complex ways leads to misallocation of the
information processing tasks between the computer and the user. The user is then left
with an enormous task of recalling complex passwords in order to keep the system
secure. The adjustable autonomy approach suggested in Dorneich et al. [1], indicates a
situation where the user would have more leeway to define their own cognitive task.
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As it relates to password use, this would mean the option to use a simpler password as
needed. However, simpler passwords present a security risk as they can be easily
cracked using rainbow tables and dictionaries [9]. A possible middleground is an
augmented password system that utilizes character transformations to expand the
password space and hence reduce the complexity requirement on the user. Such a
system is discussed in Mogire et al. [2]. The design is aimed at making the password
usage easier both by reducing the need for character complexity and by increasing
memorability. Albretchsen [17], in a qualitative study conducted to interpret partici-
pants’ experiences of information security, found that while awareness campaigns on
their own did not change behavior, users were more motivated towards security con-
scious behavior when using a system that actively engaged the user in the security
design. The process of character transformation engages the user more actively in the
creation of the password and could potentially increase their ability to recall it later.

2.4 Augmented Passwords: A Study

In 2017, a study was conducted to test the cognitive experience in an augmented
password system [2]. Specifically, the study was designed to determine accuracy in
recognition and recall of passwords using different font styles. 150 participants were
recruited from a large-enrollment introductory computer science course at a research
extensive university.

For the study, a six-character string password was used. The second character of the
password string was modified for the different groups. There were five formats of the
second character: the non-modified character, bold, italicize, underline, and strike-
through modification. The password was displayed on the projector twice on the first
day, then erased. Students were then asked to select the password from a group of
similar password suggestions to assess recognition.

Two days later, students were asked to enter the password from memory to assess
recall. After entering the password, a survey was administered to determine the
methods used to recall the password.

Results showed that students had a recognition rate of 70% for no font style (plain
text), 76% for bold text, 74% for italicize text, 75% for underline text, and 86% for
strikethrough text. When asked to recall, students were accurate: 64% for no font style,
93% for bold text, 91% for italicize text, 94% for underline text, 76% for strikethrough
text. Performance improved between recognition and recall for bolded, italicized, and
underlined text by 17–19%. Conversely, performance decreased between recognition
and recall: for no font style (−6%), strikethrough (−9%). Augmented password recall
accuracy was higher than the non-augmented passwords.

Due to the higher recognition rate of augmented passwords, the authors believe that
font style augmentation helped the participant to focus on the string and accurately
replicate it with ease. Similarly, the researchers inferred that augmented characters were
more memorable due to distinctiveness and hence had a higher recall rate [2]. Based on
the greater recall rate, the authors believe that augmented passwords could be used in
practice. An advantage of using the augmented characters is that it expands the pass-
word option space of traditional passwords.
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However, further investigation is necessary, particularly to observe the neuro-
physiology of engaging with the augmented passwords. Neurophysiology would prove
useful in defining the extent to which character transformations aid the cognition
processes of recall and recognition compared to transformations where they are absent.
The study below investigates this question by examining the neurophysiological cor-
relates of password recognition and recall.

3 Methodology

3.1 Participant Demographic

This study drew participants from two senior computer science courses at a research
intensive university. Participation was voluntary and extra credit was given as com-
pensation for those choosing to participate. Each of the courses had alternative extra
credit tasks for participants that did not wish to take part in a study. Nineteen people
participated, there were 7 female and 12 male participants.

3.2 Study Task

To determine recognition accuracy, we used a Sakai course management system to
create an experiment website that allowed participants to input a six-character string
that included either no augmentation or one augmented character. The character string
was six characters long (RNGKBV) and included bold, italicize, underline, strike-
through, and no modification. The set included 25 variations that were delivered to
participants in a random order with the exception of the first and last questions. These
questions were the same for all participants to test for primacy and recency effects in
recall. Another design flipped the order of the first and last question to reverse the test
for primacy and recency. This created two separate groups for the test. Participants
were randomly assigned to each group. At the end the participants were asked to enter
the first and last strings in the set of 25.

3.3 Protocol

The participants arrived to the lab and informed consent was obtained. They then sat at
the experiment desk. They logged into the university e-learning system and navigated
to the study that was set up as a course with participants added to it.

After these initial steps, two standard-size disposable sensors were applied to the
forearms to measure heart rate. Two standard-sized disposable sensors were attached to
the sole of the participant’s foot to measure skin conductance. Two small sensors were
applied just above the participant’s left eyebrow to measure frown muscle activity. An
Emotiv EEG data collection headset was placed over the head to measure brainwave
activity. The task began once the psychophysiological data collection sensors were
applied.
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3.4 Data Cleaning and Preparation

EEG data will be cleaned and analyzed using EEGLab. One limitation of EEG is that
cortical bioelectrical activity is extremely small in magnitude when compared to
muscle movements across the head. Therefore, participant movement introduces arti-
facts of high-frequency and magnitude into the EEG data. These will be removed using
two methods: EEGlab probability calculations and visual inspection. The EEGLab
artifact rejection algorithm uses deviations in microvolts greater than three standard
deviations from the mean to reject specific trials. However, additional artifacts are also
apparent to the trained eye, so visual inspection of trials is essential in artifact removal.

Electrodermal and facial EMG data were aggregated to mean values per second
using BIOPAC’s AcqKnowledge software. Change scores will be calculated by sub-
tracting the physiological level at the onset of each target statement during the online
discussion from each subsequent second across a 6-s window.

3.5 ICA Analysis of EEG Data

Initially, an EEGLab ICA performs a Principal Components Analysis (PCA). At each
electrode site the program assesses which of the other electrode sites account for the
most variance in the signal. Taking these weighted values it then relaxes the orthog-
onality constraint of PCA to isolate individual components of activation [19, 20].
Each ICA component then represents a pattern of activation over the entire brain, not
solely the activity present at a specific electrode. The number of independent com-
ponents (ICs) depends on the number of electrodes in the dataset, as the algorithm is
working in an N-dimensional space (where N is the number of electrodes). Most
participants in the current study are expected to generate 14 distinct ICs, since our
recording device has 14 electrodes [20].

Finally, using the K-means component of EEGlab the independent components at
the individual level will be grouped into clusters containing similar components using
procedures recommended by Delorme and Makeig [20]. This procedure clusters similar
ICs based upon their latency, frequency, amplitude, and scalp distribution. Relevant
clusters will be identified and a time-frequency decomposition will be performed to
examine changes in event-related desynchronization of the alpha rhythm.

4 Results

The results show increased alpha attenuation during the password augmentation task,
which in turn led to better recall of the password. 11 participants correctly recalled the
password asked at the end of the task, indicating the augmented password worked for
most participants in invoking memory of the password. Significant alpha attenuation
was observed during the recognition task (Fig. 1) with participants showing increased
cognition while performing the augmentation task as compared to the recall task. These
findings suggest that password recall can be aided by augmenting the password
characters.
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We observed more alpha attenuation for the primacy than the recency recall con-
dition across the participants measured (Fig. 1). This shows the participants required
more cognition during recall of the first password augmentation than the last. Both
recall conditions required less cognitive effort than the recognition task, indicating an
alleviation of cognitive load during recall of a complex password. This finding indi-
cates that this password augmentation task can aid in alleviating cognitive effort
required for recall of complex passwords and could be useful in future applications.

5 Conclusion

Passwords still play an important role in security and poor user habits such as choosing
easy-to-guess passwords, are driven by their desire to keep computer usage simple.
Augmenting passwords strings using character font transformations can help improve
users’ cognition and memory of password. This can in turn motivate and promote
security-conscious behavior in the password authentication process.

Fig. 1. Significant differences in the alpha band for recognition and recall (primacy and recency
effects). Results indicate the password augmentation task increased cognition compared to the
recall task.
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Abstract. The effective communication of assessment results to the intended
audience is an important issue that has implications for accomplishing the goals
of an assessment. New assessments can provide score report users with a variety
of additional evidence about the test taker’s knowledge, skills, and abilities, than
has been possible with traditional assessments. Two audience-specific score
reporting systems for highly interactive assessments are currently being devel-
oped to provide formative feedback for teachers. The first system provides
formative feedback to preservice teachers based on their performance teaching a
group of virtual student avatars in a simulated classroom. The second system
provides teachers with information relevant to how students interact with a
conversation-based assessment. These two score reporting systems provide us
with good examples of the types of communication and interaction issues that
are present in the development of new types of assessments. In this paper, we
describe these two reporting systems, discuss commonalities between the two
systems particularly focusing on the design and evaluation processes, and
elaborate on the implications for future work in this area.

Keywords: Reporting systems � New assessments � Teachers

1 Introduction

Clear communication of assessment results to the intended audience contributes to the
appropriate use of assessment information. The Standards for Educational and Psy-
chological Testing [1] contain several guidelines on score reporting issues including the
need to provide clear explanations of assessment results, evidence to support inter-
pretations for intended purposes, information about recommended uses, and warnings
about possible misuses.

The literature in this area includes guidelines and iterative development frameworks
for designing score reports [2–5]. These iterative frameworks usually include activities
such as gathering assessment needs from and evaluating score reports with the intended
audience. Zapata-Rivera and Katz [6] apply audience analyses to design score reports
based on the needs, knowledge and attitudes of the audience.

Score reports for traditional assessment types typically include assessment results at
the individual level (e.g., total scores, subscores, performance levels, task-level results,
and recommendations for follow-up activities), class level (e.g., roster of individual
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results, distribution of scores and performance levels), school level (e.g., distribution of
scores per grade and subject) and district level (e.g., aggregate data across schools, and
subgroups of students). These results are usually accompanied by introductory and
ancillary materials aimed at helping the intended audience make sense of the assess-
ment results embedded in the score report.

New assessments, such as video-based, simulation-based, and conversation-based
assessments, can provide users with a variety of novel assessment information. New
assessments can gather evidence of students’ knowledge, skills and abilities (KSAs)
derived from several sources including student responses to predefined questions and
process data [7]. In general, the effective communication of assessment results to the
intended audience is critical to the validity of the assessment [6]. Therefore, it is
important to carefully consider the types of feedback information that would be most
appropriate and useful for these new assessment types. Moreover, it is important to
carefully consider the feedback needs for formative assessment tasks, which tend to be
woven into instruction, and are therefore intended to provide teachers with ongoing
feedback about their students’ current level of understanding [8, 9].

In this paper, we describe two audience-specific score reporting systems for highly
interactive assessments that are being developed to provide formative feedback for
teachers. These two score reporting systems provide us with good examples of the
types of communication and interaction issues that are present in the development of
new types of assessments. We discuss commonalities between these systems focusing
on mainly design and evaluation processes mainly, and elaborate on the implications
for future work in this area.

2 Formative Feedback for Preservice and Teacher Educators
Using a Simulated Classroom

The first system [10] provides formative feedback to preservice (i.e., student) teachers
(PSTs) based on their performance teaching a group of virtual student avatars in a
simulated performance-based task [11]. A user-based needs assessment constitutes the
first step in an iterative multistep process typically recommended for score report
development [2–5]. Following this recommendation, the first system was designed
specifically to cater to the feedback needs of teacher educators and PSTs when for-
matively embedding simulated performance-based tasks into science and mathematics
elementary methods courses. In these simulated tasks, administered multiple times
during a methods course, PSTs are provided an opportunity to learn to facilitate high
quality discussions among virtual student avatars within a simulated classroom envi-
ronment. For feedback to be effective in a formative context, teacher educators (the
teachers, in this context) should be able to diagnose gaps in PSTs’ (the students, in this
context) current learning to modify instruction and PSTs should be able to understand
their strengths and weaknesses to improve their performance [8].

Therefore, with the specific goals of developing a system that is primarily intended
to inform instructional practice and guide ongoing learning, we designed a preliminary
prospective score reporting (PSR) system [3] and used this PSR system to identify
audience-specific score reporting needs from teacher educators and PSTs. The feedback
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elements incorporated within this PSR system were informed by previous research [5,
10] and through pilot testing. Among other features, the PSR system developed for the
teacher educators included the ability to interactively score videos of PSTs’ perfor-
mances, provide written and annotated video-based feedback to PSTs, and view
summary level reports of the whole-class and individual student performance. The PSR
system developed for PSTs included the ability to view teacher feedback for each
dimension, and the ability to view and annotate one’s own video to respond and discuss
with the teacher educator. Example screenshots of the scoring and reporting func-
tionalities within this PSR system are presented in Figs. 1, 2, 3 and 4. Focus groups
with the relevant stakeholder groups (i.e., teacher educators N = 8 and PSTs N = 5)
were carried out to identify additional stakeholder-specific needs. With this goal in
mind, participants in the focus group studies responded to usability questions that
included comprehension and preference questions, and identified a prioritized list of
user-specific needs.

Results [8] from the focus groups indicated that, in general, all participants reacted
positively to the preliminary mockups and had some insightful suggestions for revi-
sions (e.g., include benchmark performances; annotate visual representations; include
the ability for PSTs to self-evaluate and respond to feedback). As suggested in the
literature (e.g., [12, 13]), teacher educators reiterated that they favored qualitative
annotated feedback directed for focused improvement during the first two

Fig. 1. Example screenshot of scoring functionality with video snapshots of preservice teacher
performance that serves as evidence for the score assigned for each behavior.
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Fig. 2. Example screenshot of detailed class-level feedback on one dimension for one
administration that shows the distribution of students across the score points.

Fig. 3. Example screenshot of preservice teacher report that shows total score and dimension
scores across three test administrations.
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administrations rather than providing quantitative scores. One interesting suggestion
from these focus groups was the idea of providing support for self-reflection – both
teacher educators and PSTs thought it would be a good idea for the PSTs to first
evaluate and annotate their own performance using a teacher-provided check-list before
the teacher educator scores and provides feedback on these performances.

Following the focus groups, needs generated from both groups (teacher educators
and PSTs) were reviewed and duplicate needs were consolidated. Ultimately, 32 needs
for the teacher educators and 19 needs for the PSTs were identified; of these, 16 needs
were common across the two stakeholder groups, and therefore, included on both lists.
The relative importances of these identified needs were then confirmed through a
post-meeting survey. The top 10 needs that emerged for both teacher educators and the
PSTs will be considered first in our prototype revisions (if they were not already
incorporated in the preliminary mockups) during subsequent phases of the iterative
report development cycle.

3 Feedback for Teachers on Students’ Interaction
with Conversation-Based Assessments

The second system prototype provides teachers with information relevant to how
students interact with conversation-based assessments [14]. This system also includes a
dialogue-based tutorial aimed at teaching teachers about measurement error and how to
make informed decisions based on this concept [15].

The PSR system was created following an iterative design process (See Fig. 4).
Specifically, we created mock score reports for teachers to showcase unique features of

Fig. 4. Example screenshot of preservice teacher report that allows the PST the ability to
annotate their own video and use as a discussion tool.
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conversation-based assessment (CBA) such as ability of students to discriminate
between correct and incorrect answers, number of words generated, and amount of
scaffolding received. These features were chosen because they are positively correlated
with learning [16–18]. We created score reports for various domains including English
language learning and assessment (ELLA) and science.

After developing the initial prototype, we refined the score reports across three
iterations of teacher focus groups through the process of creating the mockup
prototype-> gaining teacher feedback-> reviewing the feedback-> iteratively refining
mockup prototypes. In total we conducted 2 focus groups for each domain. Teachers
participating in the focus groups included 7 ELLA-mathematics teachers, and 5 science
teachers. Three versions of the prototypes were created based on the teachers’ feed-
back. Questions for the focus group addressed comprehension and preference issues.

We discovered from the focus groups various representations that could be more
helpful to teachers such as using color bars rather than levels in some instances and
providing links to items and incorporating a conversational tutor. Overall, we dis-
covered that teacher feedback was extremely important in creating a score report that
meets the needs of teachers and thus may be used to help students.

Figures 5, 6 and 7 show screenshots of the mockup prototypes at a late stage of the
process. Assessment results based on both student responses and process data were
included in the reports. Figure 5 shows a description of one of the features (number of
words). These descriptions are aimed at facilitating teachers’ understanding of and
appropriate use of the information in the report. Figures 5 and 6 correspond to indi-
vidual student reports for teachers in the ELLA domain and Fig. 7 in the science
domain.

We then developed a conversation-based tutor to better help teachers understand
measurement error because teachers who participated above-mentioned focus groups
agreed that this type of support would be helpful in interpreting overall score infor-
mation. Initial results from a pilot study (N = 6) suggest that this tutor was
well-received by teachers but may need alterations in the dialogic framework to
account for teacher answers which are different from common student responses [15].
Specifically, in a pilot study (N = 8), teachers answered 62.8% of questions about the
system in a positive fashion. In regards to the dialogic framework, teachers gave
elaborate responses that were extremely close to the correct answer. However, these
responses were judged to be correct by the tutor but only partially correct by two
human raters (with interrater reliability of 90.8% agreement). This phenomenon of
teachers providing extremely close but not completely correct answers may be more
unique to teachers as the framework has been successful in categorizing student
responses in other systems.

4 Discussion

In this section we discuss several design and evaluation aspects of score report systems
in the context of new assessments.

148 D. Zapata-Rivera et al.



• An iterative, audience-centered approach. These systems followed an
audience-centered development and evaluation approach. Various mockups of the
system were used to gather information about needs for assessment results in
reports. These assessment needs are usually captured in a prospective score report
(PSR) [3] that is used throughout the assessment development process by an
interdisciplinary group of experts. The PSR can take the form of a paper-based
mockup report or a reporting system mockup (or PSR system). As these PSR
systems get iteratively refined based on the results of studies with experts and the
intended audience, they can be used as communication tools to show different
stakeholders the changes made to the original report design, and iteratively refine
the information that would be included in the operational reports.

• Communicating assessment results based on student response and process data.
A clear alignment of the purpose of the reporting system and the types of claims and
assessment information in the reporting system is essential for the creation of
reporting systems that (a) provide the right type of information needed by the
intended audience, and (b) support appropriate use of assessment information. The
examples presented in this paper show how the purpose of the assessment (i.e.,
provide formative feedback for teachers) guided design and evaluation decisions.
Results of the studies carried out as part of each project (e.g., focus groups, cog-
nitive labs and usability studies) showed that teachers appreciated the type of

Fig. 5. Example screenshot of an individual student report for teachers in the context of an
English language CBA. The report includes performance level information, overall scores and
features extracted from process data at different levels (student-, class-, and school-level). (Color
figure online)
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information provided by the system. This information was not limited to total or
subscores but also included feedback for PSTs from teacher educators based on a
predefined rubric, in the case of the simulated classroom, and general linguistic
features based on student performance across tasks, in the case of the CBA system.

• Evaluating comprehension and preference aspects. Both comprehension and
preference aspects of the reports should be part of the evaluation plan. Preferred
representations are not necessarily better at supporting comprehension of assess-
ment information [19–21]. Both, comprehension and preference questions were
included in the questionnaires used to evaluate the reporting systems described
above.

• Supporting mechanisms. When evaluating reporting systems, needs for additional
support can be identified. In some cases, providing additional information of the
meaning of particular features and how they can be used is enough to help the
audience understand and appropriately use assessment results. However, in some
cases, additional supporting mechanisms such as video tutorials or dialogue-based
tutors are necessary to teach challenging concepts [15, 21].

Fig. 6. Example screenshot of an individual student report for teachers showing an explanation
for number of words. (Color figure online)
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5 Future Work

Future work in this area includes designing and evaluating new feedback features.
These features may involve the implementation of a continuous feedback loop in which
teacher educators can support PSTs while improving their teaching skills using the
simulated classroom. Also, providing teachers with video segments of students inter-
acting with characters in the CBA.

In addition, we would like to make improvements to the conversation-based tutor
based on the data collected and using this tutor to help teachers understand the concept
of measurement error.
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Abstract. Unmanned aerial vehicles (UAVs) have extensive applications in
both civilian and military applications. Nevertheless, the continued development
of UAVs has been accompanied by security concerns. UAV navigation systems
are potentially vulnerable to malicious attacks that target their Global Posi-
tioning System (GPS). Thus, efficient GPS hacking detection with high success
rate is paramount. Significant effort has been put into developing autonomous
hacking detection techniques. However, little research has considered how a
human operator can contribute to the security of such systems. In this paper, we
propose a human-autonomy collaborative approach for a single operator of
multiple-UAV supervisory control systems, where human geo-location is used
to help detect possible UAV cyber-attacks. An experiment was designed and
conducted using the RESCHU-SA experiment platform to evaluate this
approach. The primary results show that 65% of all experiment sessions reached
over 80% success rate in UAV hacking detection, while only 17% of partici-
pants lost one or more UAVs because of incorrect hacking detections. These
results suggest that such an approach could help achieve better security guar-
antees for human-in-the-loop autonomous UAV systems that are prone to
cyber-attacks.

Keywords: Unmanned aerial vehicles � Cyber-attack detection
Human geo-location

1 Introduction

Unmanned aerial vehicles (UAVs) have significantly increasing commercial market
and extensive applications in both civilian and military realms [1]. Many of these
UAVs rely on the Global Positioning System (GPS) for navigation, however, this
reliance leaves UAVs vulnerable to malicious attacks targeting GPS signals. One
common attack is GPS spoofing, in which attackers deceive GPS receivers to override
the navigation systems and redirect UAVs to unexpected destinations [2, 3].
A well-known such incident garnered public attention in 2011 when, a US RQ-170
Sentinel UAV was captured by Iranian forces using GPS spoofing attacks [4]. Thus,
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detecting GPS spoofing attacks with a high success rate is important for UAV control
systems.

We propose a human-autonomy collaborative approach of human geo-location in
that humans can aid in the detection of possible GPS spoofing attacks on UAVs. This
approach was evaluated via an experiment, which was designed and conducted using
the Research Environment for Supervisory Control of Heterogeneous Unmanned
Vehicles (RESCHU) platform. Experiment sessions simulated human supervisory
multi-UAV control scenarios with potential UAV GPS spoofing attacks. In this paper,
we focus on answering the following questions based on the experiment results:
(1) Can human operators successfully identify UAV GPS spoofing attacks? (2) What
factors affect human operator general operation? (3) Would hacking detections affect
the performance of operators’ primary tasks? (4) What types of landmarks used in
human geo-location affect operator decisions to hacking detections?

2 Background

A common UAV control scheme is human supervisory control, in which a human
operator monitors the multi-UAV system, intermittently navigating UAVs, and con-
ducting other higher-level tasks [5]. The architecture of human supervisory UAV
control is shown in Fig. 1. Human supervisory UAV control can be introduced with
various level of automation. In this study, we assume that human operators are
responsible for higher-level decision, and autonomous systems are in charge of
lower-level UAV control and navigation operations [6].

2.1 GPS Spoofing Detection

UAVs typically rely on an embedded navigation system known as GPS, which pro-
vides accurate position, velocity and time information for GPS receivers in most areas
on Earth. GPS receivers calculate precise latitude, longitude and height with speed
information based on the received satellite signals. Furthermore, GPS receivers can
report their locations to UAV control interface to provide location views for operators.
However, GPS receivers are vulnerable to GPS spoofing attacks, in which GPS
spoofers generate counterfeit signals to attack GPS receivers by manipulating the target
position, velocity and time information [2, 3].

Fig. 1. Human supervisory UAV control architecture.
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Many researchers have presented autonomous GPS spoofing detection methods [7–
12], however, false alarms and detection mistakes still exist while applying autono-
mous detection techniques [13, 14]. Thus, supplementary detection methods are
needed.

In the common design of military UAVs, a UAV is usually equipped with both a
GPS navigation system and a payload camera, whose signal is independent of the
UAV GPS signal [15]. Thus, the UAV payload camera view could be used as an
independent reference for detection of GPS spoofing (i.e., navigation based) attacks,
which is further explored in the remainder of this paper.

2.2 Human Visual Task

In order to utilize a UAV payload camera to detect UAV GPS attacks, interpreting the
UAV real-time location through the camera view and comparing this to a certain
landmark or position estimate from a map could be the central mechanism for making
such an assessment.

While autonomous localization techniques may have limited performance [16, 17],
human vision has advantages in such complex search and surveillance tasks. The
process of human vision obtaining information from objects can be divided into two
stages. The first stage is the preattentive stage, in which human observers can gather
basic information about the target even before the observer become conscious of it
[18]. Thus, human vision can process target information relatively fast in complex
environment. Human observers also tend to choose areas that maximize information of
the target in salience-driven visual search strategy [19], which means human vision has
effective strategies to obtain target information. In addition, the direction discrimination
threshold of human vision has a low average of 1.8° [20], which means human vision
can detect relatively small changes in orientation. Based on these visual advantages, a
human operator can potentially aid in UAV localization and thus detect potential
UAV GPS spoofing attacks.

Based on the assumption that UAV cameras can show the true surrounding scene of
UAVs, we propose that human operators can act as supplementary sensors and assist
autonomous system to detect UAV hacking attacks through comparative geo-location
between the camera and map position estimates. In human geo-location, the operator
can compare the non-tempered video feed coming from the UAV to the potentially
falsified GPS location; this allows the user to detect inconsistencies between these two
sensing feeds (i.e., whether the feed and the reported locations match). If the operator
thinks the location interpreted from camera view does not match the location shown on
the map, then the UAV is most likely hacked via GPS spoofing.

An example of applying human geo-location in UAV hacking detection is shown in
Fig. 2. If the UAV is hacked, the operator will observe a location other than the GPS
reported UAV location through the camera, like shown in the upper left camera view in
Fig. 2. When a GPS spoofing attack is discovered, the operator can prevent a hacking
event by overriding its physical control.
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3 Experiment

An experiment was designed utilizing a modified version of the RESCHU experiment
platform [21], known as Security-Aware RESCHU (RESCHU-SA) [22]. RESCHU-SA
is a Java-based single operator with multi-UAV supervisory control simulation plat-
form, which provides the capability to design multi-tasking scenarios that include both
navigational and imagery search tasks. Moreover, the platform allows for simulating
GPS spoofing attacks, in which hacked UAVs deviate from their originally assigned
path and target to other unexpected destinations, along with warning notifications that
simulate autonomous GPS spoofing detection systems.

Fig. 2. An example of GPS reported location on the map.
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3.1 Experiment Platform Interface

The interface of the RESCHU-SA platform is shown in Fig. 3. The interface features
five main components: the payload camera view, message box, control panel, mission
timeline and map area.

• The camera view displays the video stream from the payload camera of the selected
UAV. The primary purpose of this view is to conduct real-time image analysis
tasks. In this study, it can also be used to determine the actual location of UAVs by
locating landmarks.

• The message box displays events that occur during the simulation such as UAV
arrival at a target. It also allows operators to communicate the results for the
imagery analysis tasks to a “supervisor” that is, in actuality, a bot.

• The control panel provides the UAV damage level, which is caused by UAVs
intersecting with hazard areas, as well as instructions for imagery analysis tasks and
vehicle updates.

• The timeline shows the estimated remaining time of all UAV arrivals at waypoints
and assigned targets.

• The map displays the area of surveillance with real-time locations of all UAVs,
hazard areas and targets. For this experiment, the map was created using CityEngine
from ArcGIS, a modeling software package that is used for urban planning and
architecture design.

Fig. 3. RESCHU-SA operator interface.
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3.2 Experiment Scenarios

The primary objectives for operators in RESCHU-SA are to control multiple UAVs to:
(1) perform reconnaissance imagery tasks of counting road intersections when UAVs
reach assigned targets, (2) ensure UAVs do not encounter hazard areas, and (3) de-
termine whether UAVs are under GPS spoofing attacks.

For this experiment, GPS spoofing attack events followed a pre-defined schedule,
unknown to the participants. When triggered internally, the hacked UAV changed its
heading by a random angle within 30 to 60, or 300 to 330, degrees, which was larger
than the human direction discrimination threshold. A hacking notification appeared 10
to 20 s after the attack event, simulating an external agency detection of a possible GPS
spoofing attack. However, as in real systems, the notification could be a false alarm. In
fact, about half of all notifications in this experiment were false alarms in the
pre-defined schedule of each test session. Although change blindness and vigilance
declination [23, 24] are known problems for humans in such settings, they were not
examined in this study, given there was a clear signaling of a potential hacking event.
Thus, a detection failure on the part of the human is not considered in this experiment.

Once the operator received notification from the system that a certain UAV was
under possible cyber-attack, the operator could then investigate the UAV by checking
the UAV’s camera view and matching it against the position of the UAV on the
map. The operator was expected to make a decision before the hacked UAV either
exceeded the map boundary or the experiment ended. If the operator decided the UAV
was hacked, the operator could override the hacked UAV and send it home.

When UAVs that were not hacked reached a target, the operator engaged in an
imagery task of counting the road intersections from the UAV’s camera view at a
pre-specified zoom level. This side task represents the primary purpose of such a
mission, which is typically information gathering. While engaging in a counting task,
the operator was required to enter an answer before the counting task was finished. The
counting task allowed us to assess participants’ performance based on the number of
attempted tasks and the task correctness percentage.

The path planner for the UAVs was intentionally suboptimal, i.e. the planner did
not necessarily pick the most efficient assignment of UAVs to targets. In addition,
UAVs would possibly encounter hazard areas that appeared and disappeared randomly.
The suboptimal planner and the dynamic nature of hazard areas allowed experimenters
to assess how much spare attention participants could devote to optimize the navigation
and target assignment.

3.3 Experiment Participants

Thirty-six participants took part in this experiment, including 22 males and 14 females.
Age ranged from 19 to 34 years with an average of 25.2 and a standard deviation of 3.8
years. Among the participants, 18 had little video game experience, 6 participants had
monthly gaming experience, 5 participants played video game several times a week,
another 5 participants had weekly gaming experience, and only 2 participants had daily
gaming experience.
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3.4 Experiment Procedure

The experiment procedure consisted of four main sections. The first section was a
self-paced tutorial session, during which participants went over the tutorial slides, and
the experimenter answered questions that the participants might have had. The second
section was a practice session to allow participants to get more familiar with the user
interface. In the first half of the practice session, participants were shown how to
operate UAVs and complete all major tasks.

In the second half, participants controlled all UAVs and accomplished different
tasks by themselves. The practice session lasted 18 min, which was the same as a
single experiment session. The third section included the test sessions with two sce-
narios of different task loads, which were counterbalanced in terms of order of pre-
sentation. The fourth section was the debriefing session, in which the experimenter
asked the participant several questions related to participants’ performance and
strategies for navigating UAVs and detecting hacking events.

Given that many related studies on the RESCHU platform [21, 25, 26] showed a
significant impact of task load on system performance, task load was a primary factor
in this experiment looking at hacking detection. It should be noted that high task load
does not necessarily represent high operator mental workload, since operator mental
workload is an individually subjective interpretation of an objective task load.

Thus, for a high task load scenario, operators controlled 6 UAVs with 9 different
targets and 9 hacking events, and in each low task load scenario, operators controlled 3
UAVs with 6 different targets and 6 hacking events. In both scenarios, the number of
hazard areas, which generated and disappeared randomly, was constantly twenty-one.
Each test scenario lasted 18 min, and each participant completed both high and low
sessions. Each participant’s performance scores were calculated based on the total
vehicle damage, the correct percentage of imagery counting tasks, and the correct
percentage of hacking identifications.

4 Results

4.1 Performance Statistical Results

We used a multivariate repeated-measures ANOVA model and Pearson correlation
with a significance level of 0.05 to analyze data. In data analysis, independent variables
included task load, which task load was experienced first, gender and video game
experience as a covariate. Task load (low and high) was a within factor variable.
Dependent variables included percentage of correct hacking detections, the aggregated
damage sustained by vehicles over a test session, and the overall correct percentage
intersection counts per test session. These variables represent the primary objectives of
performing the counting tasks, keeping vehicles out of the damage areas, and suc-
cessfully detecting hacking events.

An important question was whether human operators could successfully detect the
UAV hacking events. A successful detection was indicated by a correct decision for a
specific hacking event, including overriding the UAV and sending it home if the UAV
was hacked, or recognizing the notification was a false alarm.
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Each high task load experiment session included 9 hacking events, and each low
task load session included 6 hacking events. Among all hacking events in both test
sessions for each participant, 7 (4 in high task load and 3 in low task load) were
predefined as false alarms, which meant the threshold for incorrect hacking notifica-
tions was 47%. As shown in Table 1, out of all real hacking notifications across all
participants, the overall success rate was 78%, and for the false alarms, the success rate
was 84%. In other word, the type one error (false positive, operators considered UAV
not hacked with real hacking notification) was 22%, which was slightly higher than the
type two error (false negative, operators considered UAV hacked with false alarm
notification) of 16%. Thus, operators were slightly better at detecting false alarms than
identifying real hacking notifications.

When looking at each individual’s performance per test session, even though they
had to multitask in RESCHU-SA in managing multiple vehicles and detecting potential
hacking events, results showed that 23 out of total 72 experiment sessions (32%)
resulted in 100% of successful hack identifications in a single test session, with another
24 (33%) above 80% successful attack identification. Thus, 65% of total experiment
sessions exhibited 80% correct hacking detection or better without having any prior
formal training. In terms of incorrect hacking identifications, 12 (17%) participants lost
one or more UAVs, meaning that these UAVs were successfully hacked and could not
be further controlled.

Additionally, those factors that affected human operators’ performance were
studied. For the three performance scores of vehicle damage, the correct percentage
intersection counts, and correct percentage of hacking events, the only variable affected
by task load was vehicle damage ((F(1, 31) = 32.93), p < 0.001). In the high task load
scenario, the average UAV damage was 31.4, which was much higher than 9.6 in the
low task load scenario. Participants with less workload suffered less damage as they
had more time to optimize their paths and avoid hostile areas.

One result showed an interesting significant negative correlation between the time
expended in hacking detections and correct hacking detections (Pearson = −0.375,
p = 0.001), which meant that participants who took longer to detect the hacking events
had a lower percentage of correct hacking identifications. This suggests that early
detection was better from the operator standpoint, which is at odds with those who
would argue that longer detection times should yield more correct identifications.

Gender was examined because of the potential difference in self-assessment in
cognitive tasks between different genders [27]. However, gender did not affect the
participants’ general performance. Another covariate, the video game experience, did
have a significant effect on participants’ correct hacking detections (F(1, 31) = 4.652
p = 0.039). This means that the more video game experience, the higher the chance of a

Table 1. The confusion matrix of hacking detection decisions in different notifications.

Real hacking
notification

False alarm
notification

Consider UAV hacked 224 40
Consider UAV not hacked 63 207
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correct hacking detection. Not surprisingly, seven participants who lost UAVs had no
video game experience, and the other 5 who lost UAVs ranged from some to moderate
gaming experience. Participants with daily gaming experience did not lose any UAVs
and were 100% correct in hacking identification.

Another result showed that participants’ task inputs were effective in that the more
time they navigated the UAVs, the less time UAVs intersected with hostile areas
(Pearson = −0.345, p = 0.003). This result suggests that improved path planning could
reduce operators’ workload and free their cognitive resources to attend to other tasks.

We also investigated whether hacking detection affected the performance of
operators’ primary tasks of counting road intersections. The results showed that the
correctness of imagery counting tasks was not affected by either the correctness of
hacking detections (Pearson = −0.022, p = 0.854) or the time expended in hacking
detections (Pearson = 0.024, p = 0.841). However, time expended in the imagery task
was negatively correlated with the percentage of correct hacking detection (Pear-
son = −0.275, p = 0.019). This result was expected as participants who spent more
time in counting tasks were less likely to detect hacking events.

In addition, an interesting observation is that the first experiment scenario affected
participants’ abilities to correctly finish their primary task of counting the intersections
at each target (F(1, 31) = 5.324, p = 0.028). The participants who had the high task
load scenario as the first experiment session tended to have higher correct intersection
count percentages. This suggests a fatigue effect since these participants did worse on
their second scenarios with low task load, which should have been easier.

4.2 Map Analysis for Hacking Detection

While using human geo-location in UAV hacking detections, operators will compare
the non-tempered UAV camera video feed to the potentially falsified GPS location to
detect inconsistencies between the UAV video feed and UAV GPS location. After
receiving a hacking notification, operators can purposely navigate the notified UAV to
some specific areas that can potentially provide more inconsistencies to increase the
confidence of making a correct decision to a hacking event. Thus, analyzing the map
usage in hacking detections will benefit the future design of autonomous decision
supporting tool for hacking identification.

The resulting heat map, which represents the frequency distribution of areas of
participant interest during hacking detections, is shown in Fig. 4. Different colors
represent varying frequency of operations, including adding waypoints and switching
targets for UAVs, on a specific point. The warmer the color, the more participants
interacted with a specific point, for example, red represents 5 or 6 operations. The heat
map shows that the lower left quadrant is the most popular region, however, some
regions, like the middle right of the map, have few operations. Understanding that the
density of targets on the lower left quadrant of the map is slightly higher than other
regions, this quadrant is more attractive to operators since operators can navigate UAVs
between targets to get engaged to more imagery tasks in a shorter time range. Thus,
more operations occurred on the lower left quadrant. In addition, red areas on this
quadrant indicate the existence of some interesting landmarks that operators tend to
investigate during hacking detections.
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Landmarks used in hacking detections are classified into three categories, including
special road patterns, geographic feature transition, and special buildings, like shown in
Table 2. Using these different landmarks in hacking detections, operators can inves-
tigate the moving orientation of a certain UAV or the relative motion between a UAV
and a specific landmark to investigate whether a UAV is potentially hacked. Shown in
Table 2, special road patterns were the most frequently used landmarks in hacking
detection with an occurrence percentage of 59.3%.

Geographic feature transitions are defined as the transition between land and sea
areas, on which operators can clearly observe the sudden change of geographic pat-
terns. Special buildings are defined as distinctive shapes with contrastive colors that are
used to represent a single building or a group of buildings on the map. As the per-
centage of total special road patterns and special buildings are approximate the same,
special road patterns are more attractive to operators. Future work will determine why

Fig. 4. The heat map of reference points in UAV hacking detection. (Color figure online)
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exactly people prefer these over other options, but one hypothesis is that these are
easier to see than the buildings, and do not take as long to investigate as the sea/land
transitions (Table 3).

The frequency of different landmarks used in different detection decisions were
examined. In correct hacking detections with both real hacking and false alarm noti-
fications, the percentage of operations based on special road patterns is slightly over
60%, which is higher than the percentage in incorrect hacking detection with real
hacking notification (45.5%) and false alarm notification (56.0%). Another interesting
fact is that special road patterns lead to the highest success rate of 86.1% in hacking
detections, while geographic feature transition lead to 79.6% and special buildings lead
to 80.7%. These results provide insight for how a future advanced map-based hacking
detection support tool for human operators could be designed.

5 Discussion

The experiment results provide insight into our initial questions with implications for
future studies. In this study, we analyzed if a human operator could serve as a sup-
plementary sensor in supervisory UAV control systems by successfully detecting
spoofing attacks. Experiment results supported this hypothesis in that 65% of total
experiment sessions reached over 80% hacking detection correctness. This result was
achieved with no dedicated training and so greater emphasis on optimal search
strategies would likely yield even better results.

Table 2. The frequency of different types of landmarks used in hacking detections.

Special road
patterns

Geographic feature
transition

Special buildings

Occurrence frequency 380 152 109
Occurrence percentage 59.3% 23.7% 17.0%

Table 3. The frequency of different landmarks used in different detection decisions.

Real hacking notification False alarm notification
Consider
UAV hacked

Consider UAV
not hacked

Consider
UAV hacked

Consider UAV
not hacked

Special road
patterns

168 25 28 159

Geographic
feature transitions

69 17 14 52

Special buildings 42 13 8 46
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The experiment results also clearly indicate that some factors affected operators’
performance and operations. For example, higher task load tended to cause more UAV
damage. This result was supported by a previous study that higher mental workload
increased operator attention switching delays [21]. In high task load scenarios, oper-
ators tended to experience higher mental workload, which slowed down their attention
switches and causing more damage. This could be mitigated in future studies with more
optimal path planning as well as better target allocation.

Understanding that the operator’s video game experience significantly affected the
success rate in hacking detections, future personnel selection strategies for supervisory
control systems with human visual tasks could focus more on the experience in similar
applications or more training. This fact also raises interesting future research questions,
including how video game experience may affect human search strategies and how
different types of video games may affect human operators’ performance in hacking
detection? Also, the result of the negative correlation between the time expended and
the success rate in hacking detection provides implications for future studies of
increasing hacking detection correctness by guiding better search strategies and earlier
detections. However, a fatigue effect was potentially exhibited after just one 18-min
scenario, which raises the question of how sustainable such task load levels are over
time?

The map analysis shows the heat map of participants preferences for hacking
detection. Although the usage percentages of different landmarks in different hacking
detection decisions are similar, there was a clear preference for unusual road inter-
sections. These results provide some insights on a more efficient way to utilize different
landmarks and raise future research topics of investigating potential different operator
hacking detection strategies.

Lastly, all these results establish a baseline of performance of applying human
geo-location in UAV hacking detection. Future studies, enabled by an empirical model
of security-aware human-autonomy interaction will focus on how higher-level
automation or advanced decision support tools could be utilized to assist human
operators to improve the success rate of hacking identifications.

6 Conclusion

Navigational GPS systems used in UAVs can be prone to malicious cyber-attacks,
especially GPS spoofing attacks. In this study, we have shown that a human operator
can assist autonomous systems in hacking detection using human geo-location com-
parison between maps and downward-facing camera views, even without extensive
training. Moreover, we found that an individual factor, video game experience, and the
time expended in hacking detection and UAV navigation, affected operators’ hacking
detection performance. The results from this study indicate that human geo-location is a
potentially promising approach for hacking detection, which could be improved by
future efforts in improving operator decision support.
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Abstract. This paper will review the collaborative effort of the Army Research
Laboratory (ARL) and the Department of Military Instruction (DMI) at the
United States Military Academy (USMA) to develop and execute a pedagogical
pathway to validate the efficacy of mitigating skill decay in the content area of
enemy analysis by way of the Generalized Intelligent Framework for Tutoring
(GIFT). An identified area of concern in educating USMA cadets in the area of
military preparedness, mitigating skill decay in military instruction from year to
year is a necessary, yet time consuming task that is susceptible to inconsistent
reinforcement. This paper will provide an overview on the progress of devel-
oping an empirically validated course that can be used to offset skill decay while
supplementing DMI with reusable and consistent content, with the flexibility to
provide adaptable content and assessments that is unique to the GIFT platform.

Keywords: GIFT � Skill decay � Military instruction � Enemy analysis

1 Introduction

1.1 Overview

The adaptive training research program strives to provide innovative instructional
practices to facilitate and enhance the delivery and assessment of learners. At the center
of this program is intelligent tutoring via the Generalized Intelligent Framework for
Tutoring (GIFT), which, as an Intelligent Tutoring System (ITS), can provide tailored
learning content based on learner proficiencies that are assessed through a course [19].
In establishing needs for adaptive tutoring systems to better support military tasks,
Sottilare [18] notes that ITSs need to acquire learner data, assess learner state, and
select an optimal instructional strategy to meet the learners’ need. Applied to the
military domain, the problem space is often complex, ill-defined, and highly subjective
in nature. Therefore, this project seeks to work closely and collaboratively with military
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educators such that the capabilities of GIFT can serve as an augmentation rather than a
replacement for existing instructors.

1.2 Background

Within the Army, one of the most significant locales to connect with military educators
is the United States Military Academy at West Point (USMA). The adaptive training
research program has a long-standing relationship with USMA, and has recently
developed a modeling and simulation cell located physically at West Point and staffed
by two adaptive training scientists. This provides opportunities to better engage and
integrate with the West Point students, faculty, and staff for a mutually beneficial
relationship of meeting ARL and USMA goals.

1.3 Collaboration Efforts

Since the interest of this project was the complex military domain, going to the edu-
cators who teach military instruction was a natural pairing. The Department of Military
Instruction (DMI) aims to provide the necessary military training to ready cadets from a
military perspective. Most instructors within the department are active military per-
sonnel and as such, the department experiences a frequent turn-over rate. While the
benefit of this is that cadets receive instruction fresh off the field, the limitation of this is
that instructional design and learning objectives often lack necessary scaffolding and
reinforcement from year to year. Therefore, there has been a growing consensus as to
the importance of developing a GIFT course that not only encapsulates necessary
domain knowledge about military tactics necessary for military preparedness, but is
flexible enough that can be adaptable and flexible for authoring modifications by
instructors from year to year.

As such, after the development of a successful capstone working with cadets and
GIFT to assess squad and platoon level military tactics [1], there was a desire to
examine how technologies like GIFT could further impact military instruction. It is
from this, that a new partnership was forged to provide the first steps in the use of GIFT
in the military instruction curriculum.

Members from the Army Research Laboratory’s (ARL) adaptive training research
program began to have collaborative meetings with the departmental faculty of DMI.
The goal of these meetings was to help identify a specific area where functionality such
as that which exists in GIFT would be able to assist instructors in delivery of their
classes. The aim was to find a problem and task which this combined team could
investigate together. From the very beginning of these discussions, it was clear that
retention was an area that could use some focus. With lesson content in military
instruction being spaced across several semesters with summer training breaks in
between, there is ample opportunity for cadets to forget content and therefore neces-
sitating refresher training frequently as a part of classes. An area of interest for military
instruction is augmenting existing classroom activities such that information is retained
better by cadets, reducing the need for refresher training and improving assessment
scores.
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An additional challenge faced by the military learner is the amount of content
expected to be learned. The amount of information is due to the structure of the course
and the utilization of scaffolding (i.e., progressing learner knowledge incrementally
with more and more complex problem sets), precisely mirroring the format of the Army
Operations Order. If a learner (cadet) does not engage the content and instructor at the
onset and remain engaged throughout, it will have a negative aggregate effect on their
overall course grade. During the Mission Analysis portion of the course, the learners
are learning three specific content areas: (1) the conceptual framework (explained later
in the document); (2) the placement of the Mission Analysis input into the Operations
Order; and (3) the language or formatting of language to generate content to into the
Operations Order. One specific aspect of mission analysis is enemy analysis, which is
the focus of this research.

The use of GIFT to support this augmenting existing classroom activities is
specifically relevant to DMI and the Military Science (MS) instruction series due to
changes in the way the class periods are being restructured. The course, which is 1.5
credit hours, has traditionally been organized in 40 class periods with 55 min per
period, equating to 3600 min over the course of the semester. This is being modified
for the 2019 academic year to reflect 30 class periods at 75 min per class period. It is
documented in the literature that there is a correlation between the amounts of time a
learner is exposed to content, and the proficiency in accomplishing a task [6].

As mentioned above, there is a large breadth of material that instructors must cover
to achieve ultimate course outcomes. These outcomes are represented in the progres-
sion for a learner from the previous course (MS100), to the current course (MS200), to
the following courses (MS300 and Cadet Leadership Development Training - CLDT).
The ability to have an increase in depth of content, and an increase in number of
repetitions to facilitate better retention via conventional pedagogical techniques does
not currently exist, which drives DMI to look for Live, Virtual, Constructive, and
technologically advanced means (like intelligent tutoring via GIFT) to increase the
efficacy and customize the learning experience for each student. The approach of using
GIFT in this application within a military classroom can be described as an epistemic
process of the assessing and understanding individual student, identifying where the
problem areas or gaps in knowledge-building exist, and reinforcing them with a
technologically efficient means. GIFT is able to support the conjunction of the vast
amount of information needed to be learned and the need to retain it over long periods
of time, minimizing skill decay of enemy analysis concepts.

2 Skill Decay and Enemy Analysis

2.1 Identification of the Problem: Skill Decay

Skill decay occurs when skills are not used and the ability to execute suffers. The
amount of decay varies in accordance to the task and their dependence on cognitive and
psychomotor information elements [8, 17]. Deterioration of performance is further
compounded if skills have not been reinforced or have been newly learned.
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Performance is often determined by the level of experience someone has and how
frequent they are trained on the task of interest [6].

Major dimensions that are often discussed in skill decay research include: length of
non-use period, how much overlearning occurred, characteristics of the skill, testing
methods of previous learning, type of retrieval, method of training, individual differ-
ences, and motivation [7, 8, 10, 15, 20]. There is well-established research that has
shown a direct relationship to the rate at which forgetting occurs and the amount of
controlled rehearsal associated with the task [14]. Additionally, skill decay contributes
to loss of confidence in performing a necessary skill [7].

2.2 Refresher Interventions

One of the ways to minimize skill decay is the use of refresher interventions. Refresher
interventions are techniques that assist in re-attaining skill proficiency after it was lost
due to skill decay. It has been shown that different refresher interventions effect skill
and knowledge retention differently [10].

Symbolic rehearsal is one such refresher intervention, defined as the visualization
of a task without actually performing the task [10, 11]. Practice problems consist of
examples of the course material applied to actual learning scenarios. Since symbolic
rehearsal has been shown in previous studies [9, 10] to be as effective as practice for
knowledge retention but not for skill retention, recent research has proposed including
process visualization tasks to provide a procedural component as well [11]. To this end,
the domain area of military instruction is well suited to determine whether symbolic
rehearsal will mitigate skill decay, within the subdomain of enemy analysis.

2.3 Conceptual Overview of Enemy Analysis

Enemy analysis is an area that has been identified by USMA instructors as being
particularly susceptible to skill decay for cadets. Enemy analysis is a complex topic
because it requires a multistep process to be successful.

Enemy analysis requires the learning of many different symbolic aspects of the
battlefield and representation of the enemy, as well as incorporating other elements,
such as terrain and weather, as elements that need to be woven into a cohesive narrative
as a part of their assignment, which is essentially a simulated briefing. This briefing is
executed by cadets after approximately four weeks of instruction in the form of an
operations order, which is graded and assessed by their instructors.

The briefing task revolves around building an operations order to support enemy
analysis. The operations order contains information on maneuver, which provides
information on each the enemy unit’s task and purpose. The second part of the oper-
ations order consists of purposes, priorities, allocation of, and restrictions for fire
support. It also contains information on intelligence, supplies, commander’s intent, and
protection. These are known as the warfighting functions. And it is these warfighting
functions that cadets must not only achieve content mastery and retention to accom-
plish their classroom task, but they must carry this domain knowledge with them as
they proceed to their next year, next level of military instruction coursework.
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There are 6 warfighting functions: mission command, movement and maneuver,
intelligence, fires, sustainment, and protection:

1. Mission Command: The mission command warfighting function that allows a
commander to balance the art of command and the science of control in order to
integrate other warfighting functions.

2. Movement and Maneuver: The movement and maneuver warfighting function
moves and employs forces to achieve a position of relative advantage over the
enemy and other threats.

3. Intelligence: The intelligence warfighting function assists in understanding the
enemy, terrain, and civil considerations.

4. Fires: The fires warfighting function provide collective and coordinated use of
Army indirect fires, air and missile defense, and joint fires.

5. Sustainment: The sustainment warfighting function provides support and services to
ensure freedom of action, operational reach and prolong endurance.

6. Protection: The protection warfighting challenge preserves the force so the com-
mander can apply maximum combat power to accomplish the mission.

According to Army Doctrine Reference Publication (ADRP) 3.0, warfighting
functions are related tasks and systems united by a common purpose or objective that
allow commanders to accomplish mission or training goals [5].

2.4 Assessment of Enemy Analysis

Currently, the enemy analysis content module spans over three lessons coinciding with
three formative assessments and one summative assessment. The first assessment,
cadets are provided a snapshot of an enemy squad on a given area of terrain with a
specified task and purpose. Cadets are individually assessed on their ability to provide a
doctrinal template of how that squad is comprised (also known as composition and
depicted in the form of a line-wire diagram) via numbers of personnel and equipment.

Additionally, they have to demonstrate their understanding of how to graphically
depict the same information on a map with four required components: breakdown of
the squad-sized element into two team-sized elements; provide a task and purpose for
each team, demonstrating that they are mutually supportive of one another (adhering to
the concept of nesting) and graphically depicting the coinciding tactical mission task
for each respective element; a depiction of the key weapon systems of each team and
providing their proper orientation (i.e. RPG Variant, RPK, and PKM); and all labeling
adhering to the standard as prescribed by ADRP 1-02 [4].

During the second assessment, they are paired in groups of two, given an entire
mission analysis prompt (including terrain, light & weather, and enemy analysis) and
asked to conduct analysis on each respective input, brief it to the instructor in front of
their peer cohort, and receive constructive feedback (with a weighted grade) in an
attempt to allow them a complete deliberate repetition prior to receiving the mid-term
assessment with a 20% course grade weight value. Finally, with the current course
design, the content transitions to offensive operations during the latter half of the
semester with a culminating summative assessment that encapsulates enemy analysis,
forcing cadets to demonstrate retrieval.
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3 Collaborative Methodology

3.1 Understanding the Problem Space

After a series of meetings and sharing of documents between ARL researchers and
USMA instructors, qualitative observations were conducted in CPT. Robert Davis’s
cadet classes. From this step in the methodology, we elicited the declarative knowledge
elements associated with the content. For the purposes of enemy analysis, these include
the baseline understanding of four fundamental tenets: composition, disposition,
strength, and capabilities, which are defined below:

1. Composition: describes how an entity is organized and equipped - essentially the
number and types of personnel, weapons, and equipment.

2. Disposition: refers to how threat/adversary forces are arrayed on the
battlefield/battlespace. It includes the recent, current, and projected movements or
locations of tactical forces.

3. Strength: is described in terms of personnel, weapons, and equipment. The most
important aspect of strength when evaluating a regular force is to determine whether
the force has the capability of conducting specific operations.

4. Capabilities: an analysis that must determine what the enemy is capable of doing
against a friendly platoon during the mission. Such an analysis must include the
planning ranges for each enemy weapon system that the platoon may encounter.

Members of the ARL research team took this content and translated it into a basic
prototype GIFT course to demonstrate proof of concept (see Fig. 1).

Fig. 1. Example of declarative knowledge course flow in GIFT
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3.2 Understanding the Technology Space

The next step in the methodological process was determining how actual content was
being delivered as part of a lesson. To accomplish this, qualitative observations were
conducted in CPT. Davis’s class. During this evaluation we identified the key concepts,
domain knowledge, and learning objectives of enemy analysis, where these observa-
tions helped identify common patterns of misconceptions as well as help requests that
cadets articulated during class time. The purpose of these observations was to help
guide the design of the GIFT course in a more dynamic and adaptive manner.

In its current form, GIFT provides adaptive lesson capabilities based on individual
differences (e.g., prior knowledge, motivation, grit, etc.) and real-time embedded
assessments. GIFT applies a domain-agnostic pedagogical approach that is based on
David Merrill’s Component Display Theory (CDT [12]), where content is structured in
a way to support the presentation of material (i.e., in the form of general rules of a
domain and specific instances of those rules applied as seen by an example) and the
assessment of material through dedicated question banks that are configured on a
concept by concept basis. This theoretical approach was used in the design of GIFT’s
Engine for Management of Adaptive Pedagogy (EMAP [3]), which uses the CDT as
the framework by which an instructor configures lesson material, with the design goal
that the EMAP can apply across all notional cognitive problem domains.

In the context of enemy analysis, GIFT’s EMAP provides the framework for an
instructor to establish specified content (i.e., Rules and Examples) they want to present
on a concept by concept basis, along with the tools to establish assessment questions
and scoring parameters that drive performance outcomes. What this development
supports is a closed-loop remediation model, where each individual cadet will receive a
personalized experience based on their learner model and on the outcomes of the GIFT
managed assessments. Following an assessment event, GIFT will either progress a
trainee on to the next lesson activity, if all scoring thresholds were satisfactory, or GIFT
will initialize a remediation loop that targets the specific concepts that scored below
expectation. This model uses a focused-coaching strategy that targets only the concepts
that require further instruction, so as to key in on each individual’s strength and
weaknesses.

An important note linked to the EMAP is its dependency on assessments to drive
personalized remediation loops. For the initial implementation, the enemy analysis
assessments in GIFT will utilize question bank approaches to infer the domain concepts
that require further attention. In future iterations, there is room to incorporate more
focused scenario-based exercises that leverage simulation environments. These practice
events extend the assessment space by enabling more focused scenario-based exercises
that focus on application of skill, rather than recall of knowledge.

Key Challenges Identified. In the first round of observations, CPT Davis engaged his
cadets in discussions about the six warfighting functions. Importantly, CPT Davis had
cadets work in groups to discuss one of the six warfighting functions, including
identifying and utilizing information from the ADRP 3.0 doctrine, and describing in
layman’s terms what the information meant for enemy analysis [5]. What this activity
demonstrated was not only that there should be a consideration for having a
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functionality in GIFT for collaborative work, but more importantly to consider pro-
viding an opportunity for cadets within GIFT to teach each other. This pedagogical
approach to learning is well aligned with dialogic teaching along the tradition of Dewey
[2] and Vygotsky [21] where students are involved in the collaborative construction of
meaning and share control over classroom discourse [16].

Observations also yielded information that there should be a consideration in the
GIFT course to incorporate “help” functions in the form of hyperlinks or sidebar
content for particularly complex ideas. This “help” function would be well aligned with
the adaptive functionality of GIFT in recognition that not all learners need additional
reinforcement and help in the same way and with the same frequency. Lastly, obser-
vations revealed the importance of incorporating within the enemy analysis GIFT
course the need to include dynamic graphical supports such as maps and key legends.
These two elements could serve a dual function: as a symbolic reinforcer as well as an
additional assessment instrument.

Ultimately the final design of the Enemy Analysis course will be an iterative
process that includes using key learning objectives articulated by DMI, a course design
informed both by Merrill’s Component Display Theory and educational psychology
principles, where the content validity is established by current DMI instructors. Once
this phase of the project is executed and validated, a longitudinal empirical study will
be conducted to evaluate how refresher interventions improve the retention of military
instruction compared to traditional learning methods.

4 Experimental Design

For the purposes of the anticipated experiment, three different cadet sections will be
divided into three experimental groups across three time periods: Initial Training (IT),
Refresher Intervention (RI), and Retention Assessment (RA) with two weeks of
spacing in between – spanning a time from the summer before the year of instruction to
the end of the fall semester. The same cadets will be tracked through all three time
periods (See Fig. 2).

The experiment will examine how refresher interventions using GIFT can impact
cadet performance. The two refresher interventions that will be manipulated will be
practice problems (condition 1) and symbolic rehearsal (condition 2). The control
condition will not include any refresher interventions.

To further support these refresher interventions in conditions 1 and 2, feedback will
also be given via GIFT. One of the consistent findings through ITS research is that it is
important to provide training activities that offer refresher interventions that also pro-
vide feedback tailored to the student [13]. Learning outcomes will be measured via a
pre-posttest design, to determine if the refresher interventions had any impact on skill
decay in conditions 1 and 2, independently in the IT, RI, and RA time periods, and
longitudinally from IT to RA. Repeated measures Analysis of the Variance (ANOVA)
will be used to analyze statistical significance of outcomes and interaction of trait
metrics.
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4.1 Procedure

To help provide a more concrete idea of how the experiment would be executed, we
have created a hypothetical procedure that the experiment would follow:

1. The cadet enters class and opens up a GIFT course, which is presented via the
Web.

2. The cadet is shown large amounts of declarative knowledge elements in the form of
bolded terms that the cadet will be asked to pay attention to.

3. The cadet will be provided with several example scenarios explaining how the
knowledge elements are used. To make the task more challenging, more termi-
nology will be interspaced in the text of the example scenarios.

4. In all conditions, a pre-assessment survey will be administered to establish baseline
knowledge.

5. In the control condition, the cadet would receive traditional instructor-based
training using PowerPoint slides.

6. In the practice problems condition, the cadet would be presented with a scenario
and a series of multiple choice questions as to the proper definitions or courses of
action based on that scenario.

7. In the symbolic rehearsal condition, the cadet would be asked to freely recall as
many of the previously bolded terms as they can based upon the scenario.
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8. In both conditions, the cadet would then receive feedback on the answer they
provided with a justification as to why that was or was not the correct answer.

9. Two weeks after the administration of the test, the cadet will receive a surprise pop
quiz on the content. The format of the quiz would match their experimental
condition.

10. GIFT would then provide customized remediation based on content that the cadet
got wrong. Each one of the bolded items from the original course would be tagged
with one or more course concepts. Any course concept that a cadet receive more
than 20% incorrect answers, he or she would receive remediation on.

11. Two weeks later, all conditions undergo a retention assessment in GIFT.

4.2 Establishing Research Questions

Research Questions. Based on previous research on refresher interventions and skill
decay, the following research questions are proposed:

1. Can the use of refresher interventions improve the retention of military instruction
content in comparison to traditional learning methods?

2. How do different types of refresher interventions impact assessment performance by
cadets?

Hypotheses. These questions will determine whether we can reject or accept the
following hypotheses:

1. The experimental conditions will have higher rates of retention than the control
condition (supporting research question 1).

2. The practice experimental condition will have higher rates of retention than the
symbolic rehearsal condition (supporting research question 2).

4.3 Next Steps and Future Work

The near term next steps include determining what resources and capabilities are
needed to facilitate the research as well as an experimental research protocol to lay out
specifics and responsibilities by the participating organizations. It will most likely
require additional support in the creation of GIFT content to meet DMI’s curriculum
need.

In the longer term, the specific content being created will have to be developed
incrementally. The first type of content is the declarative knowledge assessment that
can be presented in GIFT and easily captured via the GIFT survey system. The second
type of content is the ability to produce diagrams that are captured on paper. GIFT
currently does not have existing functionality that can capture these diagrams, therefore
an effort will be made to investigate the translation of line wire diagrams to GIFT
course objects. Once the declarative knowledge elements and the line wire diagrams
can be combined into a GIFT course, it will be more feasible to represent existing
classroom activities, especially with an emphasis on group collaboration.
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5 Conclusion

Although this project is still in its infancy, the synergy between ARL’s Adaptive
Training research program and USMA’s Department of Military Instruction serves as a
promising classroom use case of GIFT to assist in the mitigation skill decay. It will
provide insight in the use of different types of refresher interventions and inspire new
research questions for future investigation. It assists in identifying a path for longer
range retention studies using GIFT and enhancing GIFT’s capabilities to support mil-
itary learners at USMA. An added benefit of this collaboration will be to identify ways
that GIFT can assist the instructors to have a better sense of what is occurring within
their classes with the goal of providing more efficient and effective learning for all.

Acknowledgements. This research was sponsored by the Army Research Laboratory Adaptive
Training Research Program and the United States Military Academy Department of Military
Instruction. The authors would like to thank all of the supporting colleagues in making this
project possible. The statements and opinions expressed in this article do not necessarily reflect
the position or the policy of the United States Government, and no official endorsement should be
inferred.

References

1. Boyce, M.W., Rowan, C.P., Baity, D.L., Yoshino, M.K.: Using assessment to provide
application in human factors engineering to USMA cadets. In: Schmorrow, D.D.,
Fidopiastis, C.M. (eds.) AC 2017. LNCS (LNAI), vol. 10285, pp. 411–422. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-58625-0_30

2. Dewey, J.: Experience and Education. Collier Books, New York (1967)
3. Goldberg, B., Hoffman, M., Tarr, R.: Authoring Instructional Management Logic in GIFT

Using the Engine for Management of Adaptive Pedagogy (EMAP). In: Sottilare, R.,
Graesser, A., Hu, X., Brawner, K. (eds.) Design Recommendations for Intelligent Tutoring
Systems: Authoring Tools, vol. 3. U.S. Army Research Laboratory (2015)

4. Headquarters, Department of the Army: Terms and Military Symbols (ADRP 1-02) (2016)
5. Headquarters, Department of the Army: Unified Land Operations (ADRP 3-0) (2012)
6. Jastrzembski, T.S., Addis, K., Krusmark, M., Gluck, K.A., Rodgers, S.: Prediction intervals

for performance prediction. In: Proceedings of the 10th International Conference on
Cognitive Modeling, Philadelphia, PA, August 2010

7. Jenkins, S.M., Wills, K., Pick, S., Al-Kutubi, S.: Preventing decay: collaborative partnership
between students and staff to prevent deterioration of dental undergraduate practical skills.
Pract. Evid. Sch. Teach. Learn. High. Educ. 10(1), 84–101 (2015)

8. Kim, J.W., Ritter, F.E., Koubek, R.J.: An integrated theory for improved skill acquisition
and retention in the three stages of learning. Theor. Issues Ergon. Sci. 14(1), 22–37 (2013)

9. Kluge, A., Frank, B.: Counteracting skill decay: four refresher interventions and their effect
on skill and knowledge retention in a simulated process control task. Ergonomics 57(2),
175–190 (2014)

10. Kluge, A., Frank, B., Maafi, S., Kuzmanovska, A.: Does skill retention benefit from
retentivity and symbolic rehearsal?–Two studies with a simulated process control task.
Ergonomics 59(5), 641–656 (2016)

Mitigating Skill Decay in Military Instruction and Enemy Analysis via GIFT 181

http://dx.doi.org/10.1007/978-3-319-58625-0_30


11. Kluge, A., Burkolter, D., Frank, B.: Being prepared for the infrequent: a comparative study
of two refresher training approaches and their effects on temporal and adaptive transfer in a
process control task. In: Proceedings of the Human Factors and Ergonomics Society Annual
Meeting, vol. 56, no. 1, pp. 2437–2441. SAGE Publications, Los Angeles September 2012

12. Merrill, M.D.: The Descriptive Component Display Theory. Educational Technology
Publications, Englewood Cliffs (1994)

13. Moxley, J.H., Ericsson, K.A., Scheiner, A., Tuffiash, M.: The effects of experience and
disuse on crossword solving. Appl. Cogn. Psychol. 29(1), 73–80 (2015)

14. Peterson, L., Peterson, M.J.: Short-term retention of individual verbal items. J. Exp. Psychol.
58(3), 193 (1959)

15. Perez, R.S., Skinner, A., Weyhrauch, P., Niehaus, J., Lathan, C., Schwaitzberg, S.D., Cao,
C.G.: Prevention of surgical skill decay. Mil. Med. 178(suppl_10), 76–86 (2013)

16. Reznikaya, A., Gregory, M.: Student thought and classroom language: examining the
mechanisms of change in dialogic teaching. Educ. Psychol. 48(2), 114–133 (2013)

17. Siu, K.C., Best, B.J., Kim, J.W., Oleynikov, D., Ritter, F.E.: Adaptive virtual reality training
to optimize military medical skills acquisition and retention. Mil. Med. 181(suppl_5), 214–
220 (2016)

18. Sottilare, R.A.: Adaptive Intelligent Tutoring System (ITS) research in support of the Army
Learning Model—research outline (ARL-SR-0284). US Army Research Laboratory (2013)

19. Sottilare, R.A., Brawner, K.W., Goldberg, B.S., Holden, H.K.: The generalized intelligent
framework for tutoring (GIFT). US Army Research Laboratory (2012)

20. Wisher, R.A., Sabol, M.A., Ellis, J., Ellis, K.: Staying sharp: retention of military knowledge
and skills. Human Resources Research Organization Alexandria, VA (1999)

21. Vygotsky, L.S.: The genesis of higher-order mental functions. In: Wertsch, J.V. (ed.) The
Concept of Activity in Soviet Psychology, pp. 144–199. Sharpe, Armonk (1981)

182 M. W. Boyce et al.



Developing Accelerated Learning Models
in GIFT for Medical Military and Civilian

Training

Jeanine A. DeFalco1(&), R. Stanley Hum2, and Michael Wilhelm3

1 United States Military Academy, Oak Ridge Associated Universities,
Oak Ridge, USA

jeanine.a.defalco.ctr@mail.mil
2 Columbia University Medical Center, New York, NY, USA

rsh2117@cumc.columbia.edu
3 University of Wisconsin School of Medicine and Public Health,

Madison, WI, USA
mwhilhem@pediatrics.wisc.edu

Abstract. This paper will discuss the protocol of an inter-institutional study
between the Army Research Laboratory (ARL) and Columbia University
Medical Center that seeks to identify pedagogical models that can be employed
in the Generalized Intelligent Framework for Tutoring system (GIFT) to support
the transfer of skills from training to operations in individual Soldiers within the
domain of critical care, addressing topics in hemorrhage, airway compromise,
and/or tension Pneumothorax. The scientific approach will include two studies.
The first correlational study aims to examine the effect of human variability on
learning, performance, retention, and transfer by using individual differences
(e.g., personality traits, cognitive abilities, and motivation) as criteria to tailor
individual training for Soldier learning needs. The second study will be an
experiment to examine how the priming of analogical reasoning tasks effects the
problem-solving outcomes of increasingly complex critical care case study
content. The authors intend to incorporate the findings of these two studies to
support the development of accelerating expert-level reasoning skills and
strategies to achieve cognitive flexibility, one of two paths that has been iden-
tified as a way to accelerate proficiency.

Keywords: GIFT � Medical education � Accelerated learning

1 Introduction

1.1 Overview

Developing accelerated learning models in the Generalized Intelligent Framework for
Tutoring (GIFT) [26] for medical military and civilian training is a two-phase,
inter-institutional effort between the Army Research Laboratory, Columbia University
Medical Center, the University of Wisconsin, and the United States Military Academy.
The overarching objective is to explore how to support accelerated learning within the
domain of critical medical care for Soldiers and civilians as delivered by GIFT.
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1.2 Background

This two-study effort seeks to address ARL’s Essential Research Area: Accelerated
Learning for a Ready and Responsive Force, and contribute to an understanding of
what factors, tools, and methods help individual Soldiers learn faster, perform at
consistently higher levels, retain knowledge and skills longer, and transfer skills from
training to operations at a higher rate. This effort will also address the gap of identifying
pedagogical models that can be employed in GIFT to support the transfer of skills from
training to operations in individual Soldiers within the domain of critical care,
addressing topics in hemorrhage, airway compromise, and/or tension pneumothorax –

three leading causes of battlefield deaths [16].
GIFT is a service-oriented framework of tools, methods and standards to author,

manage, and assess computer-based tutoring instruction [26]. GIFT is being developed
under the Adaptive Training Research Program at the Learning in Intelligent Tutoring
Environments (LITE) Laboratory, part of the U.S. Army Research Laboratory - Human
Research and Engineering Directorate (ARL-HRED). The goal of this
inter-institutional project is to provide empirical findings to U.S. Army stakeholders to
contribute to developing models for GIFT to support an accelerated learning pathway
for expert-level medical education, as well as explore models that support the
higher-order thinking processes of learners [8]. As noted in Hoffman et al. [8], to
accelerate instruction requires not only an understanding of tasks that need be learned,
but also an understanding of the learner and a delivery of instruction that optimizes the
growth and development of expertise by the learner. Lastly, by expanding our par-
ticipant pool to civilians, we seek to improve the generalizability of these findings and
improve external validity, making this study relevant not only to U.S. Army stake-
holders, but to civilian medical education institutions as well.

2 Theoretical Approach

2.1 Accelerated Learning

Within the field of accelerated learning, there has been a distinction made between
efforts for accelerated learning for novices and accelerated learning that target the
journeyman, or senior apprentice, on their way to an expert level [7, 12, 14]. Hoffman
[7] identifies the basic proficiency categories of learners as follows:

Naïve: One who is ignorant of a domain.
Novice: Someone who is new – a probationary member who has had some
“minimal” exposure to the domain.
Initiate: Someone who has been through an initiation ceremony – a novice who has
begun introductory instruction.
Apprentice: One who is learning, a student undergoing a program of instruction
beyond the introductory level. Traditionally one who is immersed in the domain by
living with and assisting someone at a higher level.
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Journeyman: A person who can perform a day’s labor unsupervised, although
under working orders. An experienced and reliable work who has achieved a level
of competence.
Expert: The distinguished or brilliant journeyman, whose judgments are
un-commonly accurate and reliable, whose performance shows consummate skill
and economy of effort, who can deal effectively with certain types of rare or tough
cases. Has extensive experience with subdomains.
Master: One who is a journeyman or expert qualified to teach those at a lower
level. A member of an elite group of experts whose judgments establish regulations,
standards, or ideals.

While novices are still in a process of synthesizing their understandings of a new
domain, the journeyman/apprentice and expert are in process of utilizing those under-
standings [4, 10, 11]. This process has been called “cognitive readiness,”which includes
higher-order thinking competencies, such as reasoning skills, amongst others [15].

The cognitive readiness of experts includes not only training that involves mir-
roring cognitive tasks in real-world tasks, such as using case libraries and
scenario-based learning [11] but more importantly it includes the development of a skill
set that is used adaptively when facing associated problems or challenges [14]. Jung
[14] identifies characteristics of experts that can be universally applied to all domains,
which include:

• Possession of an extensive and highly organized domain knowledge.
• The capability of identifying the underlying structure of domain problems.
• Choosing and employing proper problem-solving skills and procedures for the

problem at hand.

Essentially, in the effort of supporting expertise development, Jung [14] and
Hoffman et al. [12] recommend fostering high-level reasoning skills. According to the
Center for Advancement of Learning and Assessment [15], higher order thinking skills
include critical, logical, reflective, metacognitive, and creative thinking, that are acti-
vated when individuals encounter unfamiliar problems, uncertainties, questions, or
dilemmas. Within this framework, then, supporting an accelerated learning pathway to
develop the cognitive skills of an expert can arguably be rooted in the development of
creative thinking, specifically creative reasoning, which addresses a core element of
cognitive readiness. Indeed, this approach falls well within recent thinking of education
and training of Army personnel where creative thinking has been noted as both critical
and necessary for successful leadership of the military [1].

2.2 Creative Thinking: Analogical Reasoning

Creative thinking includes the convergent process of identifying relevant items or
schemas, and the divergent process of combining these items in novel ways [18].
Convergent thinking refers to deductive generation of a single, accurate, concrete,
solution [24]. Divergent thinking, in contrast, requires the ability to create multiple,
novel ideas [29]. Divergent thinking includes not only a freedom from functional
fixedness [6] but it includes the ability to find different and original solutions to
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problems and tasks [21]. Importantly, Weisberg [29] has argued that problem solving
includes both a level of content expertise in a specific domain as well as strong creative
thinking skills, which includes analogical thinking.

Echoing Weisberg’s [29] analysis, Weinberger et al. [28] research has focused on
creative reasoning – specifically on examining analogical reasoning. Their argument
extends the theoretical into the practical evidence of the value of analogical reasoning,
noting it as the basis of innovation in science and industry. However, in order for
divergent and creative thinking to solve actual problems, solutions must be generated
within certain constraints where the outcomes are viable [20]. As such, Weinberger
et al. [28], highlight the notion that analogical reasoning is a good model for creativity
in reasoning because it involves not only divergent thinking, but more practically it
involves the use of sensible constraints.

Therefore, supporting creative thinking is not merely the generation of original and
elegant solutions [2], but solutions that are sensible and viable to address complex,
novel, ill-defined or poorly structured problems [20]. Within this context, then, creative
thinking in this two-phase project will be operationalized within the framework of
creative reasoning as constrained for the purposes of producing socially valuable
products, and measured by way of divergent thinking tests, specifically analogical
thinking tasks [3, 5, 28]. While creative reasoning is typically assessed according to
domain specific products, the objective of this current research project will lay the
groundwork for whether an instructional design that primes analogical reasoning tasks
with sequentially complex case studies can be used as an effective pedagogical model
across different domains to support expert level problem solving.

Accordingly, to assess divergent thinking includes seeking out first order relations
to form valuable second-order relations that produce innovative solutions, and involves
the ability to generate different and original solutions to problems and tasks in a
problem context [21, 31]. After having conducted a review of the literature, the pre-
viously validated Analogical Finding Task Matrix [28] has been identified as the
instrument by which the authors will measure divergent thinking.

2.3 Creative Thinking: Mental Rotation Tasks

Another capacity that has identified as relevant to high-level creative problem solving,
and particularly relevant for learning in anatomy that is relevant to critical medical care,
is a person’s spatial ability [23]. The ability to manipulate metal imagery has not only
been identified as a key factor in problem solving, but in memory as well [30]. Spatial
ability and mental rotation has also been linked to success in surgical skill acquisition
[27]. Most pertinent to this project is a current research interest in determining whether
mental rotation can be improved through training as one methodology to improving
performance in STEM [23].

There is a robust body of literature in the field of mental rotation testing [22, 25]More
recently, Ganis and Kievit [5], constructed and validated a new set of three-dimensional
shapes for investigating mental rotation processes that improves on the work of Shepard
and Metzler [25]. One such improvement is the inclusion of shading cues that minimize
error due to crowding (meaning, difficulty distinguishing edges of objects) and depth
ambiguity (meaning, ambiguity as to the direction of the object from the perspective of
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the viewer). The result of Ganis and Kievit’s [5] work has resulted in a new set of 48
distinct mental rotations objects with rotated versions that include shading depth cues.
Speed and accuracy are measured, then, to determine a person’s level of spatial abilities.
This metric will be particularly important to measure – not only to achieve a baseline
assessment of a person’s spatial abilities, but also will be informative as to the level of
detailed imagery that will be narrated in the medical case study scenarios.

2.4 Creative Reasoning: Content Mastery

There is a body of research that maintains that another key element to creative thinking
and reasoning is content mastery [13, 17, 29, 31]. The target domain for this project
will be limited to medical education, specifically critical care, addressing topics in
hemorrhage, airway compromise, and/or tension Pneumothorax, which are three
leading causes of battlefield deaths. Focusing on these areas are in line with prior
research [8, 9, 14, 19] that maintains accelerated learning methods should include
leveraging computer technology to develop libraries, or case studies, that represent
tough tasks and capture expert knowledge and skill. Ideally, future work in accelerated
learning should include employing a library of “tough cases” that focus cognitive
training on real work practice, highlighting the use of analogical strategies.

For this research, then, critical care case studies will be developed so that the
successful completion of each case study, measured by way of an assessment instru-
ment following each case study (still to be developed), will represent a different level of
problem solving expertise from novice, to journeyman, to expert. Dr. R. Stanley Hum
of Columbia Medical Center will develop these critical care case scenarios, and have
these scenarios validated by critical care expert Dr. Michael Wilhelm of the University
of Wisconsin’s Medical Center, as well as by Major Angela Yarnell, Ph.D., of the
United States Military Academy, whose expertise lies in medical education and
includes critical care.

3 Experimental Designs of Study One and Two

3.1 Study One: Analogical Reasoning and Trait Correlational Study

For the first phase of this project, an initial correlational study will examine strengths of
correlations between mental rotation/spatial ability; grit; analogical reasoning; per-
sonality types; and level of medical knowledge expertise. The goal is to determine what
traits are relevant to superior analogical thinking skills and to use these outcomes to
help inform the experimental design of study two. This information is key in designing
an adaptive tutoring platform to tailor instruction for the individual medical military
and civilian populations.

The first study will recruit approximately 128 participants through the United States
Military Academy’s (USMA) experiment sign up system (SONA-Systems) in collab-
oration with the Department of Behavioral Sciences and Leadership. Recruitment will
also be conducted at Columbia Medical Center and Columbia University, seeking
approximately 128 participants. This first study will be completed online as it consists
of self-reporting questionnaires and surveys, and tasks that measure individual traits.
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3.2 Study Two: Priming Analogical Reasoning Tasks and Problem
Solving Medical Scenarios of Increasing Complexity

The second phase of this project will be a within-and between group design experi-
ment. This experiment will examine how the priming of analogical reasoning tasks, and
sequencing of the analogical reasoning with schematic content (medical definitions of
related content), and scenario-based case studies of increasing complexity, effect the
accuracy and speed of participants’ problem-solving outcomes. This experiment will
also examine how the other variables of personality type, grit, and level of medical
knowledge expertise, moderate and mediate effects on the dependent variables of time
and problem-solving outcomes of participants assigned to three experimental and one
control condition groups.

Design. The design of this experiment will be a 3 � 1 experimental design with one
control group and three experimental conditions. The intervention conditions (condi-
tions one, two, and three, will prime the participant with one or both analogical rea-
soning task prior to reading the case studies and answering the post assessments of the
case studies. All participants will be taking all the same instruments and only the
manipulation of sequencing is different. The primary focus of this experiment will be to
test the hypothesis that there will be a statistically significant difference between the
learning outcomes in the experimental condition that primes participants with both
mental rotation and analogical reasoning tasks when solving for the medical case
studies – and the condition that primes only with the analogical reasoning task, the
condition that primes only with the mental rotation task, and the control condition that
does not prime analogical reasoning nor mental rotation tasks prior to solving the case
studies.

Procedure. This second study will recruit 128 participants the United States Military
Academy’s (USMA) experiment sign up system (SONA-Systems) in collaboration
with the Department of Behavioral Sciences and Leadership. Recruitment will also be
conducted at Columbia University Medical Center, seeking approximately 40 partici-
pants. During the 1-h session with each participant, the participant will take, via the
GIFT platform: a demographic survey, a pretest on critical care, a grit survey, a
personality test, and an analogical reasoning task. Further all conditions will have
post-tests after each case study that will assess their ability to successfully resolve the
problems laid out in the case studies. Participants will be randomly assigned to one of
four conditions on a critical care course (to be developed) that will be delivered via the
GIFT platform, as follows:

1. Experimental group one: Sequence of mental rotation task, analogical reasoning,
and schematics prior to scenario case studies, sequenced from novice to expert,
post-test that evaluates problem solving of medical scenarios

2. Experimental group two: Sequence of analogical reasoning and schematic material
prior to scenario case studies, sequenced from novice to expert; mental rotation task
after post-test that evaluates problem solving of medical scenarios
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3. Experimental group three: Sequence of mental rotation tasks and schematics prior
to case studies of increasing complexity of novice to expert; analogical reasoning
after post-test that evaluates problem solving of medical scenarios

4. Control group: Sequence only of schematics prior to case studies of increasing
complexity from novice to expert; mental rotation and analogical reasoning after
post-test that evaluates problem solving of medical scenarios.

The primary objective of this second study will be to test the hypothesis that there
will be a statistically significant difference between the problem-solving outcomes in
condition 1 vs. conditions 2 and 3 and the control condition. However, analyses will
also be run to determine whether personality traits will function as a moderator and
have an interactive effect on learning outcomes; to determine if Grit function as a
mediator and has an interactive effect on problem solving outcomes; to examine
whether analogical reasoning skill will function as a mediator and have an interactive
effect on problem solving outcomes; and to see whether there will be a statistically
significant difference in time of completion and accuracy of problem solving outcomes
not only between conditions, but between novice and expert levels of medical
students/practitioners.

4 Conclusion

In sum, the purpose of this inter-institutional study is aimed at developing a peda-
gogical model to support accelerated learning for the purposes of creating a learning
pathway model that would accelerate the learning from journeyman to expert via GIFT.
After determining what trait variables are more highly correlated to analogical rea-
soning and mental rotation, the authors will proceed to develop critical care case studies
to further explore whether analogical reasoning and mental rotation tasks support
expert critical care problem solving. We expect that in the second study will see a
statistically significant effect for priming of analogical reasoning and mental rotation
tasks in relationship to the fluency and speed of the problem-solving abilities of par-
ticipants when solving the medical case studies, particularly as they increase in com-
plexity. Further, we expect our post-analysis to provide evidence that can inform future
examinations on how the engagement with analogical and creative reasoning tasks can
be further capitalized upon to accelerate the learning process within the field of critical
care medical education.
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Abstract. With advancements in mobile computing technologies, extending
training and education opportunities outside of traditional classroom environ-
ments is more feasible than ever. In this paper, we discuss the application of
Intelligent Tutoring System (ITS) technologies to drive self-regulated educa-
tional experiences that incorporate physical elements of an environment to
contextualize the concepts being instructed. This supports an experiential
learning model that blends structured didactic instruction with interactions and
assessments that utilize the physical environment.

Keywords: Intelligent tutoring systems � Experiential learning
Mobile application � Informal learning

1 Introduction

Intelligent Tutoring Systems (ITSs) are technology based learning solutions that pro-
vide personalized training and education experiences through Artificial Intelligence
(AI) techniques grounded in learning science. These systems provide self-regulated
learning opportunities through closed-loop inference procedures that contextualize
behavior observed during interaction into actionable metrics that drive real-time ped-
agogical decisions across feedback and scenario/problem management dimensions.
These pedagogical specifications are designed to augment training by addressing the
needs of each individual as they relate to observed performance, inferred competency,
and classified emotional reactions detected during a set of closed-loop assessment
procedures [1].

The caveat with these processes is the dependency on the learning environment and
data sources captured within, as well as the interfacing technologies made available to
communicate and interact with the learner [2]. These dependencies are especially
interesting when considering how ITS techniques are applied across mobile contexts
outside of controlled classroom environments. With a push from the U.S. Army to
extend ITS capabilities into military relevant simulation-based training spaces, this
challenge is especially relevant. One challenge the authors address in this paper is the
need to apply pedagogical practice in open live environments that vary from data
interactions captured within desktop training applications (e.g., completing an exercise
in VBS3) and controlled high-end simulation environments (e.g., marksmanship
training in the Engagement Skills Trainer 2 [3]).

This is a U.S. government work and its text is not subject to copyright protection in the United States;
however, its text may be subject to foreign copyright protection 2018
D. D. Schmorrow and C. M. Fidopiastis (Eds.): AC 2018, LNAI 10916, pp. 192–204, 2018.
https://doi.org/10.1007/978-3-319-91467-1_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91467-1_16&amp;domain=pdf


For this purpose, the Generalized Intelligent Framework for Tutoring (GIFT) is
applied as a guiding function to conceptually design a mobile app training paradigm
focused on experiential learning intertwined with just-in-time didactic instruction.
GIFT is an open-source project built on a set of tools and methods used for the
development, delivery, and evaluation of adaptive training applications [4]. This pro-
posed open environment paradigm incorporates: (1) interpretation of mobile location
and movement data over a cellular network as it relates to a set of specified tasks,
objectives and concepts, (2) explicit feedback delivery mechanisms triggered by GIFT
configured assessments for deliberate guidance purposes, and (3) the application of
tailored training activities designed to mix real-world context with underlying con-
ceptual understanding through personalized instructional activities. Two examples of
this paradigm will be reviewed, with recommended guiding principles linked to the
development and delivery of such approaches.

2 Blending the Physical Environment with Didactic
Instruction

When taking into account the design of an experiential intelligent tutoring experience,
there are a number of considerations that must be addressed that will inform devel-
opment requirements. This includes defining and storyboarding the training model
itself, along with any upfront assumptions, and defining the technological components
that need to be in place with respect to data flow and instructional techniques.

2.1 Defining the Training Paradigm

The proposed instructional model is intended to leverage advancements in both mobile
computing technologies and adaptive training capabilities to create a truly immersive
learning experience that is focused on real-world context [5]. In this instance, rather
than learn about facts, concepts, and procedures in a classroom environment, we are
promoting an educational paradigm that embeds formal learning activities in informal
settings that often require expert human instructors to lead the learning activities.
Through development efforts to embed ITS functions in mobile applications, an
individual’s physical location can be used to trigger activities that use environmental
features as contextualized learning content that would not be able to be replicated in a
classroom or simulation-based setting [6].

The goal is to promote experiential learning by using one’s surroundings as the
learning environment itself. From a strictly conceptual standpoint, to promote this
training model, a system will need the following functions at a minimum:

• Data – Performance, behavioral, and physiological inputs captured from the training
environment.

• Triggers – Specified production rules and policies that serve as start- and
end-triggers for contextualizing interaction based on location within the training
environment.
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• Content – Specified content and scenarios used as didactic exercises based on
contextualized triggers.

• Assessments – Assessments designed for measuring performance and competency
that merge the physical environment with the concepts being instructed didactically.

These functions, when combined, support an immersive self-regulated learning
experience that intertwines content and assessment as one navigates through a con-
figured environment. One assumption guiding initial model development is the
dependency on map and location data to drive these instructional interventions.
Accurate second-by-second tracking capability is critical to the utility of this approach.
With these defined assumptions and dependencies, the next step is establishing tools
and methods for an experiential intelligent tutor mobile application.

2.2 Defining the Technological Components

In implementing an experiential learning activity in an informal setting (i.e., ‘in the
wild’), there are a number of technology components that must be in place. This
includes defining an architecture for task representation and data structures, estab-
lishing a data flow model that will guide inference procedures, the type of learning
activities applied to drive training, how mobile technologies and applications apply,
and how these tools and methods are used to author and configure the models and
interactions used at run-time.

Tutoring Architecture. To frame the discussion, the proposed self-regulated training
model will be conceptualized for implementation in GIFT. GIFT’s architecture is
modular and domain-agnostic, where its components can be configured to work across
any conceivable training and education environment. GIFT is now implemented in a
cloud-instance with modules and services hosted as an Amazon Web Service on a set
of dedicated servers [7]. This cloud instantiation lays the ground work to support
experiential intelligent tutoring by providing networked access to the core software
modules that manage the training. A requirement is developing a data connection
between GIFT Cloud and a cellular network for data tracking purposes, with GIFT’s
core modules being configured based on available data sources.

The core modules in GIFT establish foundational model representations required to
drive tutoring interactions. This includes who is being trained (learner model), what is
being trained (domain model), and how best to train (pedagogical model). For appli-
cation across any disparate domain, a generalized schema was established in GIFT that
guides authoring and configuration while developing adaptive scenario content. The
schema is a hierarchical data structure used to define tasks to be executed, concepts to
be applied within each task, and conditions for assessing the application of those
concepts under the constraints of the task. This hierarchical breakdown is used to guide
the data flow between modules.

Data Flow. During the execution of a training scenario, GIFT applies a data flow
model that is used for instructional strategy selection. This inference procedure, called
the Learning Effect Model (see Fig. 1) [8], is applied to contextualize raw system
interaction data for assessment purposes. Interaction data (simulation, behavioral, and
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is some cases physiological) is routed in real-time to the domain module where per-
formance is inferred based on defined conditions across each established task concept.
This data is used to generate performance states that are routed to the learner module
for establishing an overarching learner state. The learner state combines performance
information with relevant individual differences (i.e., affective states and traits). This
resulting learner state is routed to the pedagogical module where policies are applied to
determine a strategy selection. The strategy selection contains a request to either
provide guidance (e.g., give a hint or prompt a learner), adapt the scenario (e.g.,
increase the complexity), request assessment (e.g., ask the learner a question), and do
nothing. To complete the data flow of the Learning Effect Model, a strategy selection is
then translated into a contextualized tactic that can be delivered within the specific
learning environment one is interacting with. With that said, to support this inference
model in any specified learning environment, including the natural environment, GIFT
requires interoperability with external applications and interfacing technologies.

Interoperability. A major component of a generalized approach to developing ITS
applications is being able to integrate and interoperate with a variety of learning
platforms that incorporate elements across Live, Virtual, and Constructive
(LVC) simulations. GIFT meets this need through the development of the Gateway
Module, where specifications are made to link the architecture with existing non-
adaptive systems [7]. The Gateway Module ultimately is designed to consume inter-
action data made available from a learning environment, where message protocols are
specified and parsed for the data inputs required to inform the assessment conditions.
A current example is seen in linking GIFT with VBS3. In this instance, the Gateway is
configured to receive Distributed Interactive Simulation (DIS) data packets, where
GIFT parses out location data, movement data, weapon data, and scenario object data,
and routes these inputs into the Domain Module where performance states are com-
puted. This injection of real-time data initiates the Learning Effect Model [8]. For all

Fig. 1. GIFT’s learning effect model (Sottilare….)
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learning environments integrated with GIFT, a Gateway Module is required that
adheres to the specific message types generated during interaction. This dependency
holds true when considering the utility of mobile interaction data to drive the effect
chain. For this purpose, the development of a mobile application to support closed-loop
inference procedures must be discussed.

Mobile Application. For the proposed learning model to extend into the natural
environment, a mobile application is required. The mobile application serves multiple
functions in this instance, where the device itself operates as a sensor, an input device,
an interface, and a processor (see Table 1). As discussed above, the mobile application
will require a Gateway Module to sync its inputs into the GIFT Cloud server where
assessments and pedagogical decisions will be executed.

With data and interfacing variables identified, another component critical to a
mobile application is the computing processor on the device itself. Because of the
required linkage to a GIFT Cloud server, the onboard device processor is critical in
executing data functions locally to reduce the bandwidth requirement, which will
ultimately minimize network traffic. For this purpose, the mobile application might
require customized GIFT modules running locally to process and classify data before
sending it to the server for assessment. An example would include classifying workload
or fatigue by processing the received physiological data in GIFT’s sensor module to
remove the need to stream raw sensor data into the cloud for classification purposes.
With a mobile application in place that supports the necessary data flow to implement

Table 1. Mobile application components in support of an experiential intelligent tutoring.

Mobile app
components

Data type Data function (examples)

Sensors (a) GPS (a) Location, movement, and orientation data
(b) Accelerometer (b) Body posture data
(c) Activity tracker
(watch/band)

(c) Physiological (ECG, GSR, etc.) and posture data
via Bluetooth

Inputs (a) Touch (a) Manipulate touch required inputs (e.g., questions,
maps, navigation)

(b) Typing (b) Natural language inputs to inform assessments
and drive After Action Reviews

(c) Voice (c) Voice to text inputs to facilitate communication
task requirements

Interface (a) Html content (a) Display web-browser supported content (e.g., web
pages, videos, pdfs, etc.) as didactic content

(b) Tutor user
interface

(b) Display real-time feedback based on runtime
assessments

(c) Virtual humans (c) Use agent technology to communicate with
learner

(d) AR/smart
glasses

(d) Interface with smart glasses to display information
over the environment
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the Learning Effect Model, the next element to address is learning activities and the role
they serve in the experiential learning model.

Mobile Learning Activities. To facilitate the didactic instruction component of the
experiential intelligent tutor, mobile learning activities are needed that facilitates the
presentation of content, the delivery of assessments, and the management of feedback
and remediation materials. In this use case, learning activities are initialized by some
trigger related to the natural environment (e.g., learner came within 5 m of a desig-
nated way point). The mobile application will present content linked to the learner’s
physical location, with smartphone technologies providing multiple supported media
formats. Following the presentation of content (which is optional), an assessment will
be conducted that incorporates elements of the surrounding environment. This may
take the form of a supported GIFT survey question (e.g., multiple choice, matching,
T/F), along with other custom activities that leverage the mobile data and interfacing
modalities (e.g., interacting with a map). While the mobile device can provide
accurate learners’ location within a learning environment, the embedded learning
activities and assessments are the critical component to contextualizing the instruc-
tion. It’s important that the activity leverages elements of the natural environment to
better support accurate mental schemas of the concepts being instructed and its
interacting parts.

Easy Authoring. With all technology components in place to support an experiential
intelligent tutor, the remaining long-pole-in-the-tent is authoring and configuration. The
main work performed in this capacity is establishing a domain model, captured in
GIFT’s Domain Knowledge File (DKF). The DKF is formulated from the GIFT
schema, and is used to manage the configuration of assessments and instructional
tactics as they relate the tasks, conditions, and standards being training within a
specified scenario.

To ease the burden of authoring, GIFTwrap was developed as an intuitive authoring
interface that enables a training developer to configure GIFT DKF assessment logic
while interacting directly with a simulation-based mission editor [9]. GIFTwrap has
currently been applied to support training exercises in constructive (e.g., Augmented
Reality Sandtable; Amburn) and virtual simulations (VBS3), with primary assessments
operating on location and movement oriented data as it relates to a specified terrain and
map model to guide initial development efforts [6].

Current work is being performed to extend its application to support live training
interaction data by linking GIFT to available map-based Application Programming
Interfaces (API), such as GoogleMaps API. With this linkage, map and terrain data
made available through Gateway specifications can be used to contextualize available
mobile data types (see Table 1) around the tasks a learner will be asked to perform.
What is required is re-conceptualizing the role of assessments in a live environment and
how they might impact the learning experience. As discussed above, for a live training
use case, an author will be responsible for configuring (1) triggers that initialize task
interactions and (2) assessments that are used to guide coaching interventions and
scenario adaptations. Examples of applying GIFTwrap to author triggers and assess-
ments in a live-map environment are seen in Fig. 2. In this instance, GIFT is configured
to trigger events when a learner reaches Points of Interest A-D (as designated by
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entering the blue circle). In addition, GIFT can track your progress in navigating to the
assigned points, where feedback can be provided if they wander too far off course (as
designated by the orange corridors between points.

While GIFTwrap can be used to author an array of assessments based on variations
of available data sources, the use cases described below use GIFTwrap for the purpose
of configuring a DKF to support the blended experiential learning model that con-
textualizes the natural environment with focused didactic content. For each case, we
will present the triggers that drive interaction, the content associated with each trigger,
and the underlying assessments and activities that will drive performance tracking and
remediation practices.

3 Exemplar Use Cases

Below we present two distinct use cases that highlight the utility of an experiential
intelligent tutor application. Each use case highlights different types of interaction and
assessment strategies that can be applied to train a set of knowledge and skills that
relate to the elements in a real-world task environment. The domains used to guide the
discussion are land navigation and architectural design.

Fig. 2. GIFT wrap authoring interface showing four configured triggers used to drive learning
activity initiation. (Color figure online)
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3.1 Use Case 1: Land Navigation and Terrain Association

A critical skill required for successful completion of a land navigation task is terrain
association. This involves having an accurate mental model of contour lines repre-
sented on a topographical map and how those translate to their actual physical repre-
sentation in the natural environment. This is essential when it comes to route planning
for efficiently navigating terrain, as well as essential for tactical decision making by
understanding land features and its impact on operational objectives.

To assist in the training of these concepts and skills, instructors often perform what
is called a terrain walk. This is traditionally facilitated by a subject matter expert
guiding a group of learners through a path with designated areas used to facilitate
instruction. This is often a collaborative exchange where an instructor asks individual
learners to point out land features and to describe their characteristics. The interactions
are believed contextualize classroom instruction through direct observation of terrain’s
physical features, where tactical decision making can improve based on better mental
terrain representations. In addition, as the group of learners move through the envi-
ronment, they also have the opportunity to practice dead-reckoning procedures using a
map and compass.

With a current need for SME support to facilitate, a terrain walk exercise is a
perfect candidate for an experiential intelligent tutoring application for self-regulated
use. By designating specified routes and activity points (see Fig. 2), and using mobile
data for tracking purposes, a personalized terrain walk experience is based on triggered
learning activities that incorporate content, assessments, and remediation materials.
When a learner reaches a specified location, GIFT’s Learning Effect Model is enacted
to deliver an instructional activity. The activity is designed to replicate SME type
interactions and to target the associated learning objectives linked with their point
location on the terrain walk exercise. Along with location, orientation data can also be
incorporated as an input to further enhance the assessment space by estimating field of
view parameters and inferring what can and can’t be seen (see Fig. 3).

With a learner’s known location, and a SMEs input on the features of that location,
targeted assessments and interactions can be triggered (see Fig. 4). Based on their
location and their required understanding of topographical features, the GIFT Mobile
App can assess a learner in two proposed formats. The first, which requires no addi-
tional development, utilizes GIFT survey authoring infrastructure to ask a question that
requires observation of the environment to answer. Following, the second activity,
which is an example of customized activity leveraging mobile map interfacing, requires
the learner to identify the specific features on a map based on the topographic features.
It’s important to note that at each level of assessment, whether at the survey level or
custom activity level, GIFT can provide feedback and remediation based on learner
inputs. The goal is correct impasses and misconceptions, and to reinforce correct
procedures and skill applications. Feedback is inherently linked through the Learning
Effect Model, and configures and presents prompts based on observed shifts in per-
formance states.

Through the GIFT Mobile instantiation of a terrain walk exercise, each learner can
receive a personalized experience that is guided through a configured DKF. This
self-regulated approach is believed to remove a requirement for instructor-led terrain
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walks, where technology can facilitate the learning objectives defined within this
exercise. Research is required to determine the utility of this approach and to collect
training effectiveness oriented data to determine a Return on Investment of the pro-
duced training application [10].

3.2 Use Case 2: Architectural Design and City Planning

Beyond military application, these proposed technologies can apply in many
public-sector domains, including education, training, and even tourism. Much like the
terrain walk example, using known location data can be used in any data-accessible
environment to contextualize instruction, including cities. An excellent domain for
application on city streets is learning about building engineering and architectural
design. A task might be to learn about the architectural history by visiting specified
locations, viewing customized information authored by an instructor, and then com-
pleting assessment activities related to topic and objectives.

In the context of an experiential tutor, GIFT would be triggered as an individual is
walking up to a specified location (see Fig. 5 for a GIFTwrap configured map of New
York City with specified triggers). This is not to say that current app technology does
not exist (i.e. the Discover NYC Landmarks App) but rather that GIFT can take it to a
higher level of instructional assessment, while also enabling an instructor to easily
build their own experiential content block by block, or even location by location. With
the GIFTwrap tool, an instructor could conceivably teach about the architecture of
Venice, Italy, in the classroom one day and then that very night produce an experiential
intelligent tutor for use by students taking a summer trip.

As an example, let’s assume a learner is visiting New York City and is approaching
the Empire State Building in midtown Manhattan. As a learner walks up to the
building, audio and video content can be cued via the GIFT mobile application (e.g.,

Fig. 3. Mobile app references orientation data as input for assessment and coaching (shaded
triangle represents estimated field of vision) following triggered learning activity.
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voice comes on to say “You have reached the Empire State Building, the 5th tallest
skyscraper in the United States, completed in 1931. It is built in Art Deco style which
combined styles such as geometric figures of Cubism with the bright colors of Fauvism
[11]. Check out this video that goes over the blueprint designs.” The mobile app can
also be configured to prompt the learner to look for specific features of the building that
point out the unique nuances that went into the design, and use orientation data to guide

Fig. 4. Example mobile interactions for training terrain association in the wild (upper left:
multiple choice question requiring touch input; upper right: map feature identification task
requiring touch input; lower: html task feedback reinforcing learning objectives by linking
content to physical environment)
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their gaze. From an instructional standpoint, an author is then responsible embedding
instructional activities that include assessments for inferring understanding and com-
petence. As seen in Fig. 5, you can even apply elevation data as a triggering condition,
where instructional activities are to be enacted when a learner reaches the Empire State
Building observation deck.

While we reviewed notional applications of this mobile approach to instruction in
land navigation and building architecture, there are multiple use cases a learning
technology of this nature can support. The overarching goal is all about contextual-
ization. This is especially relevant with domains that incorporate numerous interacting
elements that are difficult to replicate and ground in a classroom, or even simulated
environment. Regardless of the domain, each experiential tutor works on the same data
models, where guidelines can be established that empower any non-technical user to
design and develop their own applications for use by a group of their choosing.

4 Future Work

4.1 Experiential Intelligent Tutoring Implementation

With a design in place, the next step is implementing the specified interactions based on
GIFT’s authoring workflows. This requires establishing a gateway connection with a
mobile network and then programming condition classes (e.g., determine when a
learner enters a location, measure distance traveled, etc.) based on the available data
inputs. These condition classes are established in GIFT’s source-code and referenced
during authoring for the purpose of building scenario specific assessments. These
components are then used to build a DKF that is applied to a specified scenario (see
Fig. 6).

The DKF requires an ontological breakdown of tasks, concepts, and sub-concepts
that are used to manage assessment and pedagogical configurations. Based on each

Fig. 5. GIFTwrap configured for experiential learning with the Empire State Building (from
street [marker A] and observation deck [marker B]) and Chrysler Building [Marker C]) [x].
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task, concepts are defined that associate with configured assessments. Those assess-
ments are then used to trigger the instructional activities described above, along with
feedback messages that are based on performance outcomes. With a DKF in place, a
full mobile course can then established and shared with an intended audience for wide
use.

4.2 Social Media Component

Additionally, we are interested in a social media component, where students collabo-
rate in groups where they can annotate and share information as they are moving
through the environment. This format enables learners to take control of their learning
where they can upload content of interest and rate the content of others. The strength of
this interaction is the interconnectivity between the students, the environment, and the
learning content. There is much research left to be done regarding the role of social
networks in self-regulated informal learning settings.
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Abstract. This paper presents an artificially intelligent platform designed to
enable experiential learning of complex interpersonal competencies. Called
Guided Mindfulness, the platform supports learning from on-the-job experi-
ences through guided questioning and reflection. The AI platform is described
within the context of a year-long learning cycle. Theories of mindfulness are
linked to experiential learning with a specific emphasis on how Guided Mind-
fulness is an improvement over traditional mindfulness interventions for this
type of learning.
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1 Introduction

The technology of munitions has rapidly advanced over the last half century. Until the
1980s, airborne munitions were comprised largely of unguided gravity bombs. When
dropped en masse, these munitions had an impact in the vicinity of a targeted area, but
did not offer a high probability hit on a specific target. Thus, to neutralize a specific
target, a large number of bombs, and perhaps additional bombing runs, were necessary.

This approach has been replaced with smart munitions. Smart bombs are precision
guided, which increases the probability of hitting a desired target. This means fewer
bombs, with smaller yields, are needed to achieve mission objectives.

Traditional mindfulness interventions have been under increasing study for adop-
tion in the US military. However, they operate similarly to a dumb bomb approach to
learning, where a broad state of mindfulness increases the probability of overall
learning, but may miss the targeted learning most valued by the organization.

In this paper we will present a new approach to learning, Guided Mindfulness,
which we believe will provide the smart munitions necessary for scalable, adaptable,
and personalized development of military personnel in the complex interpersonal
competencies necessary for success in the increasingly complex U.S. military milieu.

The United States Military must operate in challenging environments characterized
by volatility, ambiguity, and uncertainty. Thus, the military values complex interper-
sonal skills such as adaptive thinking, adaptive performance [1, 2] and resilience [3].
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Complex interpersonal skills can be acquired in the classroom; however, they are better
learned through experience [4]. Experiential learning is the process through which
knowledge is derived from, and tested through, interactions with the environment. This
process relies heavily on reflection and introspection [5]. However, a notable limitation
of experiential learning is that it is generally unstructured and therefore idiosyncratic to
the learner [6]. To address these learning challenges, we will present the concept of a
technology enhanced platform, referred to as Guided Mindfulness (GM), that optimizes
experiential learning [7, 8].

The learning needs of people in complex, dynamic (VUCA) organizations can no
longer adequately be addressed with standard classroom or even newer online learning
techniques [9]. Our objective is to take advantage of new artificially intelligent tech-
nologies to enhance real-time learning of complex competencies. While traditional
mindfulness has been linked to valued outcomes, the broad focus of the approach may
not fit the targeted needs of the military. Instead, GM is narrowly focused on directed,
relevant competencies that are driven by the strategic vision and human capital plans of
the military training doctrine. While achieving mission related learning outcomes, the
GM platform facilitates the second-order goal of strengthening self-regulatory mech-
anisms that may generalize beyond the focal learning outcomes.

1.1 The Guided Mindfulness AI Platform

The GM platform is a technology-assisted individualized approach to experiential
learning that triggers event-based preparation and reflection to increase state mind-
fulness, train self-regulatory mechanisms, and improve complex skill acquisition.
Using an artificially intelligent platform, the learner is directed through the learning
experience with prompting questions and activities before, during, and after specific
experiential learning events. This just-in-time learning approach involves pre and post
assessment, preparation, reflection, and review (see Fig. 1) to facilitate the self-paced
directed learning of any interpersonal competency or targeted complex skill. To
illustrate how the GM platform will operate, we will present the stages of GM in a 1
year learning cycle characterized by the stages of initial assessment, event based
learning, final assessment and review, and final assessment.

Initial Assessment. GM begins with an assessment of the skills that have been tar-
geted for development. A standardized assessment of relevant competencies serves as a
baseline that allows the organization to prioritize experiential learning around its talent
strategy. This initial assessment is in the form of a customized 360° feedback tool. This
360° feedback provides the learner a baseline from which to understand and leverage
strengths and improve upon developmental opportunities [10]. The GM platform
incorporates the 360° feedback results and guides the learner through the process of
interpreting the results. By accessing a dashboard, the learner can refer to these results
throughout the learning cycle. The GM platform will specifically target these compe-
tencies and provide data regarding change during the event-based learning phase and
final assessment.

Event-Based Learning. Event-based preparation and reflection is the central activity
of the GM approach, and is facilitated by an artificially intelligent (AI) platform. In
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practice, the approach is expected to work as follows. The learner first identifies a
learning opportunity in an upcoming event. The learner can note this opportunity in
their calendar, and “invite” the AI entity to engage in GM related to the event. The GM
platform would prompt the learner prior to the scheduled event and instruct her to think
about the future event, what competencies are necessary for successful performance,
her level of proficiency on those competencies, and possible barriers or roadblocks that
may interfere with successful performance. We refer to this stage of the GM process as
Prepare (Fig. 2). These questions are both competency-based and event-based and
cover sufficient breadth as well as depth for the event. In other words, the questions are
similar to the types of questions a coach might ask, thus the GM system is similar to
electronic coaching or e-coaching [11]. Through these eliciting questions, the GM
system guides the learner through preparation to anticipate and process the actions
necessary for success. The learner’s responses are the data that are captured and stored
in a database for subsequent review.

Assessment and Review. Following the event, the AI entity would prompt the learner
with questions requiring reflection on the event, referred to as Reflect (Fig. 2). The
learner may be asked to self-assess performance during the event and indicate how the
pre-identified competencies contributed to the outcome. In addition, the GM system
may ask the learner to discuss the match between pre-event expectations and post-event
insights. These types of questions prompt learners to fine tune their sensemaking and
engage in simulation [7], deepening their experiential learning and modifying their
mental models. Post-event reflection responses can also be collected and stored. Over
time, the system gathers data over multiple events that can be sorted by factors such as

Structured and Standardized Experien al Learning and Assessment

Fig. 1. Guided mindfulness experiential components
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event, competency, and problems areas. This data can be explored by the learner or
aggregated and evaluated at a higher, organizational, level.

Final Assessment. At the end of the yearlong learning cycle, a final 360° feedback
assessment is conducted. The GM platform will again compile the results, assist the
learner in interpreting the results, and help the learner reflect on improvements as well
as continued areas for development.

The combined stages of the GM platform serve to focus attentional resources on the
targeted competencies in advance of and after learning opportunities. Thus, “Guided”
in this sense does not connote providing a path to general mindfulness. Rather it refers
to mindfulness of a specifically defined skillset. This approach differs substantially
from traditional mindfulness approaches, which assume that once a state of mindful-
ness is achieved, the learner maintains a steady state of focused awareness of self and
the situation. An implicit assumption is that under these conditions mindfulness gen-
eralizes across contexts. We believe this level of mindfulness is not sustainable for
learning initiatives, or in some cases desirable in a military context. GM, on the other
hand, tightly focuses on organizationally relevant competencies while providing the
desirable side effect of strengthening overall self-regulation and thus enhancing other
experiential learning opportunities.

1.2 Experiential Learning

Experiential learning is a process through which knowledge is derived from, and tested
through, interactions with the environment. This process relies heavily on reflection
and introspection [5]. There are many advantages to experiential learning, however, it
is generally unstructured and idiosyncratic to the learner [6]. This means that what is
learned and how much is learned depends on the individual leaner.

Classroom and other types of structured learning often do not provide sufficient
opportunities to experience real-world problems and practice the skills needed to
navigate complex environments [12]. Therefore, many professionals view experiential
learning as the best approach for complex skill acquisition, particularly for developing
complex interpersonal and coping skills such as adaptability [2], leadership [5, 13],

Fig. 2. Illustration of the preparation and reflection stages of guided mindfulness

208 R. L. Griffith et al.



cross-cultural competence (e.g. [14]) and resilience [3]. Learning complex skills
through experience (rather than a classroom) has several distinct advantages. First,
learning is inherently more relevant to the individual because it is based on unique
personal experiences rather than generic one-size-fits all instructional materials. Sec-
ond, learning from experience ensures a correspondence between newly acquired skills
and real-world challenges, eliminating the transfer of training problem. Third, expe-
riential learning is more variable than two dimensional training materials, which results
in more integrated, generalizable, and permanent skill acquisition [15].

However, simply providing experiences does not guarantee that experiential
learning occurs. Much of the effectiveness of experiential learning is dependent on the
self-regulatory processes of the learner [16, 17]. Self-regulation, the inhibition or
activation of affective, behavioral, and cognitive processes, allows the learner to focus
attention, reflect, and achieve goals [4, 13]. However, personnel in extremely dynamic
environments often do not have the spare cognitive resources needed for the
self-regulatory activities required to produce effective experiential learning [9]. These
obstacles to complex skill acquisition are magnified when the immediate needs of task
completion in volatile and unpredictable environments overshadow the chance to learn
and continuously improve.

What is needed is a solution that enables mobile, adaptive, moment-of-need access
to skill development that can seamlessly train and transfer skills through a work unit or
agency. Essentially, the GM platform “jumpstarts” the self-regulatory processes that
are necessary to gain from experience. By prompting the learner, the platform can
initiate meta-cognition that may not have occurred under non-augmented conditions.
Based on a self-regulation view of learning, the GM approach integrates mindfulness
techniques into individualized, adaptive, artificially intelligent training that should lead
to improved learning outcomes over currently used training methods. Self-regulation
theory suggests that a limited amount of resources are available in a given moment
[18]. GM facilitates the efficient allocation of these resources, and tightly focuses
mindful states associated with learning.

1.3 Mindfulness and Experiential Learning

Mindfulness is comprised of awareness and attention [19]. Awareness refers to a broad
observation of the environment, letting stimuli flow through conscious awareness.
Attention refers to the focus of that awareness on the present and focal target, without
judgement or evaluation. In other words, mindfulness is the non-evaluative objective
experience of the environment, rather than perceiving the world through the lens of
previous experience, heuristics or other self-relevant and cognitive filters. In the
workplace, mindfulness is viewed as a self-regulatory mechanism that works through
decreasing the automaticity with which we interact with the environment, decoupling
the self from events in order to experience them with less emotion, and increasing
self-awareness [20]. A state of mindfulness enables an individual to reflect on an event
in the here-and-now, without judgement, and integrate it to build increasingly robust
and useful schema.

Reflection is a key process in experiential learning [5] and mindful engagement
[21]. It is clear that it is not the provision or completion of an experience that matters to
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learning but rather how individuals go through those experiences. Most people are
action-oriented and accomplishment focused and tend to live their lives moving from
one event to another without fully digesting or reflecting on them. The value of
mindfulness is that it promotes non-evaluative reflection. There is some evidence that
those with higher levels of mindfulness are better at learning and retention of material
[22, 23]. Mindful attention may allow learners to not only deploy their current
knowledge to an experience, but also to explore new possibilities which should pro-
mote greater learning [24]. In these ways mindfulness can have a positive impact on
learning.

1.4 GM as an Improvement Over Traditional Mindfulness Interventions

GM directly impacts both awareness and attention. First, the assessment phase,
reflective questioning, and improvement in targeted metrics should enhance the
self-awareness of the learner. Over time, the learner will be exposed to quantitative and
qualitative indicators of performance in the targeted domain. Thus, they will not only
become aware of their current level of performance, but also get a sense of their rate of
learning, barriers to learning, and potential moderators of outcomes. Second, the
competency-based line of inquiry focuses self-regulatory resources on reflection related
to the competencies designed in the system rather than on the idiosyncratic choices of
the learner. This focused attention is the rationale behind the “Guided” nomenclature of
GM.

The GM process of questioning and reflection is targeted to help learners get the
most learning benefits for critical competencies from their on-the-job experiences.
Therefore, establishing a targeted state of mindfulness at the outset of a learning
experience through the GM Prepare phase should promote greater reflection and
subsequent learning during the experiential phases. Moreover, ongoing prompts for
reflection after a learning event should stimulate continued mindfulness and eventual
learning from the experience. GM is targeted and narrow to specific competencies and
learning experiences. It focuses attention on a particular stimulus, in this case an
experience, as it is and decouples that attention from meta-awareness - the typical
self-referenced evaluation and judgement of the situation. This is different from tra-
ditional mindfulness interventions that focus attention on a general stimulus such as
breathing. These interventions have been used to promote more general health and
well-being [25], whereas the GM approach is developed to contribute to unbiased
reflection and subsequent learning of specific competencies from on-the-job
experiences.

In essence, the GM platform serves as a coach that is aware of your baseline
competency level and learning progress. This coach helps you make sense out of
potential opportunities, and focus on opportunities to learn, practice and improve
critical interpersonal and coping skills. Rather than simply transmit declarative
knowledge like a trainer, the GM platforms prompts metacognitive routines such as
simulation and reflection which should result in deep learning [26].
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1.5 GM and Self-regulation

Mindfulness is theorized to improve learning through the mechanisms of increased
attention, greater cognitive capacity and cognitive flexibility, and decreased emotion-
ality [24]. GM is targeted toward specific self-regulated learning opportunities through
the identification of relevant learning events, real-time reflection, and event-based
probing questions. GM should enhance experiential learning by impacting
self-regulatory processes directly relevant to the controlled processing required for skill
acquisition in complex environments. Specifically, GM will improve experiential
learning through several intervening self-regulatory processes including self-awareness,
situational awareness, social awareness, and sensemaking [7].

GM enhances self-awareness by prompting learners to assess their own skills and
competencies for the situation at hand via controlled, in –the-moment, non-judgmental
processing. Reflection has been linked to a change in self-perspective and sense of self
[21]. GM will also reduce automaticity and thereby increase self-knowledge. GM will
improve situational awareness and facilitate understanding of the context and envi-
ronment. Focusing the learner’s attention on situational factors will result in better
contingency planning and adaptability, as alternatives will be more easily activated.
Social awareness refers to the ability to recognize tacit social cues in order to under-
stand individual and group dynamics and interact effectively [27]. GM will promote
social awareness through mindful attention and non-emotional processing of the social
environment, and thus enable better management of social relationships. Self, situa-
tional, and social awareness will enable sense making which is the process by which
people infer meaning from an event and decide on a future course of action [28].

The GM mindful preparation and reflection process focuses the learner’s attention
on the salient features of a situation which will enable self, situational, and social
awareness. This focused attention on target competencies will help the learner derive
meaning and ultimately incorporate new information into his or her knowledge
structures on skills that will have the most impact on performance.

1.6 Implications and Benefits of the Guided Mindfulness Approach

The proposed GM platform is a flexible, agile, and scalable approach for complex skill
acquisition that provides a number of benefits to the learner and his or her unit/agency.
First, the GM approach is competency neutral, and therefore can be applied to any
complex skills domain (e.g. leadership, negotiation, adaptive performance, cross cul-
tural competence, etc.). In addition, if competency models change, a GM system can be
easily modified without making drastic changes to its architecture. While content-based
approaches to learning (e.g., classroom learning) need regular modifications to remain
current, an event-based reflection approach is relatively content free, resulting in less
regular instructional design costs. The GM approach will enable learners to get better at
what matters to an organization via the competency-based system. This is in contrast to
more general mindfulness interventions which may be associated with improvements in
well-being but not necessarily the competencies most mission critical.

Second, rather than being restricted to a classroom or schedule, the proposed GM
system would be an agile learning platform. The technology underlying the GM system
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could be accessed on a PC, tablet, or smartphone though cloud-based technology. Not
only does this allow for rapid relevant learning, but it also reduces training hardware
and maintenance costs. This approach is also scalable. Learning need not be limited by
the restricted number of seats or instructors in formal training situations.

Finally, the GM platform trains learners to think a particular way-to ask questions
and reflect on experiences and answers. This should improve learning specific com-
petencies as well as promoting lifelong learning via improved self-regulatory pro-
cesses. In other words, traditional mindfulness is a likely result of the GM process,
along with competency-specific skills.

1.7 Conclusion

Guided Mindfulness is intended to be a flexible, agile, and scalable approach for
improving complex skill acquisition that adds structure to the reflection and mindful-
ness processes critical for experiential learning. We believe Guided Mindfulness can
serve as a tool to optimize the experiential learning necessary to hone complex skills
like adaptive performance, and will achieve superior results when compared to tradi-
tional mindfulness interventions. In sum, GM is more likely to impact the targeted
competency in a precision-guided fashion, whereas traditional mindfulness results in
broad learning enhancement, but may miss the mark on essential mission critical skills,
much like the iron gravity bombs of an earlier age. To develop the agile leaders for
tomorrow’s complex and volatile environment, U.S. Military must leverage the best
training content available - real-world experiences. Furthermore, they must do so in a
manner that is flexible, agile, scalable, and leads to long-term change. The concept of
Guided Mindfulness meets these requirements.
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Abstract. The military training community is faced with the daunting task of
providing each and every warfighter with basic, journeyman and advanced
training courses – using media and methodologies that permit rapid, efficient
learning and transfer of the learning to a wide range of operational tasks. There is
a need for a methodology and metrics to assess the best combinations of learning
techniques that can be applied across various types of military training systems
and a training testbed with which to assess individual and group characteristics
that can accelerate the speed of learning, increase comprehension and retention,
and improve transfer of training to performance on operational tasks. Accelerated
learning is comprised of two primary components: accelerating the learning
pathway and accelerating the learning process. The Curriculum for Accelerated
Learning through Mindfulness (CALM) theoretical model seeks to combine
these two components and to close the loop between the two, providing real-time
correlation of training performance to cognitive state metrics and subsequent
adaptation of training content (e.g., complexity/difficulty, modality, scaffolding)
in order to maintain an optimal and accelerated state of learning.

Keywords: Accelerated learning � Brain sensors and measures
Effects of stress & cognitive load on performance
Measuring and adapting to individual differences
Sensor integration to characterize operator state

1 Introduction

1.1 Challenges in Optimizing Military Training

The military training community is faced with the daunting task of providing each and
every warfighter with basic, journeyman and advanced training courses – using media
and methodologies that permit rapid, efficient learning and transfer of the learning to a
wide range of operational tasks. For example, the navy has expressed the need for each
sailor to improve his or her training efficiency and learning retention for complex naval
tasking by a factor of two times or more. Therefore, there is a need to discover
accelerated learning techniques through valid and reliable metrics and the comparison
of human behavioral techniques that support transfer of training to the complex
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operational environment. Optimized training requires a notable change in the learning
paradigm – a training paradigm in which the training system assists the learner in an
effort to enter and maintain an optimal cognitive state for learning. Such a state should
provide for enhanced skill acquisition and more rapid retrieval of information from
memory, as well as the ability to sustain focused attention for longer periods of time
and deeper levels of information processing (Wickens and Hollands 2000).

The problem faced is multifaceted in that accelerated learning pedagogy has not
been explicated for complex training systems such as those found in the military.
Further, optimal cognitive states vary across learning and performance domains, as well
as within and across individuals. Even for the same task, optimal states have been
shown to differ across individuals. For example, it has been shown that some indi-
viduals perform best when in higher states of arousal than others. Studies of accelerated
learning are also complicated by findings by training experts that trainees often do not
arrive at formal training sessions prepared to learn. Trainees may arrive in various
states of arousal, fatigue, and anxiety based upon events of their personal and pro-
fessional lives (e.g. marital problems, financial issues, multiple conflicting demands at
work), leading to distraction and difficulty in assimilating complex training content.
Further, trainees with less ambient arousal and anxiety are more likely to successfully
focus and absorb the material presented. Research has shown that trainees who enter
training with a negative brain state exhibit sub-par performance and learning as evi-
dence by the measured modulation of encoding and retrieval processing within their
memory systems (Margraf and Zlomuzica 2015). However, most individuals are not
aware when their minds are closed to learning, and a suboptimal trainee learning state
may not be apparent to an instructor.

1.2 Optimal Cognitive States for Learning

Research in the field of Neuroergonomics (the study of how the brain performs in
operational environments), indicates that the type of sustained attention necessary for
skill learning and safety monitoring while engaged in difficult operational tasks
(Parasuraman 2000) is enhanced through techniques such as mindfulness.
Self-regulation and self-management of the brain networks that underlie mindfulness
lead to enhanced brain connections necessary for improving data processing and
memory retrieval (Shapiro et al. 2006) and enhanced executive control over inflexible
biased response (Teper and Inzlicht 2013). Thus, for deeper, accelerated learning of
complex occupational skills, military personnel need to be engaged, involved, and
mindful before and during the training process. The ability to improve engagement
during training holds the potential to increase the transfer of training, leading to
enhanced readiness and success on the across a wide range of military operational
domains and tasks.

Current research also suggests that the external (learning material) and the internal
(mental states) aspects of a learner should be in balance or in predictable order for
optimal learning to occur (Csíkszentmihályi 2014, p.211). Csíkszentmihályi (2014) has
further characterized this optimal learning state as a “flow” state - a state of heightened
focus and immersion in activities such as art, play and work. Mindfulness may act to
clear and awaken one’s mind, leading to reduced anxiety and improved access to
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attentional networks. Entering flow state may then be enhanced increasing focused
attention and heightening information processing in that domain. To maintain an
optimal state of learning, the training should have clear tasks, optimal challenges, and
provide clear and immediate feedback. In addition, the training must match the lear-
ner’s current knowledge state and simultaneously challenge the trainee through a
cooperative learning strategy such that he or she can perform the tasks alone with
insight to problem solving beyond the formal instruction (Vygotsky 1987).

Thus, there is a need for a methodology and metrics to assess the best combinations
of learning techniques that can be applied across various types of military training
systems and a training testbed with which to assess individual and group characteristics
that can accelerate the speed of learning, increase comprehension and retention, and
improve transfer of training to performance on operational tasks.

1.3 Adaptive Training and Augmented Cognition

Vygotsky (1987) described the concept of the zone of proximal development (ZPD) as
“the distance between the actual developmental level as determined by independent
problem solving and the level of potential development as determined through problem
solving under adult guidance, or in collaboration with more capable peers” (p. 86).
Essentially, the ZPD describes what one needs to learn with assistance of an expert,
such as in a train-the-trainer paradigm, or what the learner can do without assistance.
ZPD requires monitoring of in-situ performance and providing assistance or feedback
from an expert trainer or a team of peers, either simulated or live. Metrics for assessing
mindfulness and monitoring flow currently consist of self-report questionnaires and
interviews that are non-invasive and inexpensive; however, memory bias and task
interruption affect the reliability and validity of these methods. To demonstrate efficient
and effective methods that increase the sailor’s learning speed, comprehension, and
performance requires an ability to measure cognitive and affective states of the learner
throughout the training experience. Therefore, there is a need to discover accelerated
learning techniques through valid and reliable metrics and the comparison of human
behavioral techniques that support transfer of training to the complex operational
environment.

In addition to subjective measures of flow such as the 36-item Flow State Scale
(FSS) (Jackson and Marsh 1996), several more recent research efforts have been
undertaken to use psychophysiological measures to detect and characterize flow state
using a wide range of sensor technologies (Berta et al. 2013). One such study
demonstrated that psychophysiological data and pupil dilation characteristics were
significantly different while using Facebook, an activity thought to be highly engaging
over extended periods of time, as compared to induced stress and relaxation conditions
on multiple linear and spectral indices of somatic activity. The psychophysiological
state evoked in the Facebook condition was characterized by high positive valence and
high arousal, which have been used to define Core Flow State (Mauri et al. 2011).
Research has also indicated that flow experiences may combine subjectively positive
elements with physiological elements associated with strainful tension and mental load
based on heart rate variability and salivary cortisol (Keller et al. 2011). Similary, Nacke
and Lindley (2008) demonstrated video gameplay scenarios designed for
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combat-oriented flow experiences demonstrated measurable high-arousal positive affect
emotions, which were consistent across both subjective (questionnaire responses) and
objective measures collected (electroencephalography, electrocardiography, elec-
tromyography, galvanic skin response and eye tracking).

Hou and Fidopiastis (2017) developed an adaptive intelligent tutoring methodology
for accelerating learning for unmanned system operators that extended the research and
development of the Defense Advanced Research Projects Agency’s (DARPA) Aug-
mented Cognition (AugCog) program. The purpose of the AugCog training architec-
ture was to evaluate best practices for designing interfaces that facilitated trainee
learning by maintaining the trainee in the optimal state of learning (Nicholson et al.
2007; Hou and Fidopiastis 2017). The successful mapping of psychophysiological
human state changes in adaptive tutoring systems has been demonstrated by the
AugCog research community (St. John et al. 2003; Palmer and Kobus 2007).
Specifically, cognitive and affective state changes of the learner are measurable using
psychophysical metrics such as electroencephalography (EEG), heart rate variability
(HRV), and electrodermal response (EDR) to identify cognitive workload (Sciarini and
Nicholson 2009), engagement (Berka et al. 2007), and negative emotional states
(Vartak et al. 2008). However, for proper effectiveness or training transfer to the field
environment, the training system must adapt the learning content base on the skill level
of the learner and optimize the learner states of engagement, performance, cognitive
workload, and affect throughout the training experience (Hou and Fidopiastis 2014,
2017).

1.4 Accelerated Learning Operational Definition and Application

Accelerated Learning has been operationally defined as “The reduction of learner time
required to meet learning objectives in a training event (Hoffman et al. 2010, p. 400)”.
According to Hoffman et al. accelerated learning is comprised of two primary com-
ponents: accelerating the learning pathway and accelerating the learning process. The
former involves enabling the learner to cover and master material in less time, while the
latter involves employing instructional design principles that increase learner engage-
ment with the material. The remaining sections of this paper present a theoretical
approach and initial instantiation of a method by which to apply and operationalize this
definition of accelerated learning within the context of a military training task.

2 Curriculum for Accelerated Learning Through
Mindfulness (CALM)

2.1 CALM Theoretical Model and Testbed System

The Curriculum for Accelerated Learning through Mindfulness (CALM) theoretical
model seeks to combine the two components of accelerated learning as defined by
Hoffman et al. (2010): accelerating the learning pathway and accelerating the learning
process. This model has been instantiated within a prototype testbed system involving a
mindfulness intervention that prepares the sailor for learning and a methodology to
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assess the flow state of the learner throughout a contextually relevant Naval learning
experience using psychophysiological measures. This model is based on the premise
that a trainee who is mindful (engages in focused attention) and in the flow (meeting
the learning material with appropriate cognitive challenge and skill level) will maintain
optimal cognitive and affective states that prepare his brain to learn more effectively
and efficiently, produce higher and longer retention of the training material, and
facilitate transfer of that training to the operational environment.

Accelerating the Learning Pathway. This component of accelerated learning
involves enabling the learner to progress through and master material in less time.
Within the CALM theoretical model this is achieved via a paradigm that uses an
unconventional application of Item Response Theory (IRT) to drive an adaptive trainer
that automatically determines the appropriate training and testing level of difficulty for
a student based on his or her in-situ measured ability level. This component of the
CALM testbed consists of an existing adaptive training system, the Adaptive Gaming
Environment for Submarines (AGE-S), which provides computer-based Electronic
Warfare (EW) Support (ES) operator proficiency instruction and assessment relevant to
Electronic Support Measures (ESM).

Each training module within the AGE-S system contains a set of instructional
materials, which consist of text, pictures, sound files, and short movie clips to convey
the basic concepts underlying the skills to be taught. Following the instructional
material, the module contains several groupings of questions. Each question consists of
an EW scenario captured from an Advanced Submarine Tactical ESM Combat System
(ASTECS) emulator either as a static picture, a sound file, or a movie file, plus a
multiple choice question to go with the scenario. The groups of questions range from
very simple, covering the most basic concepts, to intermediate difficulty, where
part-task skills are tested and the number and complexity of sonar emitters is
increasing, to the most difficult questions, which contain movies and complicated
scenarios that closely parallel whole-task skill testing. Questions are binned into five
levels of difficulty (Easiest, Easy, Medium, Hard, Hardest). The adaptive engine
measures a student’s performance on the questions and determines whether to provide
questions of the same, easier, or harder level of difficulty. Each time a question is
answered incorrectly, process feedback is provided in the form of a brief video clip
containing step by step instructions, similar to a worked example, detailing the way in
which the trainee should have completed the exercise to arrive at the right answer.
When a question is answered correctly, the system indicates that the right answer was
provided, and the next question is immediately presented, with no additional feedback.

As such, adept students will move quickly through the material, without pausing for
additional instruction or feedback, progressing to increasingly harder questions and
completing the module in less time, while less proficient students will take longer to
progress through the course material, but will receive the extra instruction they need
along the way to successfully complete the module.

Accelerating the Learning Process. This component of accelerated learning involves
employing instructional design principles that increase learner engagement with the
material. Within the CALM theoretical model, during training content development
and validation, this is achieved by using psychophysiological measures to objectively
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assess cognitive engagement across multiple individuals while interacting with
instructional and assessment materials having varying levels of difficulty. This com-
ponent of the CALM prototype system consists of a Testbed for Intelligent Tracking
and Real-time Assessment of Trainee Engagement (TITRATE), comprising a physi-
ological sensor suite and validated analytic algorithms for evaluating a subject’s cog-
nitive state in real-time while completing AGE-S assessment questions across all five
levels of difficulty. These algorithms emphasize detection of optimal levels of
engagement for a particular individual using a comparison to baseline and comparison
to performance outcomes methodology. The current TITRATE prototype system uses
the B-Alerttm X10 (Advanced Brain Monitoring, Carlsbad, CA) mobile sensor system,
a commercial off the shelf (COTS) technology that provides nine channels of
high-quality EEG, plus one optional channel for Electrocardiography (ECG), Elec-
tromyography (EMG), or Electrooculography (EOG). The current prototype also uses a
previously developed and validated engagement metric, which uses discriminant
function analysis (DFA) methods to derive a four-class quadratic DFA model to dis-
tinguish high engagement, low engagement, distraction, and sleep onset classifiers.

Closing the Loop. Additionally, the CALM theoretical model advances current
training paradigms by integrating a mindfulness module (MindMod) that prepares the
trainee for learning or assists the trainee in returning to an optimized cognitive state for
learning when engagement levels become too low. The MindMod component of the
CALM prototype system consists of a series of mindfulness exercises, including guided
meditation, which can be selected based on trainee preference, and which will be
objectively assessed for efficacy under future research.

Finally, the envisioned CALM testbed system will include an Adaptive Driver to
Augment Performance and Training (ADAPT) Application Programming Interface
(API) that enables real-time correlation of training performance to cognitive state
metrics and subsequent adaptation of training content (e.g., complexity/difficulty,
modality, scaffolding) in order to maintain an optimal and accelerated state of learning.

2.2 CALM System Proof of Concept Functionality Testing

Proof of concept functionality testing was conducted in order to verify the ability of the
prototype testbed system to (1) collect clean and complete physiological sensor data
sets; (2) accurately synchronize physiological data timestamps to task related times-
tamps, task events, and relevant contextual information (e.g., start and stop of each
question, question level of difficulty, answer accuracy); (3) assess the sensitivity of the
TITRATE sensors and algorithms with respect to detection of potential changes in user
engagement while completing the AGE-S module questions at varying levels of dif-
ficulty; (4) assess the sensitivity of the TITRATE sensors and algorithms with respect
to detection of potential differences in cognitive state between a regular meditator and a
novice meditator; and (5) assess the sensitivity of the TITRATE sensors and algorithms
with respect to detection of potential changes in cognitive state before and after a brief
meditation session. Functionality testing data were collected for two individuals, one
who has maintained a dedicated meditation practice over many years and one having
no prior meditation experience. Both individuals, having had prior training and
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experience in using the AGE-S training system, completed a total of 100 AGE-S
questions, across all five levels of difficulty, as well as a five-minute meditation session
half-way through the testing session. The 100 questions were broken into 10 blocks,
each with a specified level of difficulty, ranging from Easiest to Hardest. As shown in
Fig. 1, each participant completed 10 Easiest, 10 Easy, 10 Medium, 10 Hard, and 10
Hardest questions, followed by the five-minute meditation (indicated by the green
arrow as question #51). Both participants then completed 10 Hardest, 10 Hard, 10
Medium, 10 Easy, and 10 Easiest questions. EEG and ECG were collected for both
participants throughout the testing and meditation sessions.

Figure 1 provides average estimates of the highest probability EEG-based
engagement state for the meditator (represented in blue) and the non-meditator (rep-
resented in red) across 100 AGE-S questions answered the five-minute meditation
session (indicated with a green arrow and represented as Question #51). The
engagement algorithm estimates the mostly likely state of the user, selected from Sleep
Onset (SO), Distraction (DIS), Low Engagement (LE), or High Engagement (HE) on a
second by second basis. The algorithm indicates the most likely state for each second
with a specified value assigned to each state as follows: 0.1 (SO), 0.3 (DISS), 0.6 (LE),
or 0.9 (HE). Given that each question took longer than one second to answer, and the
times to complete each question varied, multiple state estimations were recorded for
each question, and the estimated states may have changed over the course of each
question. Initial analyses first evaluated the average estimated state over the course of
each question and the five-minute meditation session. As such, the plotted points in
Fig. 1 do not fall strictly at the specified level of a specific engagement state, but rather

Fig. 1. Mean engagement state for the meditator and non-meditator across all 100 questions and
the five-minute meditation session (represented as Question #51). (Color figure online)
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indicate an average level across the four potential states for each question and during
meditation.

In addition to displaying the engagement probability for each question answered, as
well as during the five-minute meditation, Fig. 1 also indicates whether each question
was answered correctly or incorrectly. The circular symbol on the line graph for each
question is filled in if the question was answered correctly; if the symbol is empty, this
indicates that the question was answered incorrectly.

The regular meditator (shown in blue), performed very well on the first 50 ques-
tions, answering only one incorrectly in the Easiest block, one incorrectly in the Easy
block, two incorrectly in the Medium difficulty block, two incorrectly in the Hard
block, and two incorrectly in the Hardest block. Upon beginning the second block of
Hardest difficulty questions (starting with Question #52), immediately following the
five-minute meditation, the regular meditator answered three questions incorrectly. In
the subsequent Hard difficulty question block, he answered four incorrectly, followed
by just one incorrect answer in the Medium difficulty question block, one incorrectly in
the Easy block, and no incorrect answers in the final Easiest block of questions.

The non-meditator performed well on the first block of Easiest questions, getting
only one incorrect, and on the Easy questions, getting two incorrect. However, he
began to struggle more with the Medium questions, getting three incorrect, and then
really struggled with the Hard and Hardest difficulty question blocks, answering seven
and eight incorrect, respectively. Following the meditation session, the non-meditator
continued to struggle, answering nine of the second block of Hardest questions
incorrectly and seven of the Hard questions incorrectly. He then began to recover in
performance during the Medium question block, answering only two incorrectly, and
then maintained good performance throughout the remainder of the questions,
answering just two Easy questions incorrectly, and none of the final block of Easiest
questions incorrectly.

While, on average, both individuals remained somewhere between Low Engage-
ment and High Engagement throughout the testing and meditation session, the medi-
tator maintained consistently higher engagement levels than the non-meditator
throughout all the question blocks, which may have contributed to better performance.
For some questions, the meditator’s average engagement value was 0.9, indicating that
he was in a state of High Engagement the entire time he was answering that question
(e.g., Questions #21, #65, #90, and #97). Notably, all four of those questions were
answered correctly.

Interestingly, the meditator displayed markedly lower engagement levels during the
five-minute meditation session (indicated as Question #51). This result is to be
expected with a highly practiced meditator, who is likely able to go into very deep
states of consciousness very quickly; those skilled in meditative practices are extremely
good at disengaging from active thought processes and unintended distracting thoughts,
even within a short meditation session. During longer sessions, these deeper states are
very similar to sleep onset from an engagement perspective, and while experienced
meditators can get into these states fairly quickly, practiced meditators typically bring
themselves out of those states slowly at the end of a meditation session. In this case,
immediately following the short (five-minute) meditation, the regular meditator
returned to pre-meditation engagement level, but performed poorly much more poorly
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on the Hardest block of questions as compared to his performance on the Hardest block
preceding meditation. This may be an indication that he went into an extremely low
engagement state during meditation and was still coming out of that state when
attempting to answer the questions in the next block. This is to be expected with a
highly practiced meditator.

The non-meditator not only exhibited lower engagement levels overall, for some
questions, his average engagement state fell below the threshold for Low Engagement
of 0.6, indicating that during at least part of the time while answering those questions,
his highest probability cognitive state was Distraction (e.g., Questions #47, #81, #83,
#88, and #89). The non-meditator’s average engagement level during the meditation
was markedly higher than the regular meditators, remaining in an average state of Low
Engagement throughout the meditation exercise. This is typical for individuals inex-
perienced in meditation, who may find it very difficult to clear their minds, reducing
focused attention and dismissing distracting thoughts.

In order to better represent the highest probability engagement state (i.e., the state
that was most prevalent for each question), the mode value is presented in Fig. 2 for
each question, as well as the mode value for the five-minute meditation session (again
shown as question #51).

Figure 2 provides a clearer picture of the cognitive state levels for both the med-
itator and non-meditator across the entire data collection session. The regular meditator
was in a state of High Engagement for 95 of the 100 questions, dropping to Low
Engagement for the remaining five questions, but only dropping below Low
Engagement during meditation. Conversely, the non-meditator was only in a state of

Fig. 2. Mode cognitive state (level of engagement) for the experienced meditator and
non-meditator across all 100 questions and the five-minute meditation session (represented as
Question #51).
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High Engagement for 62 of the 100 questions, dropping to a state of Low Engagement
for 37 questions; and furthermore, the non-meditator did not drop below Low
Engagement during meditation, but did drop down into the Distraction state on
Question #80.

3 Conclusions

Taken together, these data results indicate very clear differences between the two
individuals, with the regular meditator maintaining higher engagement overall and
better performance overall, particularly for the harder difficulty questions before the
meditation session. It is possible that the non-meditator performed more poorly due to
lower engagement, but it is also possible that the meditator simply has greater
knowledge of the subject matter and the AGE-S question types. Most interestingly, the
two participants demonstrated very different engagement levels during the meditation
session, with the meditator exhibiting much lower engagement while completing the
meditation session. As such, it appears that the meditator was better able to maintain
higher levels of focused attention over a long period of time while answering questions,
but was also able to quickly drop into a state of lower engagement while meditating,
possibly due in part to his regular meditation practice.

While investigators (Kabat-Zinn 1990, 1998; Shapiro and Schwartz 2000; Teasdale
1999; Segal et al. 2002), provide descriptions of what mindfulness may be, the field
lacked an operational definition from which to create testable hypotheses and determine
the utility of such a construct in everyday life (Bishop 2002). Mindfulness, for the
purpose of this effort, is operationally defined as a basic human ability to regulate the
focus of attention toward current actions and events, without influence of personal
affective states, such as when experiencing anxiety or arousal (Bishop et al. 2004).
A mindful brain state potentially translates into learning through the breaking of brain
habits that keep the brain inflexible to learning new concepts and strategies important
for performing tasks in dynamically changing operational environments, such as mil-
itary contexts (Langer 2000). Langer (2000) also suggests that current curricula are
setup for mindless learning through repetition and single exposure. The brain is
working in mindless mode when it (1) operates out of an inflexible habit and (2) when
it biases to a particular perspective. In each case, the brain is not allowed to extend
learning when the context of application changes.

Inherent in the mindless mode of brain operation during training is the lack of
control or self-regulation of focused attention (i.e. engagement) by the trainee. Research
in the operational environment that utilizes brain state measures such as electroen-
cephalography (EEG) indicate that mindfulness improves the capability of the brain to
engage in the type of focused and sustained attention necessary for skill learning and
safety monitoring (Parasuraman 2000). Other benefits of improved self-regulation and
self-management of the brain networks within the training context include enhanced
neural connections necessary for improving data processing and memory retrieval
(Shapiro et al. 2006) and enhanced executive control over inflexible biased response
(Teper and Inzlicht 2013). The ability to improve engagement during training holds the
potential to deepen learning such that the transfer of skills training to the military
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context is quicker and more sustained, leading to enhanced readiness and success on
the battlefield.

There are potentially two components of mindfulness relevant for studying the
effects of mindfulness on training complex military skills: (1) acquiring skills in the
self-regulation of attention and (2) adopting an acceptance toward life’s experiences
(Bishop et al. 2004). The concept of “staying in the moment” relies upon the brain’s
ability to process the immediate experience without distraction. Distraction and bore-
dom are cognitive states that research suggests inhibits or preoccupies the attentional
network, and therefore negatively impacts learning (Eastwood et al. 2012). A person
who is more in control of their focused attention can potentially shift attention quickly
back to the immediate task if the brain becomes distracted. There are more brain
resources to process the training material. Additionally, the attitude one has toward the
tasking of the current moment can affect how deeply one learns. For example, curricula
that do not foster perspective taking (passive) and are repetitive (boring) can create a
context where trainees cannot maintain attentional focus or switch from where the brain
wanders back to the task (Posner 1980). Consequently, the training information is not
deeply process such that learning takes longer and transfer of training is improbable
(Langer and Moldoveanu 2000). Following a flow state methodology where the
learning material and the internal mental states of the trainee are kept in balance during
training may be a better predictor of accelerated learning and training effectiveness than
other constructs such as cognitive load (Fidopiastis 2011). Future research is needed to
formalize and validate this theoretical model within an experimental paradigm that
allows for further exploration of the effects of various instructional design and adaptive
training techniques, as well as various mindfulness interventions, on both performance
and learner engagement.
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Abstract. Combat Life Savers, Combat Medics, Flight Medics, and Medical
Corpsman are the first responders of the battlefield, and their training and skill
maintenance is of preeminent importance to the military. While the instructors
that train these groups are exceptional, the simulations of battlefield wounds are
extremely simple and static, typically consisting of limited moulage with
sprayed-on fake blood. These simple presentations often require the imagination
of the trainee and the hard work of the instructor to convey a compelling
scenario to the trainee. Augmented Reality (AR) tools offer a new and poten-
tially valuable tool for portraying dynamic, high-fidelity visual representation of
wounds to a trainee who is still able to see and operate in their real environment.
To enhance medical training with more realistic hands-on experiences, we are
working to develop the Combat Casualty Care Augmented Reality Intelligent
Training System (C3ARESYS). C3ARESYS is our concept for an AR-based
training system that aims to provide more realistic multi-sensory depictions of
wounds that evolve over time and adapt to the trainee interventions. This paper
describes our work to date in identifying requirements for such a training sys-
tem, current state of the art and limitations in commercial augmented reality
tools, and our technical approach in developing a portable training system for
medical trainees.

Keywords: Augmented reality � Tactical combat casualty care
Medical training � Moulage

1 Problem and Motivation

Combat Life Savers, Combat Medics, Flight Medics, and Medical Corpsman are the
first responders of the battlefield, and their training and skill maintenance is of pre-
eminent importance to the military. While the instructors that train these groups are
highly rated medics, most simulations of battlefield wounds are typically very simple
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and static. These might range from simple moulage to show some characteristics of the
wound (essentially rubber overlays with fake blood painted on) to a piece of tape
inscribed with the type of wound, with no physical representation of the wound itself.
In many field-training exercises, each soldier carries a “casualty card” that, if they are
nominated to be a casualty, tells the soldier/actor how to portray a wound named on the
card. The card also tells the trainee what wound to treat.

While casualty cards themselves are relatively simple to use, the simplicity of the
presentation often requires the instructor to describe the wound or remind the trainee
during an exercise about the qualities of the wound that are not portrayed, including
how the wound is responding to treatment. To simulate arterial bleeding, an instructor
may spray fake blood on the moulage. This effort by the instructors is there to com-
pensate for the low-fidelity simulation, and takes away from time that could be spent
providing instruction. While relatively simple, even these simulations take time and
effort to create, set up, and manage, before and during the training exercise. The
preparation before each exercise and the overall compressed training schedule of a
training course means that trainees get limited hands-on practice in realistic settings.

Augmented Reality (AR), especially the recent boom in wearable AR headsets, has
the potential to revolutionize how Tactical Combat Casualty Care (TC3) training
happens today. Augmented Reality can provide a unique mix of immersive simulation
with the real environment. In a field exercise, a trainee could approach a casualty
role-player or mannequin and see a simulated wound projected on the casualty. The
hands-on, tactile experience combined with the simulated, dynamic wounds and
casualty response has the potential to drastically increase the realism of medical
training. To enhance Army medical training with more realistic hands-on training, we
are working to develop what we call the Combat Casualty Care Augmented Reality
Intelligent Training System (C3ARESYS). This paper outlines our work to date in
identifying how AR tools could fit into, and augment, current US Army medical
training. We first briefly cover the types of training that occur in the standard 68 W
(Army Medic) course, and the types of injuries on which they are trained. We also
briefly describe the task analyses we conducted related to medical training. Together
these serve as a basis for identifying elements of training including some requirements
that an AR-based training system would need to meet. We then describe our
C3ARESYS concept, our anticipated approach, and challenges to developing and
evaluating the system. In this work, we have evaluated current AR technologies on the
market relative to the requirements we identified. While there are significant limitations
to current AR systems, our approach works within the current limitations of current AR
technologies, while anticipating future advances that we could leverage.

2 Background: Augmented Reality

AR typically refers to technology that allows a user to see a real environment while
digital information is overlaid on that view. Heads-Up Displays (HUDs) such as in
cockpits or fighter pilot helmets represent early work in AR, though typically these
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overlays do not register with objects in the environment. Later work includes regis-
tering information with the environment for tasks ranging from surgery, to machine
maintenance, to entertainment such as the addition of AR scrimmage lines in NFL
football games, or the highlighting the hockey puck in NHL games. See [1, 2] for
thorough surveys of augmented reality. As mobile devices (phones, tablets) have
become more capable, augmented reality has become more mobile, with game
examples such as Pokemon Go™, which provides an “AR view” option to show 3D
renderings of game characters overlaid on top of camera views. More recently,
wearable AR hardware has tended to focus on see-through glasses, visors, or individual
lenses that allow for computer-generated imagery to be projected hands-free, while
allowing the user to see the surrounding environment directly. Additionally, more
sophisticated AR projections are registered with the real environment, where digital
objects can be placed on real tables or seem to interact with real obstacles. It is these
latter wearable, spatially aware technologies we focus on.

While the technology continues to improve, there are several limitations with
current AR systems that have real implications in training, including limited computer
processing power and limited field of view. We will cover these limitations, and their
impact on training, throughout this paper in the context of a medic training application.

3 Related Work

The main method of hands-on medic training is through simulation. This often focuses
on hands-on physical simulants, such as moulage overlaid on a simulated human
casualty, either a mannequin or a human playing the role. Some training facilities use
instrumented mannequins that can bleed, exhibit a pulse, and even talk. However, these
systems, including the computers that enable them, are expensive, not very portable for
field training and are not at every training site. There are also physical part-task training
simulators, such as tools to teach proper tourniquet application that require
purpose-built hardware. Examples include a computerized portion of a fake leg with
fake blood (e.g., TeamST’s T3 Tourniquet Task Trainer [3]), or instances with meta-
phoric cues – lights that go out when the tourniquet is properly tightened (CHI Sys-
tems’ HapMed Tourniquet Trainer [4]).

There are also examples of digital simulations for training medics. For example,
ARA’s virtual reality medical simulation (“HumanSim: Combat Medic” [5]) provides
game-like ways to view wounds and apply treatments. Rather than the trainee physi-
cally performing a treatment, this environment focuses on the procedures. The trainee
in uses the mouse or keyboard to select some treatment; the game visuals then show
that treatment happening, along with the effect of treatment. Instead of naturalistic cues
about the wound or the casualty (e.g., such as feeling a pulse by putting fingers on a
wrist), the game provides metaphoric cues (such as displaying the pulse on the screen).
With more portable and more capable technology, Augmented Reality is starting to be
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used in medical training, including Case Western Reserve University using Microsoft’s
Hololens™ for anatomy training [6], and CAE’s VimedixAR ultrasound training
system [7].

4 Domain and Requirements Analysis

Wounds and Procedures. To help define the scope of the system, we surveyed
current training recommendations, manuals, and other TC3-related publications, and
also interviewed instructors to get a broad view of medic training. Findings from recent
conflicts identify particular distribution and mechanisms of wounds [8, 9], which are
summarized in Table 1 below. More specifically, the Army Medical Department
(AMEDD) Approved Task List (2016) gives the assessments and treatments that a
trainee must know to become a medic. The TC3 handbook [10] also provides details of
the types of injuries seen in recent conflicts, along with treatment procedures.

Along with identifying injuries, we worked to identify and document treatment
procedures for these injuries using task analysis methods. We focused on three main
sources for our task analysis: published documents (e.g., field manuals and related
publications [9, 10]), interviews with SMEs, and observations of medic training. We
conducted interviews with subject matter experts on our team, with instructors at the
Pennsylvania National Guard Medical Battalion Training Site (MBTS), and with a
medic at Fort Bragg, and also observed training at MBTS. These interactions helped us
understand the spectrum of tactical combat casualty care, including the types of training
that occurs in Army medical training, and details on particular treatments.

Along with scoping, the goal of our analysis was to identify specific wounds and
related procedures that medics train for, so we could identify how an AR system could
contribute to training. We looked broadly at medic training, and then looked more
narrowly at selective examples to assess the level of detail required for an AR system.
The Army’s Tactical Combat Casualty Care training manual [10] includes step-by-step
instructions about procedures. There are also previously published task analyses of
treatments such as cricothyroidotomy [11, 12] and hemorrhage control [11].

Table 1. Injuries in recent conflicts (from [8])

Main distribution of wounds:
• Extremities: 52%
• Head and neck: 28%
• Thorax: 10%
• Abdomen: 10%

Types of injuries:
• Penetrating head trauma (31%)
• Surgically uncorrectable torso trauma (25%)
• Potentially correctible surgical trauma (10%)
• Exsanguination (9%)
• Mutilating blast trauma (7%)
• Tension pneumothorax (3–4%)
• Airway obstruction/injury (2%)
• Died of wounds - infection and shock (5%)

Injury mechanisms:
• 75% blast (explosives)
• 20% gunshot wounds
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For our purposes, we needed to
identify not just the treatment proce-
dures that a medic would perform,
but also what the medic would per-
ceive about the casualty and the
wound to be able to perform some
procedure. For this reason, our anal-
ysis was in the style of Goal-Directed
Task Analysis (GDTA) [13], which
captures the hierarchical nature of
goals and tasks, along with decisions
that must be made to perform the
tasks, and the situational awareness
requirements needed to make those
decisions. Figure 1 shows an exam-
ple of GDTA applied to a medical
task. The uppermost goal is to per-
form an airway/breathing/circulation
assessment, and a sub-goal is to per-
form a breathing assessment. Rect-
angular boxes connected by lines are
the medic’s goals and sub-goals. The rounded nodes beneath the task nodes contain
decisions that must be made in order to perform the tasks. The rectangle beneath the
decision identifies the situation awareness requirements needed to make those deci-
sions. Per Endsley’s approach to situation awareness (SA) [14], the three levels
include: Level 1: immediate perception; Level 2: relating those perceptions to goals;
and Level 3: projecting the current state into some future state.

While many of these procedures are documented, not all of the documents or prior
analyses included all of the elements that we needed for a GDTA. Thus, our effort
included combining data from different sources to construct a more comprehensive task
model with the level of detail needed to build a training system. For example, our task
analysis for the process of controlling bleeding is a consolidation of the
Cannon-Bowers, et al., task analysis of Hemorrhage Control [11] and the task Apply a
Hemostatic Dressing task from the Soldier’s Manual [10], supplemented with other
related treatments from the Soldier’s Manual and interviews with SMEs. The medical
paper provided a rough outline of the task, along with some decisions to be made and
SA requirements to perform the task; the Soldier’s Manual provided a more detailed
breakdown of the subtasks involved, but both needed additional detail for our design
purposes.

This analysis has served a few purposes toward defining the requirements for a
building an AR-based training system. First, the analysis captures the steps necessary to
perform a treatment task, which can serve as the basis for an expert model to compare
against trainee actions in an assessment process. Second, this same model can be used
as the basis for automatically recognizing trainee actions, based on the atomic actions
identified as the sub-tasks in the GDTA. Third, the Level 1 Situation Awareness
Requirements define the cues that need to be present in a training environment to help

Sub-Goal: Assess Breathing

Decision: Can casualty breath 
on his or her own?

SA Requirements
Level 1: (perception) Rate, rhythm, quality 
              of breathing
Level 2: (goal-orientation): What does 
              breathing pattern tell about overall 
              casualty condition?
Level 3: (projection) Anticipated change in 
              breathing condition with or without 
              treatment? How will it affect
              casualty condition?

Goal: Perform Airway-
Breathing-Circulation

Assessment

Fig. 1. Example Goal-Directed Task Analysis for
assessing casualty breathing.
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the trainee identify the injury and make decisions about treatment. (Levels 2 and 3 are
products of the trainee’s cognition but could also be used as part of assessing the
trainee’s skills or to provide additional feedback to the trainee.)

Types of Training. A good deal of training occurs in classrooms, but our focus was
on hands-on, scenario-based medic training. Sometimes called “lane training,” this type
of training aims to cover different conditions and settings that medics will have to work
in. At MBTS, the scenario-based training included dismounted patrols where the
trainees had to care for wounded soldiers while under fire; indoor trauma aid stations
where trainees had to triage, treat, and evacuate casualties; and mobile care where the
trainees had to perform care while in casualty evacuation (CASEVAC) vehicles. In
addition to the stress of treating casualties with life-threatening wounds, most of the
scenarios included external stressors such as tight time schedules, extreme noise, or
enemy fire to make the scenario more realistic to the trainee.

Role of Instructors. In addition to the wounds and procedures for treating them, a
critical part of Army medic training today is the vital role of the instructors. Their
presence, instruction, and participation during scenario-based training are especially
important for a number of reasons. Because the baseline presentation of wounds is
extremely simple and static (e.g., painted moulage or in some cases even less detail,
such as a piece of tape with “amputation” written on it), the instructor must also
provide to the trainee information about the wound and overall condition of the
casualty – what it is, how it starts out, and how it changes over time. This may include
giving verbal descriptions of the wound (“this is an amputation below the knee”),
supplying vital signs that are not present in the casualty simulation, and describing the
behavior of the casualty (“the patient is moaning in pain”). The instructor may also
squirt fake blood on the wound to simulate arterial blood flow. Instructors are of course
observing the trainee’s treatments and other behavior as a way to assess trainee mastery
of the tasks and performance under pressure. Instructors also inject dynamics into the
training scenario, changing the difficulty in response to the trainee’s behavior. They
also provide instruction and direction during the scenario and lead after-action review
sessions.

Technical Requirements. Based on the requirements given by the customer and our
own analysis, we developed a list of stated and derived technical requirements that
would help us define an AR-based training system to fit how medic training is currently
done. These requirements cover a variety of categories such as wound portrayal,
hardware requirements, trainee interface, and instructor interface. Table 2 below
provides a subset of the roughly 40 high-level requirements we identified. These
requirements guided our design of the system overall, which we cover in the next
section.
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5 Technical Approach

The C3ARESYS concept focuses largely on the question of training fidelity. The
centerpiece is the use of AR technology to enhance the visual aspects of training –

portraying wounds in ways that not only look more accurate but also exhibit the
dynamics of real wounds, including their progression over time and their responses to
treatment. Because training is a multi-sensory experience, our approach leverages the
moulage that is used today to provide the haptic sensations of wounds, while also
exploring how it might be extended to provide richer training experiences. Figure 2
illustrates our C3ARESYS concept.

Given the complexity of potential models, the broad range of wounds, and the
broad array of treatments performed by trainees, we chose to focus the design and
development on the core AR modeling elements. This includes the visual display of
wounds (and their dynamics), effective registration of the wound models on moving

Table 2. Requirements for outdoor lane training use (subset)

Req’t # Requirement description

Multi-modal augmented reality portrayal requirements
AR1 System must overlay AR wounds on a casualty (human or mannequin) and those

wounds must stay locked onto the correct position even with the trainee and/or the
casualty moving

AR2 The system must portray the dynamics of wounds: blood flow, responses to
treatment, etc.

Wearable hardware requirements
HW1 The wearable system must fit with normal Soldier gear in outdoor lane training

(i.e., when helmets are worn, with full rucks)
HW2 The wearable system must be ruggedized for outdoor lanes: the system must hold

up to Soldier activities (running, diving, prone, etc.) and various weather
conditions

Trainee interaction requirements
TIR1 The system must recognize that the treatment is occurring with the right steps in

the right order, with the right timing relative to the wound/casualty condition and
to other treatments

TIR2 The system must recognize treatments that use instruments
Instructor interface requirements
II1 Must enable instructor to get the same view of the casualty as the trainee, including

any AR views
II2 Instructor must be able to get instructor-only views of the casualty; e.g., ground

truth condition of the casualty
System and integration requirements
SR1 The system must minimally be able to accommodate one casualty, with wounds,

responses, etc.
SR2 The system must accommodate the use of part-task trainers (such as for

intra-osseous infusion) when the procedure cannot be practiced on either
mannequins or human volunteers

Augmented Reality for Tactical Combat Casualty Care Training 233



casualties, as well as the tactile portrayal of wounds and other casualty information.
Other future extensions could include automated treatment recognition and intelligent
tutoring. In making this design choice, we must include an instructor in the loop to
track the trainee’s actions and provide feedback, but we aim to give the instructor tools
to help him or her perform these tasks.

5.1 System Design

C3ARESYS is composed of a number of technologies focused on enhancing the
multi-sensory training experience. A high-level system view is given in Fig. 3. The
main software component of C3ARESYS focuses on Dynamic AR Modeling. This
component deals with producing a multi-modal rendering of a wound with appropriate
cues relevant to the trainee. The Casualty/Wound Tracker determines where the
wound (and related visual cues such as blood flowing from the wound) should be
placed based on sensing the position of the casualty, moulage, and other cues. The
Multi-Modal Rendering Engine renders visual and other wound effects such as the
wound changing visually over time (e.g., based on treatments), audible and tactile cues
associated with the wound (e.g., breathing sounds, pulse) based on parameters stored in
the Multi-Modal Wound Models database. The Physiology Modeling module
determines how the wound and the physiology of the casualty generally would evolve
based on interventions by the trainee (or lack of intervention). We expect that the
Physiology Modeling module will leverage current tools available, such as BioGears
[15] or the Pulse physiology engine [16]. The input to the Physiology Modeling engine
is a specification casualty’s condition and of specific treatment (e.g., saline drip at

Trainee

Casualty

Augmented Reality
Glasses

(display, speakers,
camera, microphone)

Enhanced 
Moulage

AR Wounds 
projected over 

moulage

Fig. 2. Combat casualty care augmented reality intelligent training system (C3ARESYS)
Concept (adapted from US Army photo).
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50 ml), which would then result in changes to physiological parameters of the casualty
model (e.g., increased radial pulse). These inputs would come from an instructor who is
observing the trainee’s actions and entering the actions into an instructor interface (see
below). The outputs of this engine (i.e., the collective set of parameters of the casualty
model), combined with the Wound Models database, tell the rendering engine what to
portray.

The outputs of the Dynamic AR Modeling component will be rendered in a few
ways: (a) visual and audio output through the AR systems worn by the trainee(s) and
the instructor(s); (b) commands sent to the instrumented moulage to produce tactile
cues; (c) instructions for the casualty. If it’s a human volunteer, he or she might be told
how to behave or what to say to portray the wound effects accurately (e.g., moaning in
pain, being non-responsive, etc.). If the casualty is a mannequin, these instructions
could go to a system that plays back audio recordings or generates speech from text.
The system could also project AR overlays on instruments the trainees use, such as
overlaying an animation on top of the blood pressure gauge to show the representative
blood pressure of the casualty rather than whatever the blood pressure cuff would
render from a live casualty or even a mannequin. Additionally, the Instructor’s view
through the AR glasses could include ground truth data that the trainee doesn’t see, to
help the instructor keep track of the condition of the casualties, for example.

The Instrumented Moulage component is standard moulage that we plan to
augment in a few ways. The use of moulage by itself serves a few purposes. First, from
an AR registration perspective, it provides the visual anchor to tell the AR system
where to draw the wound. Without having some reference point, the AR visualization
would float around independent of the position of the casualty. Second, it provides a

Augmented 
Reality headset

(visual/audio 
output)

Augmented 
Reality headset

(visual/audio 
output)

Dynamic AR Modeling

Physio 
Modeling

Multi-Modal 
Rendering 

Engine

Multi-Modal 
Wound
Models

Instrumented 
Moulage/
Casualty

Instructions 
for 

Casualty

Haptic
commands
to Moulage

Visual, 
Auditory AR 

portrayal

Pedagogic
Adjustments

Observable
Treatments

Headset 
telemetry

Trainee

Casualty

Instructor
User

Interface

Instructor

via AR or tablet

Visual, 
Auditory AR 
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Casualty / 
Wound Tracker

Sensed 
wound/
casualty
position

Fig. 3. High-level view of the C3ARESYS architecture.
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reference point to the trainee when using AR, both to tell the trainee where to look and
also to give them a low-fidelity representation of the wound even when AR system is
not tracking it. Third, it provides the tactile experience of the wound that AR by itself
cannot provide. Typical user interactions with pure AR are, at this point, not rich
enough to provide a haptic experience, and technologies like haptic gloves are still
quite nascent in their development (not to mention that trainees typically wear surgical
gloves during training). At least with today’s training using typical moulage, the trainee
gets some simulated version of how the wound feels.

In developing the Instrumented Moulage, we plan to explore the use of actuators
(small motors) and sensors to provide an enhanced experience for trainees. We expect
that the system could activate the moulage with specific patterns that simulate, for
example, the casualty’s pulse at the wrist or the feel of blood flowing. Sensors in the
moulage could be used to identify treatments the trainee applies. The Instrumented
Moulage system could be connected wirelessly (e.g., via Bluetooth) to the rest of the
system.

Lastly, the Instructor User Interface provides a way for the instructor to partic-
ipate in the training session. We envision that this interface could include an AR viewer
to get views of the casualty, including the trainee perspective and an instructor-only,
ground-truth perspective. This could be supplemented with a hand-held tablet-like
device for making changes to the scenario, tracking trainee actions, or taking notes on
trainee progress. Such a system would also help the instructor manage multiple training
sessions simultaneously. These tools in concert could also be used to facilitate
after-action reviews.

6 Challenges with Augmented Reality

There are several challenges with using augmented reality for practical applications,
including medical training. We break down these challenges into four categories: field
of view, visual tracking/processing power, form and fit, and user interaction.

Field of View (FOV). One of the most apparent when putting on wearable AR
technology is the limited field of view. Most wearable technologies average around a
35° diagonal field of view. Besides taking away from an immersive experience, users
often have to search around to find any AR objects placed in a scene, and large objects
often get cut off by the FOV restriction. Some applications will guide the user with
arrows or other indicators for where to look, but these can also distract from the user
experience. Our use of moulage as a visual marker is in some ways an accommodation
to this limitation. If the trainee looks away from the moulage, to outside of the core
projection FOV, the digital wound model will disappear from the trainee’s view.
However, the moulage will remind the trainee where the wound is, and provides at least
a lower-fidelity version of the wound.

Processing Power and Tracking. For AR applications where objects need to be
registered with a location in space, those objects need to stay in place reliably while the
user moves around. This is especially true in medic training, where the trainee is
constantly moving around the casualty, and may even move the casualty around to
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perform assessments and treatments. Reliable
tracking is a function of the system sensing
and processing the environment fast enough as
the user moves relative to the target to keep the
digital object locked in place. Vision-based
tracking systems also require good lighting to
be able to track the environment effectively.

In our first phase of work, we implemented
some simple versions of marker-based tracking
as a feasibility assessment of our design as
well as a way to get hands-on experience with
existing AR tools. Our initial testing used
Microsoft HoloLens. Because there are several
limitations to what the HoloLens provides to
developers (in particular, no explicit object
tracking), we had to add some extensions to be
able to track these markers. We explored using
different 3rd-party tools including OpenCV and Vuforia™ to recognize and track visual
markers. Our first pass used OpenCV implemented on the HoloLens, using QR-style
markers for tracking. The system was able to track the marker as the user moved
around, while keeping the marker in view and while moving the casualty’s arm
side-to-side. However, movement induced noticeable lag when tracking the markers
and trying to keep imagery in place. Figure 4 shows a version of the system using
Vuforia running with the HoloLens. This was faster than OpenCV, but still had some
lag issues. We have also done some hands-on testing with Osterhout Design Group’s
R7 glasses, with similar results with moving targets.

Form and Fit. The recent boom in AR wearables has opened many doors for how AR
technologies might be used. However, the form that these systems take is often a bulky
headset made of seemingly delicate components for the price. Many designers choose
to put all the sensors, computing power, and power sources on board, which results in
more weight carried on the user’s head. For example, the current $3000 Microsoft
HoloLens seems too fragile for military use and is too bulky to fit under a standard
Kevlar helmet. Other designers go the route of having a separate connected device to
provide battery and processing power (e.g., Meta2, Epson Moverio BT-300), thereby
allowing the headset to be lighter.

Ruggedness is also a question. Medic trainees operate in many environmental
conditions with a bunch of other gear. They might be treating casualty in heavy rain, or
diving for cover to avoid (simulated) enemy fire. These uses risk damaging or breaking
what is (so far) quite expensive equipment. Instructors may be unwilling or unable to
spend money on such fragile equipment. This may limit many of the training use cases
to those where the conditions are more suitable to the device. Some manufacturers are
starting to address the issue of being tolerant to different environmental conditions
(e.g., ODG R-7HL), but this is not a universal concern among hardware providers.

Fig. 4. Visual marker (top), and wound
overlaid on the marker (bottom).
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User Interaction. Perhaps more fundamental than the above is the lack of compelling
interactions with AR objects. Processing power continues to increase year after year, as
does battery size and efficiency, which will also contribute to more efficient, more
compact devices. However, current user interaction tends to use traditional computing
metaphors. The current state of the art for AR systems lies three main areas: speech
interaction, head tracking to draw a cursor where the user is looking, and limited
gesture recognition to capture simple interactions such as pinching or grasping objects.
Speech recognition can be useful in the right conditions, but its utility is limited in our
C3ARESYS application. Using one’s head as a pointing device can become tiring,
especially if the objects to interact with are small and require precision. Gesture
recognition is often in the form of making selections or dragging objects around
(Microsoft’s “air tap”) or giving commands (Augmenta’s iconic hand shapes). Hand
tracking and gesture recognition could be compelling and useful if related to objects
themselves such as grasping and manipulating them naturally, but recognition of these
inputs needs to be highly accurate, otherwise the user is left frustrated at the poor
interaction. Some systems use hand-held controllers to manage user input, but these
add additional gear that the user has to hold to operate, which takes away from the
hands-free nature of wearable AR and does not fit with this medic training domain.
None of these typical types of interactions are especially compelling to medic training;
instead, we need ways for the trainee to interact directly with the AR wounds, which
could include domain-specific interactions such as filling a cavity with gauze or putting
pressure on the wound to stop bleeding. We will continue to explore interaction fea-
tures such as hand tracking as the technology continues to improve.

Feedback to the user is also another area in which AR technology is lacking. Visual
and audio feedback is typically the norm, as expected. However, as mentioned earlier,
this hands-on medic domain relies on tactile sensations and haptic feedback to be
realistic. Medics will feel for a pulse and will palpate a wound to assess its condition.
Haptic gloves could be a solution, but current technology is fairly rudimentary, and
they require their own power sources and computing. As mentioned, this is another
reason we have chosen to stay with moulage: to provide the tactile sensation that AR
currently lacks.

7 Summary

We have described the motivation, requirements, and design of a system we call the
Combat Casualty Care Augmented Reality Intelligent Training System (C3ARESYS).
The motto “Train as you fight” that is ubiquitous in the military is a main driver –
working to improve the fidelity of hands-on medic training. Whereas today’s trainees at
best experience static moulage as a representation of a wound (and very often they are
presented with much less than this), AR has the potential to provide a more repre-
sentative multi-modal training experience. However, as we describe above, there are
many limitations in current AR technology that have forced our hand in designing a
system for near-term use. Field of view, processing power, fit, form, lack of rugged-
ness, and limited user interaction all have very tangible effects on our system design
and how readily such AR technology can be used in the field. We have tried to make
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design decisions that will enable us to build a prototype system today, while also being
able to take advantage of AR technology as it improves in what is currently a very
dynamic marketplace.

We have presented only a design here. Our next step in this work is to develop a
working prototype that can be used for a limited set of treatment procedures. This will
include the trainee’s experience and tools for the instructor so that we can mirror the
current instructor-in-the-loop training paradigm. Once we have developed a prototype
system, we aim to conduct hands-on evaluations with medic instructors and trainees to
get their feedback.
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Abstract. Recent research argues for the supplementation of traditional
anatomical training with emerging three-dimensional visualization technologies
(3DVTs); however, little is known regarding the effect these technologies have
on learner workload. In this experiment, sixty-one participants studied gross
brain anatomy using either a plastic physical model (PM; n = 29) or models
presented in virtual reality (VR; n = 32). Participants were fitted with a func-
tional near-infrared spectroscopy (fNIRS) sensor, worn on the prefrontal cortex.
fNIRS measures regional saturation of oxygen (RSO2) and is indicative of
workload. Participants then completed a pre-knowledge test on human brain
anatomy. Participants were given 10 min to use the provided 3DVT to study 16
anatomical brain structures. Following the study period, participants completed
additional surveys measuring workload, newly acquired anatomical knowledge,
and cognitive resources used. Overall, anatomical knowledge increased at
post-test and the change was no different between PM and VR conditions.
Participants in the PM condition reported significantly higher levels of spatial
workload, mental demand, and frustration. RSO2 values suggest left hemi-
spheric increases from baseline during learning for the VR condition, but
decreases for the PM condition. No other measures revealed differences between
the two conditions. These results provide support for the supplementation of
traditional anatomical training techniques with virtual reality technology as a
way of alleviating workload. Further research is needed to explain the link
between workload and performance in anatomical knowledge acquisition.

Keywords: Physiological response � Workload
Methods and metrics for testing and evaluating augmented cognition system
Virtual reality � Anatomical training � fNIRS � Physical model
Visualization technologies

1 Introduction

When attempting to learn spatial information from two-dimensional displays, such as
when students study gross anatomy using textbook images, a high level of workload is
placed on the learner [1]. This workload has been associated with decreases in
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knowledge acquisition [2]. Emerging three-dimensional visualization technologies
(3DVTs) support a learner’s understanding of spatial depth information by providing
realistic representations of three-dimensional objects [3]. 3DVTs include physical
models, virtual or augmented reality, and holographic displays. Indeed, numerous
studies support the utilization of 3DVTs over traditional 2D displays [4–8].

Anatomical science is a domain that requires effective display of spatial informa-
tion. Digital images are present not only in anatomical training and instruction, but also
in medical diagnosis, pre-operative planning, and minimally invasive surgery [9].
Cadavers are commonly held as the gold standard for anatomical training as they
enable hands-on experience with actual human tissue [10, 11]. However, cadavers can
be costly to maintain, challenging to store, and require extra work for instructors [10–
12]. For these reasons, 3DVTs are considered valuable supplements to traditional
anatomical training.

A traditional supplement used in anatomical training is a physical model [12, 13].
Physical models replicate an anatomical system/structure using any variety of materials
(e.g., plastic, fiberglass, clay). Physical models afford a learner hands-on experience
with anatomical structures through rotation and often disassembly to aid in spatial
comprehension. In general, physical models are easy to obtain, highly portable, and
provide a useful tool to increase a person’s base knowledge of anatomy at a low cost
[14].

In addition, recent technological advances have increased the use of virtual reality
in anatomical training. Virtual reality—the computer-generated simulation of
three-dimensional objects/environments—provides capabilities similar to that of
physical models for rotation, manipulation, and enhanced spatial understanding [15].
Much of the work to date on the use of virtual reality for knowledge acquisition in
anatomical training has involved computer-based applications and modules (i.e.,
“desktop VR”). Research comparing these computer-based models to physical models
has found benefits from using physical models for training in anatomical identification
[16, 17]. While some work has been done with respect to more immersive virtual
reality technologies (e.g., with head-mounted displays) for procedural training, much
less has been done regarding the use of immersive VR for anatomical knowledge
acquisition [18–20].

As physical and immersive virtual reality (VR) models share many features (e.g.,
both present 3D information, allow interaction and study of multiple views), an
important criteria for evaluating their use for educational purposes is the level of
workload they impose on the learner. Cognitive load theory [21] suggests increased
workload is only detrimental if and when it exceeds a learner’s working memory
capacity. Currently, differences in detrimental workload imposed on a learner by
3DVTs such as physical or virtual reality models are unknown. Some 3DVT types
(e.g., monoscopic 3D displays, digital holograms) have shown lower workload com-
pared to 2D displays [22, 23], but this may not be true for physical and VR models.

The present work was designed to address the question: What are the differences in
workload between physical and virtual reality models used for supporting knowledge
acquisition in gross brain anatomy? This research question was addressed through both
physiological and subjective measures of workload, with knowledge gain assessed
through pre- and post- brain anatomy tests. The present experiment showed that
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workload differences during anatomical knowledge acquisition may stem from limi-
tations in the typical use of physical models compared to models presented in virtual
reality.

2 Methods

2.1 Participants

Sixty-one students from the University of Central Florida (29 Males, 32 Females),
between the ages of 18 and 28 (Mdn = 18, IQR = 1), completed the experiment for
course credit. All participants provided written informed consent prior to participation
and were at least 18 years old with normal, or corrected-to-normal, vision.

2.2 Experimental Design

Participants were assigned to the physical model (PM) or virtual reality (VR) learning
condition.

2.3 Materials

Physical Model. The physical model was presented along with a label sheet defining
the numbered structures on the model (see Fig. 1). The numbered labels were added by
the researchers and color-coded to best match the colored regions of the virtual model
in the VR condition. The physical model (6 � 5.5 � 5.5 inches) contained eight pieces
and weighed 2.5 lb. The model could be examined as a whole or in any combination of
its eight pieces.

Virtual Models. The HTC Vive virtual reality (VR) system includes a head-mounted
display, two controllers (one for each hand), and two “light house” sensors that track
the headset and controllers, and project them into the virtual environment. The Vive
connects to a desktop computer and displays a virtual environment through SteamVR.

Fig. 1. Plastic physical brain model with eight removable pieces (Axis Scientific) and numbered
structures.
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Within the virtual environment, two brain models were displayed on a table (see
Fig. 2). One brain model showed the external view of the brain, with label sets cor-
responding to a ventral and lateral view, while the second model displayed labeled
structures from the medial view of the brain. Label sets could be toggled on or off by
the participant using the controllers. The VR system allowed the participant to fully
rotate the brain models to study the brain structures and spatial relationships from
different viewpoints.

2.4 Measures

Workload Measures
NASA-TLX. The NASA-Task Load Index (NASA-TLX) [24] was administered fol-
lowing the learning task to assess workload. Six items addressing workload (i.e.,
mental workload, physical workload, temporal workload, effort, frustration, perfor-
mance) were presented on 100 point scales in 5-point increments. High scores on each
scale indicate high workload, with the exception of the performance subscale in which
high scores relate to “poor” perceived performance.

MRQ. The Multiple Resources Questionnaire (MRQ), developed by Boles and Adair
[25], was also administered after the learning task to assess workload in terms of
cognitive resources used while studying with the 3DVT. Eleven of the original 17 items
were utilized for purposes of this experiment (see Table 1). Responses were measured
on a 100-point scale, with 0 indicating no usage and 100 indicating extreme usage.

Performance Measures
Spatial Anatomy Test. A pre- and post-task Spatial Anatomy Test (SAT) was admin-
istered to evaluate knowledge gain. Accuracy and completion time were measured on
identification (16 questions; one for each labeled brain structure), spatial knowledge
(15 multiple-choice questions), and mental rotation questions (4 questions). Identifi-
cation questions required the participant to select the correct label for a designated
structure. Participants chose from a list of 32 brain structures (16 targets, 16 distrac-
tors). Four-alternative multiple-choice questions measured an understanding of spatial

Fig. 2. Virtual brain models used in the VR condition.
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relationships between brain structures. In the mental rotation section, a target image of
the brain model was provided along with four rotated images (two of which were
mirror-images). The participants selected which two of the four new images were
simple rotations of the target image. Brain images used for identification and mental
rotation test questions were matched to the respective physical or virtual reality model
condition.

Regional Saturation of Oxygen (rSO2)
Changes in regional saturation of oxygen (rSO2) in the left and right prefrontal cortex
were measured using the Somanetics INVOS Cerebral/Somatic Oximeter through
near-infrared light [26]. This non-invasive, indirect neuroimaging measurement,
referred to as functional near-infrared spectroscopy (fNIRS), sheds light into cognitive
functions such as workload [27].

2.5 Procedure

All participants provided written informed consent prior to participation. Each partic-
ipant then completed a demographics survey and restrictions checklist, along with an
Ishahara Color Blindness Test. These items did not serve as exclusion criteria; rather,
they served to provide background information for use in later analyses. Next, the
researcher fitted the participant with the fNIRS sensors. A five minute resting baseline
was conducted as a reference for any changes in oxygenation during the experiment.
The participant then completed the pre-task Spatial Anatomy Test (pre-SAT) to assess
his or her prior knowledge concerning spatial brain anatomy. The participant was then
given their assigned 3DVT (either the physical model or virtual reality system) and had
ten minutes to use the technology to study the 16 labeled brain structures. The par-
ticipant had the option to end the ten-minute study period early if they felt confident.
Once the study time was complete, the participant completed a series of post-task

Table 1. MRQ scores by 3DVT condition

PM VR Test statistic p-value
M (SD) M (SD)

Manual 51.17 (27.08) 58.56 (22.98) t(59) = 1.15 .254
Short-term memory 58.55 (32.45) 55.94 (26.36) t(59) = −0.35 .730
Spatial attentive 82.31 (17.54) 77.94 (17.71) t(59) = −0.97 .337
Spatial concentrative 74.66 (18.29) 58.47 (23.95) t(59) = −2.94 .005*

Spatial emergent 66.45 (25.22) 48.88 (25.08) t(59) = −2.73 .008*

Spatial quantitative 32.48 (29.62) 33.06 (25.32) t(59) = 0.08 .935
Visual lexical 59.86 (26.23) 71.19 (25.05) t(59) = 1.72 .090
Visual phonetic 44.00 (34.50) 36.50 (32.04) t(59) = −0.88 .382

Mdn (IQR) Mdn (IQR)
Spatial categorical 77.00 (36) 69.00 (32) U = 553.00 .198
Spatial positional 90.00 (36) 69.00 (22) U = 628.50 .017*

Tactile figural 60.00 (53) 30.50 (76) U = 574.00 .112

Note. Asterisk (*) represent statistically significant group differences.
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surveys on the computer, including the NASA-TLX, post-task SAT (identical to
pre-task SAT but randomized order), and MRQ. Upon completion of the experiment,
the fNIRS sensors were removed, and the participant was thanked, granted credit, and
dismissed. The experiment took no longer than three hours to complete.

3 Results

3.1 Workload

NASA-TLX. Independent-samples t-tests were conducted for four of the six subscales
of the NASA-TLX (i.e., Mental Demand, Temporal Demand, Effort, and Frustration) to
examine the effect of each 3DVT on workload. Nonparametric Mann Whitney U tests
were conducted for the two other subscales (i.e., Physical Demand and Performance),
determined to come from non-normal distributions. Average scores on each subscale
can be seen in Fig. 3.

There was a significant difference between 3DVTs for Mental Demand scores, t
(59) = −2.56, p = .012, with higher Mental Demand in the PM (M = 69.31, SD =
19.31) than VR condition (M = 55.94, SD = 20.73). There was also a significant
difference between PM and VR conditions for Frustration, with higher Frustration in
the PM (M = 33.62, SD = 27.35) than VR condition (M = 20.47, SD = 20.26). There
was no significant difference between the two 3DVTs with respect to Physical Demand,
U = 415.50, Z = −0.706, p = .480, r = −0.09, Temporal Demand, t(59) = −1.22,
p = .226, Effort, t(59) = −1.89, p = .064, or Performance scores, U = 569.00,
Z = 1.53, p = .127, r = .20.
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Fig. 3. NASA-TLX scores by 3DVT condition. Error bars represent standard error.

A Workload Comparison During Anatomical Training 245



MRQ. Independent-samples t-tests were conducted for 8 of the 11 included MRQ
subscales (Manual, Short-Term Memory, Spatial Attentive, Spatial Concentrative,
Spatial Emergent, Spatial Quantitative, Visual Lexical, and Visual Phonetic processes)
to examine the effect of 3DVT on workload.

Nonparametric Mann Whitney U tests were conducted for the remaining three
subscales (i.e., Spatial Categorical, Spatial Positional, and Tactile processes), which
were determined to violate normality assumptions. See Table 1 for each of the 11 MRQ
scale scores by 3DVT condition.

There was a significant difference between 3DVTs on Spatial Concentrative pro-
cess scores, t(59) = −2.94, p = .005, with higher scores in the PM (M = 74.66,
SD = 18.29) than VR condition (M = 58.47, SD = 23.95). There was a significant
difference between 3DVTs on Spatial Emergent process scores, t(59) = −2.73,
p = .008, with higher scores in the PM (M = 66.45, SD = 25.22) than VR condition
(M = 48.88, SD = 25.08). There was a significant difference between 3DVTs on
Spatial Positional process scores, U = 628.50, Z = 2.38, p = .017, r = .31, such that the
PM condition (Mdn = 90.00, IQR = 36) had significantly higher scores than the VR
condition (Mdn = 69.00, IQR = 22). No other significant differences were found
between 3DVTs for the remaining subscales (all p’s > .089).

3.2 Performance

Independent samples t-tests were conducted on pre-task SAT accuracy scores to
investigate any differences in prior knowledge between groups. There was no signif-
icant difference between PM and VR conditions for overall, identification, or multiple
choice SAT accuracy (all p’s > .059). However, there was a significant difference
between PM and VR conditions for mental rotation accuracy scores (p = .039).

2 (3DVT: PM, VR) � 2 (Testing time: pre, post) mixed factor ANOVAs were
conducted on average SAT accuracy scores and completion times for the overall test
and for identification, multiple choice, and mental rotation questions to examine dif-
ferences in the level of spatial knowledge acquired between PM and VR conditions.

Level of Spatial Knowledge Acquired. There was a significant main effect of testing
time on each of the following: average overall accuracy, F(1, 59) = 629.23, p < .001,
ηp
2 = .91, average identification accuracy, F(1, 59) = 445.67, p < .001, ηp

2 = .88,
average multiple choice accuracy, F(1, 59) = 396.57, p < .001, ηp

2 = .87, and average
mental rotation accuracy, F(1, 59) = 6.49, p = .013, ηp

2 = .10. For each measure,
post-task SAT scores were significantly higher than pre-task SAT scores (see Fig. 4).

There was no main effect of 3DVT condition on average overall, F(1, 59) = 0.01,
p = .942, ηp

2 < .01, identification, F(1, 59) = 2.23, p = .141, ηp
2 = .04, or multiple

choice accuracy scores, F(1, 59) = 0.47, p = .494, ηp
2 = .01. There was a significant

main effect of 3DVT condition on average mental rotation accuracy, F(1, 59) = 5.73,
p = .020, ηp

2 = .09, with higher accuracy in the PM (M = 34.05, SD = 22.39) than VR
(M = 20.31, SD = 22.39) condition.
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There was no significant interaction between testing time and 3DVT on any
accuracy measure (all p’s > .430).

Completion Times. There was a significant main effect of testing time on each of the
following: average overall SAT completion time, F(1, 59) = 12.06, p = .001, ηp

2 = .17,
multiple choice completion time, F(1, 59) = 66.93, p < .001, ηp

2 = .53, and mental
rotation completion time, F(1, 59) = 15.51, p < .001, ηp

2 = .21. For overall and mul-
tiple choice questions, participants took significantly longer to complete the post-task
SAT than the pre-task SAT. Conversely, participants took significantly longer to
complete the pre-task SAT than the post-task SAT for mental rotation questions. There
was no main effect of testing time on average identification completion time, F(1,
59) = 0.22, p = .642, ηp

2 < .01 (see Table 2).
There was no main effect of 3DVT condition on average overall, F(1, 59) = 0.04,

p = .836, ηp
2 < .01, identification, F(1, 59) = 1.31, p = .257, ηp

2 = .02, multiple choice,
F(1, 59) = 0.02, p = .887, ηp

2 < .01, or mental rotation completion times,
F(1, 59) = 0.87, p = .355, ηp

2 = .02.

Fig. 4. Average overall (A), identification (B), multiple choice (C), and mental rotation
(D) accuracy on SAT by 3DVT condition. Error bars represent standard error.
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There was an interaction between testing time and 3DVT for overall, F(1,
59) = 4.93, p = .030, ηp

2 = .08, and multiple choice completion times, F(1, 59) = 6.15,
p = .016, ηp

2 = .09. Overall test and multiple choice questions showed significantly
longer completion times for post- than pre-test. Average completion times were longer
for the VR condition compared to the PM condition at pre-test with the reverse trend at
post-test. There was no significant interaction between testing time and 3DVT for
identification, F(1, 59) = 3.78, p = .057, ηp

2 = .06, or mental rotation completion times,
F(1, 59) = 2.52, p = .118, ηp

2 = .04.

3.3 Regional Saturation of Oxygen (RSO2)

A 2 (3DVT: PM, VR) � 2 (Testing Time: pre, post) � 2 (Hemisphere: left, right)
mixed factor ANOVA was conducted on average rSO2 values during pre- and post-task
SAT. There were no significant main effects or interactions among the included vari-
ables (all p’s > .225). A 2 (3DVT: PM, VR) � 2 (Hemisphere: left, right) mixed factor
ANOVA was conducted on average rSO2 values during the learning task. There was no
main effect of hemisphere on average rSO2 values during the learning task, F(1,
57) = 1.88, p = .175, ηp

2 = .03. There was a main effect of 3DVT condition, F(1,
57) = 9.17, p = .004, ηp

2 = .14, with higher change from baseline in VR (M = 1.78,
SD = 3.51) than PM (M = −0.65, SD = 2.99). Critically, there was a significant
interaction of hemisphere and 3DVT condition, F(1, 57) = 6.90, p = .011, ηp

2 = .11.
Bonferroni pairwise comparisons revealed a significant hemispheric difference in the
PM condition (p = .008), but not in the VR condition (p = .367). Pairwise comparisons
revealed a significant difference in rSO2 change from baseline in the left hemisphere
between 3DVT conditions (p = .001), while this difference between 3DVTs did not
reach statistical significance for the right hemisphere (p = .053). See Table 3 for
average rSO2 change from baseline values by 3DVT condition and hemisphere.

Table 2. Completion times on SAT by 3DVT condition and overall

Question type Condition Pre-task SAT Post-task SAT Change
M (SD) M (SD) M (SD)

Overall PM 400.32 (151.73) 488.59 (141.33) 88.27 (125.11)
VR 428.54 (121.99) 447.95 (108.27) 19.41 (117.06)

Identification PM 167.51 (82.51) 193.47 (59.53) 25.96 (89.40)
VR 173.86 (65.43) 157.97 (49.66) −15.90 (78.73)

Multiple choice PM 134.82 (67.05) 215.22 (95.72) 80.39 (67.69)
VR 155.90 (58.02) 198.90 (62.02) 43.00 (49.47)

Mental rotation PM 97.99 (29.93) 79.90 (29.45) −18.09 (27.67)
VR 98.77 (23.12) 91.08 (29.64) −7.69 (23.43)

Note. Completion Times are an average summation of all the questions in a
category type (e.g., all 15 multiple choice questions).
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4 Discussion

The present experiment provides a workload comparison between a physical model
(PM) and models presented in virtual reality (VR) for supporting knowledge acquisi-
tion in anatomical training. While participants in both three-dimensional visualization
technology (3DVT) conditions showed similar levels of knowledge gain, the VR
condition decreased test completion time (pre- to post-test) to a greater extent than the
PM condition. The PM condition was found to impose a higher degree of workload in
terms of mental demand, frustration, and spatial processes, while average RSO2 values
suggested higher workload in the VR condition.

These results differ from previous studies comparing physical models to
computer-based virtual models which showed benefits for physical models in
anatomical knowledge acquisition [16, 17]. Thus, the more immersive virtual reality
condition explored here may provide a closer match to the use of tangible, physical
models. Benefits of physical models (e.g., tangible, portable) must be weighed against
benefit of models presented in virtual reality (e.g., immersive, readily accessible library
of models to access online).

The workload differences found in the present experiment may stem from different
presentation formats between the physical and virtual reality models. The virtual reality
model had structure labels fixed to the models (see Fig. 3) that could be toggled on and
off. The physical model differed in that the model was labeled by numbers 1-16 with
structure identifiers listed on a sheet of paper next to the model. Thus, studying with the
physical model required an extra mental step to connect numbered labels to structure
identifiers. It is possible that this difference is responsible for the higher workload seen
in the physical model condition. Future work could better match the information
presentation formats to provide a more direct comparison between 3DVT types.

Previous studies have shown workload affects a person’s ability to learn from a 3D
anatomical model [28–30]. The workload differences here were not associated with
detriments in knowledge gain, but rather in test completion time. This suggests that the
higher workload with the physical model relative to virtual reality models may not have
been high enough to hinder overall knowledge gain. In other words, when the workload
associated with a knowledge acquisition task is moderate at most, workload differences
among 3DVT types may manifest in completion or response times rather than

Table 3. Average RSO2 change from baseline values by 3DVT condition and hemisphere

PM (n = 27)
M (SD)

VR (n = 32)
M (SD)

Pre-task Left 0.63 (2.33) −0.05 (2.73)
Right 0.27 (2.93) 0.31 (3.88)

Learning Left −1.23 (2.87) 1.97 (3.72)
Right −0.06 (3.05) 1.60 (3.35)

Post-task Left −0.25 (2.64) 0.24 (4.59)
Right 0.78 (2.38) 0.04 (2.24)
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knowledge gain. When task load increases, the selection of 3DVT may become more
important for knowledge acquisition. This question is left open to future work.

In sum, educators and trainers should be aware of the capabilities and limitations of
3DVTs to ensure they do not impose a level of workload that hinders knowledge
acquisition. The present experiment suggests that the selection of 3DVT for supporting
anatomical knowledge acquisition may be made on factors such as cost, accessibility,
and interest since minor differences in workload did not hinder learning. Still, further
research is needed to better understand the link between workload and performance in
spatial knowledge acquisition.
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Abstract. Parole decision-making directly affects the lives of hundreds of
thousands of individuals each year. While some research has been done on the
offender and case factors that influence the parole decision, little research has
been done on the characteristics of parole board members and how these
influence the parole decision. Personality is one factor that influences the way
individuals make decision.
This study simulates parole board members and their personalities, based

upon the Myers Briggs Typology Inventory, and how these personalities impact
the parole decision. The simulated parole board members used bias-based rea-
soning (BBR) in their decision-making process. BBR is a proprietary mathe-
matical method for automating implementation of a belief-accrual approach to
expert problem solving.
The results indicated that personality type was important for individual board

members in the decision process. Specifically, the ‘NT’ subtypes were least
likely to grant parole while the ‘SF’ subtypes were most likely to grant parole.
Furthermore, parole boards composed of MBTI types likely ideal for careers on
parole boards were less likely to grant parole.
These findings suggest that personality type is a key factor in parole

decision-making and should be explored further. One important example is to
examine the relationship between the MBTI makeup of a parole board and the
accuracy of the parole decision. If there is an optimum mix of personalities for
board effectiveness and efficiency, the offender, the justice system, and the
community would benefit with regard to safety, possible financial savings, and
the achievement of justice and correctional goals.

Keywords: Decision-making � Parole board

1 Introduction

The origins of parole in the United States can be traced back to the reformatories of the
late 1800s. In these facilities, inmates could earn their way to an early release through
good behavior, hard work, and participation in programming (Abadinsky 2011). From
its inception, parole decision making was largely based upon a clinical model, meaning
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the decision was based on the expertise and experience of the decision makers (Rhine
et al. 2016). Due to criticisms regarding the inherent subjectivity and arbitrariness of
such decisions, parole decision making has undergone major reforms, most notably
since the 1970s (Abadinsky 2011). Standardized assessment tools and legislation
creating guidelines for decision-making, though not without their problems, have
resulted in a more transparent and objective parole decision-making process.

Today, parole structures and adjudication vary widely among the states, and a
number of studies have examined how parole decisions are made. Indeed, as these
decisions are necessarily made with limited information, involve the freedom of the
potential parolees, and potentially impact the safety of the public, it is essential to fully
understand and optimize the parole process. However, while researchers have studied
the offender and case factors used to make parole decisions, there is a dearth of research
regarding how the individual and collective characteristics of parole board members
can influence decision-making. Personality is most notably a factor that influences
decision-making. The current study will simulate parole board members and their
personalities in order to explore how personality might impact these critical decisions.

2 Background

Parole is the early supervised release from a term of incarceration and includes a set of
agreed upon conditions (U.S. Department of Justice (USDOJ) 2015). These conditions
include standard conditions, such as regular meetings with a parole officer and
refraining from associating with felons, and may also include specific conditions, such
as random drug tests and treatment for drug offenders or internet restrictions for
cybercriminals. The purposes of parole are threefold: to assist the offender with rein-
tegration into society, to protect society from the offender, and to prevent needless
imprisonment of those who are unlikely to commit future crime (USDOJ 2015).

In the United States, there were approximately 870,500 individuals on parole at
yearend 2015, a 1.5% increase from the previous year (Kaeble and Bonczar 2017).
Nationally, parole boards grant parole in roughly 43% of cases; this, however, varies
greatly by state, with a low of 0% of cases being paroled (Illinois) and a high of 87% of
cases being paroled (Arkansas and Nebraska) (Alper et al. 2016). The proportion of
parolees who either completed their supervision or were granted early release (termed
the exit rate) increased in 2015 to 54 per 100 parolees (Kaeble and Bonczar 2017).
Parolees are mostly male (87%) and are most likely under supervision for a violent
(32%) or drug (31%) crime. In addition, the parole population is overwhelmingly either
White, non-Hispanic (44%), Black (38%), or Hispanic (16%) (Kaeble and Bonczar
2017). While these demographic and offense statistics do not match those of the general
U.S. populations, they are somewhat representative of those of the prison population
from which this group largely comes.
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2.1 Parole Boards

Parole granting decisions happen in two main ways. One is termed mandatory parole,
and is calculated based upon the amount of time served, incorporating good time1, as
set in state statute. The other is termed discretionary parole, and is granted by parole
boards. The current study will focus on discretionary parole.

Parole Board Composition and Structure. As stated earlier, parole overall varies
widely from state to state; this is true also for discretionary parole specifically. State
parole boards range in size from a low of 3 members (Alabama) to a high of 17
members (New York). However, the average size of parole boards is about 7 members,
with 30 state parole boards having between 5 and 8 members, inclusive. Some parole
boards are only responsible for making decisions to release offenders or revoke their
parole while others are also responsible for the supervision of offenders in the com-
munity (Abadinsky 2011). In addition, parole board members are typically appointed
by the governor. However, in a few states, appointment may be by the Board of
Corrections, the state attorney general, or a combination of these (Abadinsky 2011;
Kinnevy and Caplan 2008).

Finally, parole boards vary with regard to their qualifications, which is a source of
much criticism. Only a few states actually have any specific professional qualifications
(Abadinsky 2011; Paparozzi and Caplan 2009). The joining of selection by appoint-
ment with no specific qualifications is said to insert politics into parole board selection
and also to result in board members that are not qualified for the job.

Eligibility and Case Type. Another way that parole varies by state is through when
offenders become eligible for parole. Many states have requirements about how much
of the sentence the offender must have served before he or she becomes eligible for
parole; this ranges from one-third to 85% (Alarid and Del Carmen 2011). These
minimums may become even lower when good time is included; some states may also
give credit for time served in jail prior to the sentence (Alarid and Del Carmen 2011). If
an offender is denied parole, states vary as to when that offender will come up for
parole again.

In addition, some states may require that the offender have a place to live and a job
already established before they can be released (Abadinsky 2011; USDOJ 2015).
Another way parole differs by state is in the types of cases that are eligible for parole.
For example, some states have abolished parole for violent offenders or for serious
repeat offenders. Other states only consider misdemeanors for discretionary parole. Still
others only consider those convicted prior to a certain date; these states are typically
moving to a mandatory parole model.

Parole Board Adjudication. The process by which decisions are made by parole
boards is also determined by state. Boards may be divided and assigned to different
parts of the state (Alarid and Del Carmen 2011). Parole boards vary with regard to how

1 “Good time” refers to days, months, or years accumulated by the offender through avoidance of
institutional rule-breaking and/or by participating in programming; this time is subtracted from their
maximum sentence.

Parole Board Personality and Decision Making Using BBR 257



many make a quorum as well as how many have to meet for violent versus non-violent
offenses. For example, certain types of serious offenses, such as sex offenses, may
require a full board review (Alarid and Del Carmen 2011). Most states require either a
majority or a unanimous decision; however, there are a few which specify a different
number of votes. Moreover, some states have in-person hearings to inform the parole
decision, while others have paper reviews where the offender is not present. See
Table 1 for a breakdown of parole composition and adjudication.

Parole boards will have access to the offender’s case file which contains case and
background information, and quite probably a risk assessment. In fact, the vast majority
of parole authorities (88%) report using some type of risk assessment in their
decision-making (Kinnevy and Caplan 2008). This risk assessment calculates the
offender’s probability of parole failure, meaning reoffense or violating a condition of
their parole. Typically in the in-person hearings, the offender, the prosecutor, law
enforcement, the direct victim will be invited to make a statement, either oral or written
(Alarid and Del Carmen 2011). Some states may allow the offender’s family to be
present. Using information from the case file and the hearing, the parole board will
make their decision.

2.2 Decision-Making

A decision is a choice between alternatives (Houston 1999). In order to choose between
alternatives, a decision maker applies decision rules to information (Stojkovic et al.
2015). Decision rules are criteria used to process information in order to make a choice
and come in a variety of forms (Stojkovic et al. 2015). They can be quantitative in
nature, such as a calculated risk score, and they can be clinical in nature, such as
judgments based upon experience; individuals may even be unaware of their decision
rules, such as a person who is unconsciously biased against minorities (Stojkovic et al.
2015). In the case of parole decision-making, decision rules include parole guidelines

Table 1. Board sizes and adjudication

Board size

3–4 6
5 13
6 4
7 13
8–11 8
12–17 5

Adjudication

Majority 29
Unanimous 7
Other 8
Unknown 5
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created by the legislature or the correctional authority, judgements based upon training
and education, standardized risk assessments, and, most importantly for this study,
rules from personality traits. The information used by parole members for
decision-making include the offender’s case file as well as any oral or written state-
ments made, as outlined above.

According to March and Simon’s theory of bounded rationality, in order for
decisions to be fully rational, decision-makers must have two things: perfect infor-
mation and the appropriate amount of time to fully process and make the decision
(March and Simon 1958). In real life, however, information is never perfect and
decisions typically have a deadline. As such, March and Simon posited that decisions
are not made rationally, but on the basis of bounded rationality. Due to a lack of
information and time, decision made through bounded rationality will be acceptable,
rather than optimal. “Satisficing” is a term used to describe attaining acceptable (versus
ideal) results based upon incomplete information in a limited amount of time (Stojkovic
et al. 2015).

For parole decision-making, the information used will definitely be incomplete. For
example, information may be missing from an offender’s case file, victims and family
members may not make a statement and some institutional behaviors may have gone
undetected. Indeed, the offenders themselves are incentivized to hide information about
themselves when they make their statement at the hearing, a prime example being an
offender faking remorse or a commitment to change. In addition, risk assessments used
by parole boards are far from perfect predictors. In fact, one of the most common risk
assessments, the LSI-R (Kinnevy and Caplan 2008) was found in one study to have a
30% false positive error rate (Hemphill and Hare 2004). Another popular risk
assessment, the COMPAS, was found to have a 70% accuracy in predicting general
rearrests, but did poorly in predicting future violent behavior (Zhang et al. 2014). Other
scholars have also outlined the predictive and validity issues with risk assessments
(Desmarais et al. 2016).

Moreover, parole caseloads and the time available to hold hearings will limit the
amount of time parole boards have to process information from each case. The average
parole board caseload in 2006 was approximately 35 cases for each working day
(Kinnevy and Caplan 2008). Therefore, due to imperfect information and limited
processing time, parole board members must “satisfice” when they decide whether or
not to grant parole. Because the reality of parole decision situations makes bounded
rationality a necessity, improving the amount of information available and fully
understanding the decision rules used (such as those derived from personality traits) are
critical to optimizing parole decision-making.

Factors Impacting Parole Decision-Making. A number of studies have been con-
ducted to determine which factors are most important in determining the parole deci-
sion. These factors are usually offender and case factors. In a 2008 national survey,
parole board chairpersons reported the nature and severity of the current offense, the
offender’s prior record and risk assessment, the offender’s institutional disciplinary
record and program participation, previous parole adjustment, and victim input as the
most important factors in the parole decision (Ruhland et al. 2016). In addition, the
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parole chairpersons overwhelmingly (87%) stated that they either agreed or strongly
agreed that risk assessments were essential in parole decision making (Ruhland et al.
2016, p. 8).

Other studies have found similar results, concluding that parole authorities consider
offense seriousness, institutional misconduct, and parole readiness (Huebner and
Bynum 2006), institutional behavior and risk of reoffense (Carroll et al. 1982), and risk
of future crime (Carroll 1978) as most important. While victims do not often take
advantage of the opportunity to make a statement, there is evidence that when they do,
these statements are related to a lower likelihood of the board granting parole (Bernat
et al. 1994; McLeod 1989; Morgan and Smith 2005; Parsonage et al. 1994; Smith et al.
1997). In addition, the offender’s age, history of drug and alcohol use, percentage of
the sentence that has been served, and parole hearing demeanor are often considered as
well (Abadinsky 2011; Kinnevy and Caplan 2008; Ruhland et al. 2016). In the current
study, the simulated parole board members will use the following factors for their
decision-making: severity of the offense, prior record, institutional record, rehabilitative
program completion, risk of re-offense, age of the offender, victim statements, offender
remorse, and abuse of alcohol and drugs. These factors make up the information upon
which the decision rules of the different personalities will operate.

Personality and Decision-Making. Because personality is said to impact choices,
values, and reactions (Myers 1962), it seems logical that personality will act upon the
different parole factors to influence parole decisions. Indeed, one of the few studies that
focused on parole board members rather than offender and crime characteristics found
that parole decision making was an outcome of interactions within the parole board
(Conley and Zimmerman 1982).

Probably the most well-known and widely used personality test is the Myers-Briggs
Typology Indicator (MBTI) (Furnham 2017). The theory behind the MBTI is that
differences in the way people take in information (perception) and make conclusions
about that information (judgement) relate to the variations in values, reactions, choices,
and behaviors (Myers 1962). Under the MBTI, there are 4 basic preferences that make
up a person’s personality: between extroversion and introversion (E or I), between
sensing or intuition (S or N), between thinking or feeling (T or F), and between judging
or perceiving (J or P). (Myers 1962; The Myers & Briggs Foundation 2017).

The preference between extroversion and introversion refers to whether an indi-
vidual prefers to focus on the outer world or their inner world. The preference to focus
on basic information or interpret and add meaning is the sensing/intuition preference.
The preference between an initial focus on logic and consistency or people and cir-
cumstances is the thinking/feeling preference. Finally, the judging/perceiving prefer-
ence is between having things decided or being open to new information (Myers 1962;
The Myers & Briggs Foundation 2017). Thus, a person who prefers to focus on their
inner world, to focus on basic information, to focus on logic and consistency, and who
prefers to have things decided would be said to have an ISTJ personality. The simu-
lated parole board members have been coded so that they have various types of the 16
MBTI personalities that will function as decision rules for them.
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3 Methodology

The current study simulates parole board members and their personalities in order to
explore how personality might impact parole adjudication. There are 16 different sets of
code that are used to represent the different personality types. A number of different
trials were performed to represent different parole situations because, as stated above,
there exists wide variation in parole board makeup and adjudication.

3.1 Coding

The simulated parole board members will utilize bias-based reasoning (BBR) in their
decision-making process. BBR is a proprietary mathematical method for automating
implementation of a belief-accrual approach to expert problem solving (Hancock 2012).
It enjoys the same advantages human experts derive from this approach; in particular, it
supports automated learning, conclusion justification, confidence estimation, and natural
means for handling both non-monotonicity and uncertainty. Dempster-Shafer Reason-
ing is an earlier attempt to implement belief-accrual reasoning, but suffers some
well-known defects (Lotfi paradox, constant updating of parameters, monotonic, no
explicit means for uncertainty) (Boyen and Koller 1998). BBR overcomes these.

Pose a problem for a human expert in their domain, and you will find, even given
no evidence, that they have an a priori collection of beliefs about the correct conclu-
sion. For example, a mechanic arriving at the repair shop on Tuesday morning already
holds certain beliefs about the car waiting in Bay 3 before she knows anything about it.
As she examines the car, she will update her prior beliefs, accruing “bias” for and
against certain explanations for the vehicle’s problem. At the end of her initial analysis,
there will be some favored (belief = large) conclusions, which she will test, and so
accrue more belief and disbelief. Without running decision trees, applying Bayes’
Theorem, or using margin maximizing hyperplanes, she will ultimately adopt the
conclusion she most believes is true. It is this “preponderance of the evidence”
approach that best describes how human experts actually reason, is fully in line with
March and Simon’s theory of Bounded Rationality, and it is this approach that is
modeled in BBR.

For simplicity and definiteness, the reasoning problem will be described here as the
use of evidence to select one or more possible conclusions from a closed, finite list that
has been specified a priori (the “Classifier Problem”). Expert reasoning is based upon
facts (colloquially, “interpretations of the collected data”). Facts function both as
indicators and contra-indicators for conclusions. Positive facts are those that increase
our beliefs in certain conclusions. Negative facts are probably best understood as being
exculpatory: they impose constraints upon the space of conclusions, militating against
those unlikely to be correct. Facts are salient to the extent that they increase belief in the
“truth”, and/or increase “disbelief” in untruth (Delmater and Hancock 2001).

A rule is an operator that uses facts to update beliefs by applying biases. In
software, rules are often represented as structured constructs such as IF-THEN-ELSE,
CASE, or SWITCH statements. We use the IF-THEN-ELSE in what follows.

Rules consist of an antecedent and a multi-part body. The antecedent evaluates a
BOOLEAN expression; depending upon the truth-value of the antecedent, different
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parts of the rule body are executed. The following is a notional example of a rule. It
tells us qualitatively how an expert might alter her beliefs about an unknown animal
should she determine whether or not it is a land-dwelling omnivore:

If  (habitat = land) AND (diet = omnivorous) THEN
INCREASE BELIEF(primates, bugs, birds)
INCREASE DISBELIEF(bacteria, fishes)
ELSE
INCREASE DISBELIEF(primates, bugs, birds)
INCREASE BELIEF(bacteria, fishes)
End Rule

If we have an INCREASE BELIEF function, and a DECREASE BELIEF function
(“aggregation functions”, called AGG below), many such rules can be efficiently
implemented in a looping structure:

In a data store:
Tj(Fi) truth-value of predicate j applied to fact Fi
bias(kj, 1) belief to accrue in conclusion k when predicate j true
bias(kj, 2) disbelief to accrue in conclusion k when predicate j is true
bias(kj, 3) belief to accrue in conclusion k when predicate j false
bias(kj, 4) disbelief to accrue in conclusion k when predicate j is false

Multiple rule execution in a loop:

IF Tj(F)=1 THEN    'if predicate j true for Fi...
FOR k=1 TO K    ‘for conclusion k:

Belief (k)=AGG(B(k,i),bias(k,j,1)) ‘true: ac-
crue belief bias(k,j,1)

Disbelief(k)=AGG(D(k,i),bias(k,j,2)) ‘true: accrue 
disbelief bias(k,j,2)

NEXT k
ELSE

FOR k=1 TO K
‘for conclusion k:

Belief(k)=AGG(D(k,i),bias(k,j,3)) ‘false: ac-
crue belief bias(k,j,3)

Disbelief (k)=AGG(B(k,i),bias(k,j,4)) ‘false: ac-
crue disbelief bias(k,j,4)

NEXT k
END IF

This creates a vector B of beliefs (b(1), b(2), …, b(K)) for each of the conclusions
1, 2, …, K, and a vector D of disbeliefs (d(1), d(2), …, d(K)) for each of the con-
clusions 1, 2, …, K. These must now be adjudicated for a final decision.
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Clearly, the inferential power here is not in the rule structure, but in the “knowl-
edge” held numerically in the biases. As is typical with heuristic reasoners, BBR allows
the complete separation of knowledge from the inferencing process (Friedman et al.
1998). This means that the structure can be retrained, even repurposed to another
problem domain, by modifying only data; the inference engine need not be changed.
An additional benefit of this separability is that the engine can be maintained openly
apart from sensitive data.

Summarizing (thinking again in terms of the Classifier Problem): When a positive
belief heuristic fires, it accrues a bias b > 0 that a certain class is the correct answer; when
a negative heuristic fires, it accrues a bias d > 0 that a certain class is the correct answer.
The combined positive and negative biases for an answer constitute that answer’s belief.

After applying a set of rules to a collection of facts, beliefs and disbeliefs will have
been accrued for each possible conclusion (classification decision). This ordered list of
beliefs is a belief vector. The final decision is made by examining this vector of beliefs,
for example, by selecting the class having the largest belief-disbelief difference.

BBR can also incorporate variation in decision-making that is a result of uncer-
tainty, termed bias-variability (Cover and Thomas 2001). Human decision-making is
variable, and an individual, given the same input, may make two different decisions in
two different situations. The introduction of some randomness, or bias-variability, into
the decision-making can simulate the non-determinism inherent in human
decision-making. Thus, each factor has some measure of variation in its code, using a
subroutine; in the current study, the bias-variability is small enough that it only impacts
decisions that would be considered “borderline” cases.

3.2 Parole Board Members

In the parole board situation, parole board members use a variety of factors (evidence)
to make the decision to grant or not grant parole. In the current experiment, the
simulated parole board members will review evidence regarding severity of the offense,
prior record, institutional record, rehabilitative program completion, risk of re-offense,
age of the offender, victim statements, offender remorse, and abuse of alcohol and
drugs. Severity of the offense, prior record, institutional behavior, and risk of re-offense
were considered the strongest factors, as per prior research.

As an example, consider severity of the offense. If an offender has been incarcer-
ated for a relatively minor offense, then, all else being equal, that would increase the
board members’ belief that parole should be granted. Conversely, if an offender has
been incarcerated for a severe offense, say murder, this would increase the parole board
members’ disbelief that parole should be granted. All else being equal, there is prob-
ably a low level of uncertainty about this decision. Conversely, while demeanor is a
factor that parole board members consider, this is not only a more subjective factor than
severity of offense (a legal concept) and considered less predictive of later behavior, but
remorse and respect are easily faked by an offender. As such, the importance of this
factor will be lower and the uncertainty for this factor is going to be higher.

Once all of the factors are considered, each parole board member will have a belief
score between −1 and +1 as to whether parole should be granted. The threshold for
parole was set at 0.4; scores higher than this resulted in granting parole, lower resulted
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in denying parole. In this way, each parole member has a vote based upon their belief
score; these votes can be combined in whatever way the method of adjudication for the
current trial requires (i.e. majority, unanimous, etc.) to get the ultimate decision.

Personality. In addition, it is theorized that different personality types will vary with
regard to how much different factors influence them. The personality variations are
incorporated into the code by changing the amount of belief (☐s) and disbelief (☐s)
each factor causes for each personality type. Moreover, the influence of uncertainty is
also altered for each personality type. These personality variations resulted in 16 dif-
ferent sets of rules for parole decision making.

The following represent some examples of the thought process behind the coding of
parole board members’ responses to the parole decision factors. These examples are far
from exhaustive.

Severity of Offense, Prior Record, and Risk of Reoffense. While most, if not all,
individuals are likely to consider these as important (regardless of personality type),
different types may react to these differently. For instance, ‘feelers’, ‘intuitives’ and
‘perceivers’ might be slightly more open to considering mitigating factors when it
comes to severity of offense and prior record. In addition, it is possible that risk of
reoffense is generally less important to ‘feelers’ compared to more emotionally salient
factors like the offense itself and victim statements. ‘Sensors’ might be more likely to
take the risk assessment score as is, whereas ‘intuitives’ might be more likely to
extrapolate from the score, but might also be more likely to question the accuracy of the
risk assessment.

Victim Statements and Offender Remorse. Victim statements and offender remorse
might not be as important to board members as the severity of offense; the exception
might be ‘feelers’ (as stated above) who place high value on personal and emotional
factors, whereas ‘thinkers’ might be more inclined to put the more objective factors
first.

Abuse of Substances. ‘Intuitives’ might have less of a problem with mild abuse, but see
heavy abuse without treatment as indicative of future problems.

Variability in Decision-Making. When it comes to making choices, variability within
individuals is possible. ‘Perceivers’ on average are going to exhibit higher variability in
their responses than ‘judgers’, and, to a lesser degree, ‘intuitives’ more than ‘sensors’.

3.3 Offenders

For this experiment, 500 offenders were generated with different scores on each of the
factors to be considered by the parole board members. Severity of offense ranged from
1–5, prior record ranged from 1–6, institutional behavior 0–5, and risk assessment from
1–10. For all of these, lower scores are better. Additionally, program completion and
victim statements were dichotomous as either present or not. Use of substances ranged
from 0–2, with 0 being no history and 2 being a severe user. Demeanor was an abstract
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scale ranging from 0–1, with 1 being a great demeanor. Finally, age ranged from 17–75,
with the age makeup of the 500 offenders closely mirroring that of the overall U.S.
prison population.

3.4 Experiments

Experiment 1: MBTI Type and the Parole Decision. For this experiment, each
MBTI type made parole decisions as individuals. 1,000 trials were run in which each
type made parole decisions for the 500 simulated offenders.

Experiment 2: Career-Based Parole Boards. One of the ways MBTI is used is to
assist with career guidance. Different personality types seem fitted to certain types of
careers. For this experiment, the personality types were divided into two groups and
seven personalities were randomly selected from each group (reflecting the average
parole board size):

Group 1: ISTJ, ESTP, ISTP, ISFJ, ENTJ, INTJ, INTP, INFP
Group 2: ESTJ, ESFJ, ESFP, ISFP, ENTP, INFJ, ENFJ, ENFP

Group 1 consists of personality types whose most recommended careers fall into
criminal justice, psychiatry, counseling, rehabilitation, and social work (Schaubhut and
Thompson 2008), careers which seem fitting for parole board members. Indeed, for
those states that have requirements for parole board members, having experience in one
of these fields is a common standard.

For the experiment, 1 Million simulations were run using the two groups. There
were approximately 200 Group 1 Boards and 200 Group 2 boards and each board
processed all 500 candidates 5 times. To adjudicate, the scores of each individual
member (from summing the betas and deltas described above) were averaged to get an
overall board score.

4 Results

4.1 Experiment 1

The results of the first experiment can be seen in Table 2. As shown, there was obvious
variation in the parole decision-making of the MBTI types, with the ISFJ/ESFJ types
granting parole about half the time while the INTJ/ENTJ types denied parole in almost
all the cases. The ISFPs and ESFPs are most in line with the national parole grant rate
as reported by Alper et al. (2016).

Looking at the differences in percentages granted/denied, there are clear gaps
between sets of MBTI types; these are marked by lines in the table. The decisions seem
to largely cluster into 4 groups: the NTs, the STs, the NFs, and the SFs. As such, it
appears the strongest personality factors in parole decision-making are the middle two
preferences: sensing/intuition and thinking/feeling. This is illustrated in Fig. 1.
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What is also interesting is that, while the ‘thinkers’ and ‘feelers’ are clearly divided
on parole, the ‘sensors’ and ‘intuitives’ are not. This distribution suggests that the
combination of the two middle preferences is important. This makes sense, given that
the two middle letters indicate how one gathers information and makes decisions.

What is perhaps most interesting is the judging/perceiving preference. Indeed, this
preference seems to become more important in the parole decision as one moves down
the table. For the SF personality types, the judging/perceiving preference seems more
influential in their decision making; in contrast, the judging/perceiving preference
seems to have little impact with the NTs. Furthermore, the Judging/Perceiving

Table 2. Parole decisions by MBTI type

Type Granted Denied

INTJ 2.20% 98.36%
ENTJ 2.20% 98.36%
INTP 2.40% 98.16%
ENTP 2.40% 98.16%
ISTP 8.20% 92.28%
ESTP 8.20% 92.28%
ISTJ 10.59% 89.85%
ESTJ 10.59% 89.85%
INFP 24.77% 75.46%
ENFP 24.77% 75.46%
INFJ 27.77% 72.42%
ENFJ 27.77% 72.42%
ISFP 43.54% 56.41%
ESFP 43.54% 56.41%
ISFJ 50.74% 49.13%
ESFJ 50.74% 49.13%

Fig. 1. Histograms of aggregate scores of NT/SF decisions (Color figure online)
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preference seems to have a different relationship with the NT personality type, as with
the NTs, ‘judgers’ are least likely to grant parole, while with all the other types, they
are most likely to grant parole.

4.2 Experiment 2

The results of experiment 2 can be found in Table 3.

As can be seen, Group 1, the career group that, on the surface, seems ideal for
parole board membership, was unlikely to grant parole. This is not surprising in light of
the results of experiment 1, given that 3 of the 4 NT types were in Group 1 while 3 of
the 4 SF types were in Group 2. These results can also be seen in Fig. 2.

In addition, Table 4 shows the correlation between the MBTI makeup of the boards
and the overall board score. The strongest positive correlations are for ESFPs and
ESFJs, indicating that the more individuals with these personality types, the higher the

Table 3. Parole decisions by career groups

Granted Denied

Group 1 8.90% 91.10%
Group 2 26.47% 73.53%

Fig. 2. Histogram of career group decisions (Color figure online)
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scores for the board, thus being more likely to reach the threshold to grant parole. In
contrast, the strongest negative correlations were for ISTJs and ISTPs; boards with
more of these individuals had lower scores and thus were less likely to grant parole.
The weakest correlations were for the ENTPs and the ISFJs (which are, interestingly,
exact opposites).

Table 5 shows the correlation between the overall board scores and the offender
factors. The factors most strongly correlated to the board’s overall score were the
completion of a rehabilitative program, the severity of the offense, and the risk
assessment. This is in line with what parole board chairs have said are the most
important factors in the parole decision (Ruhland et al. 2016). The weakest correlation
was for the use of substances.

Table 4. Correlations between score and board makeup

Score

ESFP 0.2125
ESFJ 0.2115
ENFJ 0.1962
INFJ 0.1919
ISFP 0.1866
ENFP 0.1770
ESTJ 0.1009
ENTP 0.0762
ISFJ −0.0878
INFP −0.1121
ENTJ −0.1899
ISTP −0.1964
INTP −0.1985
INTJ −0.2027
ISTJ −0.2037
ESTP −0.2060

Table 5. Correlations between board score and offender factor

Score

Program completion 0.4703
Demeanor 0.2878
Substance abuse 0.0748
Age −0.1602
Prior record −0.2452
Institutional record −0.2722
Victim statement −0.2832
Risk assessment −0.3607
Severity of offense −0.3844
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5 Discussion

The results of these experiments have suggested the importance of personality type to
the parole decision-making process. As such, further research in this area is warranted,
given the implications of parole decisions for social welfare, justice, and community
safety.

Based upon experiment 1, there are clearly some MBTI types that are more likely to
grant parole than others. Again, while the ‘thinkers’ and ‘feelers’ seem divided on
parole, the ‘sensors’ and ‘intuitives’ are not. This relationship does make sense:
‘thinkers’ tend to put more weight on objective principles, hard facts, and logic, while
‘feelers’ put more weight on the personal or human aspect. It is not unexpected that the
‘thinkers’ would be “harsher” with regard to parole decisions and the ‘feelers’ more
“lenient.” In contrast, ‘sensing’ versus ‘intuition’ is more about how one orders and
processes information, so it seems logical this would be less influential in the decision
outcome and more related to how the individual arrived at the decision.

Moreover, the results showed that the “parole” career group was much less likely to
grant parole than the other group. While there is some disagreement on career rec-
ommendations for MBTI types, three of the four NT types were in the career
group. Due to these individuals’ emphasis on logic, theory, and rationality, it is not
surprising to find them in this group, as they are likely more rule and law oriented.
Along the same lines, it makes sense that this group would be “harsher” with regard to
parole. An implication of this is that drawing parole board members from a wider
variety of career fields may be worth consideration. The greater assortment of careers
could potentially diversify the personality makeup of the board, perhaps resulting in
lower denial rates, if indeed that is found to be desirable.

The current study found a relationship between MBTI type and likelihood to grant
or deny parole; this finding is value neutral. Consequently, one important topic to
research in the future would be the connection between board member personality type
and parole board effectiveness. One way this could be measured would be the accuracy
of the parole decision-whether the individual who is paroled reoffends. It is possible
that some MBTI types, because of the way they filter and prioritize different types of
information, may be better able to discern an offender’s potential for success upon
release. Indeed, Sanchez (2011) studied MBTI types and their ability to detect lies; she
hypothesized that ENTPs would be most accurate due to their focus on others (ex-
troversion), their ability to see patterns of deceit cues (related to intuition), their focus
on logic and analysis (thinking), and their less rigid thinking patterns (perceiving).
Ultimately her results supported her hypothesis. The ability to detect lies would cer-
tainly be beneficial when interviewing a parole candidate.

This examination of effectiveness could also be extended to looking at the interplay
between personalities on parole boards. There may indeed be an optimum mix of MBTI
types on a parole board that yield more accurate or efficient decisions. For example,
when it comes to ‘feeling’ versus ‘thinking’ dimension, the MBTI dimension correlates
with the Big 5 agreeability dimension, where MBTI ‘feelers’ are far more agreeable
than their ‘thinker’ counterparts (Furnham 1996). This may make ‘feelers’ generally
more inclined to go with the group consensus, whereas ‘thinkers’ are generally more
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inclined to ignore it and stick to their own opinions. However, both ‘feelers’ and
‘thinkers’ have their judgements to which they want to stick, and a ‘feeler’ can cling
just as strongly to their values as a thinker to their reasons, as long as they feel strongly
enough about it. In that case, a ‘feeler’ might be similarly unwilling to compromise.
A ‘thinker’ on the other hand might think that it’s more reasonable to compromise
when they are not that certain about their own opinion. Similarly, a ‘perceiver’ might
be generally more inclined to be laid back and open to adjust to the group consensus
than a ‘judger’, who is generally more likely to stick to their principles. However,
‘perceivers’ have their principles, too, and can become very rigid about them. Thus, the
ability to reach group consensus may be dependent not just on their attitude towards
group consensus itself, but also on the strength of their conviction that they made the
right decision. At the very least, the findings of this study indicate the need for more
scrutiny regarding who is chosen for parole boards and stronger standards for selection.

It would also be valuable to examine in depth the interplay between the ‘judging’
preference and the parole decision. Experiment 2 showed an interesting relationship
between the ‘judging’ preference and the NT personality type. The NT types tend to be
logical, objective, analytical, and impersonal (The Myers & Briggs Foundation 2018).
It is possible the more task-oriented, structured ‘judging’ preference amplifies the NT
characteristics in ways that it doesn’t with other types. This interaction could poten-
tially result in seemingly “harsher” decisions.

Finally, it would be interesting to examine the relationship between personality and
other criminal justice decisions, including judges, attorneys, and correctional officers.
Indeed, while parole boards generally have limited time for each decision, police
officers must often make split second decisions, so examining personality types in
policing is also important. On the other side of the system, environmental conditions,
genetics, and socialization may interact with personality type to influence the decision
to commit crime.

6 Conclusion

Personality is a critical factor in decision-making, and this fact seems no different for
parole boards. The factors influencing parole decisions are important as these decisions
influence rehabilitation of offenders, the safety of the public, and the legitimacy of the
criminal justice system.
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Abstract. The main objective of the navigation system on board a High Speed
Craft (HSC) is contributing to safe operation, which is supported by a high
degree of situation awareness for the navigator. On the modern HSC bridge, an
increasing amount of displays and support systems has been introduced, with
computers being networked and integrated information presented on
Multi-Function Displays (MFDs). Eye tracking data in human-computer inter-
action is a valuable tool to identify challenges with design and user interfaces,
and to better understand the workload of the subject. This paper presents and
analyse two eye tracking data sets collected to validate a mid-life update of a
HSC navigation system, and outlines the challenges when collecting eye
tracking data in an operational environment. Data collection with Eye Tracking
Glasses (ETGs) is proven to be a valuable tool, but the quantitative data needs to
be supported by qualitative data to be unambiguous.

Keywords: Maritime � High speed � Navigation � Eye tracking data
Eye tracking glasses � Navigation system

1 Introduction

High speed navigation in littoral waters is a challenging task. Both civilian and military
High Speed Crafts (HSC) are operating in speeds above 20 knots (37 km/h) and some
exceeding 60 knots, making the safe and efficient conduct of the passage crucial.

To support the navigation process, the bridge is equipped with MFDs to facilitate
the information management in the navigation system for the navigation team [1]. The
navigation system is integrated and networked together, and information is typically
presented and integrated on a MFD on the Electronic Chart Display and Information
System (ECDIS), radar application and application with information about the ship
propulsion and technical systems (conning). The Situation Awareness (SA) of the
navigator is crucial in order to facilitate for the safe and efficient navigation, and the
navigation system aims to support a higher degree of SA [2].

Several studies have highlighted the challenge with information overload for the
navigation team [3–8], and raises the question whether a bridge design and layout
supports the safe and efficient navigation of the vessel.
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To better understand the task of navigation and what the navigator is addressing
during a passage, eye tracking data can be collected and analysed. ETGs can provide
sufficient freedom of mobility for the test participants, and has shown good potential in
better understanding the task of the (HSC) navigator [9, 10].

Eye tracking data can be collected by using ETGs, and the use of ETGs has shown
good potential in maritime usability studies [11–13]. Previous studies highlighted
design and Graphical User Interface (GUI) issues on board the Skjold-class Corvette
(Fig. 1) bridge navigation system [9, 11, 14], and these were corrected in a mid-life
update [15]. This paper presents a pre- and post-mid-life update eye tracking data set
collected to validate and support the findings in the pre mid-life update study.

The research question in the article is if eye tracking data collected from ETGs can
be used to validate a design-review of a maritime HSC bridge.

1.1 Decision Making in High Speed Navigation

HSC navigation is most commonly conducted in a navigation team, consisting of two
persons, the Officer of the Watch (OOW) and the Navigator, which share the tasks
given to achieve safe and efficient navigation. Dependent on the confinement of the
waters, weather and speed, the navigation team workload is high [16]. Safe navigation
means that no incidents or accidents occur, while efficient navigation means that the
speed potential of the vessel is utilized [17].

Figure 1 shows the Royal Norwegian Navy Corvettes, with speeds exceeding
60 knots (110 km/h or 70 mph).

Fig. 1. Skjold-class Corvette
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The conduct of a safe passage with a HSC is a complex task, conducted in a
sociotechnical system as a navigation team [18]. To support safe and efficient navi-
gation, the navigation team uses a methodology to aid the decision making process and
increase the SA, known as the phases of navigation [1] or Dynamic Navigation
(DYNAV) [19, 20]. The conduct of safe and efficient planning is shown in Fig. 2, and
is an iterative process.

In littoral waters there are multiple obstacles for navigation, making high speed
navigation challenging. Each leg will vary in length, but as an example, a leg of one
nautical mile (1 nm = 1852 m), will take 1 min to complete in 60 knots. In demanding
waters, consecutive legs are often less than 0.5 nm in distance, making the decision
process before the next leg less than 30 s.

In each phase of navigation, the navigator has a mental checklist to follow, and it is
important that the navigators prioritize in order to have time to finish one phase before
the next one starts, in order to maintain a high degree of SA. The navigator’s SA
consist of spatial-, task- and system awareness [6, 21], and the complexity of these
factors affect the navigator’s workload as shown in Fig. 3. Note that the bottom line in
Fig. 3 is meant as examples, and is not complete.

Fig. 2. Iterative process of (littoral high speed) navigation
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Fig. 3. Navigator’s SA [21]
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As navigation is conducted in a team, the communication skills is important to
create and maintain a shared mental model in the navigation team, and the commu-
nication is mainly conducted in accordance with standard operating procedures. The
integrated navigation information on the displays provide some of the basis of the
navigation team shared mental model, however this information collection is
non-verbal and could thus be interpreted differently by the operators [16].

1.2 Vulnerabilities in an Integrated Navigation System

Navigation systems on a modern HSC are networked, and the navigation sensors are
integrated. The integrated information is presented on one or several MFDs, as shown
in Fig. 4.

The integration of navigation sensors in the navigation systems aims to contribute
to improved SA for the navigator, and thus support the safe navigation of the vessel [2,
22–24]. This is partly conducted by presenting the near real-time position of the vessel
on the ECDIS. The information from the position-, heading-, speed-, depth- and
support sensors are integrated and presented on one of the MFDs on the ship bridge.
The three main applications available for the navigation team is ECDIS, radar and
conning.

The navigation system even on a relative small HSC vessel below 50 m is arguably
a complex system in accordance to Redish [25], and there is a concern that the navi-
gator does not hold a sufficient understanding of the navigation system they are

Fig. 4. Example of a HSC navigation system
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operating [26–28], known as system awareness in Fig. 3. This could lead to misin-
terpretation of information from the navigation system presented on the MFD.

Signal interference on the signal from a Global Navigation Satellite System
(GNSS), intentional or un-intentional, can lead to Hazardous Misleading Information
presented to the navigator [29]. There are several examples of jamming and spoofing of
GNSS-signals [30–33], and the navigator needs to be aware of the vulnerabilities in the
computer system in use [21].

1.3 Eye Tracking

Eye Tracking is the process of measuring the eye activities [34]. This could be per-
formed by measuring either the point of gaze (where one is looking) or the motion of an
eye relative to the head. An eye tracker is a device that can measure eye position and
eye movement. ETGs is constructed in order to study human behaviour in real-world
environments [35].

During the past years, eye tracking in Human-Computer Interaction (HCI) and
usability studies/research has been more frequently used [36–41]. There has also been
research and suggested frameworks for the use of eye tracking measurements when
conducting usability evaluation at a ship’s bridge [42].

Eye Tracking data from ETGs has been used to improve usability of bridge design
[13, 43, 44], and the Graphical User Interface (GUI) and bridge layout of a HSC has
been examined with ETGs in an earlier study [14, 15]. ETGs has been used as a tool to
measure the efficiency of a navigator when conducting a passage [10], and in maritime
bridge simulator assessments [45]. Nielsen and Pernice [40] find that the use of eye
tracking data will aid the designers and software developers to better understand what
people see and don’t see, and ETGs has shown to be a useful tool in a framework to
improve SA in demanding maritime operation training [12].

2 Methodology

The work presented in this article builds on earlier studies conducted prior to a mid-life
update of the Skjold-class Corvette navigation system [9, 11, 14]. ETGs were utilized
to better understand the visual attention of the navigator, in order to identify, and if
possible correct, flaws in design and/or GUI. Tobii Pro Glasses 2 was used for the two
data collections, and pros and cons with the use and different types of ETGs is laid
down in earlier work [11].

2.1 Subjects

The participants were personnel in active service, mean age of 29 years (Standard
Deviation (SD): 4 years), and a total of 13 subjects participated in the test conducting
19 runs. It would be beneficial with a higher number of test objects, but the amount of
relevant personnel is limited. The RNoN has six Skjold-class in service, with two
navigation teams on each vessel, thus 54.2% of available personnel participated in the
data collection.
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When recruiting personnel to the data collection, several challenges with the
availability of relevant personnel was identified. The workload on personnel in active
duty is high, and the data collection was not characterized as operational service, and
therefore not given a high priority. This lead to challenges with the amount of par-
ticipants, cancellations and time-constraints when conducting the data collection.

2.2 Apparatus

The data collection was conducted in the Navigation Simulator (NavSim) at the
Navigation Competence Center at the Royal Norwegian Naval Academy. Earlier work
has argued that the Skjold-class simulator at the NavSim provides eye tracking data
with quality equal to live data [9].

The navigation bridge of the Skjold-class is shown in Fig. 5, and to better organize
the eye tracking data, Areas of Interest (AOIs) of the bridge was defined. AOIs defines
important regions in the visual scene, and further allows events such as dwells, tran-
sitions and AOI hits to be defined [35]. The AOIs are shown in Fig. 5, and is in
accordance with the visual areas most commonly used by the navigator on board a
Skjold-class Corvette.

The AOIs were defined by using experience from earlier studies, together with a
pre-study conducted with three persons in three runs. This resulted in four main AOIs,
which are divided into 7 AOIs in total. The AOIs are:

1. Outside (AOIO): The surroundings of the ships, and are defined by the boundaries
of the windows on the ships bridge.

2. ECDIS (AOIE): The ECDIS information is presented on the MFD in front of the
navigator.
a. AOIE also consists of the Route Monitor window (AOIM) as a part of the ECDIS

application [15].

Fig. 5. Skjold-class bridge layout with primary AOIs
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3. Radar (AOIR): The radar information, presented on the centre MFD on the ships
bridge in Fig. 5.
a. AOIR consist of the heading bearing (AOIH) in the upper right corner of the

radar application [11].
4. Conning (AOIC): Consisting of information from the displays, consoles and

autopilot related to the propulsion and steering of the ship.
a. AOIC consist of the consoles for manoeuvring (AOICO) and the speed log

display (AOID) [11].
5. White Space (AOIW): The other areas than those defined by the AOIs [46].

a. Both data sets white space was marginal, and has been left out of the graphics,
which indicates that most fixations were within a defined AOI.

i. AOIW pre-study data set: 0.22%
ii. AOIW first data set: 0.15%
iii. AOIW second data set: 0.26%

The navigations system (Sect. 1.2) consist of AOI ECDIS, Radar and Conning, and
the eye tracking data analysis aims to provide a understanding of the use of these AOIs
and thus an understanding of the system awareness which contributes to the Naviga-
tor’s SA (Fig. 3).

2.3 Validation Procedure

The procedure and scenario for the pre- and post- data collection was identical. The
scenario was set up in the simulator instructor software Polaris, and used in all the
scenarios. The area of data collection is in Norwegian territorial waters, between
Bergen and Floroe. The area, traffic, route and environmental conditions are identical in
both the data collections throughout the 19 runs. The pre-planned route has a distance
of 20.6 NM, and the average sailing time for each participant was 24.8 min (SD:
3.42 min). A total of 6 h and 12.4 min of eye tracking data has been analysed. The
experience of the participant averages 1.9 years (SD: 1.75 years). The timeline for the
project is shown in Fig. 6.
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Q4 
2017/Q1 

2018 
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workshop

Fig. 6. Timeline process of validating HSC bridge design
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The analysis was conducted in the manufacturers software, Tobii Pro Lab. Eye
metrics data was captured, and further analysed in Microsoft Excel. In Excel sheets
regarding fixations, duration, counts and events was analysed and visualized using
diagrams (Figs. 9, 13 and 14). Visualization maps such as heat maps and scan paths
were created in Tobii Pro Lab (Figs. 7, 8, 11 and 12). The visualizations maps provide
a static overview of the visual attention of the navigator in the given period of time. The
process of analysing and interpreting the eye tracking data can be challenging and time
consuming, and a rule of thumb is one hour of analysis for every 10 min of eye
tracking data.

2.3.1 Statistical Model
The statistical analysis has been conducted in four steps, where the statistical model is
established and consist of a normality test, an F-test and a t-test to control if the values
disprove the null hypothesis of similarity between the two eye tracking data collections
within a significance level of 5%. The F-test is conducted to control the p-value for
validation of similarity of the two collected data set. The t-test is conducted to control if
the expectations values in the two collected data set are valid.

The generation of the analysis has been conducted in Microsoft Excel, by using the
eye metrics data which is generated by the manufacturer software.

2.4 Technical Workshops

To better understand the Eye Tracking data and the analysis of it, workshops with
Subject Matter Experts (SMEs) were conducted. This was facilitated through the
creation of a Technical Group High Speed Navigation on the manufacturers equipment.

The working group consisted of SMEs, who are active navigators from the high
speed navigation community in the RNoN. Representatives from the ECDIS manu-
facturer contributed together with HCI experts from the RNoN, which is supported by
the call for more usability testing in complex systems [25].

The SMEs used the working group as a forum to express their opinions regarding
the possibilities and the challenges with the existing navigation system. These opinions
were correlated towards the presented eye tracking data and analysis, and discussed in
the working group. System Problem Reports (SPR) and Engineering Change Proposals
(ECPs) were produced where opinions from the SMEs and eye tracking data correlated.
Amongst these were the three design issues described in Sect. 3.3, thus we investigated
if eye tracking data collected from ETGs can be used to validate a design-review of a
maritime HSC bridge.

The technical group conducted workshops both pre- and post-mid-life upgrade, and
the feedback from the post mid-life update was correlated with the eye tracking data.
The SMEs response to the revised design of the three main design issues was positive.
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3 Results

3.1 Pre Mid-Life Update Data Set

The first data set consists of data from 10 participants, nine males and one female.
Average age of participants 29 years (SD: 4 years). Average experience 1.6 years (SD:
1.6 years). The average time for conducting the passage was 24.5 min (SD: 3.9 min.

The first data set identified three main design issues, supported by earlier work [11]:

1. Poor availability of the presentation of heading bearing in radar GUI.
2. Challenges with the HCI with the distance measurement unit (Electromagnetic Log

– speed log).
3. Sub-optimal GUI in route monitor window.

It is important to understand where the visual attention of the navigator is allocated
during a passage. The visualization maps in the first data set is shown in Figs. 7 and 8.

The heat map identifies the hot spots where the navigator addresses its’ attention,
and the three design issues is identified. Number 1 in the top right corner of the radar
(centre MFD), number 2 in the top centre of the figure, where the speed log is placed.
Design issue number 3 is the route monitor window in the lower right corner of the
ECDIS GUI on the right side MFD (reference to Fig. 5).

Fig. 7. Heat map from pre mid-life update data set

Fig. 8. Scan path from pre mid-life update data set
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Analysing the scan path from the first data set, the three design issues are evident.
Each fixation is represented by a circle, and the size of the circle represents the fixation
time (larger circle, longer fixation).

The total time spent in an AOI can be an indication of the importance of the AOI. It
could also indicate a design issue or high mental workload [35], and thus contribute to
a decrease in SA for the navigator [40]. The total time spent in the AOI in the first data
set is shown in Fig. 9.

The pie chart provides valuable insight in the visual attention of the navigator [1],
and the main objective is to provide more time for the navigator to control the sur-
roundings to facilitate a higher SA (Fig. 3 – Spatial and Task Awareness). A sugges-
tion of an optimal visual attention to AOI Outside is 80% in good visual condition
conducting the passage in visual sailing mode [1], in order to support the navigators
SA. The SD in AOI outside in the pre mid-life update data set is 8.3%.

3.2 Mid-Life Update Navigation System Skjold-Class Corvette

The three design issues were addressed during a design-review and mid-life update of
the navigation system on board the Skjold-class Corvettes. The SPRs were discussed in
the working group, and ECP developed for each of the design issues.

ECP for design issue 1 was moving the presentation from the top right corner of the
radar GUI to a larger presentation in a new High Speed Craft Route Monitor (HSCRM)
window. The final version of the HSCRM window is shown in Fig. 10, and the
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Fig. 9. Total time in AOI from first data set (pre mid-life update)
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heading bearing is presented with large fonts in the upper left corner of the GUI (#1).
The HSCRM window is to be placed in the centre-top left corner of the ECDIS
application, this in order to have a short visual passage from the display to the outside
(surroundings) of the vessel, and contribute to a higher degree of SA by supporting the
spatial, task and system awareness [15].

ECP for design issue 2 suggest moving the reset button for the trip meter from the
overhead panel of the speed log [14], to the arm rest panel located on the left armrest of
the navigator’s chair (reference to Fig. 5). This implies the physical movement of the
reset button from the speed log panel to within arm’s reach of the left hand of the
navigator. The display of the trip meter is co-located with other relevant information in
the HSCRM window, and is shown on the top second line in Fig. 10 (#2). This makes
the speed log display excessive, and the navigator only needs to address the HSCRM
window.

ECP for design issue 3, a new route monitor window design, is shown in Fig. 10
and has been elaborated in earlier work [15]. The aim of this change was to sort and
present the information needed for the navigator to maintain a high degree of SA. The
presentation of this information is in line with the standard operating procedures on
HSC in the RNoN [47]. A challenge identified in the workshops is that the HSCRM
window will probably lay hold of relative more time from the navigator’s visual
attention, due to the relative large amount of information co-located in this GUI.

#1

#2

Fig. 10. HSCRM window from design review [15]
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3.3 Post Mid-Life Update Data Set, Validating Design Updates
and Measuring Impact

The second data set consists of six participants, all male. Average age of participants 29
years (SD: 4 years). Average experience 2.3 years (SD: 1.8 years). The average time for
conducting the passage was 25.3 min (SD: 1.9 min).

The purpose of the design review was to free time for the navigator to control the
surroundings of the vessel (AOI Outside), and contribute to a better SA for the HSC
navigator.

In order to evaluate the end-state, a final eye tracking data set was collected
(Fig. 6). Figures 11 and 12 shows the visualization maps for the validation data set.

When comparing the heat maps from the two data sets (Figs. 7 and 11), the heat
map clearly identifies the three design flaws in Fig. 7, while these three areas are not
present in Fig. 11. According to the heat map, more of the attention has been addressed
to the ECDIS, Outside, Route monitor window and to the centre of the MFD with the
radar application. There are fewer AOIs for the navigator to direct the visual attention
towards, since AOI Heading, AOI Display and AOI Consoles is marginalized. This
should in turn contribute to freeing time for the navigator to focus in more important
AOIs, and contribute to increase the SA of the navigator. The eye tracking data
visualization clearly indicates fewer AOIs in the new bridge design and GUI, more
visual attention directed towards operational important information in AOI Outside,
ECDIS and radar, which should contribute to safer operation.

Comparing the scan paths from the two data sets (Figs. 8 and 12), the second data
set (Fig. 12) indicates a tidier scanning pattern, where fewer AOIs are visited. As
shown with the heat map, less important AOIs such as AOI Heading, AOI Display and
AOI Consoles are marginalized. This should contribute to a more efficient visual search
for the navigator, and thus supporting an increase in the SA of the navigator. This
finding supports the suggested Scan Pattern for the Maritime Navigator [1], which aims
to streamline and optimize the visual search for the navigator. Note that the heat map in
Fig. 11 shows inferior resolution inside the AOIs, compared to the scan path in Fig. 12.
As an example the amount and placement of fixations inside AOI ECDIS becomes

Fig. 11. Heat map second data set (validation)
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more distinct in the scan path, than in the heat map. When analysing the heat map, be
aware of the strength of the colour coding in the generation of the heat map can be
adjusted in the manufacturer software [48], and is not uniquely. The increased reso-
lution of the amount and placement of fixations in the scan path visualization, will
support a better understanding of the eye tracking data.

The analysis of the eye tracking data from the post mid-life data set indicates that
several of the AOIs have been marginalized in the mid-life update, shown in Fig. 13.
AOI Console, Display, Heading and Radar has less than 1.5% of the total time. Since
this was a passage conducted in daylight, it would be reasonable to suggest a vigorous
increase in the attention to AOI radar during hours with reduced visibility or darkness.
The total time in AOI for the second data set indicates an increase in the time spent
addressing the ECDIS, and a retrogression in the accumulated visual attention in AOI
Outside. One of the main objectives for the design review was to transfer more of the
visual attention of the navigator to the actual surroundings of the vessel (AOI Outside).

4 Discussion

By comparing and analysing the visualization maps (Figs. 7, 8, 11 and 12), one could
argue that the design changes conducted in the mid-life update has contributed to fewer
areas for the navigator to focus on. Comparing the heat map (Figs. 7 and 11) indicates
that the overhead displays, consoles and upper right corner in the radar (heading
bearing) is removed as areas where the navigator focusses its’ visual attention.
Attention to these areas were identified as design flaws in the pre mid-life data set. The
post mid-life update heat map (Fig. 11) indicates more visual attention to AOI ECDIS,
and clearly indicates increased visual attention to the new HSCRM window located in
the centre-left part of the AOI ECDIS as expected. The heat map also suggests more
visual attention to the centre part of AOI radar, which shows an increased awareness
from the navigator towards the operational valuable information provided from the
radar (Fig. 3 – System awareness). By addressing attention to the centre of the radar,
the navigator interprets the radar picture and evaluates and compares the surroundings
of the vessel with a terrestrial mean. This will contribute to a higher degree of SA for
the navigator, and thus supporting safe operation of the vessel.

Fig. 12. Scan path second data set (validation)
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Analysing the scan path (Figs. 7 and 11), indicates a neater scan pattern for the
navigator. The post mid-life update data set holds less scanning clutter, and this could
contribute to a more efficient and less time consuming visual scan pattern for the
navigator [1].

Total time in AOI (Figs. 9 and 13) shows an undesirable increase in the visual
attention towards AOI ECDIS, and a decrease in the attention in AOI Outside. One
could argue that an increase in attention towards AOI ECDIS will support increased SA
(Fig. 3 - Task and System awareness) for the navigator as long as the chart is in focus,
but the solution of the eye tracking data is not good enough to support the assumption
that the visual attention is allocated to the chart alone. The design revisions aim was to
support more attention towards AOI Outside, and the post mid-life update data set
indicates the contrary. To better understand this finding, each of the participant’s data
set has been analysed, and there are discrepancies in the visual attention which are
ambiguous and challenging to analyse.

When analysing the data individually, the difference from participant to participants
becomes clear. If introducing experience and familiarization with the new design and
software as a variable, it is a clear indication that the amount of time spent in AOI
Outside is dependent on experience and familiarization. This is shown in Table 1.

When analysing the data from the participants in Table 1, the values gives an
indication that the experience and familiarization time with the new SW, installed
during the mid-life update, is a variable affecting the visual attention of the navigator.
This is shown with participant 5 s time in AOI in Fig. 14, showing a high amount of
attention towards AOI Outside, which is opposed to the accumulated visual attention in
Fig. 13.
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Fig. 13. Total average time in AOI post mid-life update data set
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To better understand and analyse this finding, the most and least experienced
participant of the subjects who participated in both data collections where analysed.
This was the same persons in both data sets, and is shown in Tables 2 and 3.

Table 1. Relation between experience and total time in AOI.

Participant Total time in AOI
outside (%)

Years of experience
(years)

Time with new SW
(months)

#1 43.52 1 2
#2 27.17 0.5 0
#3 46.24 4.5 0
#4 45.24 2.5 1
#5 68.49 5.5 4
#6 39.16 0.5 3
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Fig. 14. Total time in AOI post mid-life update data set for participant #5

Table 2. Comparison of the most experienced participant in the two data sets.

Data set/AOI (%) Outside ECDIS Route monitor Radar Conning

Pre mid-life update 70% 14% 8% 3% 5%
Post mid-life update 68% 21% 9% 1% 1%

Table 3. Comparison of the least experienced participant in the two data sets.

Data set/AOI (%) Outside ECDIS Route monitor Radar Conning

Pre mid-life update 47% 29% 10% 5% 9%
Post mid-life update 27% 49% 21% 1% 2%
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Analysing Tables 2 and 3 can explain the deviation in the expected increase
towards AOI Outside. Both experience and familiarization with equipment is known to
be important variables when utilizing the navigation system [49]. Table 2 show how an
experienced navigator with 4 months of familiarization on the new GUI shows good
progression in utilizing the visual scan and direct the attention towards AOI Outside.
Tables 3 indicates how an inexperienced navigator has challenges with operating
unknown software, and must thus direct more attention towards the new design (the
ECDIS and HSCRM window). Glover [50] presents the planning-control theory in
visual representation, where he argues that human action is directed by a control
system, while the perception is commanded by a planning system. This implies that a
human (the navigator) take account for a wide variety of visual and cognitive infor-
mation when conducting the planning of an action. This information is further inte-
grated with memories of past experience, which could explain why experience is an
important factor when using a system. This provides a link to how experience con-
tributes to the navigator’s SA.

Table 4 shows the higher SD in the post mid-life update. The SD could be a
measure of the familiarity with the software and GUI. This is analysed as an indication
of a higher familiarization with the software and GUI used in the pre mid-life update.
All participants were familiar with the GUI in the pre mid-life update, since it had been
in use for several years.

The importance of familiarization and experience is supported by earlier studies
with eye tracking, and the findings in this study indicates the importance of both
experience and familiarity with new software and design as factors [51–53]. It also
indicates an important finding concerning operational use after post mid-life updates,
which indicates that the low level of experience and low level of familiarization with
new software decreases the visual attention towards AOI Outside. This could in turn
contribute to a decrease in the SA of the navigator, and thus in the degree of safe
operation. The importance of familiarization is thus supported and outlined by the
findings in the two data sets [49].

The design of the method will contribute to less uncertainty when analysing pre-
and post-mid-life updates of design. The pre mid-life update data set consist of 10
recordings and participants, while the post mid-life update data set consists of six
recordings and participants. Five of the participants attended both data collections, and
the two data sets where identical in conduct but not with regards to attendance of
participants. With an increased amount and same number of participants in both data

Table 4. Comparison of standard deviation in the two data sets

Data set/measure Standard deviation
in AOI outside

Pre mid-life update 8.3%
Post mid-life update 12.3%
Increase in % between pre- and
post-mid-life update measures

48.2%
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sets, the analysis will be less ambiguous. It would strengthen the data set if the same
participants took part in both data collections, and the design of the two data sets
should be identical to avoid sub-optimal analysis of data sets. The findings in the data
set does not support the hypothesis that the two data sets are similar within a statistical
significant level of 5%, partly due to the low number of participant (F-value 0.45,
p-value = 0.14). To achieve a p-value of less than 5%, with the assumptions of the
same values as in the current data set, the amount of participants must be almost four
times higher. This would be very difficult and time consuming to achieve in an
operational environment with personnel in active duty.

Collecting eye tracking data in an operational environment, such as the bridge
simulator, is challenging [54], and the ETGs and the manufacturer software is not
mature to meet the demands of the operational environment in this study. It is also
evident that data collection with personnel in active duty is challenging and changes in
plan on short notice must be expected. Research will not supersede operational
demand.

When comparing the analysis of the eye tracking data with the information col-
lected from the SMEs in the working group, there are sufficient indications of an
improvement in the mid-life update bridge design to support a higher degree of SA for
the navigator. The qualitative measurements from the workshops is emphasised as an
important support for the quantitative measurements, due to the ambiguities in the eye
tracking data due to immature technology (ETG robustness and manufacturer software)
and sub-optimal method design.

5 Conclusion

ETGs has shown a potential to support identifying design and GUI challenges that
contributes to a decrease in the SA of the navigator, and in validation of design changes
of ship bridges. This study shows that the quantitative data needs support from qual-
itative data to be unambiguous. The use of eye tracking data such as visualization maps
provides a simple and intuitive measure for identifying changes in visual search pattern
after a design alteration, but the process of analysing the data is time consuming. The
eye tracking data is useful as a basis for the design-review, and as evidence and support
for the discussions and conclusions in the technical working group. However, eye
tracking technology used to collect data in an operational environment with ETGs, is in
this work assessed to be immature.

The collected data set shows the uncertainties related to eye tracking data when the
amount of participants is relatively low, and the challenges concerned with few pos-
sible participants when conducting studies in a narrow domain.

The importance of experience and familiarization with new design is salient, and
this study shows that the participants must be given ample time to familiarize them-
selves with the new design and software to conduct a better and less unambiguous
analysis of the eye tracking data. This finding is also important for the operational
domain, concerning familiarisation with new equipment before operational use.

The method and procedure when conducting the data collection are imperative with
regards to the quality of the data collected. The cost and effort of collecting an eye
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tracking data set in an evaluation of a bridge design or software GUI, must be weighed
towards the benefits, and the technology is at this time argued to be immature to collect
eye tracking data from an operational environment.

If conducting maritime usability studies with data collected by ETGs, it is rec-
ommended to support the quantitative measurements with qualitative data for corre-
lation and less ambiguity.

5.1 Further Work

Collect a new post mid-life update data set with optimal method design, in order to
control the main objective of increased time in AOI Outside.
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Abstract. Medical simulation can provide safe, consistent, and repeat-
able learning opportunities to learners without risk to patient safety.
There is an increasing awareness of the value that simulation brings to
learning. The Wide Area Virtual Environment (WAVE) is an 8,000 sq. ft.
facility designed to provide an immersive virtual environment for medical
team training. It combines computer generated 3D stereoscopic images,
standardized patients, human patient simulators and theatrical effects
to render training scenarios with an unprecedented level of realism. The
WAVE represents a novel application of human-computer interaction. It
forms the basis for a synergistic amalgamation of live, virtual, and con-
structive simulation for medical instruction. In this paper, we discuss the
design, construction, and use of the WAVE.

Keywords: Immersive virtual environment · Medical team training
Mixed modality

1 Introduction

Medical simulation modalities can be broadly divided into three categories: stan-
dardized patients, human patient simulators, and virtual-reality trainers. Stan-
dardized patients are individuals trained to play the role of a patient in a medi-
cal scenario. Human patient simulators are computerized mannequins capable of
modeling and presenting physiology to learners. Virtual reality trainers present
computer generated scenarios designed to develop cognitive as well as dexterous
skills. Relatively little has been done to combine all three modalities.

The Wide Area Virtual Environment (WAVE) is an 8,000 sq. ft. facility
designed to provide an immersive virtual environment for medical team training.
It integrates all three modalities. The WAVE is capable of rendering highly real-
istic training scenarios that challenges a team’s ability to provide care under dif-
ficult conditions. The WAVE represents a novel application of human-computer
c© Springer International Publishing AG, part of Springer Nature 2018
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interaction. It forms the basis for a synergistic amalgamation of live, virtual, and
constructive simulation for medical instruction.

This paper will briefly explore the three modalities of simulation. It will
describe the design and functionality of the WAVE. This paper will also describe
how the three modalities are combined in the WAVE environment to present a
unique learning environment. Finally, our experience in using this capability, and
implications for the future of medical simulation will be discussed.

2 Background

The practice of medicine requires the application of knowledge, dexterous skills,
and experience. Knowledge can be acquired through classroom learning. How-
ever, skills acquisition and experience require practice. These skills may be
acquired through patient interactions. The notion of ‘See one, do one, teach one’
was widely accepted [1–3]. Learning on patients is not without risk. To amelio-
rate harm, cadavers and live animals substituted for patients. These methods
have their disadvantages. Cadavers do not model a live patient’s physiology. Ani-
mal anatomy can be poor substitutes for human anatomy. There are also ethical
concerns over the use of live animals for teaching. Medical simulation seeks to
address these limitations. It provides a consistent, repeatable environment for
learning dexterous skills. Medical simulation also helps in developing experience.

Modern medical simulation modalities fall into three categories: standardized
patients, part task trainers, and virtual simulations.

Standardized Patients (SPs) are individuals trained to portray patients in
a learning scenario [4]. SPs maintain consistent portrayal of an individual with
a medical condition. SPs can be used in clinical settings such as a doctor’s
examination room. They can also be used in unconventional scenarios, such as
a mass casualty or natural disaster event. Generally, SPs are used when human
interaction is part of the learning objective. They are also used for practicing
non-invasive medical skills.

Part task trainers are designed to facilitate the practice of specific medical
or surgical skills. Examples include: surgical airway, heart catheterization, and
venipuncture. Part task trainers generally involve procedures that are invasive.
E.g., they involve the puncturing the skin, cutting, or the insertion of medical
devices within the body. Due to the specific focus, part task trainers may not
replicate full human anatomy. For example, venipuncture trainers may replicate
just the arm. Since they focus only on specific tasks, they are not well suited in
scenarios where multiple skills need to be integrated with cognitive assessment
to render lifesaving aid to the victim.

The Human Patient Simulator (HPS) addresses this limitation. A HPS is a
computer-controlled mannequin. It incorporates mechanical devices within the
mannequin to simulate physiological activity. For example, learners can feel a
pulse, detect breathing through airflow and chest movement, and can observe
pupillary response. Some procedures normally performed on part task trainers
can also be performed on an HPS. E.g., chest tube insertion and cricothyroido-
tomy. HPS also incorporate human physiological models. They can respond to
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treatment by altering heart-rate and breathing. Ruggedized HPS can be used in
field conditions to simulate casualties.

Despite their utility, HPS have their limitations too. Commercially avail-
able HPS are not designed to operate autonomously. Each HPS requires human
oversight to ensure specified learning objectives are being addressed. As with
part task trainers, HPS require a supply of consumables. Skin patches and
body inserts are used up as learners practice invasive procedures. They must
be replaced prior to use by another learner.

In contrast to SPs and HPS, virtual reality trainers do not rely on a phys-
ical representation of the patient. Instead, a computer generated analogue is
employed. Being virtual, they can be deployed on both mobile and desktop
environments. They expand learning opportunities available to the student. Vir-
tual reality trainers have capabilities that were traditionally the domain of SPs
or HPS. For example, virtual standardized patient simulators [5] have been
developed. They incorporate speech recognition and natural language processing
capabilities. Virtual SPs have been used in limited settings for medical student
education [6].

Virtual simulators have also been used for dexterous skills training. The Hap-
tic Workbench [7] incorporates a 3D stereoscopic display and Phantom haptic
interface devices [8] co-located within the same virtual space. Within this space,
learners can see and touch computer-generated 3D objects. Medical simulators
developed using this approach include cricothyroidotomy [9] and craniotomy [10].

Being fully virtual, these simulators generally do not require consumables.
A greater range of invasive procedures can be simulated. Virtual simulators can
objectively track learner performance. Despite these advantages, virtual simu-
lators have not replaced the other modalities. They cannot fully replace SPs.
Virtual simulators still cannot simulate human interaction at the level SPs can.
At the same time, tactile feedback is still limited compared to part task trainers.

Few attempts have been made to combine modalities and overcome their lim-
itations. [11] describes using an HPS within a CAVE environment. The objective
is to use the CAVE to simulate an operating room to the learner, who is practic-
ing on the HPS. The virtual environment was passive, and did not interact with
the learner. In contrast, [12] incorporated a virtual avatars capable of providing
feedback to the learner during the procedure.

These experiments demonstrated the utility of combining disparate modal-
ities. They overcome limitations inherent with one approach by leveraging the
strengths of a different approach. While promising, previous attempts have been
limited in scope. They focus on a single learner.

In the next section we describe the WAVE, a large scale facility integrating
SPs, part task trainers, and interactive virtual reality for medical team training.

3 Methods

The Wide Area Virtual Environment (WAVE) is an immersive virtual reality
theater for medical team training. The WAVE seeks to combine modalities. The



296 A. Liu et al.

objective is to use the strengths of one modality to overcome limitations found
in others. The WAVE is designed to support scenarios involving small medical
teams over a period of up to four days. In this section, we describe the operation
and design of the WAVE.

3.1 Layout

The WAVE is comprised of screens arranged to form two circular pods connected
by a corridor. Each pod is approximately 25 ft. in diameter. The corridor is 20
ft. long. Each end of the corridor is 12 ft. wide, tapering to 9 ft. in the middle.
At the middle, an electrically operated curtain is positioned. It can be raised or
lowered remotely based on scenario requirements. The total useable area of the
WAVE is approximately 1,100 sq. ft.

Within the WAVE, learners wear lightweight stereoscopic glasses. They per-
ceive an immersive 3D virtual environment while moving about freely. During a
training exercise, this virtual environment is augmented with live actors, human
patient simulators and props to simulate an actual environment. Depending on
course requirements, this environment may represent combat, humanitarian, or
civilian scenarios.

The WAVE is accessed via entrances to each pod. In each pod, two screens
are mounted on wheels and hinged so that they can be swung open or closed.
The screen doors are balanced to facilitate ease of operation. Learners enter via
this entrance. Once inside, the doors can be closed and illuminated to form a
seamless environment. Figure 1 illustrates.

3.2 Concept of Operation

The WAVE is designed to support training activities of up to four days in dura-
tion. During this time, the nature and scope of the environment can change based
as the exercise progresses. The WAVE accomplishes this by changing both the
virtual and physical environment during a training event. This is done by using
pods alternately. A hypothetical scenario is described.

In this training activity, learners enter Pod A to rescue soldiers wounded by
an Improvised Explosive Device (IED) attack. The wounded may be portrayed
by SPs or HPS, depending on training objectives. As patients are being treated,
the team encounter hostile fire and respond by returning fire while the medic
performs first aid. The team succeeds in repelling the attack and calls for air
evacuation.

While learners are engaged in the point of injury scenario, Pod B is being
prepared for the next step of the exercise. A mobile motion platform is brought
into Pod B and a mockup of a UH-60 helicopter assembled. As the medical team
makes patients ready for transport, the center curtain lifts, allowing the team
to begin moving patients into the UH-60. The scenario continues into the air
evacuation phase of the exercise. The medical team provides life support to the
patient while inside the UH-60.
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During this time, Pod A is reconfigured so it is no longer the scene of an
IED attack. Instead, medical equipment found in a forward operating base is
brought in. The IED virtual environment is replaced with a virtual operating
room. After the UH-60 lands, the patient is wheeled back into Pod A. The
scenario then continues into the operating room phase of the exercise.

By alternating pods and configuring them in parallel with an ongoing sce-
nario, training exercises can continue indefinitely. Currently, the WAVE and its
auxiliary infrastructure is designed to support a continuous exercise of up to four
days (96 h) in length.

3.3 Visual and Audio Rendering

The WAVE uses an array of back-projected screens to generate 3D stereoscopic
images. The WAVE’s visual rendering components are modular. The basic com-
ponent is the display module. Each display module consists of a screen, a projec-
tor pair, and a pair of image generators. Front coated perspex screens are used
as projection surfaces. Each screen is 108 in. tall and 81 in. wide. Each screen is
back-projected by two 15,000 ANSI lumen projectors. Light from each projector
is polarized before reaching the screen to facilitate 3D viewing. Each projector is
driven by one image generator. An image generator comprises of a commercial
off-the-shelf computer with a high-end consumer graphics card (nVidia GTX 980
at the time of writing). 24 display modules are used in the WAVE. There are
10 in. each pod and four in the corridor. Screens serving as doors (Fig. 1) are
hinged. They also have supporting wheels to facilitate operation. Wheel posi-
tions are indexed relative to the floor to ensure consistent screen positioning.
Figure 2 illustrates display modules.

Fig. 1. WAVE layout Fig. 2. Back of WAVE showing two
display modules

Audio rendering complements the realism of the visual environment. Audio
consistent with the scenario is generated during a training exercise. Audio
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rendering in each pod is accomplished by a seven speaker system arranged in a
ring above the display modules. Both ambient audio and directional sounds can
be rendered. A 3 kW sub-woofer is positioned directly over each pod to provide
high-intensity low frequency acoustic effects. E.g. explosions. A separate four
speaker, one sub-woofer audio system is used in the corridor.

3.4 Tracking and Monitoring

An array of 24 Vicon motion tracking cameras is mounted just above the screens.
This system is used to track specially marked individuals and equipment during
training exercises. This system facilitates an interactive experience in the WAVE.
For example, learners in a hazardous material training exercise can use tracked
radiation detectors in the WAVE to receive real-time feedback on simulated
hazards.

An array of 20 video cameras allow training exercises to be recorded. The
cameras have pan-tilt-zoom capability, allowing any point within the WAVE to
be examined. These cameras are sensitive to IR illumination. As such, they are
capable of operating under low light conditions, or in total darkness.

3.5 Theatrical Effects

Suspension of disbelief is necessary for learners to remain engaged within the
WAVE. In addition to 3D graphics and directional audio, the WAVE employs a
series of theatrical effects. They are synchronized to the virtual environment. The
virtual environment and theatrical effects work collectively to extend suspension
of disbelief into the space physically occupied by learners. Currently, theatrical
elements include: scent generators, smoke generators, air cannons, computer-
controlled lighting, and a portable motion platform. We discuss each in turn.

Scent Generators. Olfaction is a primal sense [13]. The WAVE engages the
olfactory sense with an array of six scent generators. A scent generator is a
compact device consisting of a network interface, a small air compressor, bottles
of scent liquid, and an exhaust fan. During operation, compressed air is used to
force a fine spray of scent liquid from the bottle into the airflow of the exhaust
fan. Six scent generators are available for training exercises. Two are mounted
directly over each pod. The remaining four are self-contained portable units to be
positioned as desired. Each scent generator can release up to six distinct odors.
A range of different scents can be used based on the scenario. They include:
burnt flesh, diesel fuel, burnt wood, urine, gunpowder, and gangrene. Figure 3
illustrates.

Smoke Generators. Smoke generators can simulate the effect of fire or explo-
sions in a training scenario. WAVE smoke machines are self-contained, portable
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Fig. 3. Scent generator Fig. 4. Smoke generator

units with a network (WiFi) interface. They are automatically controlled by the
WAVE scenario. Smoke generators are synchronized with on-screen explosions,
fires, or other virtual environmental features. Figure 4 illustrates.

Air Cannons. Air cannons add a kinetic element to the range of theatrical
effects. Each air cannon is a self-contained unit. It consists of a compressed
air tank, an electrically operated air valve, a WiFi trigger and batteries. A large
directional barrel is fitted over the air release. Figure 5 illustrates. The barrel can
contain harmless lightweight material to be launched toward learners. Typical
materials include: textured cork (resembling dirt and asphalt), and clear silicone
caulk pieces (resembling broken glass).

Computer Controlled Stage Lighting. Full spectrum LED stage lighting is
used to illuminate the interior of the WAVE. Ambient lighting is matched with
displayed scenes. They change based on the environment displayed on screen. In
addition to ambient illumination, these lights can also be programmed to match
training activities. For example, they can strobe in a manner consistent with a
fire emergency. Lights close to emergency vehicles can similarly strobe using a
color consistent with emergency vehicle lights.

Motion Platform. Some simulation exercises involve an air or ground evacu-
ation phase. In these scenarios, the WAVE incorporates a portable motion plat-
form. This device is wheeled to facilitate rapid deployment and movement in
and out of WAVE pods as required. The motion platform provides three degrees
of freedom: heave, pitch, and roll. Coupled with a mockup of the transport
vehicle, this device generates motion consistent with a helicopter in flight, or
ground transport over varying terrain. Vehicle movement can make some treat-
ment procedures difficult. Learners gain experience tending to patients in these
environments with the motion platform. Figure 6 illustrates.
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Fig. 5. Air cannon Fig. 6. Motion platform with helicopter
mockup

3.6 Command and Control

Sections 3.3 through 3.5 described various elements that comprise the WAVE.
Coordinating these elements in a synchronized fashion is done by the WAVE
software. The command and control system of the WAVE is based on standard
networking protocols (i.e., TCP/IP). Web-enabled relays are used for devices
that require triggers (e.g., air cannons, smoke and scent generators). Hardwired
Ethernet connections are used for fixed items. Portable units are WiFi connected.
Protocol bridges are used for devices whose native control standard is not IP
based. E.g., a DMX [14] to IP bridge is used to control the stage lighting.

4 Results

The WAVE has been in continuous operation since 2012. During this time, the
WAVE has supported the learning objectives of the Uniformed Services Univer-
sity of the Health Sciences as well as regional military and federal emergency
response teams. Smaller systems, termed WAVElets, have been deployed within
the Air Force, Army, and Navy. Both military and civilian emergency response
scenarios have been developed. Medical scenarios covering the Continuum of
Care [15] Role 1 (point of injury care) through Role 4 (definitive care) are avail-
able. Joint en-route care scenarios are currently being developed. Scenarios sup-
porting chemical casualty care are also available. Civilian emergency response
scenarios include: civil disturbance, active shooter, improvised explosive deto-
nation in enclosed (subway) and outdoor venues. We describe some of these
scenarios.
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Figure 7 illustrates a point of injury scenario. This scenario combines 3D
computer generated audio-visual rendering with SPs, and multiple theatrical
effects. Combat medics enter the WAVE to treat an SP playing the role of a
wounded soldier. The instructor is at the extreme right. Learners must provide
immediate aid to the wounded soldier. At the same time, awareness of their sur-
roundings must be maintained. In this scenario, the WAVE provides context to
the training exercise. Enemy combatants can also be activated to test situational
awareness. An air cannon is hidden behind the sandbag barriers. Unchallenged
enemy fighters will throw grenades. This causes smoke and air cannons to be dis-
charged in close proximity. The multi-sensory response reinforces the importance
of situational awareness without risk to learners.

Figure 8 illustrates a civilian mass casualty pipe bomb scenario. Multiple
SPs play the role of bombing victims. Additional casualties are depicted virtu-
ally in the background. Learners must quickly identify casualties with varying
severity of injuries. They must decide how to deploy limited resources to save
as many individuals as possible. Background audio effects include: emergency
vehicle sirens, screams from victims, and 2-way radio chatter. SPs playing the
role of traumatized victims increase the level of chaos. Both the virtual and
physical environment work to portray a realistic mass casualty scene. Students
learn to perform the correct lifesaving measures without being overwhelmed by
the situation.

Fig. 7. Point of injury–military sce-
nario

Fig. 8. Mass casualty–civilian scenario

Figure 9 shows a wounded soldier being removed from a UH-60 helicopter
after air evacuation. The UH-60 is mounted on the motion platform. During
the scenario, the WAVE display simulates flight over varying terrain. The UH-
60 sways in synchronization with the displayed terrain, simulating rotary wing
flight. The WAVE’s audio system generates background engine noise. Sound
levels are set high enough to interfere with speech, simulating actual flight con-
ditions. Learners practice en-route care in this environment. They learn how to
provide care under conditions where sound, movement and vibrations can inter-
fere with patient monitoring. Both SPs and HPS have been used to play the role
of patient.
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Figure 10 depicts an emergency room in a field hospital. The WAVE sim-
ulates the interior of a busy emergency room environment. HPS are used to
simulate patients. Actual emergency room equipment, such as EEG monitors,
are attached to the HPS. They provide physiological feedback on the patient’s
condition. Auditory cues include medical instrument signals, patient screams,
and urgent conversation from other medical teams in the background. Addi-
tional stressors such as an air raid siren can be activated as required. Simulated
incoming mortar explosions can also be triggered. When a mortar round lands
close to the tent, WAVE projectors flicker in synchronization with the stage
lights to simulate a momentary power outage.

Fig. 9. Aeromedical evacuation Fig. 10. Field hospital

5 Discussion

Medical education and training have generally used simulation modalities in
isolation. In contrast, the WAVE adopts a tightly integrated approach to com-
bining modalities. The WAVE is a unique environment for conducting capstone
exercises. i.e., training events requiring learners to apply a combination of skills
to address complex problems under stressful conditions. The WAVE fills a gap
between classroom learning, and actual deployment. The WAVE delivers training
exercises that are more flexible and at a lower cost than field exercises. Since all
major elements are computer-controlled, exercises can be repeated, or stopped
and restarted at a specific point. This ability reinforces learning, and allows the
team to focus on deficiencies. In contrast, field exercises involve coordination
between many disparate components. Repeating or restarting an exercise is not
always practical. The WAVE is also well suited for mission specific training.
E.g., medical support for VIPs. The virtual environment can be configured to
exactly match event venues. This allows first responders to become familiar with
evacuation routes and safe zones without physically practicing in that venue.

As hardware costs decrease, we anticipate increased application of fused
modality training environments for medical instruction. Since individuals, equip-
ment, and patients can be tracked within the WAVE, a distributed training capa-
bility involving multiple networked WAVE environments is possible. Teams can
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practice in real-time on the same mission, even though they are geographically
separated.

The WAVE is best suited to supporting small, specialized medical teams.
It is best suited to training scenarios that cannot be readily replicated, e.g.,
chemical/biological attacks, or suicide bombings. The WAVE is also well suited
for capstone exercises. It is not suited for learning individual procedures or skills
where a stressful environment detracts from instruction.

6 Conclusion

The WAVE is a novel simulation platform. The objective is to deliver training
scenarios with an unprecedented level of realism. It combines the three primary
modalities of medical simulation: live actors, human patient simulators, and vir-
tual reality. The WAVE does so with a high level of integration to deliver a
seamless learning experience. By using a dual-pod configuration, the WAVE is
capable of supporting training exercises of an indefinite duration. The WAVE
is best suited for training specialized medical teams in difficult to replicate sce-
narios. Blended modality environments such as the WAVE hold promise in dis-
tributed training applications.

References

1. Tuthill, J.: See one, do one, teach one. Lancet 371(9628), 1906 (2008)
2. Vargo, J.J.: See one, do one, teach one. Gastrointest. Endosc. 67(3), 419–421 (2008)
3. Williams, R.G., Klamen, D.L.: See one, do one, teach one—exploring the core

teaching beliefs of medical school faculty. Med. Teach. 28(5), 418–424 (2006)
4. Barrows, H.S.: An overview of the uses of standardized patients for teaching and

evaluating clinical skills. Acad. Med. Phila. 68, 443 (1993)
5. Hubal, R.C., Kizakevich, P.N., Guinn, C.I., Merino, K.D., West, S.L.: The virtual

standardized patient. In: Medicine Meets Virtual Reality, pp. 113–138 (2000)
6. Huang, G., Reynolds, R., Candler, C.: Virtual patient simulation at US and Cana-

dian medical schools. Acad. Med. 82(5), 446–451 (2007)
7. Stevenson, D.R., Smith, K.A., McLaughlin, J.P., Gunn, C.J., Veldkamp, J.P.,

Dixon, M.J.: Haptic workbench: a multisensory virtual environment. In: Stereo-
scopic Displays and Virtual Reality Systems VI, vol. 3639, pp. 356–367 (1999)

8. Massie, T.H., Salisbury, J.K., et al.: The PHANToM haptic interface: a device
for probing virtual objects. In: Proceedings of the ASME Winter Annual Meet-
ing, Symposium on Haptic Interfaces for Virtual Environment and Teleoperator
Systems, vol. 55, no. 1, pp. 295–300 (1994)

9. Liu, A., Bhasin, Y., Bowyer, M.: A haptic-enabled simulator for cricothyroidotomy.
Stud. Health Technol. Inform. 111, 308–313 (2005)

10. Acosta, E., Liu, A.: Real-time volumetric haptic and visual burrhole simulation.
In: Virtual Reality Conference, VR 2007, pp. 247–250. IEEE (2007)

11. Wilkerson, W., Avstreih, D., Gruppen, L., Beier, K.-P., Woolliscroft, J.: Using
immersive simulation for training first responders for mass casualty incidents.
Acad. Emerg. Med. 15(11), 1152–1159 (2008)



304 A. Liu et al.

12. Scerbo, M.W., Belfore, L.A., Garcia, H.M., Weireter, L.J., Jackson, M.W., Nalu,
A., Baydogan, E., Bliss, J.P., Seevinck, J.: A virtual operating room for context-
relevant training. In: Proceedings of the Human Factors and Ergonomics Society
Annual Meeting, vol. 51, no. 6, pp. 507–511 (2007)

13. Wier, K.: Scents and sensibility. Monit. Psychol. 42(2), 40 (2011)
14. https://en.wikipedia.org/wiki/DMX512
15. http://www.cs.amedd.army.mil/FileDownloadpublic.aspx?docid=1a73495d-1176-

4638-9011-9e7f3c6017d8

https://en.wikipedia.org/wiki/DMX512
http://www.cs.amedd.army.mil/FileDownloadpublic.aspx?docid=1a73495d-1176-4638-9011-9e7f3c6017d8
http://www.cs.amedd.army.mil/FileDownloadpublic.aspx?docid=1a73495d-1176-4638-9011-9e7f3c6017d8


Using Bots in Strategizing Group
Compositions to Improve
Decision–Making Processes

Shai Neumann1(B), Suraj Sood2, Markus Hollander3, Freda Wan4,
Alexis-Walid Ahmed4, and Monte Hancock4

1 Eastern Florida State College, Melbourne, FL, USA
neumanns@easternflorida.edu

2 Department of Psychology, University of West Georgia, Carrollton, GA, USA
3 Center for Bioinformatics, Saarland University, Saarbrücken, Germany

4 Sirius18, Reston, USA

Abstract. This paper explores utilization of bots created to play as par-
ticipants in two games that have relevance in the field of economics. The
first game is an iterated version of the prisoner’s dilemma that has rele-
vance to decisions requiring trust while conducting business and involves
a binary decision. The simulation examines one dimension of the Myers–
Briggs personality type and its potential association with strategies that
may be employed during an iterated version of the game, leading to dif-
ferent levels of performance. A web–based bot is used for such simulation.
Results appear to support the possibility of exploiting personality type
in this dimension in the context of similar circumstances.

The second game is an iterated power to take game that simulates
interactions between taxing authorities (takers) and tax–payers (respon-
ders), and involves a continuous set of possible decisions for each stage of
the game. A specific Myers–Briggs personality type of specified extrem-
ity is embedded into each player bot by randomly generating answers to
a version of the Myers–Briggs Type Indicator. These answers are indi-
vidually associated with preferences and strategies that allow the bots
to react to the changing game state according to their personality type.

This paper explores the combination of, among other things, team
sizes, initial conditions of income tax rates in some of the major
economies on different continents, adjudication methods for group deci-
sions, as well as personality type extremity. In a large number of simula-
tions, various group compositions in terms of MBTI personality type are
matched up against each other under these conditions, and their perfor-
mance is ranked for each role.

Results appear to suggest that selective recruitment practices based on
personality type can enhance performance of both takers and responders
and may lead to improvements of certain aspects of economic conditions.
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1 Introduction

Experimental economics is a branch of economics that deals with experiments in
lab settings that are designed to simulate individual or group behavior in order
to better understand the functioning of economic systems. In many cases, human
subjects play games and their decisions during games are studied. Such settings
have their limitations in terms of scope of participants, number of iterations of
a game they can play, and validity outside the particular lab. Many experiments
take place on university campuses and samples are drawn from a limited stu-
dent population in a specific region of a specific country. The global economy
involves a highly diverse population living under different cultural, political, and
economic conditions.

Consideration of the increasing role bots play in social media, reaching high
levels of sophistication that makes them sometimes difficult to distinguish from
human behavior, raises the possibility that bots can be created to play games
of experimental economics, with the advantage that settings will reflect reali-
ties in different countries, and different economic and political systems. Using
psychological instruments, human diversity can be infused into bot behavioral
preferences, groups sizes can vary a lot more, and number of iterations can be
expanded significantly.

We explore two iterated games that may be associated with economic related
decision making, namely the prisoner’s dilemma and the power to take game. The
first requires a binary decision and the second requires a decision in a continuous
range of values in some interval. In both cases, the iterated nature suggests
the possibility of bots producing insights that allow for enhancements of some
human decision making processes. Additionally, using personality classification
may improve predictability of particular strategies employed by individuals or
groups.

As a personality model, we employed the widely used Myers–Briggs–Type–
Indicator (MBTI) that divides the general population based on four dichoto-
mous dimensions into 16 mutually exclusive subpopulations with distinct per-
sonalities and distinct expected preferences and behaviors under various circum-
stances [12]. The MBTI dimensions model how different personality types per-
ceive information and how they form judgments about said information. The first
dimension is “Introversion” (I) versus “Extroversion” (E) describes how different
personalities relate to other people and the inner versus the outer world. The
“Intuition” (N) versus “Sensing” dichotomy constitutes the second dimension
that focuses on preferring abstract over concrete information. The third dimen-
sion, “Thinking” (T) versus “Feeling” (F), is about judging based on objective,
logical judgments versus intra– or interpersonal values. “Perceiving” (P) versus
“Judging” (J) is the last dimension that is about spontaneous adaptation versus
adherence to plans.
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2 Background

2.1 Prisoner’s Dilemma

The prisoner’s dilemma is a game in which two individuals are in jail and are
separately interrogated for a suspected crime [14]. Each person may either “coop-
erate” with the other – saying nothing about any potential crime while being
questioned – or “defect” against them by confirming their complicit involvement.
Dawkins in [5] offered the following payoff matrix to describe the possible com-
binations of choices and corresponding outcomes for oneself and another suspect
when the prisoner’s dilemma is “iterated”, i.e. repeated several times (Fig. 1).

Fig. 1. Dawkins’ iterated prisoner’s dilemma payoff matrix.

The present study sought to add to the research on the iterated prisoner’s
dilemma by adding personality factors as influencing variables. Specifically, two
players were created with independently–determined Myers–Briggs personality
types, one representing a human user and the other a bot. It was assumed
that Myers–Briggs Thinking and Feeling types each have distinctly–preferred
strategies while playing the prisoner’s dilemma. Of primary interest was how
each type would perform relative to the other given this personality difference
between them. Strategies were matched to Thinking and Feeling types based on
the answers to questions such as:

1. Which personality preference is more likely to indicate one’s tendency to
cooperate with others?

2. Which personality preference is more likely to indicate one’s tendency to act
in their self-interest?

3. Which personality preference is more likely to indicate one’s tendency to make
peace offerings following mutual conflict?

4. Which personality preference is more likely to indicate one’s tendency to be
wary regarding the intentions of others?

5. Which personality preference, if any, is more likely to indicate a desire for all
parties involved in a situation to benefit (i.e., to strive toward the “common
good”)?
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Strategies. “Nice” strategies were defined in Dawkins’ [5] sense as consisting of
its user “never [being] the first to defect” (p. 12). Opposed to nice strategies are
“nasty” strategies, the more regular use of which were further hypothesized to
correlate negatively with their player’s score. Dawkins defined nasty strategies
as being those with which a player would “sometimes defect, however rarely,
when not provoked”.

Since users of nice strategies prefer to cooperate, it is arguable that they
primarily act in both their and the other player’s interests. This does not hold
true for users of nasty strategies, who are comparatively more likely to defect
and thus act in their own interest at the expense of the other player’s.

Hypothesis. The hypothesis for this study was that a direct positive corre-
lation would exist between the score of a player (whether automated or non–
automated) and the extent to which they employ nice prisoner’s dilemma strate-
gies. This hypothesis reflects Dawkins’ own conclusion, which was that “nice guys
do well in this game” (p. 212).

2.2 Power to Take Game

The power to take is a game played by two opposing sides, with one side playing
the role of a take authority that claims a percentage of the other sides’s income,
and the responding side deciding what percentage of their own wealth to destroy
based on the take rate. The game was used in a laboratory experiment by Bosman
and van Winken in [1] with students as players to investigate the impact of
emotions on behavior. Initially, it was played by individuals, however, Bosman
et al. expanded the experiment in [2] to be played in teams in order to explore
group decision making.

Previous Findings in Power to Take Experiments. In [1], Bosman and
van Winken found that responders typically destroy nothing or everything. The
latter typically happened when the responders experienced negative emotions in
response to a take rate that was subjectively too high. In line with this find-
ing, responders’ expectations regarding an acceptable take rate was a significant
factor for the probability of destroying income.

In [2], Bosman et al. found that the individual decisions in a group follow
the same trend observed in the game played by single players. Additionally,
most takers thought a 50% take rate was fair, whereas responders tended to
find a take rate of 0% as fair. However, only a small minority of the players were
concerned with fairness in the group decision making process. Furthermore, both
sides ignored the group decision making process of the other side and viewed the
other team as a single entity. Lastly, they observed that group decisions were
largely in line with a simple majority rule as well as the average of individual
take inputs.

Overall, they came to the conclusion that emotional reactions, which they
termed “emotional hazard”, result in decreased efficiency both in the two–player
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and group power to take game. For group decision making processes it seems to
be important to consider both the decision making rule as well as the impact of
individual decisions. They pose the question of why there are large differences
between individual players and how these differences relate to the group decision
making process.

Possible Impact of Personality Type on Group Decision Making.
Bosman et al. suggested in [2] that expectations–based classification is an impor-
tant explanatory variable for destruction rate as well as take rate. This fact may
suggest that different personality types will have different expectations and will
react differently to different realities. Differences in personality type might par-
tially account for the different importance placed on fairness and other factors
during the decision making process of both individuals and groups. The person-
ality type composition of teams could have an impact on intra–group dynamics
and could thus result in different group behavior.

Relevance of the Power to Take Game for Economics. The take author-
ities and take rate could be interpreted as the government imposing tax rates
on the populations, whereby the destroy rate of the responders could represent
the amount of effort people will make to reach a certain level of wealth given
a tax rate. It is reasonable to assume that under extremely high tax rates a
large segment of a highly talented workforce would prefer to reduce workload to
avoid the unattractive prospect of seeing very little reward for maximum effort.
When that is the case, the productivity of an economy suffers, and tax collec-
tion is reduced. If that does not happen in a certain society, then 100% tax
rate would become a viable option and a taxing authority will likely be happy
to impose it. However, in situations where the tax payers respond by reducing
their productivity to nearly 0%, such an economy could be destroyed.

In an iterated version of the game, the players do not only respond to the
immediate decisions of the opposing side, but also to the game history up to
the current game round. This might be similar to tax authorities considering the
effectiveness of prior tax rates when deciding to increase or decrease the tax rate.
Similarly, tax payers might have expectations regarding an acceptable tax rate
based on prior tax rates, as well as based on the reactions of the tax authority
to signals of dissatisfaction.

Research Questions. Our interest in this context is to see what kind of person-
alities, individually, and in groups, would potentially perform either one of the
two roles in the game particularly well, and which personalities would underper-
form in either role. A related question of interest is whether certain compositions
of personality types can be linked to increased or decreased performance in the
game, and, as an extension, which personalities or composition of personalities
would be suitable as tax “collectors” and which would be successful as tax pay-
ers. Furthermore, we wish to investigate if there are take rates that overall result
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in the best (or worst) performance regarding overall economy, tax collection or
net earnings. Finally, it is of interest to examine the contribution of adjudication
methods, team size, and prior, possibly cultural, history of tax rates to the group
decision making process.

3 Methodology of the Prisoner’s Dilemma

3.1 Type Designation and Personality–Based Strategy Assignment

MBTI F types were assigned three nice strategies out of a total of five, meaning
that they usually did not defect unless the other player did first. In contrast, T
types were assigned three nasty strategies (out of five strategies, total). These
decisions were made because “individuals who score the highest on scales of dis-
agreeableness [meaning they are more likely to also score as T rather than F
types [10]] appear to others as being conceited, egocentric, competitive, antag-
onistic, skeptical, overcritical, or distrustful toward rivals” ([11], p. 120). Those
who are more likely to score as F types were thus assumed to be more cooperative
and trustful toward other players.

Before the games started, the human user and bot (named “Sirius” after this
project’s group) were typed independently. The human user was prespecified to
always be an F, and Sirius a T. However, along each of the I/E, N/S, and J/P
dimensions, players were typed randomly. After the program generated the user
and Sirius’ types, they were assigned distinct strategies for the coming set of
prisoner’s dilemma rounds based primarily on whether they were Thinking or
Feeling types.

Some strategies (i.e., “Tit for Tat” and “Random”) were possible for both
players regardless of their types, whereas others were only possible for either
T or F types. For instance, “Always Defect” was only possible for the former
and “Remorseful Prober” was only possible for the latter. F strategies included
Tit for Tat, “Naive Peacemaker”, Remorseful Prober, “Always Cooperate”, and
Random; T strategies included Tit for Tat, “Tit for Two Tats”, “Naive Prober”,
Always Defect, and Random. Descriptions of each of these strategies were bor-
rowed from existing literature and work surrounding the iterated prisoner’s
dilemma [4,7].

3.2 Simulation

Following execution of the designation program, strategies were inputted into
a minimally–adapted version of a Web–based prisoner’s dilemma simulator [4]
(Fig. 2). Since multiple strategies were assigned uniquely to both T and F players
and the comparative performance of these two types was of primary interest, 50
iterations per type and strategy designation were run.

Each simulation was followed by the appearance of a dialog box which showed
the game’s final outcome.
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Fig. 2. First round of the iterated prisoner’s dilemma (human strategy on the left; bot
on the right).

4 Methodology of the Power to Take Game

In this study we simulated iterated power to take games with bots as players in
order to examine factors and behaviors that might be relevant for group decision
making processes and reactions to taxation circumstances over time. The inves-
tigated factors include personality type, team size, cultural background, adju-
dication method and team composition. Differences in behavior can be caused
by, among other things, different personality traits that have been measured
in models such as the Five Factor Model (FFM) [10]. For this study, a simi-
lar instrument, the Myers–Briggs Type Indicator (MBTI) [9], that nevertheless
taps into personality traits described by the FFM [10] was employed to model
automated bot behavior after human behavior in the power to take game.

4.1 Bias–Based Reasoning

In this study, we decided to implement a bias–based Knowledge Based Expert
System (KBES) as described by Hancock [6]. The expert system allowed us
to embed several heuristics for strategies into the player bots that might be
employed by humans in the power to take game. Just as experts are biased by
a priori beliefs, bias–based reasoning was used to determine the bots’ a priori
biases in making game–related decisions. This enabled the bots to react dynam-
ically to changing game situations based on their personality–based preferences
and disinclinations towards different factors and strategies.
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A collection of preferences pi ∈ [0, 1] for a certain factor or strategy and
a collection of disinclinations di ∈ [0, 1] for that same factor or strategy are
accumulated into the overall preference p and disinclination d as follows:

p = p + pi (1 − p)
d = d + di (1 − d) (1)

with p := 0 and d := 0 at the beginning. This assumes values in ∈ [0, 1].
This method was used to compute the strength of the bots’ reactions to

changing circumstances. Additionally, it was employed to determine their prefer-
ence for certain personality–based factor we deemed relevant for behavior during
the power to take game.

Given the preference p and disinclination d of a bot towards a certain factor
or situation, the attitude Δ of a bot was calculated as follows:

Δ := p − d (2)

Δ assumes values between −1 and 1, whereby values >0 imply a preference for
that factor in questions, whereas values <0 imply a preference for the opposite.
Since we were mainly interested in the positive preference towards a specific
factor and not its opposite, we treated values <0 as 0.

4.2 Game Basics

In the first step, the game loads a configuration file that specifies: the num-
ber of rounds, the amount of money each round, adjudication method, prior
take rate history, exact team composition in terms of MBTI type, the person-
ality extremity, and the minimum variability that each bot exhibits. Based on
these specifications, the bots are initialized for each team and play the game as
described below.

Bot Creation. Given the MBTI four letter code, as well as the two parameters
lower bound l ∈ [0, 1] and upper bound u ∈ [0, 1] that describe how extreme the
personality is supposed to be:

1. For each dimension with n questions, randomly generate between l ·n and u·n
positive answers to the corresponding questions in the MBTI questionnaire.
The random generation is uniform.
For example, for the I–E–dimension with n = 10 questions of an introvert,
l = 0.8 and u = 0.9, randomly generate 8 or 9 introvert answers plus, corre-
spondingly, 2 or 1 extrovert answers.

2. Based on the bot’s specific answers to the MBTI questionnaire, compute vari-
ous aspects of personality that are relevant to determine employed strategies.
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Game Loop. In each game round:

1. Each responder bot earns the specified amount of money.
2. Taker bot decision:

(a) The taker bots decide individually what percentage of the responder bots’
income they want to claim.

(b) The game collects these individual taker decisions.
(c) Each taker bot decides if it wants to adjust its decision based on the

opinions of its team members.
3. The game adjudicates the final take rate.
4. Responder bot decision:

(a) The responder bots decide individually how much of their own income
they want to destroy.

(b) The game collects these individual responder decisions.
(c) Each responder bot decides if it wants to adjust its decision based on the

opinions of its team members.
5. Remove the destroyed income from the responder bots.
6. Take the taker rate from the remaining responder bot income and add it to

the collective money pool of the taker bots.

4.3 Relevant Personality Type–Based Factors

In similar studies involving MBTI and bots, strategies were assigned to the bots
based on dimensions alone, sometimes taking into consideration the strength
of the preference for that dimension [16]. However, after looking at a version
of the MBTI test, different question in the same MBTI dimension appeared to
imply different preferences for strategies in the power to take game. Thus, going
by dimensions alone seemed insufficient for this context. On the other hand,
neither did it seem to be a good idea to look at each test question individually
in order to extrapolate entire strategies from that single question alone.

Therefore, we focused on several factors related to the information that was
available to the bots during the game, or that were identified in previous studies
as potentially relevant for the power to take game [1,2]. We then looked at each
question in the MBTI test and assigned values representing if a particular answer
implied a preference or disinclination towards that factor, and how pronounced
that preference or disinclination was. Bias–based reasoning was then used to
compute the values of these factors for each bot during bot creation based on the
specific answers it selected on the MBTI test. Some factors required additional
computation that are explained below. An overview of the factors and their value
ranges in extreme personalities can be found in Table 1.

Consensus. In group setting like our version of the power to take game, deci-
sions are not made by individuals in a vacuum. Instead, they are exposed to the
opinions of their team members. To what degree they are swayed by their team’s
opinions partly depends on their personality type. The Thinking versus Feeling
MBTI dimensions seemed to be especially relevant for this factor.
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Table 1. Factors relevant for the power to take game in MBTI types with 100% in
each dimension. The value range of each factor is ∈ [0, 1].

Type Consensus Experiment Reactivity Fairness Greed Information Tradition

ENFJ 0.4391 0.5498 0.2166 0.5778 0.4222 0.0734 0

ENFP 0.6654 0.9813 0.4063 0.6322 0.3678 0 0

ENTJ 0 0.4151 0 0 1 0.8958 0

ENTP 0 0.7551 0 0 1 0.7189 0

ESFJ 0.5564 0 0.2192 0.2623 0.7377 0.0851 0.8673

ESFP 0.8351 0.4054 0.4085 0.3094 0.6906 0 0.1244

ESTJ 0 0 0 0 1 0.8967 0.5755

ESTP 0 0.2794 0 0 1 0.7206 0

INFJ 0.3656 0.3466 0.2003 0.5778 0.4222 0.0609 0

INFP 0.5801 0.6962 0.3815 0.6322 0.3678 0 0

INTJ 0 0.2478 0 0 1 0.8503 0

INTP 0 0.5304 0 0 1 0.6818 0

ISFJ 0.4731 0 0.2031 0.2623 0.7377 0.0733 0.8691

ISFP 0.7343 0.1096 0.3834 0.3094 0.6906 0 0.1283

ISTJ 0 0 0 0 1 0.8513 0.5792

ISTP 0 0.0172 0 0 1 0.6835 0

Min 0 0 0 0 0.3678 0 0

Mean 0.2906 0.3334 0.1512 0.2227 0.7773 0.4119 0.1965

Max 0.8351 0.9813 0.4085 0.6322 1 0.8967 0.8691

The consensus factor ranges in value from 0 to 1, whereby 0 implies that
the bot is not influenced by its team’s opinions at all, whereas 1 implies that it
wants to go entirely with the group consensus.

Variability. Human beings are not perfectly consistent in their behavior, and
exhibit some degree of variability in their decisions. This is partly caused by
factors unknown to the observer, but seems to be influenced by personality type
as well. This factor seemed to be largely influenced by the MBTI Judging versus
Perceiving dimension.

Given a base variability value b ∈ [0, 0.5] and the bot personality’s difference
between preference and disinclination Δp,d ∈ [0, 1] for variability, the variability
v of a bot was computed as

v := (1 + Δp,d) b (3)

The variability factor thus ranges in value from b to 2b ∈ [0, 1], with higher
values implying higher variability.

Experiment. This factor is similar to variability but taps into other aspects
of personality as well. Namely, it describes how much a bot prefers to stick to
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one strategy or experiment with different approaches. The mainly relevant MBTI
dimensions seemed to be Judging versus Perceiving and Sensing versus Intuition.

The experiment factor ranges in value from 0 to 1, whereby 0 implies a com-
plete disinclination for experimentation, whereas 1 implies that experimentation
is extremely important to the bot.

Fairness and Greed. Bosman et al. identified fairness as a potential factor
in the power to take game that was considered by a minority of the players [2].
This factor describes how much the bot values fairness versus maximizing its
own gain during the decision making process. Thinking versus Feeling seemed
to be the most relevant MBTI dimension.

The fairness factor ranges in value from 0 to 1, where 0 implies a greedy
personality with complete disregard for fairness, whereas 1 implies a very fair
bot that cares little about maximizing its own gain at the expense of others.

Tradition. Bosman and van Winken found that prior expectations were a sig-
nificant factor for the probability of destroying income in the power to take
game [1]. In our implementation, we added a prior take rate history to the game
in order to give the bots expectations at the beginning of the game (Table 2).
This factor describes how important these expectations are for the bots. This
seemed to be mainly influenced by the Intuition versus Sensing and Judging
versus Perceiving MBTI dimensions.

However, the relevance of this prior take history likely declines during the
course of the game compared to other factors. Given the bot personality’s dif-
ference between preference and disinclination Δp,d ∈ [0, 1] for tradition, the
tradition factor t of a bot in round i of a total of N rounds was computed as

t :=
1
2

(
t + t

N − i

N

)
(4)

The tradition factor ranges in value from 0 to 1, whereby 0 suggests that
the bot does not care at all about conditions before the game start, whereas 1
suggests a strong expectation that these initial conditions are maintained.

Table 2. Power to take: Income tax rates in percent in the United States of America,
Germany, United Kingdom, Japan and Russia (Source: KPMG [8]).

Country 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

USA 35 35 35 35 35 35 35 35 35 35 39.6 39.6 39.6 39.6 39.6

Germany 48.5 45 42 42 45 45 45 45 45 45 45 45 45 45 45

UK 40 40 40 40 40 40 40 50 50 50 45 45 45 45 45

Japan 50 50 50 50 50 50 50 50 50 50 50.84 50.84 50.84 55.95 55.95

Russia 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13
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Information. The game is potentially played with a larger number of rounds.
It seemed unlikely to us that human players would remember the entire game
history perfectly, or care for it. Instead, we assumed that recall would be bet-
ter for the last rounds and that some personality types would consider more
information than others. This seemed to be mainly influenced by the Intuition
versus Sensing, Perceiving versus Judging and Thinking versus Feeling MBTI
dimension.

The information factor ranges in value from 0 to 1, where 0 implies that the
bot only looks at immediate information, whereas 1 implies consideration of as
much information as possible.

Reactivity. “Emotional hazard” was identified by Bosman and van Winken as
a factor that decreased efficiency in power to take games with human players,
since responders chose to destroy everything when experiencing negative emo-
tions [1]. Therefore, we decided to introduce the reactivity factor that describes
how strongly a bot is going to react if something goes against its wishes or expec-
tations, or in other words, how volatile it is. The main relevant MBTI dimensions
seemed to be Judging versus Perceiving and Thinking versus Feeling.

The reactivity factor ranges in value from 0 to 1, whereby 0 suggests no reac-
tion in response to seemingly upsetting situations, whereas 1 suggests extreme
reactions.

4.4 Decision Making

Individual Decision Making. Each rule i ∈ {1, . . . , n} generates a proposed
take or destroy rate xi and corresponding weight wi. The bot’s preliminary
decision x̄ is the weighted mean

x̄ :=
∑n

i=1 wixi∑n
i=1 wi

(5)

Since the weights depend on the personality factors, each proposed take or
destroy rate only features as much into preliminary decision as it is of interest for
the bot, and it is possible that the output of some rules is completely irrelevant
for a bot.

Taker Strategies. A simple rule that fires each round is the “tradition rule”
that casts a vote for the mean of the cultural background take rate. The impor-
tance of this rule depends entirely on how important the tradition factor is for
the bot.

The “greed rule” is another simple rule that is about maximizing the collec-
tion by maximizing the take rate. The weight of this rule depends completely on
how greedy the bot is.

The “fairness rule” is slightly more complex and attempts to propose a fair
take rate that takes into consideration the bot’s own expectations as well as
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the reactions of the responder team. The importance of this rule hinges on the
fairness factor.

The “upset rule” is designed to add potentially irrational behavior in reaction
to negative emotions caused by unmet expectations such as high destroy rates
in response to culturally acceptable take rates, perceived fair take rates and
exploitation of good will. Upset is accumulated using bias–based reasoning and
depends on how important these factors are to the bot. How much the taker bot
wants to increase the take rate depends on how upset it is, and the weight of
this increase depends on the reactivity factor.

The most complex rule is the “strategy rule”. It contains common sense
reasoning such as not increasing the take rate once the goal take rate is achieved,
detecting and countering manipulation by the responder team as well as the
employment of one of two different strategies that are selected based on the bot’s
personality. Bots that are below average in the experiment factor try to introduce
higher take rates with small, incremental increases, whereas bots above average
in the experiment factor try to achieve their goal take rate by experimenting
with larger, but targeted increases in take rate. The weight of these strategies
depends on the greed, experiment and information factors as these seemed to be
the factors most relevant for opportunistic and strategic thinking.

Responder Strategies. The responder bots possess a “greed rule” as well that
attempts to maximize net earnings by minimizing the destruction. The degree
by which the destroy rate is lowered and the weight of the proposed destroy rate
depends on the greed factor.

The responders’ “upset rule” is similar to that of the taker bots and leads
to high destroy rates when the bot exhibits a high reactivity and the take rate
deviates too much from the cultural background, perceived fair take rate or when
lowering of the destroy rate was exploited by the taker team.

The “strategy rule” implements more sophisticated strategic thinking that
uses the destroy rate as a signal of what the responders consider to be an accept-
able take rate. Additionally, it attempts to detect and circumvent taker strategies
aiming to increase the take rate. The weight of this rule depends on the greed,
experiment and information factors.

Adjustment of Individual Decisions Based on Group Opinion. After
the bots made their individual decisions, they get the opportunity to adjust
their opinion based on the mean of the individual decision in the entire team.
In our model, the inclination of a bot to reconsider its opinion depended on the
consensus factor as well as the (un–)certainty regarding its own opinion. The
closer the take or destroy rates proposed by the different rules, the more certain
the bot is that it made the right decision. Whereas a wide spread in possible
rates leaves the bot conflicted and uncertain.

Given the proposed rates xi and corresponding weights wi of rules i ∈
{1, . . . , n}, as well as the number of non–zero weights m and the weighted mean
x̄, the uncertainty u is the weighted sample standard deviation:
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u := min

(
0.5,

√∑n
i=1 wi · (xi − x̄)2
m−1
m

∑n
i=1 wi

)
(6)

With the consensus factor c, the adjustment rate a is computed as follows

a :=
1
2
c + u (7)

Given the mean of the individual decisions in the group g and the bot’s own,
preliminary decision x̄, the final decision d is then

d := ag + (1 − a) x̄ (8)

Lastly, the variability v is applied to the reconsidered decision by choosing a
uniformly random number from the interval [max(0, d − v),min(1, d + v)].

4.5 Experiment Design

In a first experiment, we investigated the performance of teams consisting of
only one MBTI type with extreme personalities (0.8–0.9 in each dimension)
playing other such teams, with different combinations of team size and cultural
background.

In a second experiment, we introduced two additional team compositions,
namely a team consisting of the real MBTI type distribution in the general
U.S. population [13] and a team consisting of a random sample of that real
distribution. We constructed all of these teams both with a personality extremity
of 0.8–0.9 and a more realistic 0.55–1.0 as control, while keeping the team size
constant.

In a third experiment, mixed teams of the best and worst takers and best
and worst responders played against each other as well as against a sample of
the real distribution. See Table 3 for the precise experiment design.

4.6 Implementation

Game configuration files were generated in YAML format. Configuration file gen-
eration, bot creation, the power to take game and experiment analyses were all
implemented in Python 3 [15]. The simulations were run and tested on Windows
10.

5 Results

5.1 Prisoner’s Dilemma

Mean score for Feeling types was 110.8, standard deviation 43.4, for the Thinking
types 130.8, 40.6, respectively. A one–way t–test is significant at p = 0.037,
suggesting improved expected performance of T type personality over the F
type (Table 4).
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Table 3. Experiment design for the power to take game.

Experiment 1 Experiment 2 Experiment 3

# Rounds 100 100 100

Money/round 100 100 100

Adjudication Mean Mean, median Mean, median

Countries USA, Germany,
UK, Japan,
Russia

USA, Germany, UK,
Japan, Russia

USA, Germany, UK,
Japan, Russia

Variability 0.025 0.025, 0.05 0.01, 0.025, 0.05

Type extremity 0.8–0.9 0.8–0.9, 0.55–1.0 0.8–0.9, 0.55–1.0

Team sizes 1, 2, 3, 4, 100 100 2, 4, 10

Composition Pure types Pure types, real type
distribution, random
sample of real type
distribution

Team of 2 best
takers, team of 2
best responders,
team of 2 worst
takers, team of 2
worst responders,
random sample of
real type
distribution

# Configurations 6,400 25,920 9,000

5.2 Power to Take

Examination of the factor value ranges of extreme personalities in Table 1 shows
that all T types have no interest in consensus or fairness, are not reactive and
prioritize maximizing their own gain. In addition, N types are not interested in
tradition, which is also the case for STPs. SJs exhibited the highest interest in
tradition and SFPs exhibited a small amount. It is notable that all types are
greedy to some degree and no type is perfectly fair, with the NFPs being the
most concerned with fairness followed by the SFPs.

Experiment 1. Examination of experiment 1 results identifies ENTPs and
INTPs as the best taker personalities for highest tax collection rates and ISFJs
and ESFJs are the worst personalities. Regarding net earnings, the best respon-
der personalities are INTJs and ESTPs, and the worst personalities are ENFPs
and INFPs. These trends hold across different team sizes and cultural back-
grounds.

The best matchup for takers in terms of highest tax collection rate were
ISTJs as responders, and an examination of matchups between ENTPs and
ISTJs clearly demonstrates the ability of the ENTP taker bots to impose high
take rates on the ISTJ responder bots and without triggering high destroy rates.
In contrast, the worst matchup for taker bots are ENFPs as responders, since
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Table 4. Results of 30 iterated Prisoner’s Dilemma simulations.

Round User MBTI User strategy User points Bot MBTI Bot strategy Bot points

1 ESFJ Always Cooperate 150 INTJ Tit for Tat 150

2 ENFJ Random 117 INTP Näıve Prober 112

3 ESFJ Näıve Peacemaker 46 ESTP Always Defect 66

4 ISFJ Näıve Peacemaker 150 INTP Tit for Two Tats 150

5 ESFJ Always Cooperate 75 INTP Random 200

6 ENFP Always Cooperate 0 ENTJ Always Defect 250

7 ENFP Random 112 ISTP Tit for Two Tats 112

8 INFP Remorseful Prober 124 ISTJ Näıve Prober 129

9 INFJ Tit for Tat 110 INTP Random 115

10 INFJ Remorseful Prober 116 ISTJ Random 111

11 ESFJ Random 96 INTJ Random 121

12 INFJ AlwaysCooperate 147 ESTJ NäıveProber 152

13 INFP Random 126 ENTJ Tit for Two Tats 126

14 ESFP Näıve Peacemaker 150 INTP Tit for Tat 150

15 ENFJ Always Cooperate 150 INTP Tit for Two Tats 150

16 ENFP Random 122 ISTJ Näıve Prober 122

17 ESFJ Random 116 ISTJ Tit for Two Tats 111

18 ENFP Random 23 ISTJ Always Defect 158

19 ENFJ Tit for Tat 49 ENTP Tit for Two Tats 54

20 ESFP Always Cooperate 150 ENTP Tit for Two Tats 150

21 ENFP Remorseful Proper 149 ENTJ Tit for Tat 149

22 INFJ Always Cooperate 147 ISTJ Näıve Prober 152

23 ISFJ Tit for Tat 125 ISTP Random 125

24 ISFJ Random 102 INTJ Tit for Two Tats 122

25 INFP Remorseful Prober 150 ESTP Tit for Tat 150

26 ENFJ Tit for Tat 49 INTJ Always Defect 54

27 INFJ Remorseful Prober 49 INTJ Always Defect 54

28 ISFJ Näıve Peacemaker 125 ENTP Näıve Prober 130

29 ESFJ Tit for Tat 150 INTP Tit for Tat 150

30 ISFJ Näıve Peacemaker 150 ENTP Näıve Prober 150

Total points 3,325 3,925

they resort to high destroy rates that lead to lowering of the economy size,
tax collection for the takers and also lowering of the net earnings of the ENFP
responders; a clear loss for all parties involved. The best overall matchup for
responders in terms of highest net earnings were ISFJs as takers.

Experiment 2. Matchups of extreme personality types (0.8–0.9 in each dimen-
sion) versus the real type distribution in the general, human population with
actual type extremity (0.55–1.0 in each dimension) exhibited the same patterns
observed in experiment 1 (Table 5). Again, the ENTPs and INTPs were the
best tax collectors, while ESFJ and ISFJ taker bots achieved the highest econ-
omy rate at the expense of their tax collection. Similar to the observations of
experiment 1, the ENTP taker bots managed to establish extremely high take
rates, resulting in high tax collection rates, while maintaining a moderate level
of resistance by the general population.
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Table 5. Power to take, experiment 2: Overall ranking of takers and responders with
type extremity of 0.8–0.9 versus the real type distribution with type extremity of 0.55–
1.0. The rates are the mean of what the teams achieved compared to what was possible
in the corresponding games. The highest rates are marked in light gray, whereas the
lowest rates are marked in middle gray.

Takers Responders

Team Economy
Rate

Collection
Rate

Net Earnings
Rate

Destruction
Rate

ENFJ 88.35% 17 76.11% 8 33.50% 12 32.45% 4
ENFP 88.28% 18 80.13% 5 17.37% 18 67.54% 1
ENTJ 88.46% 13 83.62% 3 36.90% 1 14.96% 8
ENTP 88.73% 11 84.31% 1 30.54% 15 35.56% 3
ESFJ 91.59% 2 37.13% 17 33.77% 11 4.89% 14
ESFP 89.58% 8 65.71% 10 36.45% 4 14.98% 7
ESTJ 91.19% 3 42.18% 15 32.45% 13 3.22% 17
ESTP 88.66% 12 80.72% 4 36.86% 2 9.70% 9
INFJ 89.24% 10 68.08% 9 36.21% 6 16.28% 6
INFP 88.45% 15 77.91% 7 27.14% 17 47.30% 2
INTJ 88.40% 16 78.17% 6 36.80% 3 9.05% 11
INTP 88.45% 14 83.71% 2 36.36% 5 19.35% 5
ISFJ 91.69% 1 37.09% 18 32.06% 14 3.64% 16
ISFP 91.03% 5 44.59% 14 35.34% 9 6.71% 13
ISTJ 91.12% 4 42.05% 16 29.91% 16 2.65% 18
ISTP 89.46% 9 62.78% 11 34.10% 10 4.56% 15
real 90.70% 6 50.49% 12 36.01% 7 9.50% 10
sample 90.68% 7 46.72% 13 35.93% 8 8.84% 12

ENFP and INFP responder bots destroyed the most income against a taking
authority from the general population, whereas ISTJ and ESTJ responder bots
destroyed the least income. Unlike in experiment 1, ENTJ and ESTP responder
bots performed the best in terms of maximizing net earnings for themselves,
while ENFP and INFP responder bots performed the worst, which is likely
caused by resorting to high destroy rates. These trends held across different
matchups and other conditions under investigation.

It is important to note that both the real distribution and sample real dis-
tribution responders ranked in the middle tertile in terms of net earnings and
destruction rate. This was also the case for such takers regarding economy rate
and collection rate.

Table 6 presents an interesting result concerning the relationship between
take rate and economy rate. The significant Pearson correlation of r = 0.4199
(p < 0.001) indicates a general trend of higher tax rates being associated with
larger economies. However, this trend does not extend to the full range of take
rates. In fact, the worst take rates for the economy rate are the extremely low
and extremely high tax rates, a fact that should both be expected and desired.
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Table 6. Power to take, experiment 2: Ranking of take rates regarding economy rate,
collection rate and net earning rate with the real type distribution with type extremity
of 0.55–1.0 as responders. The economy, collection and net earning rates are the mean
of the rates in reaction to the respective take rate. Given are the Pearson’s correlation
coefficient r and the p–value of the correlation based on a two–sided t–test.

Take
rate

Economy
rate

Take
rate

Collection
rate

Take
rate

Net
earnings
rate

Best

1 28% 91.80% 97% 87.26% 15% 77.21%

2 39% 91.75% 98% 87.05% 14% 76.97%

3 26% 91.59% 99% 85.60% 16% 76.48%

4 45% 91.46% 96% 85.01% 12% 76.11%

5 22% 91.39% 95% 84.92% 13% 75.87%

Worst

1 12% 86.72% 12% 10.61% 95% 1.25%

2 99% 87.21% 13% 11.49% 96% 1.98%

3 13% 87.36% 14% 12.60% 97% 2.59%

4 90% 87.91% 15% 13.58% 98% 3.62%

5 89% 88.10% 16% 14.55% 99% 4.41%

r 0.419929 0.996563 −0.99833

p–value <0.001 <0.001 <0.001

Experiment 3. When teams comprised of different personalities are matched
against each other, we can observe a moderating impact of the adjudication
method. This is largely because compositions of different personalities will tend
to exhibit higher intra–group variability, so the adjudication method makes a
difference as the group size increases.

6 Discussion

6.1 Prisoner’s Dilemma

Results of simulations appear to suggest an association between one dimension
of MBTI and expected reward in an iterated prisoners dilemma situation. In par-
ticular, it appears that a T type personality would be expected to outperform
a F type personality. If true, that would be inconsistent with Dawkins’ findings
suggesting nice players win. As in many cases, conditioning on different assump-
tions and considering a different set of strategies for the PD game for the T
type and F type, with somewhat different overlap, may lead to different results.
So in reality, the practical implication of this part of the study is that such
methodology of bot utilization for personality related binary decision–making
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processes can be of value. Enhancements of this kind to binary decision–making
processes may have limited power and may be realized only after a large number
of iterations.

6.2 Power to Take

Results based on 41,320 configurations, each played for 100 rounds, appear to
suggest that personality type matters for this game, and by extension, matters
in the context of taxing authorities interacting with tax payers. This means that
choices of particular personalities could lead to improved or reduced performance
in any of the measures that one may be interested in, i.e. total tax collection, size
of economy and net earnings, compared to other personality choices, or compared
to the general population with its mixed personality type composition.

It may be worth noting that prior studies primarily involving students playing
the game individually or in groups, obtained results with somewhat undesirable
characteristics, namely destruction rates that tended to be either 0% or 100%,
which lead to the responders decisions appearing to be essentially binary in those
studies. This binary approach by a responder (tax payer) may be rational if the
game is played once, since anytime the tax rate is under 100%, responders would
maximize net earnings for the game by destroying 0%.

However, taxing circumstances repeat, and the reality is that tax collection
as a function tax rates is a continuous function, so an iterated approach may be
more appropriate in order to understand the evolution of the tax system with
bot–based systems offering an advantage in the examined scope. In a large num-
ber of configurations played, the prevailing trends were of increasing tax rates
over time, decreasing destruction rates over time, and decreasing net earnings
over time. Such circumstances are not unrealistic in the real world, so rules used
for bot behaviors, and the aggregate belief and disbelief method may be fairly
effective for this problem.

Nevertheless, a potential problem is that we observed a deviation in net earn-
ing ranking from the average household income ranking in the general population
[3]. This could be an artifact of using extreme personality types versus a real
type distribution, but could also be an indication that additional or different
factors and strategies might need to be considered, or that our interpretation of
the relationship between MBTI test answers and bot behavior does not reflect
reality.

In addition, the association of results of such games using our approach to
economics may be limited in its validity. An economy is dynamic and iterating
an identical game a large number of times may not always be a good model.
There were elements of variability infused into behaviors and rules, but the
essential rules of the games remained the same in terms of matrix of payoffs for
the prisoners dilemma and per game wealth initially awarded to each responder
each round in the power to take game.
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7 Conclusion

This study suggests that personality may play a role in both binary and contin-
uous decision–making processes as well as both single–player and group settings,
and an iterated approach using bots playing humans may enhance our under-
standing of human decisions, potentially leading to better processes and better
outcomes.

Future research may elect to examine different personality instruments, per-
haps based on the Five Factor Model and infuse dynamics to the economy.
Furthermore, it might be worth examining a variant of the iterated power to
take game where the take authority has an income that is subject to the take
rate, just like the responders. That way, the take authority would not just be
concerned with maximizing the take rate but also take into consideration net
earnings and the overall size of the economy, similar to taxing authorities in an
economy.
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Abstract. Emerging efforts in information science offer the possibility for
clinicians to better utilize computer technology to decrease cognitive load,
enhance decision making, and, improve patient outcomes. Recent natural dis-
asters and mass casualty events across the United States and abroad spotlight the
challenges of delivering healthcare in austere contexts. Austerity is a situation
defined by limited resources of some or all of the following: equipment,
medicines, diagnostics, personnel, knowledge, training, skills, and expertise. It
is in this context that the military is focusing efforts to develop new telemedical,
autonomous, and robotic systems to support local caregivers. Military human-
computer models that support telemedicine and autonomous care in austere
environments may help shape similar civilian healthcare solutions in similarly
austere contexts of remoteness, natural disaster, and mass casualty. This paper
will discuss the clinical challenges and capability gaps of providing compre-
hensive medical support in this context and some of the tools the military is
developing to address them.
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1 Background

Care for patients is complex and requires a multidisciplinary team of healthcare pro-
fessionals to collaborate in order to optimize patient outcomes and avoid potential
errors. In the best of circumstances and despite the wide availability of advanced
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monitoring and life support capabilities, cognitive lapses of the clinical team, which
constitutes a joint cognitive system within a natural work domain, do occur. Such
lapses are more likely in resource limited or “austere” circumstances – as in lower
income countries or high-income countries during mass casualty events. These lapses
result in less than optimal patient care, ineffective utilization of resources, and, in some
circumstances, patient harm. While the field of telemedicine is over 50 years old [1],
new and emerging technologies offer previously unavailable capabilities for clinicians
to better utilize computer systems to decrease cognitive load, enhance decision making,
and, hopefully, improve patient outcome. The military has invested significant research
funding in developing clinical decision support (CDS)/artificial intelligence (AI),
telemedicine/virtual health, and autonomous technologies to enhance combat casualty
care throughout the evacuation continuum (Fig. 1) [2, 3]. For the last 20 years of
conflict, the US Military has experienced air superiority and freedom of movement
across the active battlespace, allowing for quick evacuation casualties to advanced
medical support. However, the military anticipates that in future conflicts, access to
advanced medical decision-making and surgical stabilization may be restricted or
significantly delayed due to distance or adversary denial to freedom of movement.
Consequently, there will be increased need to access the capabilities, particularly the
expertise, of the multidisciplinary medical team in more austere, severely resource
limited, pre-hospital environments at or near the point of injury [4–6].

Recent natural disasters and mass casualty events across the United States and
abroad spotlight the challenges of resource limitations associated with austere medi-
cine. Austerity is not a location, but rather a clinical context in which resources or
expertise are severely limited or, in some cases, absent. It is in this context that the
military is focusing efforts to develop telemedical, autonomous, and robotic systems to
support local caregivers by providing enhanced medical capabilities, confidence,

Fig. 1. Military vs. Civilian Care continuum. AIREVAC, Air evacuation; CASEVAC, Casualty
Evacuation; CONUS, Continental United States; CCAT, Critical Care Air Transport; ED,
emergency department; ICU, Intensive care unit; MEDCEN, Medical Center; MEDEVAC,
medical evacuation; OR, Operating room; R1–4, Role 1–4.
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knowledge, expertise, and, when possible, new technical skills. Consequently, these
technologies have potential importance even in well-developed healthcare systems
when certain resources, like experience with a new surgical approach or a new med-
ication, are limited.

Examples of such innovation are already apparent in the civilian market following
natural disasters [7–10]. In the wake of Hurricane Harvey, Dallas-based Children’s
Health set up pediatric telemedicine consults for displaced patients in shelters and
companies like American Well, Doctor on Demand, and MDLive offered free remote
consults to patients in affected areas [11]. After Hurricane Maria’s landfall in Puerto
Rico, the US Army’s 47th Combat Support Hospital enabled telemedical consultation
using satellite signal to areas with limited power, water, and even telephone lines
(personal communications, authors JCP, KLD, DK).

Through these examples, it is possible to envision a future where military and
civilian partnerships might enable medical aid in areas devastated by nature, disease, or
even war. Virtual access to the military’s robust and experienced trauma centers during
peacetime also has the potential to provide enhanced clinical care to places without
access to their own resources, providing the possibility for better clinical outcomes and
reducing the costs of establishing such trauma/inter-disciplinary teams in every civilian
facility.

CDS/AI systems, telemedicine, autonomous medical devices, and robotics will
contribute capabilities to the current and future care of casualties in austere environ-
ments. These solutions provide comprehensive medical care in austere environments by
bringing medical expertise and new capabilities to the point of need. Experts require
information and particular resources to deliver their care, but not necessarily physical
presence. Clinical decision support and telemedicine are current means to deliver
expertise to the point of need; however, the local caregiver who physically delivers it
requires specific training and equipment for it to be effective. Automation and robotics
may alleviate some of the physical demands of the local caregiver and AI/deep machine
learning are expected to advance CDS to the point where remote consultation with a
telemedicine provider may become unnecessary for at least some clinical scenarios. In
light of these anticipated needs, the Army has created three new Science & Technology
research task areas: (1) Virtual Health, (2) Medical Robotics, and (3) Medical
Autonomous & Unmanned Capabilities. This paper discusses the clinical challenges
and capability gaps of providing comprehensive medical support in these environ-
ments, identifies some of the tools the military is developing to address them, and
outline their potential benefits for the civilian healthcare.

2 Solutions

2.1 Telemedicine

Telemedicine, also referred to as virtual health, involves the use of telecommunication
and information technologies to provide health assessments, treatments, consultation,
and other services across distances [12]. There are four well-recognized types of tel-
emedicine: synchronous, asynchronous, remote patient monitoring, and mobile health.
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In synchronous telemedicine, the remote expert uses bidirectional communications
technology to conduct or direct medical care in real time. This form of telemedicine
requires the largest bandwidth, however offers the highest fidelity of information.
Asynchronous telemedicine, also called “store and forward” telemedicine, involves the
transmission of recorded health information to a remote specialist who then renders
care outside of real-time interactions. In remote patient monitoring, personal health and
medical data is collected via electronic communication technology, and then trans-
mitted back to a provider (in a different location) to aid in medical decision making.
Lastly, mobile health involves the use mobile communication devices, such as cell
phones, tablets, or computers, typically in order to conduct public health practice and
education.

By leveraging communication technology, telemedicine has the ability to connect
less-experienced and sometimes untrained, medical care providers with medical spe-
cialists in order to enhance point of care clinical decision making and medical inter-
ventions. Optimal telemedical care, especially for complicated patient conditions,
requires access to real-time bio-physiologic patient data (i.e. monitors, ventilator,
infusion pumps, etc.). Unfortunately, transmission of this information across secure
military networks in a standardized fashion for review by the remote expert is not
always possible. Telemedicine also requires connectivity between the remote expert
and local care-giver or patient. The amount of bandwidth required will vary based on
the type of telemedicine encounter being performed, number of casualties, and the
software that is being used to conduct it (Fig. 2). Given the bandwidth-constrained
nature of most military operational environments, and likely any civilian natural dis-
aster at least in its early stages, this requirement for connectivity is the principle
limitation for current forms of telemedicine [7, 11, 13]. While the military has a long
history of utilizing and advancing telemedicine and telemedical technologies [13–17],
recent language in the National Defense Authorization Act of 2017 [18] will promote
and advance this technology solution even further.

One current project, the ADvanced VIrtual Support for OpeRational forces
(ADVISOR) is worth highlighting. ADVISOR is a low cost, low bandwidth, highly
reliable pilot program funded by the Telemedicine and Advanced Technologies
Research Center, Fort Detrick, Maryland. ADVISOR facilitates telephone communi-
cations using an automatic call distribution system to connect local caregivers with
remote experts [4]. Phone calls are augmented by e-mail messages that include
background casualty information and photographs to provide remote consultant con-
sultation. If and when network capabilities allow, and local hardware is available,
phone calls may be “escalated” to real-time video teleconferencing (VTC) with or
without use of peripheral, video assisted physical exam equipment. ADVISOR brings
medical expertise to a patient’s side anywhere and at any time to optimize outcomes
and reduce costs by avoiding unnecessary deployments of providers and evacuations of
patients. Lessons learned strongly suggest that training local caregivers and remote
experts with the new technologies is as essential for their adoption in the austere care
setting as is the native usability of the technology itself [19]. This low-cost system also
seeks to integrate and evolve technologies to optimize combat casualty care across the
evacuation spectrum.
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As of January 2018, the ADVISOR system has supported over 70 real and simu-
lated patient care encounters, primarily with virtual critical care support, but also with
general surgery, orthopedic surgery, toxicology, and infectious disease. In both real
world and training scenarios, the vas majority clinical support was provided with
telephone calls only or telephone calls combined with e-mails (>60%). Video
tele-consultation was use in <5% of cases, primarily due to poor network capabilities
and low bandwidth. Real world cases have sought urgent recommendations about
management for ocular and periocular infection, possible weaponized
chemical/biologic exposure, fracture management, sepsis evaluation and management,
wound care, surgical decision making, and evacuation guidance. Training cases pri-
marily involve burn care, trauma, hemorrhage, shock, and respiratory failure
management.

2.2 Clinical Decision Support Systems

One approach to mitigate the need to project clinical expertise to the point of need is
the use of computer and information technologies to assist providers in delivering
expert patient care when there are no experts available. This includes situations ranging
from delivering care in a facility when there is no local expert available to assist in
treating patients to delivering care by non-expert providers in geographically remote
environments. Software or information technology-based solutions used to assist in the
delivery of care are considered Computer Decision Support (CDS) Systems. In very
resource constrained environments, the use of CDS could augment local caregiver
capabilities – which in some cases may be no more than lay person rescue – by
providing simple tools to allow providers to easily navigate and document patient care

Fig. 2. Telemedical capabilities, number of casualties, and relative network requirements. Not
shown is jitter or packet errors, both of which need to be low for higher capabilities.
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based on a clinical practice guideline to more complex systems that can monitor,
diagnose, and make treatment recommendations for the optimal care of the patient
[20–23].

One example of a military CDS system developed by the military is the Cooper-
ative Communication System (CCS) [21, 24, 25]. The goal of the CCS system is to
provide users with a tools that enhances patient care by (1) improving and optimizing
the display of information presented to the user based on the status of the patient and
the user role, and (2) leveraging machine learning technologies to assist providers in
managing patients by matching the current patient’s condition with historical patients
that have been analyzed and matched a multivariate model of patient variables and
characteristics. The CCS system is an example of a CDS implementation that leverages
existing data sets to provide users with enhanced capability tailored to the needs to the
patient and providers through the use of enhanced displays and data analysis/modeling.

Once a treatment plan is required, a CDS can also be used to optimize and manage
the care of the patient by providing tools to assist both experts and non-experts through
the treatment phase for the patient. The Burn NavigatorTM system [26] is an example of
a CDS that provides the user with recommendations and treatment options for a patient
who has suffered a major burn. The system is an FDA cleared CDS to help manage the
fluid resuscitation of a patient during the initial 24 to 48 h after a major burn injury.
Using a set of mathematical models, the system provides the user with hourly fluid rate
recommendations to optimize the resuscitation needs of the patient. In addition, the
system provides an enhanced display that allows providers to better visualize the
patient status and treatment effects and increase situation awareness.

Tools such as these have been shown to increase provider efficiency and improve
patient outcomes by harnessing the power of information technology through several
ways. First, providing users with enhanced displays and interfaces, these systems
increase provider situational awareness by converting data into useful information
through the use of trends, graphs, and other advanced display technologies. Second, the
use of these enhanced visualization tools reduces the cognitive load for providers and
increases their efficiency during patient care [27]. This is especially critical in combat
casualty care when patients may need to be cared for by less educated or less expe-
rienced providers. Third, CDS systems that provide treatment recommendations and
options may further improve the management of the patient by assisting the provider in
guiding the appropriate recommendation in cases where the provider may not be aware
of the appropriate course of action, or by reinforcing what the expert provider knows by
validating a specific course of action.

One common characteristic of CDS systems is the need to maintain a “human in the
loop” concept. CDS capabilities are used to enhance patient care by providing users
with diagnostics and/or treatment recommendations to optimize patient care. However,
once a CDS has been fully validated and shown to provide effective care, the natural
evolution of these is as a “closed loop” system to allow for the CDS to fully automate
the care of the patient [28–31]. Models and algorithms driving CDS systems can form
the basis for developing fully automated interventional system that require little or no
human interface. Bridging the concepts of CDS and full automation will provide users
in austere and possibly modern care environments with additional capabilities for
managing patients in difficult situations. Use of fully automated systems in scenarios
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with extended patient care, exceptional resources limitations, mass casualties, or
extended transport times is necessary to fully optimize patient management when
providers may not have all the necessary resources to properly care for these patients.

2.3 Autonomy and Robotics

The emerging fields of autonomy and robotics represent areas of significant possibility
to solve some of the great medical challenges faced in austere care environments [32].
Remote surgery enabled by tele-robotics currently exists using dedicated fiber optic
networks. The daVinci surgical robot is currently used in military and civilian hospitals
for minimally invasive surgery [33]. This same type of technology could be leveraged,
when combined with advanced physiologic sensors, computer vision and other
autonomous or semiautonomous systems (i.e. autonomous anesthesia [31]) to deliver
effective casualty assessment, triage, and surgical intervention in the absence of local
experts and timely evacuation even on unmanned ground and air systems (drones and
robots) [6–8, 34]. Conceptually, one might imagine that a drone ambulance, fully
equipped with a robotic attendant and interactive video communications with a distant
emergency medical provider, could respond to an emergency on a remote mountaintop
or deep in a jungle.

“Military funded research has demonstrated that surgical robotic systems can be
successfully deployed to extreme environments and wirelessly operated via microwave
and satellite platforms [35]. However, employment of these capabilities on the bat-
tlefield have not yet progressed beyond experimental proofs of concept, are not
ruggedized, and are tele-operated component capabilities at best. Significant additional
research is required to develop supervisory controlled autonomous robots that can
overcome the operational communication challenges of limited bandwidth, latency, and
loss of signal in the deployed combat environment. Addressing acute and
life-threatening injuries such as major non-compressible vascular injury requires
development of new surgical robots that move beyond stereoscopic, bimanual
tele-manipulators and leverage advances such as computer vision and application of
directed energy technologies already used in non-medical military robotic systems.”

Additionally, since the successful surgery to install fully implantable artificial
cardiac pacemakers occurred in 1958, society has slowly become more accustomed to
“closed-loop” medical care in which machines perform their function without need for
human involvement. However, reliable closed-loop intervention remains an unsolved
Artificial Intelligence challenge. Current AI systems do not have the capacity for
judgment in the way that medical caregivers do. While clearly a science, medicine
remains, in many ways, an art form. In addition to teaching the science of medicine,
medical training is an extended apprenticeship that provides vast amounts of experi-
ence about how to interpret and make judgment calls in the context of uncertainty [3,
4]. Computers today lack this capacity. Additionally, while some success has been
documented with closed loop systems in controlled settings, the reality in the field is
more complex and current systems do not have the ability to account for such vari-
ability effectively enough to be proven clinically safe [3, 4]. Interestingly, telemedical
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technologies may offer a means to “bridge the gap” between current computer capa-
bilities and human judgment in the context of uncertainty and might allow
semi-autonomous systems to be utilized in the near term (Fig. 3) [36]. Telemedicine
provides opportunities to record data that could help teach computers about human
decisions: the data that remote human experts require to make informed decisions
during telemedical encounters is the same data that autonomous systems will need to
make similar “decisions” in the future. This real-time data includes information from
interoperable, cyber secured medical devices (i.e. patient monitors, medication pumps,
ventilators, robotics) and the data analytics to make these signals standardized, syn-
chronized, and salient. As robotic capabilities continue to evolve, autonomous and
tele-operated semiautonomous robotic patient support systems could enable
closed-loop patient monitoring and triage as well as robotic intervention.

Transitioning between human in-the-loop systems and completely autonomous,
closed loop medical care systems represent a major technical hurdle facing current
medical care. In anticipation of combat casualty care in the future; the military is
investing heavily in research portfolios to develop solutions to bridge this
gap. Near-term prototypes will involve a hybrid of human and autonomous care models
that shift between more human-intervention and more autonomous-care based on the
clinical, technical, and logistical needs of a given situation. The military has identified
the following as the most realistic research initiatives based on the complexities of the

Fig. 3. Man vs. Machine, the progression of automation and how telemedicine can start to
bridge the gap between artificial intelligence and expertise in medicine. Telemedicine brings the
expert to the point of need in the absence of or in addition to the effective clinical decision
making by inexperienced clinicians aided by automated systems and clinical decision support
systems (CDS).
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technology involved, and the current state of the medical robotic and autonomous
systems (Fig. 4):

(1) Development of an autonomous closed loop critical care systems-of-systems
based on autonomous clustering and intelligent agents interacting with each other
to provide care for multiple polytrauma patients. This type of system would act as
a medical force multiplier by increasing medical care capacity during prolonged
field care or mass casualty situations.

(2) Support continuous performance improvement and enable self-learning systems
that can rapidly adapt to changing scenarios.

(3) Investigating artificial intelligence and machine perception systems for accurate
detection and modeling of the human body to enable semi-autonomous robotic
casualty extraction from complex environments and robot procedural intervention
(e.g. placement of interosseous needle, needle thoracostomy, cricothyrotomy);
these applications require high fidelity mapping of the human body in near-real
time for safe physical contact with the casualty.

2.4 The Medical Fusion Center

Optimization of the complex care environment for both military operations and civilian
emergency response requires a coordinated, real-time common operating platform,
much like the control room for space flight. Alternatively, a virtual control room can be
developed allowing interactions from around the globe. Real-time visibility of all
medical assets in support of both civilian and military conventional and special

Fig. 4. Medical Device Interoperability Research Objectives to Support Telecritical Care.
Source: Joint Program Committee 1; Medical Simulation and Information Sciences, US Army
Medical Research and Materiel Command, Fort Detrick MD and the Defense.
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operations forces, particularly in kinetic multi-domain battlefields or disaster relief
operations will facilitate optimal use of resources during evacuation, transport, patient
care, tele-support/mentoring, and resupply. Ultimately the goal is a comprehensive
“System of Systems” to support multiple end-users with medical fusion centers of
global medical capabilities to facilitate a coordinated medical system and support all
dimensions of healthcare. Key components of this type of center include: (1) real-time
visualization of the area of operations; (2) a “medical intelligence” platform comprised
of tele-support, decision support and analytics to facilitate clinical care, operational and
logistic requirements, and evacuation/patient movement; and (3) robust reporting
features for continuous performance improvement processes.

The primary aims of a functioning medical fusion center are to: (1) Send the
appropriate resource (personnel, platform, and capabilities) to the right place at the
right time to meet the specific patient requirements, (2) Support continuous perfor-
mance improvement and enable self-learning systems, (3) Inform algorithms and
decision support systems for tasking personnel assignments, medical treatment facility
placement, and patient evacuation/movement (“Intelligent Tasking”), (4) Facilitate
Virtual Health: tele support, just-in-time mentoring, remote patient mentoring, and
reduced medical error rates, (5) Interface with allied military services, civilian and
Government emergency response organizations.

Fundamental challenges to such a comprehensive, interconnected system include
adequate connectivity and bandwidth. Assumptions of interruption of communications
in a military or emergency setting are understood so optimizing local decision support
tools will be essential. Streaming real-time information may not always be possible so
AI will be needed to supplement decision support algorithms.

3 Future Directions

Medicine is woefully behind other industries, such as aviation and automotive indus-
tries, in adopting advanced semi and fully autonomous operations [37, 38]. The
opportunity to provide high quality, reproducible, and effective monitoring for patients
that informs local and remote care providers is an important, and achievable, goal for
healthcare; it is a requirement for a military that needs to support isolated patients in
austere locations or casualty evacuation in unmanned, pilotless systems. To this end,
the Defense Health Agency and the military services, along with the other federal
agencies such as the Food and Drug Administration and the National Institute of
Standards and Technology, are moving toward investing in a comprehensive program
of research. The overall objectives of this program are to develop an open,
standards-based technical architecture and reference model for medical device data,
sensors and actuators, communications enablers, algorithms, and knowledge repre-
sentation that is suitable for informing autonomous, closed-loop, human-computer
integrated CDS (Fig. 5).
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4 Conclusion

Rapid advancements in both medical and non-medical technologies offer the potential
for improving clinical performance of both novice and advanced medical teams in
resource limited contexts. Additionally, the correct application and integration of new
medical combat casualty care doctrine with proven technologies offers significant
improvements in both readiness and access to care while reducing unnecessary and
risky evacuations. Beyond the potential for optimizing casualty care in the military,
these efforts should be applicable to civilian healthcare systems in the future. Military
human-computer models that support telemedicine and autonomous care in austere
environments may help shape similar civilian healthcare solutions in similar environ-
ments. An open, standards-based infrastructure of medical devices could revolutionize
healthcare by reducing research and development time, facilitating integration of new
devices into the medical ecosystem, reducing costs, increasing healthcare reliability and
safety, improving documentation of care, enabling more effective training, making
logistical support more efficient, and, ultimately, improving patient outcomes. Efforts to
develop and evaluate these solutions require continued military, academic, industry,
cross -government, and international collaboration and technical ingenuity to be suc-
cessful now and in the future.

Fig. 5. Future Vision of Medical Device Interoperability and Telecritical Care. Source: Joint
Program Committee 1; Medical Simulation and Information Sciences, US Army Medical
Research and Materiel Command, Fort Detrick MD and the Defense Health Agency.
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Abstract. The U.S. Army strives to provide effective training for its soldiers.
Part of this training is designed to build resilience, enabling soldiers and leaders
to optimize personal readiness and performance in environments of uncertainty
and persistent danger. Training complex tasks under high levels of stress is one
way to support the development of resilience; another way is to train individuals
in the use of specific resilience-based skills. Soldiers can use these skills not
only to benefit their functioning but also to benefit the functioning of their
teammates. The current paper reports on an innovative team-based approach to
resilience training. Both the training content and training method provide novel
approaches to addressing resilience in the context of high-stress scenarios. In
terms of content, the training includes specific performance enhancement
techniques that individuals can use to focus attention and optimize energy, and a
method for intervening at the point-of-injury if a teammate experiences an acute
stress reaction. In terms of method, the training includes classroom, virtual
simulation, and live training. The resultant integrated training approach is Team
Overmatch. This training milieu allows for the development, implementation,
and evaluation of training modules fully embedded into tactical training. This
paper discusses how innovative resilience strategies are integrated in a larger
curriculum, including situational awareness, teamwork, and medical care, and
how the training is being assessed in terms of knowledge and implementation.
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1 Introduction

The Army recently reprioritized efforts to shift psychological skills training away from
traditional didactic approaches and toward new approaches that integrate skills in
tactical training. To codify this reprioritization, the Department of Defense (DoD) and
Army has provided objectives and guidance.

First, the February 27, 2012 (updated October 2, 2013) DoD instruction (No. 64
90.09) for DoD Directors of Psychological Health includes language that highlights the
importance of psychological health. Specifically, this document states that the goal is to:

[i]nstitutionalize a culture and structure to promote psychological health, fitness, readiness,
mission performance, and prevention of psychological health problems and mental health ill-
ness… and support efforts to enhance psychological resilience, not only to reduce injury and
illness, but also to improve the success of the warfighter in the psychological performance
domain. (DoD Instruction No. 6490.09, 2013) [1].

Second, an Army Regulation published in 2015 calls for combat and operational
stress control universal prevention such as “surveillance and mitigation activities to
reduce or avoid stressors and increase Soldiers’ tolerance and resilience to severe
stress” (Army Regulation 600-63 (Army Health Promotion), 2015) [2].

Third, The HQDA EXORD 086-16 (Human Dimension 22 DEC 15) reinforces the
importance of optimizing human performance: “The Army has the capability and
capacity to optimize the human performance of every Soldier and civilian in the total
force to improve and thrive in the strategic environment of 2025 and beyond.” In
addition, the objective is to:

[e]nhance Soldier and army civilian health and physical readiness through an individualized
comprehensive training system…[and to] transition and implement psychological, social, and
neurological science and other technological advancements to train teams of army profes-
sionals to improve and thrive in ambiguity and chaos [3].

Taken together, guidance pushes the Army to focus on “training on demand”
formats that are amenable to the operational landscape. Previously, Squad Overmatch
(SOvM) was developed as a training platform to implement and evaluate an operator-
centered approach to resilience and performance training. This platform serves as a
basis for developing new integrated training that optimizes team resilience.

1.1 SOvM Study

SOvM was a multi-year effort focused on designing a training platform to increase
soldier performance under stress. Combining Army and Navy investment, SOvM
involved the implementation of an integrated training approach [4]. At its core, SOvM
relied on Stress Exposure Training, a training model that incorporates three stages:
(1) an initial stage, in which didactic information is provided regarding stress and stress
effects; (2) a skills training phase, in which specific cognitive and behavioral skills are
acquired; and (3) the final stage of application and practice of these skills under
conditions that increasingly approximate the criterion environment [5, 6]. This
methodology emerged in 2015 when over 100 team members from across branches of
service, other government agencies, industry, and academia collaborated to examine
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improve training effectiveness for military personnel. In 2016, a scientific study tested
the effectiveness of SOvM’s integrated training approach on acquiring new knowledge
and understanding concepts, shifting attitudes, and improving proficiency.

In the 2016 SOvM study, participants included eight Army squads, each augmented
with a medic. The research team collected measures of learning, cognition, attitudes,
and performance. Squads in the experimental condition participated in a
three-and-a-half day integrated training curriculum consisting of classroom instruction,
virtual simulation-based training, and three live mission training scenarios in the out-
door McKenna urban training facility. This criterion environment was augmented with
live role players and advanced simulation technologies (e.g., non-pyrotechnic explo-
sives, interactive avatars, and medical mannequins). Squads in the control condition
participated in one day of live training on the M2 and M3 scenarios with the same role
players and technologies, but without the classroom instruction and virtual
simulation-based training.

Squads were randomized such that half were placed in the integrated training
condition and half were placed in the control condition. Soldiers in both conditions
reported high levels of confidence in their own ability and their squad’s ability to
perform well prior to two of the live scenarios [7].

Furthermore, regardless of condition, SOvM was well accepted. Soldiers in both
conditions demonstrated a strong willingness to take part and considered participating
in the training to be important. In addition, training as a whole appeared successful.
Study results showed that all participants increased their basic knowledge of Resilience
and Performance Enhancement (RPE), as well as Tactical Combat Care (TC3),
Advanced Situation Awareness (ASA), Team Development (TD), and After Action
Reviews (AAR) content areas. Soldiers in both conditions were also positive about
their teamwork processes, efficacy, cohesion, and performance, and in general, these
attitudes increased in positivity over time. Soldiers in both conditions also rated the
AAR climate following the live scenarios as supportive and positive [4].

Overall, the integrated training condition appeared to be more successful than the
control condition. Squads in the integrated training condition performed significantly
more TC3, ASA, and TD tasks than the control condition squads [4]. Soldiers in the
integrated training condition also demonstrated significantly more effective behaviors
during the AARs than the control condition squads.

SOvM Study and Resilience. In terms of resilience and performance enhancement,
significantly more gains in resilience knowledge were found for the integrated training
condition compared to the control condition. Given that these skills were essentially
internal skills, there was no objective measurement of how these skills were
implemented.

Nevertheless, following training, soldiers in the integrated training condition rated
themselves as highly competent to highly proficient, whereas soldiers in the control
condition rated themselves as advanced beginner to moderately competent after the live
exercises. Given this difference in self-rated proficiency and the improvement in
knowledge scores, the resilience and performance enhancement materials showed
promise.
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Based on the findings from the 2016 SOvM study, a follow-on program has been
developed: Team Overmatch (TOvM). While the training as a whole has been updated
to account for lessons learned from SOvM, the resilience and performance materials
have been expanded to include a new component focused on team resilience. Not only
are the resilience and performance skills discussed in terms of how they can be used
with teammates, but a new training module has been developed that introduces what
individuals can do to intervene if a teammate experiences an acute stress reaction. This
training module provides unique information about how to maintain team functioning
under extraordinarily stressful conditions.

While SOvM focused on individual resilience, TOvM will focus on enhanced
individual resilience as well as team resiliency training. This training will provide the
necessary skills for soldiers to recognize the signs of stress in themselves and their
squad mates. Not only will they be able to recognize these signs (increased breathing,
rapid heart rate) but they will know how to interpret them and ultimately mitigate the
effect to ensure mission success.

2 The Training Challenge

Soldiers and Marines make life and death decisions under extreme physical and psy-
chological conditions. They are challenged with managing these stressors while
maintaining high levels of collective performance. When a team member is injured and
unable to perform, it is up to the team to serve as first responders and provide critical
care at the point of injury. This care needs to be conducted quickly and effectively
under complex and potentially traumatic conditions in order to keep the team func-
tioning and to sustain the injured so that they can be transported for further care. Yet
just as team members need to know how to apply tactical combat care to the physically
wounded, they also need to be proficient at managing cases of acute psychological
stress in their team members (Fig. 1).

3 Objective and Approach

TOvM trains individuals in providing an immediate intervention in the event that a
team member experiences an acute stress reaction. This intervention is designed to be
provided at the point of injury (either during or immediately after a combat-related
event) and is expected to immediately return the affected battle buddy back to func-
tioning, and thus sustain the team’s fighting capabilities.

This intervention is based on a protocol developed by the Israeli Defense Force
(IDF). The IDF protocol, YAHALOM, is embedded in a larger program called
“Magen” (which means “Shield” in Hebrew). Magen offers soldiers training in a 5-step
process to use if an individual team member experiences an acute stress reaction. This
5-step process is designed for rapid delivery in the field and should take 40–60 s to
apply. Various versions of training in Magen have been piloted; the current version is
taught in a one-hour class. This class includes a short video [8] and emphasizes
practicing delivery of the intervention. The content has been so well received by the
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IDF that as of 2017, Magen has become part of mandatory training that all recruits
receive and all ground forces must demonstrate proficiency in the technique. Initial
feedback from the field is positive. Anecdotal evidence from troop commanders
indicates the training has already proved useful, and follow-on surveys are being
administered (Lt. Col. Vlad Svetlitzky, personal communication).

The Magen material was originally shared in the 2017 US-Israeli Shoresh meeting,
a biennial event designed to facilitate cooperation on medical research between the
militaries of the two nations. Walter Reed Army Institute of Research (WRAIR) sci-
entists serving as U.S. representatives to Shoresh discussed the potential for adapting
this technique with the IDF. Following the meeting, WRAIR worked with their IDF
counterparts to develop a US version of the Magen protocol.

Part of this discussion entailed the importance of recognizing the signs of an acute
stress reaction. Magen, the IDF version of the intervention, covers 5 steps. In contrast,
it became clear that the initial step of recognizing an acute stress reaction was an
implied task. Thus, for the sake of clarity, the U.S. version of the training includes 6
steps. The first step is to identify an acute stress reaction in a team member; the
remaining steps are equivalent to the Magen protocol.

The U.S. version of the training is called iCOVER. This acronym spells out the
steps that a soldier should take to address an acute stress reaction in a team member
(Fig. 2).

Fig. 1. Team Overmatch overview
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The 6-step protocol is defined by the following procedures:

(1) Identify a buddy in need: look for signs of an acute stress reaction. While there
are different types of how an acute stress reaction can be expressed, the common
denominator is that the person is no longer functioning and this lapse is not due to
physical injury

(2) Connect: break through the person’s cognitive daze by making eye contact,
squeezing their hand, and asking them to squeeze your hand back

(3) Offer commitment: break through the person’s dissociation through a simple
phrase reminding them that you are there

(4) Verify facts: ground the person in the present moment by asking 2 to 3 concrete
questions related to the immediate situation

(5) Establish order of events: continue orienting the person through a brief situa-
tional report; provide one short sentence each about what happened, what is
happening and what will happen

(6) Request action: restore the person by giving them a simple, externally-focused
task that is relevant to the situation.

Training involves a brief explanation as to how the brain functions during an acute
stress reaction, introducing the concept of an amygdala hijack, how iCOVER prompts
the thinking part of the brain back into action, and what behaviors should be avoided
during the intervention (e.g., shaking or shouting at the individual, delving into
emotional topics).

Fig. 2. iCOVER steps
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The concepts behind Magen and iCOVER are based on a theoretical framework
proposed by Hantman and Farchi [9]. This framework guides recommendations for
how first responders should intervene during an acute stress reaction. Each of the model
components are designed to help shift the affected person away from a position of
helplessness and toward a return to functioning. The framework is defined by the six
Cs: (1) cognitive, (2) communication, (3) challenge, (4) control, (5) commitment, and
(6) continuity.

The first C, “Cognitive”, is at the center of the model. “Cognitive” reflects the focus
on returning the individual back to functioning by activating the prefrontal cortex. Each
of the Cs help the individual’s frontal cortex regain control from the limbic system and
reduce disorientation. In the case of “Communication”, verbal communication is used
as a method to restore frontal cortex functioning. In the case of “Continuity”, the goal
of ordering events is to prompt reestablish the logical, chronological sequence.

The final three Cs (“Challenge”, “Control”, and “Commitment”) are adapted from
the work on psychological hardiness. These characteristics of hardiness are associated
with more effective coping under stress and provide proactive ways to manage and
perform under high-stress conditions [10]. In the framework, the first responder should
intervene by leveraging strengths associated with hardiness. “Challenge” refers to
prompting an individual to complete simple, specific tasks in order to increase their
sense of self-efficacy and return to functioning. Traditionally, offering options enables
the individual to reassert “Control” (although in the case of iCOVER, control is
reasserted through providing an opportunity for the individual to respond to specific
questions). By offering a “Commitment” to the individual, the first responder is
reducing the individual’s sense of isolation and dissociation.

Taken together, the six Cs framework provides a theoretical underpinning as to why
Magen and iCOVER are expected to be effective. Furthermore, the essential steps of
iCOVER are designed to be immediate and simple, consistent with the concepts of
PIES [11] already used in the Army doctrine [9].

4 Hypotheses

The current study leverages the TOvM platform to assess the impact of training on
ASR knowledge, recognition, treatment, and attitudes. In this quasi-experimental study,
eight squads will be randomized into one of three groups: iCOVER Traditional
(Experimental Group 1), iCOVER Simulation (Sim) (Experimental Group 2), and
training as usual (Control Group).

To practice the recognition of and response to ASRs, the current Resilience
Practical Application (within the MAGEN program) requires students to act out
symptoms of ASRs and to verbally execute the ASR treatment protocol in groups. This
traditional training approach will be utilized as iCOVER Traditional and compared to
an alternative training approach that leverages the simulated environment to increase
the fidelity of the practice. The alternative Resilience Practical Application (iCOVER
Sim) will allow individual students to practice identifying simulated squad members
who are experiencing an ASR and treating the ASR by selecting treatment options and
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verbally executing the ASR treatment protocol in the simulated environment. The
Control Group will not receive any training and practice in iCOVER.

There are two primary sets of comparisons in the current study. First, both
Experimental Groups are expected to result in better ASR knowledge, recognition and
treatment than the Control Group as measured by a Team Resilience Knowledge and
Comprehension Test, a Team Resilience Practical Test, and observational ratings
provided by Subject Matter Experts during live scenarios.

Second, the two different iCOVER Groups will be compared: iCOVER Traditional,
which uses didactic and in-class practice with squad members, and iCOVER Sim,
which uses didactic and simulation practice with avatars. The expectation is that
iCOVER Sim Group will be more effective in cue recognition on a Team Resilience
Practical Test, but those in the iCOVER Traditional Group will be more effective in
providing treatment more quickly and accurately than those in the iCOVER Sim
Group.

During training, the iCOVER Traditional Group engages in treatment verbally with
squad members whereas the iCOVER Sim group will perform treatment through
selecting a response from a list and executing treatment through avatars.

The use of a computerized virtual environment to provide consistent, repeatable cue
patterns of ASR for avatars, instructional strategies (granular feedback provided on cue
pattern recognition), and structured, consistent learning opportunities is expected to
lead to more effective ASR cue recognition. While the fidelity of the most character-
istics of the ‘patient’ team member is naturally higher in a traditional person-to-person
setting, the fidelity of the ASR cues are expected to be lower. Soldier trainees, as
patients, may not be able to accurately convey the complexity of an ASR. In this
regard, avatars can provide more accurate timing and portrayal of ASRs.

5 Measures

Table 1 below lists and describes the subjective, objective, and performance measures
to be collected during the TOvM study.

6 Method

The current study is to be conducted at Ft. Benning, GA. A combination of Army and
Marine Squads were asked to participate in the study. The study will be covered by a
protocol approved by the NAWCTSD institutional review board. All study participants
will complete informed consent prior to participation.

Squads will be randomly assigned into one of the three conditions (iCOVER Sim,
iCOVER Traditional, or Control). The Control group will receive the standard TO
curriculum (ASA, TC3, RPE, and TD), with no team resilience (iCOVER training). In
addition to the standard TOvM curriculum, the iCOVER Traditional group will also
receive the team resilience classroom curriculum (iCOVER) and will complete the
traditional practice of working in groups to switch off between exhibiting, observing,
and treating ASRs. iCOVER Sim will receive the same classroom training as the
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Table 1. Measures and descriptions of subjective, objective, and performance collected during
the TO study.

iCOVER knowledge and comprehension
test

A multiple choice test to assess participant
knowledge on resilience learning objectives

Motivation On a scale of 0 to 100 for each question,
respondents rate the importance (1 item) of
and their willingness (1 item) to successfully
utilize the training. A score closer to 100
indicates greater importance and willingness

Multiple affect adjective checklist – revised
(STATE)

Participants select terms that describe how
they “feel right now” or “how you felt during
the training you just completed”

Observable behaviors performance
measures for individual and team
Resilience iCOVER

Behaviorally Anchored Rating Scales
(BARS) are scales used to assess performance
based on observable behaviors. Subject matter
experts rate each behavior on a 5-point
scale (1 = Beginner; 5 = Highly Proficient)
The Targeted Acceptable Responses to
Generated Events or Tasks (TARGET)
Checklist is a structured observation checklist
method used to design the SOvM scenarios for
both virtual and live training exercises. Events
were identified that were expected to elicit
demonstration of specific resilience and
performance enhancement skills within the skill
areas and team resilience; acceptable
responses to each of the events were
determined a priori

Psycho-physiology Respiration Rate will be measured to assess
breathing patterns associated during specific
time points in the scenarios. Heart Rate will
be measured to assess physical activity during
specific time point in the scenarios. Will be
measured using the Equivital EQ 2 system.
Inter-beat-interval will be measured as a
measure of the cognitive effort put forth
during the scenarios

Resilience and performance enhancement
post-event Assessment Team resilience
skills post VBS and live assessment

Respondents reflect on the training exercise,
indicating whether anyone on their team
(themselves included) experienced an acute
stress reaction or used any of the tactical
stress care skills

iCOVER self-reported skill proficiency
assessment

Respondents rate their current level of skill
(beginner, advanced beginner, proficient, and
expert) on learning objectives

(continued)
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iCOVER group but will engage in a simulated activity (with a simulated fire team) in
which they are placed in a combat simulation and observe before, during, and after a
stress event. During the event, one of the simulated fire team members will exhibit an
ASR. Each trainee will work individually to recognize which simulated team members
exhibited ASRs, and will select and treat stress care treatment options (Table 2).

Table 1. (continued)

iCOVER knowledge and comprehension
test

A multiple choice test to assess participant
knowledge on resilience learning objectives

Team resilience practical test Video-based situational judgment tests;
participants will be shown a series of videos
of actors who may be exhibiting signs of an
Acute Stress Response (ASR)
Participants then must decide whether the
actor is experiencing an ASR and requires
treatment. If the decision is made to treat,
participants will complete the ASR treatment
protocol. Afterwards, participants will be
asked to identify which ASR cues/profiles
were exhibited by the actor. Time and
accuracy of recognition of and response to
ASRs will be assessed

Team action Processes Attitudes: action
processes, cohesion, efficacy, team
resilience, and performance

Respondents rated 1 to 5 on a Likert-type scale
the degree they agreed with statements that
asked how well they thought their team
performed together during the mission just
completed. Processes such as coordination of
actions and effective communication are
probed. A higher score indicated better rated
performance

Table 2. Procedure representation for the experiment

Control (without
iCOVER)

iCOVER
traditional

iCOVER
Sim

Baseline surveys X X X
Training on traditional
SOvM

X X X

Team resilience Sim
test (pre)

X X

iCOVER traditional X
iCOVER Sim X
Team resilience Sim
test (post)

X X X

Simulated and live
scenarios

X X X

Post-training surveys X X X

348 D. Patton et al.



7 Discussion

Squad Overmatch has been successfully implemented at several Army training sites.
Based on lessons learned, the enhanced individual and team resilience modules will be
integrated into the SOvM package, and will be included as part of the 2018–2019
operational implementation and transition efforts at additional Army sites. Furthermore,
follow-on WRAIR studies are planned to assess the experience squads have with ASRs
and implementation of iCOVER in real-world deployment contexts.
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Abstract. As for all of the transport segments, autonomy is gaining increasing
interest by researchers and for development in the maritime industry, and
introducing autonomy is expected to create new possibilities to increase effi-
ciency and safety. Autonomy could lead to drastic changes in roles and
responsibilities for involved agents (both technical systems and humans), and
these changes will be an important driver for changing the rules which regulate
the responsibilities of the involved actors in the maritime domain. This paper
suggests a perspective of autonomy as a process of change as opposed to a
defined state. The paper discusses three areas that warrant more attention in the
development of autonomy in navigation in the maritime industry. Firstly; rather
than the traditional reductionist safety models, it considers complexity in mar-
itime systems with increased autonomy and explore systemic safety models to
amplify positive human performance variability. Secondly; it argues that
humans will be important also in systems with increased autonomy, and dis-
cusses the human involvement on strategic, tactical and operational levels.
Thirdly; it discusses the importance of defining the concepts responsibility,
authority and control from the perspective of humans, rather than that of the
vessel.

Keywords: Human centred design � Maritime autonomy � Methods of control
Responsibility � Authority � Remote operations

1 Introduction

There is a belief that the future of maritime industry will see an increased use of
autonomous solutions. The International Maritime Organisation (IMO) decided to
include the issue of marine autonomous surface ships on its agenda in their Maritime
Safety Committee in June 2017 [1], which is a solid sign of the importance of the topic.
The dissension grows when discussing what autonomy is, and how it will affect
maritime industry.

In contrast to what seems to drive the development of maritime autonomy,
autonomy as a concept has no direct link with technology. Autonomy has been used
since the early 17th century and comes from the Greek autonomia; from autos “self” +
nomos “law”. The Oxford Dictionaries explains autonomy as the right or condition of
self-government, and further as the freedom from external control or influence:
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independence [2]. In maritime history, we can easily find examples that fall under the
definition of autonomy. The explorers who sailed into the unknown more than 700
years ago were self-governed from when they left the harbour, with no shipping
company or authority to influence their choices. Another example would be fishermen
sailing from Europe to the Antarctic 100 years ago, staying away for months, also with
little or no influence from their owner in the home country. However, arguing that the
maritime domain was more autonomous in the past than what we expect of the future
might not be very helpful to reduce the dissension about what autonomy is, but it does
show that we might interpret autonomy differently than the original meaning of the
term. This paper discusses what autonomy is today, and further elaborates on the
human role in the development of autonomy in maritime systems. A system is defined
as “an assemblage or combination of functionally related elements or parts forming a
unitary whole” [3]. The parts of the system could be technical or human agents, where
an agent is defined as a “‘thing’ in an environment with capacities to sense states and
effect aspects of the environment” [4].

2 What Is this Thing Called Autonomy?

Apparently, the term autonomy is used differently in colloquial language than in the
technical definition. In addition it is interpreted in various ways both in the maritime
industry and other industries. Automation and autonomy are often used interchange-
ably in the discussion of the technological development in the maritime industry.
Parasuraman and Riley [5] define automation as “the execution by a machine agent
(usually a computer) of a function that was previously carried out by a human”. Some
attempts have been made to create a more distinct difference between automation and
autonomy by transforming Levels of Automation (LOA) developed by Sheridan and
Verplank in 1978 into various Levels of Autonomy [6]. The attempts have neither been
able to create a common understanding of the distinction between automation and
autonomy, nor reach consent on whether using levels is suitable for describing con-
cepts. Endsley [7] states that using levels is beneficial to communicating design options
to stakeholders in both automated and autonomous systems, and especially for
explaining the continuum between fully manual and fully automated. However using
levels to describe autonomy has been criticised for being unidimensional and not
reflecting the real problems in developing systems, and for not allowing for dynami-
cally changing functions in various contexts [8]. Parts of this criticism is rejected by
Kaber [9] who claims that it confuses automation with autonomy, and he states that the
“research focused on one construct (i.e automation as a technology) yet made criticism
from the perspective of another (i.e autonomy as a state of being)”. To distinguish
between automation and autonomy is difficult, and the Society of Automotive Engi-
neers (SAE) has decided to put the term “autonomous” in their section of deprecated
terms. They state that the term has become synonymous to automation since the use of
it has broadened to not only encompass decision-making but include the entire system
functionality [10]. Parasuraman [11] presented his version on the Levels of Automa-
tion, where the highest level of automation is defined as the computer deciding
everything, acting autonomously, and ignoring humans. According to this definition,
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autonomy is gained at the highest level of automation, which could support the criti-
cism of unidimensionality of the concept of autonomy.

There is no unified definition of what autonomy is in the context of developing
systems. The challenge is apparently to define a state of being which includes all
aspects of the benefits and complications within human and technology interaction in
various contexts and changing scenarios. The reason for introducing autonomy in a
system is to improve the performance of the system; hence, increased autonomy will
not be a goal in itself. Relating autonomy to a change process based on system needs
will give various answers of what autonomy is from system to system, and will vary
over time. This paper suggests that autonomy, similar to Parasuraman and Riley’s
definition of automation, is a process rather than a defined state. Similar to automation,
the use of technology is a main component in the change process, and autonomy
especially implies the use of digitalization such as sensor fusion, control algorithms and
communication and connectivity [12]. The other main component in the change pro-
cess is the degree of involvement of humans in the operations, and the aim to reduce
human presence in dangerous and hostile environments [13, 14].

The similarities between automation and autonomy are many, and several of the
challenges Dekker and Woods [15] discuss about how humans and technology
get along in highly automated systems, is the same challenges more recently discussed
considering autonomous operations [16]. With an interchangeable use of the two terms,
it is tempting to follow SAEs path by discarding autonomy as a term and stick to the
use of automation. However, there is one solid argument for keeping autonomy as a
term. While automation could span from a simple exchange of functions between
humans and technology, to highly automated systems comparable with autonomy,
autonomy implies a significant change to the system. This significant change also
imply that understanding all effects of changes are more complex. Lee [17] describes
autonomy from a network perspective, where automation and people are nodes in a
network that produce emergent properties that are not predictable by looking at the
nodes in isolation.

The main difference between autonomy and automation is therefore that autonomy
implies a significant change to the system where emergent properties are expected to
affect the performance of the system. This perspective takes into account that there is
no single solution on what to change, nor is there a unified end-state of the change
process. It opens for autonomy being different from system to system, varying over
time and being affected by the context. This approach might seem complex and a
rejection of the existing research on autonomy, but the purpose is the opposite. By
agreeing on a significant level of the change, it is possible to discuss how complexity
and emergent properties will affect performance of a system with increased autonomy.
This will not limit autonomy to a few defined factors, but will be dynamic and
adaptable based on context and the previous state/s of the system.
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3 Humans and Autonomy in Maritime Systems

There are two main directions of development in the maritime domain that fall under
the above-mentioned perspective of autonomy. One is the development of
self-navigating vessels1, and the other is remotely operated vessels. The similarity is the
aim to reduce human presence on the bridge or even to reduce human presence on the
entire vessel. Both directions could cause a significant change to maritime systems
when humans are moved away from the bridge, to a position on shore (or elsewhere).
The difference between remotely operated vessels and self-navigating vessels is how
the humans are involved by remotely operating the vessel or taking a role of controlling
the operations by monitoring or supervising from a distance. As discussed later in the
paper, the two directions will create different challenges to overcome.

Increased autonomy is expected to provide benefits such as less environmental
emission and increased efficiency and safety [18]. This paper is limited to discussing
the challenges related to the effect on safety, and the navigation function, where the
humans operate, monitor or supervise navigation from shore. The paper discusses the
human involvement in three areas; a systemic approach which advocates for human as
strengthening the system, the human role on strategic, tactical and operational levels
and finally how humans will be responsible and remain in control in systems with
increased autonomy.

3.1 Humans Will Strengthen the System

Increased safety is an expectation and a motivation for developing solutions with
increased autonomy. It is claimed that increased safety will be achieved by reducing the
likelihood of human error when introducing more autonomy [12, 19]. There is no
reason to dispute the fact that reducing human error will increase safety, but it is
necessary to be wary of the belief that introducing more technology is coherent to
reduction of human error, and Bainbridge “Ironies of Automation” [20] is still as valid
today as it was 35 years ago [21].

Since autonomy entails significant changes to systems, it could be compared to
what Boy [22] defines as a typical twenty-first century problem, with “global and non-
linear” problems where the number of components and interactions are far larger than
in the twentieth century where the problems were “local and linear”. He claims that
complexity science will be one of the most important sciences to understand these
challenges. The term complexity science was introduced by Anderson in 1972 [23],
and he has later defined complexity science to be:

“(..)the search for general concepts, principles and methods for dealing with systems which are
so large and intricate that they show autonomous behavior which is not just reducible to the
properties of the parts of which they are made” [24].

He describes the developing discussion within physics science, where physics
science has been subject to reductionism, in trying to reduce complexity to simplicity

1 Self-navigating vessels refers to the development of vessels that are able to follow a pre-defined route
and have a capability to detect and avoid obstacles en route.
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by explaining the construction of the universe in smaller and smaller entities. This
traditional modelling of decomposition into structural elements has been challenged for
a time and Rasmussen [25] described the problem of reductionism by “all work sit-
uations leave many degrees of freedom to the actors for choice of means and time for
action” and argued for a functional abstraction on a higher level rather than structural
decomposition. Anderson [24] states that there is a growing interest to develop com-
plexity out of simplicity. The new perspective highlights the importance of emergent
properties, where emergence implies that there are new properties that did not pre-exist
or were expected or pre-programmed in the system. Safety could be regarded as an
emergent property, and safety is created from the interaction of system components
[26]. This means that we need to understand and identify emergent properties to assess
safety in complex socio-technical systems. When safety is an emergent property in
complex socio-technical systems it is necessary to understand what affects safety in
other terms than a traditional reductionist perspective. Since the complexity in
socio-technical systems leads to gradually more intractable systems and work envi-
ronments, it is stated that performance variability is a prerequisite for functioning
systems [27]. It is especially important to study humans at work to understand the
nature of performance variability, with the intention not to limit by constraining how
people work, but by addressing reasons for variability, identifying ways to monitor
variability and understanding consequences and means to control variability [28].

A fundamental change in how the maritime industry assesses safety is needed,
considering the increased complexity. The immediate risk is that we choose an
approach which limits the focus to the individual vessel alone. We could measure
safety based on an assessment of technical components or isolated processes and by
verifying that they are covered by an autonomous solution. Such an approach tends to
use traditional risk assessment methods, but is a reductionist approach which does not
take the whole system into consideration [29, 30]. A limited focus on the vessel alone
could result in the conclusion that autonomy is as safe, or safer, than shipping is today.
This may not be a correct safety assessment from a systems perspective, since vessels
do not operate as single standalone vessels. A safety assessment needs to be elevated
from the perspective of a single vessel (as a sub-system in a system) to an assessment of
safety in a both a system and a system-of-systems perspective where the vessel
interacts with other vessels, with Vessel Traffic Service Centres (VTS), with marine
pilots and several other systems in the maritime industry as well as systems from other
industries. Only by using this perspective, it will be possible to discuss safety as an
emergent property, and find out more about what affects performance variability due to
changes in the system.

Sheridan’s statement “overall design of large–scale human-automation systems
(for example, design of modern airplanes or air traffic systems) will continue to be a
matter mostly of experience, art, and iterative trial and error” [31], indicates that there
are difficulties in identifying challenges in novel systems. However, we must
acknowledge the importance of emergent properties, and especially the ability to
amplify positive performance variability and reduce negative performance variability.
In recent years several systemic safety models have gained interest such as Functional
Resonance Analysis Model (FRAM) [32], Systemic Theoretic Accident Models
(STAMP) [26], AcciMap [25] and EAST broken-links approach [30]. The systemic
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safety models aim to address the limitations of more traditional cause-effect chain
models, which focus on blame and tend to search for single root causes after accidents.
Systemic safety models create models that consider the entire socio-technical system,
and relationships between parts of the system [26]. This paper will not elaborate on
which systemic models are best suited for considering complexity in maritime opera-
tions with increased autonomy, but as all of them have a holistic approach to safety,
they could all be candidates for assessing safety in designing novel systems.

The ownership of the challenge of assessing safety in a system perspective is not
obvious. It remains to be seen if, and how, IMO, governmental authorities, shipping
companies, technology groups or other stakeholders assume the responsibility to select
methods with which to choose a systemic safety approach. Taking this responsibility
implies performing large-scale testing and identifying new agents and interactions to
assess safety. The other option, which is not sustainable and should be avoided, is to
take the easy way out; concentrating on sub-systems and components and assuming
there are no other solutions available.

3.2 Humans Will Be in the Loop, but There Will Be New Loops

Increased autonomy in navigation will impact the role of the master and will be a
paradigm shift in maritime industry. To change the role of the master constitutes a
drastic change to the maritime industry, not only in how to operate, but also regarding
internal responsibilities for the state of the vessel, and external responsibilities towards
other actors in the industry and society. A hasty and simplified approach to under-
standing the consequences of changing this role, could fail to uncover important
aspects that affect safety, as the role of the master has a long tradition and includes
many formal and informal tasks.

Autonomy aims to reduce human presence in dangerous and hostile environments,
but in the maritime industry as for most of the other industries, this does not imply a
total removal of humans in the system. Autonomy in the navigation function would
most likely lead to relocating the humans from the bridge to a position on shore, and it
is important to understand which role humans will have in such new systems.

When designing new concepts it is essential to understand why we need humans in
the (new) loop. To create this understanding, we suggest using the terms strategic,
tactical and operational levels to describe types of decisions in the system and where to
expect change. The three terms do not have unified definitions but were initially
introduced in the military literature [33]. Today they are widely used, for instance in
on-road automated system development [10] where they are based on behavioural
models and generalised to the problem solving task of the driver on three levels
(strategical, tactical and operational) of skill and control [34]. Discussing maritime
specific characteristics on each level could be a step towards understanding the human
role in future maritime systems. The literature does not concur on the order of tactical
and operational level, but in military doctrine the tactical level is often referred to as
the lowest level of operation and operational level is the mid-level [35, 36]. In the
Contextual Control Model Hollnagel describes the strategic level as being focused on
the high-level goals, and is followed by the tactical level of beyond the present [37].
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Coherent with this model, the paper choose to define the tactical level as subordinate to
the strategic level.

Strategic level:
Strategic decisions set objectives for the organization as a whole, relatively long-range
objectives, and formulate policies and principles intended to govern selection of means by
which the objectives specified are to be pursued. [33]. Strategic decisions would fall under the
three dimensions Boy [22] describe as important for an organisation; safety, efficiency and
comfort.
Tactical level:
The tactical level could be described as the criteria derived from the goals set at the strategic
level [34]. In navigation this would be both long-term and short-term planning on how to act,
such as planning and deciding on the route, or weather routing during the voyage.
Operational level:
The operational level is the imminent response within strategic and tactical boundaries to
occurring events. In navigation this would be the choice of whether to alter speed or heading in
response to the immediate surroundings.

As illustrated initially in this article, autonomy is difficult to describe as a
state-of-being. Since autonomy is a process of change, the role humans will play in the
system will also change over time. However, the change of the role of humans is
initially expected to occur mainly on the operational level, to a lesser extent on the
tactical level and is not expected to affect the strategic level. The main reason for this
expectation is based on the acknowledgement of maritime socio-technical systems
being intractable and such systems work because people are able to adjust what they do
[27, 38]. In particular this applies to managing the constant trade-off between objec-
tives on the strategic and tactical levels, for example the balance between safety and
efficiency, which is an area where humans are still superior to technology [27]. The
prediction that change will occur mainly on the operational level will probably change,
and a natural development would be that a successful implementation of increased
autonomy on the operational level triggers an investigation of possible benefits of
autonomy on the tactical level.

We do know that there will be humans in the loop, and even though the operational
level will gain more autonomy, there will still be humans to take strategic and tactical
decisions. Why we need humans in the new loops is fundamental to the understanding
of the importance of taking humans into account in the entire concept design.

3.3 Humans Will Be Responsible and Will Remain in Control

The final challenge presented in this paper is to create an understanding of how the
humans should be involved and kept in the loop. The similarities between automation
and autonomy are many, and one similarity is the challenge of how to optimize the
sharing of functions between humans and technology based on human strengths and
weaknesses. In systems engineering a function refers to “a specific or discrete action
(or series of actions) that is necessary to achieve a given objective” [3]. These func-
tions are derived from the system requirements in a hierarchy where top-level functions
are broken down to second-level functions and further to lower level functions. In the
conceptual phase of systems design the purpose is to develop a top-level system
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architecture and initially to identify what needs to be accomplished, and less focus is
put on how to accomplish it [3].

A widespread concept in Human-Automation Interaction (HAI) is to combine
Levels of Automation (LOA) with function allocation which uses a four-stage model of
HAI; information acquisition, information analysis, decision selection and action
implementation [39]. Each of these four stages is described in a continuum (the Levels
of Automation) ranging from no technological involvement to a complete technological
ownership. The concept is criticized for not taking into account the complexity of
operating environments which leads to imprecise and unreliable predictions, which
again leads to a concept which is difficult to apply in practice [40]. There is an on-going
discussion between the defenders of the concept and those who challenge the concept.
Both sides seem to agree that there are weaknesses such as difficulties in predicting
human behaviour and imprecise behavioural constructs, and that there is a need for a
more concise operational definition of the concept [9, 40, 41]. The solution to the
problem is more contested, in that the defenders of the concept are suggesting an
evolution of the model to get a more accurate and precise prediction of
human-automation system performance [9], and the opponents are suggesting to leave
the LOA paradigm entirely [40].

Those involved in the development of autonomy in the maritime industry need to
pay attention to the limitations of the existing models, and the on-going debate on
proposed solutions. A mutual agreement on a best practice to describe interactions
between human and technology does not exist, which be a challenge for the practi-
tioners that are designing novel systems with increased autonomy.

Bearing in mind the first challenge in this paper which argues for a holistic
approach rather than a reductionist approach, it will not be beneficial to aim for
complete functional allocation. There is a need to search for solutions that encompass
complexity and a need for development of more dynamic models of HAI. A possible
first step that does not contradict neither the defenders nor the opponents of the concept
of LOA and function allocation could be to identify the system’s top-functions, and
then move on to exploring the human role in the top-function in terms of responsibility,
authority and control.

Navigation could be a top-level function, and the discussion could start with
exploring the responsibility, authority and control within this function. Amy R.
Pritchett describes the relationship between responsibility and authority as “authority is
generally used to describe who is assigned the execution of a function in operational
sense, responsibility identifies who will be held accountable in an organizational and
legal sense for the outcome” [42]. Execution in this definition is presumed to include
all four stages from information acquisition to action implementation, and is not solely
linked to the action implementation.

Control does not, as many of the other terms in this paper, fall under a uniform
definition. Like the term autonomy, the Society of Automotive Engineers has placed
the term control in their section of deprecated terms in their recommended practice. The
reason is that the term has numerous meanings in technical, legal and popular language
[10]. Taking a systems perspective, Leveson [43] states that “control processes operate
between levels to control the processes at lower level in the hierarchy. These control
processes enforce the safety constraints for which the control process is responsible”.
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Control is linked to both responsibility and authority, and control is the process where
the responsible agent of the function ensures that the agent with given authority
executes its function in accordance with the system’s requirement (see Fig. 1).

SARUMS “methods of control” describes the relationship between human and
vessel ranging from method 1 which is “Operated” (remote control, tele-operation or
manual operation), to method 5 which is “Autonomous” [44, 45]. The “methods of
control” are a valuable contribution to create a more accurate characterisation of
control, however the approach is not the best fitted for discussing how humans will be
involved in future systems with increased autonomy. The responsible agent of a
top-function needs to ensure that the system’s requirements, decided on the strategic
level, are translated to safety constraints that then are complied with on the operational
level. Both responsibility and control will, at least for the near future, be allocated to
humans, and hence methods of control should be defined from the perspective of the
humans rather than the vessel.

This perspective should be explored in depth, since even though most of the
published documents of maritime autonomy address some human interaction, it is
predominantly discussed from the perspective of the vessel. Scoping a system based on
responsibility, authority and control from the human perspective will bring the human
into a central role, and pave the way for a human-centred design approach.

A human perspective on authority will take into account the challenges of humans
directly involved as “executor” but from a position on shore (e.g for remote operated
vessels, or intervening if a self-navigating vessel is out of its constraints). The authority
sharing will include many of the traditional challenges in HAI, which includes the
discussion of what and how to share functions between human and technology.

A human perspective on methods of control will be able to describe different types
of control to ensure that the function is executed in accordance with the system’s
requirement and human capabilities. The different methods of control will experience
different challenges that the system needs to take into account. Examples of methods of
control could be direct involvement (combined role with authority), monitoring (con-
tinuously assessing the executor’s decisions) or supervising (intermittently assessing
the executor’s decisions). However, these methods of controls are simplified, and the
best fitted methods of control for maritime autonomy should be further explored.

A human perspective on responsibility will discuss which responsibilities are linked
to the top-function, and if there are areas of responsibility that are not accounted for in a
new concept. It will contribute to the discussion of competencies and legal account-
ability, and it will be important for designing a concept that could be approved by
authorities.

Further, it is important that we encounter for internal and external variations in the
system. In practice, this means that we cannot develop a static concept with one agent
given authority to execute and choose one method of control. In navigation of a vessel
we will see different requirements in congested waters than in open waters. The ter-
minology we use needs to be able to describe a dynamic concept, and handle the
complexity that follows with changing authority and methods of control during an
operation.

How the humans are involved will change, and we will see that technical agents
will be given more authority to execute functions. However, humans will remain
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responsible and humans will remain in control. It is therefore imperative that we
develop a terminology that is best fitted to describe responsibility, control and authority
from the human perspective. The way humans will be involved in future autonomous
operation leads to new challenges, and these challenges need to be overcome to prove
the safety status of novel system.

4 Conclusion

The increasing interest in autonomy in transport segments is also present in the mar-
itime industry. Even though it is gaining a lot of attention, there is no unified definition
of what autonomy is. This paper argues that agreeing on a defined state of being for
autonomy would not be possible, and focuses on the autonomy as a process of change.
As for automation, autonomy is about how to increase the use of machine agents in
functionalities previously done by humans. The use of levels of autonomy as a state of
being would be imprecise since what is defined as a high level of autonomy today (as
self-navigating vessels monitored from shore) will be a lower level of autonomy in few
years (if the machine agents are replacing humans on shore). This perspective
acknowledges that autonomy is different from system to system, and will vary over
time and be affected by the context. The purpose of changing the focus from a state of

Fig. 1. Control links the responsibility and authority
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being to a change process is to learn from many aspects of autonomy and allow for
different factors based on context and previous state of the system.

The paper discusses the importance of considering humans in the development of
autonomy in three areas concerning the safety of the navigation function. The first area
is to leave the traditional safety approach, where systems are reduced to components
and these components are assessed in isolation. The paper argues for a systemic
approach to safety with a holistic perspective, where safety is an emergent property of
the system, and human performance variability is essential for improving safety.

The second area is to understand why there will be humans in the new loops of
systems with increased autonomy. The paper uses the levels strategic, tactical and
operational to argue that autonomy would initially be experienced on the operational
level, while the human ability to perform trade-offs between strategic and tactical
objectives is still superior to the technology. System designers need to understand the
importance of humans in the loop of future systems.

The third area is to know how to involve humans in the system, and for system
designers it will be essential to follow the on-going discussion of the validity of the
concept of function allocation and levels of automation to describe HAI. Both
improving the concept and leaving the concept will lead to major implications within
HAI. Independently of this discussion the paper argues for taking a human perspective
on responsibility, authority and control of the top-function, such as navigation. As
humans will be involved in the loop, at least on tactical and strategic levels, they will
also be responsible and be involved in control processes of the execution of function,
and the paper highlights the importance of developing methods of control from the
human perspectives in the development of autonomy in the maritime industry.
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Abstract. The concept of mindfulness is largely dependent on one’s theoretical
perspective but, in general, there is agreement that it involves open receptive
attention, present moment awareness, and de-automization in thought processes.
As a contemplative training intervention, mindfulness has been especially lau-
ded by many practitioners as making improvements to performance ranging
from increased productivity to enhanced decision making [11]. While some of
these results are backed by empirical evidence, the scientific community lags in
comprehensively validating these claims [19]. This has resulted in calls from the
science community to establish a comprehensive research agenda across disci-
plines of Psychology to address the need to underpin practical prescriptions with
empirically derived principles and guidelines [5, 6, 12, 19]. This paper reviews
some of the criticisms of the existing body of literature and provides recom-
mendations for moving towards a rigorously informed evidence-based practice.
Next, we integrate frameworks for mindfulness concepts across disciplines and
offer consideration of how Modeling and Simulation, in combination with
proven statistical methods, can be utilized to understand the relationships and
significance of mindfulness factors. Finally, we discuss the plausibility of further
mindfulness research and test methods with the potential to improve human
performance across a wide variety of activities.

Keywords: Mindfulness � Modeling and Simulation � Design of Experiments

1 Introduction

The concept of mindfulness is largely dependent on one’s theoretical perspective but,
in general, there is agreement that it involves open receptive attention, present moment
awareness, and de-automization in thought processes. As a contemplative training
intervention, mindfulness has been especially lauded by many practitioners as making
improvements to performance ranging from increased productivity to enhanced deci-
sion making [11]. While some of these results are backed by empirical evidence, the
scientific community lags in comprehensively validating these claims [19]. Despite
these techniques ancient origins in religious practices (e.g., Zen Buddhism) and use in
Clinical Psychology settings, this is an emergent field of scientific inquiry in a nascent
state [4, 10, 20]. This has resulted in calls from the science community to establish a
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comprehensive research agenda across disciplines of Psychology to address the need to
underpin practical prescriptions with empirically derived principles and guidelines [5,
6, 12, 19].

Some criticisms of the existing body of empirical research are that there is no single
operational definition for mindfulness, an over reliance on subjective recall measures
leaving common method bias as a concern, an ill-defined nomological network, a
failure to control for confounds, and an inability to replicate results found [1, 4, 19].
Additionally, Clinical Psychology scholars are pointing out potential negative out-
comes of mindfulness-based interventions with contraindications for certain popula-
tions emerging in the empirical literature [19]. Certainly, this points to the need to more
fully understand the boundary conditions of contemplative strategies. Acknowledge-
ment of these challenges provides opportunities to employ rigorous methods driven by
theory to arrive at an informed evidence-based practice. Further, these types of studies
will assist practitioners with answering what the return-on-investment is for interven-
tions such as mindfulness practice.

Historically, Modeling and Simulation (M&S) test environments have supported
the development of principles and guidelines based on multitrait-multimethod
approaches in other contexts and may provide a similar supporting role for mindful-
ness concepts [3]. When combined with a statistical methodology such as Design of
Experiments (DoE), M&S offers an effective and efficient strategy for determining and
evaluating key system and human performance parameters. M&S and DoE have been
successfully applied to a wide variety of industries including medical, agricultural,
e-commerce, and defense [13]. One of the fundamental concepts of DoE – replication –
is well-suited for M&S applications. Replication via M&S increases test data and
confidence in test results, allowing for comparisons across samples and techniques that
would be difficult, impractical, or too expensive otherwise [17].

Given the lack of empirical evidence for the effectiveness of contemplative training
interventions, could a similar analytical approach (M&S plus DOE) be used to validate
current or find alternative results? The ability to identify and scope significant factors
and control the test environment remains paramount. Certainly, factors such as the
background of the individual, the quantity and type of contemplative (e.g., mindful
breathing, focused thought, meditation) or other training interventions experienced,
task expertise level, and nature of the task require further examination and control,
which M&S offers [4]. What other factors have the potential to affect the results and to
what degree do those factors interact? A recent meta-analysis of trait mindfulness, the
average/baseline level of a person’s mindfulness absent a mindfulness practice or
intervention, suggests the existence of mediating variables between this construct and
work effort and perceived job stress respectively. An M&S environment would surely
offer opportunities to identify such relationships and interaction effects in a controlled
setting [16]. What test environment features (M&S or otherwise) are necessary to
realistically stimulate the system under test and conduct data collection? We posit that
an M&S testbed, along with a statistically-designed test approach, could provide
empirical results to these questions for a given task or activity and system under test.
Prior to a discussion of M&S, we focus on introducing mindfulness definitions and
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conceptualizations from multiple academic disciplines. Next, we discuss method-
ological shortfalls in mindfulness research and propose measures for assessment across
human functions and performance categories. We then demonstrate basic M&S and
DoE principles to a sample task (driving) to show their ability to better understand the
relationships and significance of the mindfulness categories and associated measures.
Finally, we draw preliminary conclusions from the presented research and propose
foundations for future mindfulness research and testing.

2 Mindfulness Definition and Concept Confusion

Globally, what is meant by the term mindfulness is largely dependent upon theoretical
perspective, leading to an incohesive literature base, which is further compounded by
interest in the topic across disciplines. While cross-disciplinary interest provides some
exciting prospects, it also presents challenges when crosstalk is stilted. The theoretical
perspectives underpinning work in mindfulness can be crudely dichotomized into those
that nest neatly within Eastern Philosophy and those that have been adapted to fit
within Western Philosophy. Regardless of philosophical stance, there is agreement that
mindfulness involves open receptive attention, present moment awareness, and
de-automization in thought processes. Beyond this, there are significant departures that
serve as sources of debate. Table 1 below provides some popular definitions for
mindfulness across academic disciplines. It is evident from this list that it is largely
considered as a state as opposed to trait construct. However, during our review of the
literature for preparation of this manuscript we noted on several occasions that surveys
psychometrically validated to assess trait mindfulness were used to assess state
mindfulness. Unfortunately, this is not an uncommon occurrence in the study of
mindfulness [9].

Table 1. Mindfulness operational definitions in the literature

Mindfulness definition Academic discipline Citation

“Self-regulation of attention so that it is
maintained on immediate experience, thereby
allowing for increased recognition of mental
events in the present moment” and “adopting a
particular orientation toward one’s experiences in
the present moment, an orientation that is
characterized by curiosity, openness, and
acceptance”

Clinical psychology p. 232, [1]

“A state of consciousness in which attention is
focused on present-moment phenomena occurring
both externally and internally”

Business p. 997, [4]

“State of consciousness characterized by receptive
attention to and awareness of present events and
experiences, without evaluation, judgment, and
cognitive filters”

Industrial/organizational
psychology

p. 119, [7]

(continued)
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One of the greatest challenges in the empirical literature is the lack of a consistent
conceptualization for mindfulness. Good et al. [9] conducted a review of the mind-
fulness literature to understand the effects in the workplace. Results of this review
revealed that the term “mindfulness” has been used to refer to trait mindfulness, state
mindfulness, mindfulness practice, and mindfulness interventions. While all of these
uses are valid, the use of the umbrella term “mindfulness” is not recommended for
facilitating a coherent scientific and technical base to advance understanding. Rather,
specificity of which conceptualizations are under consideration in any given study is
imperative. In alignment with this recommendation, we offer Table 2 below to facilitate
selection of terminology. Regardless of concept(s) undergoing test, research method-
ology remains a concern across disciplines.

Table 1. (continued)

Mindfulness definition Academic discipline Citation

“The awareness that emerges through paying
attention on purpose, in the present moment, and
non-judgmentally to the unfolding experience
moment by moment”

Medicine p. 146,
[14]

State based processing whereby new categories
are created, or the re-creation of existing
categories, one is open to receiving new
information, and one is aware of more than one
perspective

Social psychology [15]

“A state involving the simultaneous arising of a
particular intention, attention, and attitude”

Clinical psychology p. 383,
[18]

Table 2. Mindfulness conceptualizations.

Mindfulness
concept

Definition Citation

Trait
mindfulness

Individual predisposition to engage in receptive attention to
and awareness of present events and experiences or the
average/baseline level of a person’s mindfulness absent a
mindfulness practice or intervention

[2]

State
mindfulness

State of experiential processing focused on attention to
internal and/or external stimulus to register the facts observed
in the present moment

[9]

Mindfulness
practice

Actively practicing mindfulness activities such as focused
attention or monitoring of sensory stimuli

[9]

Mindfulness
intervention

An organizational intervention such as a lecture, discussion, or
policy/procedure designed with a specific organizational
outcome (e.g., wellness, enhanced decision making)

[9]
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3 Addressing Methodological Shortfalls in Testing
Mindfulness Concepts

Recently, Goldberg et al. conducted a systematic review of the methodological quality
of the Clinical Psychology mindfulness literature base, which revealed modest
improvements over the last 17 years [8]. However, they did identify needed method-
ological improvements: (1) active control conditions, (2) larger sample sizes, (3) lon-
gitudinal studies, (4) treatment fidelity assessment, and (5) reporting of instructors/
instruction certification/validation. Indeed, these shortfalls can be leveled on the Work
Psychology literature as well adding an overreliance on cross-sectional methods
leaving common method bias a concern and causation in the existing nomological
network unanswered [9]. Further, a failure to replicate results has been noted. All told,
this presents opportunities to easily remedy the many methodological deficiencies
noted (e.g., conducting a Power Analysis can assist with identifying the right sample
size to adequately test a concept in any given study).

Recently, there have been efforts across both the Clinical and Work Psychology
disciplines to provide frameworks to organize existing research and define points of
departure for future research [9, 19]. We integrated these frameworks in Table 3 below
where there was convergence and added a category where one should naturally exist
(i.e., attitudes). Additionally, we culled existing measures that have been used to test
mindfulness concepts in the literature demonstrating that researchers are spanning
beyond the surveys used in cross-sectional studies. This list is in no way exhaustive but
rather is intended to serve as a point of departure to inspire future directions. Working
with these measures, studies to test antecedents, correlates, and proximal/distal out-
comes can easily be conceived. In this vein, such an organizing framework lends itself
to development of testable theories of mindfulness, where few exist. Further, rigorous
methodologies, and understanding of variables that may have substantial pay off one
could engage in Experimental Design to rapidly define a research agenda.

M&S offers a strong resource for rigorous empirical test of mindfulness concepts.
First, M&S offers the suspension of reality through the creation of contexts that
research participants experience. For example, in a clinical setting one could easily
conceive of modeling a series of anxiety inducing environments in which the efficacy
of various mindfulness practice could be tested. Similarly, in a work setting, envi-
ronments that simulate task settings could be developed to test the effectiveness of
mindfulness on worker’s performance. These types of environments could be used to
support laboratory, quasi-experimental, longitudinal, and computational experimental
methods while also providing a measure of control that has been missing in many past
efforts. Further, it is plausible that these measures can be combined in a myriad of ways
dependent upon the research questions of interest.
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Table 3. Mindfulness categories, potential measures, & potential utilization of M&S testbed

Categories of
mindfulness lines of
scientific inquiry

Potential measures M&S testbed utility Citations

Human functioning
Cognition Cognitive capacity

Cognitive flexibility
Present situations/tasks that allow
assessment of capacity/flexibility

[9, 19]

Emotional Reactivity
Valence

Present situations that elicit a variety
of emotional responses

[9, 19]

Behavioral Self regulation
Reduced automaticity

Provide situations/tasks with
branching ipsative choices to allow for
assessment of effects of mindfulness
practice on
self-regulation/automaticity

[9, 19]

Physiological Neural plasticity
Cortisol levels
Brain response
Heart rate
Respiration

Enable collection of
psychophysiological data in a
controlled setting with high fidelity
situations/tasks

[9, 19]

Human performance
Social/interpersonal
relationships

360° feedback
reports
Communications
Quality of
interactions
Conflict management
Empathy/compassion
Leadership
Team performance

Present a series of situations that allow
for situational judgements &
assessment of responses
Provide virtual role players as a
reliable consistent stimulus

[9, 19]

Performance Productivity
Job/task
Safety

Present situations/tasks that enable
assessment of job performance

[9, 19]

Well being Psychological Present varied situations to assess
state of well being

[9, 19]

Attitudinal Job satisfaction
Organizational
citizenship behaviors
Deviance

Present scenarios/vignettes that allow
for assessment of work related
attitudes

N/A

Attention Stability
Control
Efficiency

Present tasks, such as vigilance tasks,
that enable the assessment of attention

[9, 19]
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4 Leveraging M&S and Experimental Design to Test
a Sample Mindfulness Research Agenda

M&S environments are typically very good at computationally-based problems and can
often be executed many times and very quickly. In doing so, M&S can produce large
sets of results, generally for much less time, effort, and resources than would otherwise
be required. It is these basic characteristics that often lead people to use M&S to
address their research questions. But how do you know which research questions can
best be addressed by M&S? How should you interpret your results? And how should
you use your results to refine your model and to improve system performance? It is
these and related questions that led to the development of a statistical methodology for
planning, conducting, and analyzing experiments, including those that use
computer-based M&S, known as Design of Experiments (DoE).

Believed to have begun in the 1920s in the agricultural industry, DoE uses sta-
tistical methods to efficiently identify key factors and obtain the most information with
as few trials as possible. Maximizing these efficiencies becomes very important when
dealing with limited, expensive, or high-risk resources. The process to identify what
factors or combinations of factors impacts the desired response variable(s) is called
screening. In its simplest form, screening can be implemented by a factorial design that
includes all combinations of factors at all levels – two factors, each with two levels
would produce 22 = 4 trials. If one factor has a different effect (response variable
outcome) at different levels on another factor, this is called an interaction [13]. The
existence of an interaction, along with an understanding of the desired response vari-
able(s), can be used to make more efficient experimental designs (fewer trials). One can
imagine that complex experiments with many factors and non-continuous levels would
produce an unmanageable number of trials. To deal with this situation, experimenters
can intelligently reduce the number of factors and levels based on their higher order
interactions through a fractional factorial design [17].

Additional principles for experimental designs can be used to ensure the objectivity
and efficiency of trials. Randomization implies running trials in random order to reduce
bias to the degree possible. This principle is especially useful when human participants
are involved. Replication is the repeat of one or more trials in order to estimate the
experimental error (typically minor differences in response variables due to unimpor-
tant factors e.g., accuracy or consistency of a scale) and blocking attempts to suppress
the impact of high-variance factors on the experimental error [13, 17].

In the late 1990’s the National Highway Traffic Safety Administration along with
the National Center on Sleep Disorders Research conducted a comprehensive study on
driver drowsiness and fatigue. While not directly related to mindfulness, the study
provided a framework for understanding various effects on driving that could be
extended and applied to mindfulness. Further, the study provides a context (driving)
that is already well-represented within the civilian, commercial, and military M&S
community. The following discussion is offered as an example of how M&S and DoE
could be applied to a mindfulness context with drivers.
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Table 4. Full factorial run matrix

Trial Driver
age

Periodicity Traffic
level

Distraction
level

Trial Driver
age

Periodicity Traffic
level

Distraction
level

1 L D L L 42 M W M H
2 L D L M 43 M W H L
3 L D L H 44 M W H M

4 L D M L 45 M W H H
5 L D M M 46 M M L L

6 L D M H 47 M M L M
7 L D H L 48 M M L H
8 L D H M 49 M M M L

9 L D H H 50 M M M M
10 L W L L 51 M M M H

11 L W L M 52 M M H L
12 L W L H 53 M M H M
13 L W M L 54 M M H H

14 L W M M 55 H D L L
15 L W M H 56 H D L M

16 L W H L 57 H D L H
17 L W H M 58 H D M L
18 L W H H 59 H D M M

19 L M L L 60 H D M H
20 L M L M 61 H D H L
21 L M L H 62 H D H M

22 L M M L 63 H D H H
23 L M M M 64 H W L L

24 L M M H 65 H W L M
25 L M H L 66 H W L H
26 L M H M 67 H W M L

27 L M H H 68 H W M M
28 M D L L 69 H W M H

29 M D L M 70 H W H L
30 M D L H 71 H W H M
31 M D M L 72 H W H H

32 M D M M 73 H M L L
33 M D M H 74 H M L M

34 M D H L 75 H M L H
35 M D H M 76 H M M L
36 M D H H 77 H M M M

37 M W L L 78 H M M H
38 M W L M 79 H M H L

39 M W L H 80 H M H M
40 M W M L 81 H M H H
41 M W M M
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The purpose of our sample research project is to determine the mindfulness-related
effects on driving. Our dependent variables (measured response outcomes) will be both
physiological (heart rate, respiration), and attention (stability, control, efficiency). Our
independent variables (factors) will be driver age (16–25 [L], 26–55 [M], 56+ [H]),
periodicity (how often the driver completes this route – daily [D], weekly [W], monthly
[M]), traffic level (low [L], medium [M], high [H]), and distraction level (occurrence of
unanticipated events - low [L], medium [M], high [H]). Therefore, we have up to
34 = 81 trials if we were to conduct a full factorial design of this experiment as further
detailed in Table 4.

Conducting a live experiment with 81 trials including human drivers, different
traffic levels, and different distraction levels would be difficult to control and potentially
very time consuming. For these reasons, we have decided to use a virtual simulator
(human operator using simulated equipment) to conduct our experiment. We estimate
that each trial will take approximately 45 min (*60 h total) to complete. Unfortu-
nately, we only have access to the driving simulator for a maximum of 30 h (*40
trials) so we will have to find ways to reduce the number of required trials by half while
still maintaining confidence in our results.

Table 5. Sampling run matrix

Trial Driver age Periodicity Traffic level Distraction level

1 L D L L
2 L D L H
3 L D H L
4 L D H H
5 L M L L
6 L M L H
7 L M H L
8 L M H H
9 M D L L
10 M D L H
11 M D H L
12 M D H H
13 M M L L
14 M M L H
15 M M H L
16 M M H H
17 H D L L
18 H D L H
19 H D H L
20 H D H H
21 H M L L
22 H M L H
23 H M H L
24 H M H H

Improving Understanding of Mindfulness Concepts and Test Methods 371



The first step in trying to reduce the number of trials is to identify which factors do
and do not interact (have an impact on the response outcomes). Unless there is an
existing data set for the factors of interest, one will need to find a method to determine
if and to what degree there are interactions. One of the most straightforward ways of
determining interactions is by sampling and executing a subset of the trials. Using the
full factorial run matrix above, we have decided to sample Driver Age [L, M, H],
Periodicity [D, M], Traffic Level [L, H], and Distraction Level [L, H]. This is a
reasonable approach because we are sampling all levels of Driver Age and the
boundaries of all other factors. These samples will use 24 of the 40 available trials as
detailed in the Table 5 but should give us strong indications of interactions.

Through execution of the selected trials we have learned that Driver Age and
Traffic Level has minimal interactions (the effect is not significant on the desired
response outcomes). Based on this information and the number of available trials
remaining (16), we have refined our run matrix in Table 6 as follows:

The refined run matrix largely keeps driver age and traffic constant while iterating
all levels of periodicity and distraction level. The final four trials (36–40) are “extra”
and are replications of trials from our sampling matrix to ensure continuity of results.

The notional results of our sample research project indicate that periodicity has the
largest physiological effect while distraction level has the largest attention effect and
these factors do interact. Specifically, we now know that higher periodicity combined
with lower distraction levels decreases our physiological (heart rate, respiration) and
attention (stability, control, efficiency) factors, while lower periodicity and higher
distraction levels increases our physiological and attention factors. Furthermore, due to

Table 6. Refined run matrix

Trial Driver age Periodicity Traffic level Distraction level

25 M D M L
26 M W M M
27 M M M H
28 M D L L
29 M D M L
30 M W M M
31 M M M H
32 M D M M
33 M D M L
34 M W M M
35 M M M H
36 M D H H
37 L D L L
38 L M H H
39 H D H H
40 H M L L
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the appropriate application of DoE methods, we are able to state that our results have
statistical significance and can be used to refine our current model or used as input to
future studies. Finally, the use of M&S allowed us to conduct many more trials, with
much more control of the experimental environment than would be possible in a live
experiment.

5 Conclusion

While there is general agreement that improving “mindfulness” has positive effects, the
research summarized in this paper confirms that there is no consensus regarding the
various mindfulness theories, definitions, or measures. This suggests that the discipline
and context to which one is applying mindfulness concepts must be strongly consid-
ered. This also suggests that discipline-specific approaches to mindfulness concepts
may need to be further researched and developed.

Mindfulness categories and measures are proposed across human functions and
performance that are essential for testing and assessing any mindfulness theory or
definition. The sample research project uses those measures, along with a
statistically-significant and replicable methodology (DoE plus M&S), to determine and
evaluate mindfulness factors for a given context (driving). This example and approach
is significant because it can be improved and applied to other contexts and can assist
with the research and evolution of additional theories and definitions of mindfulness.

Collectively, this research assists the community in achieving a broader under-
standing and body of knowledge of the state of mindfulness concepts. Additional
research is recommended to further understand and refine discipline-specific mind-
fulness concepts and test those concepts using proven experimental methods. If con-
ducted, these activities are expected to result in improved mindfulness theories,
definitions, and measures that can be used for the benefit of individual and collective
human performance across a spectrum of disciplines.

Acknowledgement. The views expressed herein are those of the authors and do not necessarily
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