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Preface

The 14th International Conference on Intelligent Tutoring Systems (ITS 2018) was
held in the birth city of the ITS conferences, Montreal, Canada, during June 11–15,
2018.

The theme of ITS 2018 was “A 30-Year Legacy of ITS Conferences” with an
objective to celebrate the academic and research achievements as well as the ongoing
scientific contributions and impact of the ITS conferences over a 30-year history in the
field of intelligent systems in education and across other disciplines. The conference
emphasized the use of advanced computer technologies and interdisciplinary research
for enabling, supporting, and enhancing human learning. It promoted high-quality
interdisciplinary research creating a forum for presenting and sharing challenges and
novel advancements in artificial intelligence. It triggered an exchange of ideas in the
field, reinforcing and expanding the international ITS network of researchers, aca-
demics, and market representatives. The call for scientific papers solicited work pre-
senting substantive new research results in using advanced computer technologies and
interdisciplinary research for enabling, supporting, and enhancing human learning.
A Posters Track was also organized, which provided an interactive forum for authors to
present research prototypes to conference participants, as well as work in progress.

The international Program Committee consisted of 93 leading members (43 senior
and 50 regular) of the intelligent Tutoring Systems community, assisted by 33 external
reviewers. The conference (general) chair was Roger Nkambou from the Université du
Québec à Montréal (UQAM), Canada; the Program Committee chairs were Roger
Azevedo from North Carolina State University, USA, and Julita Vassileva from the
University of Saskatchewan, Canada.

Research papers were reviewed by at least three reviewers (with the majority
receiving four or more reviews) through a double-blind process. Only 26.5% of papers
submitted as full paper were accepted; 21 were accepted as short papers with six pages
published in the proceedings. We also accepted 29 posters presentations; some of them
were directly submitted to the poster track chaired by Bob Hausman (Carnegie
Learning) and Tanner Jackson (Educational, Testing Service, USA). We believe that
the selected full papers describe some very significant research and the short papers
some very interesting new ideas, while the posters present research in progress that
deserves close attention.

A separate Doctoral Consortium (DC) provided a forum in which PhD students
could present and discuss their work during its early stages, meet peers with shared
interests, and receive feedback from senior members of the field as mentors. The DC
chairs were Maiga Chang from Athabasca University, Canada, and Éric Beaudry from
UQAM, Canada. The DC Committee accepted six papers; each of them received at
least five reviews with many (50%) receiving seven reviews. The management of the
review process and the preparation of the proceedings was handled through EasyChair.



Additionally, the ITS 2018 program included the following workshops and tutorials
selected by the workshop and tutorial chairs, Nathalie Guin from the Université de
Lyon 1, France, and Amruth Kumar from Ramapo College of New Jersey, USA:

– W1: C&C-ITS - Context and Culture in Intelligent Tutoring Systems by Valéry
Psyche, Isabelle Savard, Riichiro Mizoguchi and Jacqueline Bourdeau

– W2: Learning Analytics: Building Bridges Between the Education and the Com-
puting Communities by Sébastien Beland, Michel Desmarais and Nathalie Loye

– W3: Exploring Opportunities for Caring Assessments by Diego Zapata-Rivera and
Julita Vassileva

– W6 (FD): Optimizing Human Learning: Workshop eliciting Adaptive Sequences
for Learning (WeASeL), Jill-Jênn Vie and Fabrice Popineau

– T1: Automating Educational Research Through Learning Analytics: Data Balancing
and Matching Techniques by David Boulanger, Vivekanandan Kumar and Shawn
Fraser

– T2: Authoring, Deploying and Data Analysis of Conversational Intelligent Tutoring
Systems by Xiangen Hu, Zhiqiang Cai, Arthur Graesser and Keith Shubeck.

The ITS 2018 industry track included the following workshops selected by the
industry track chair, Robert Sottilare from the US Army Research Laboratory, USA:

– W7: ITS GIFT Workshop
– W8: ITS Standards for Adaptive Instructional Systems Workshop

Finally, we had three outstanding invited speakers in the plenary sessions: Yoshua
Bengio (University of Montreal, Canada), a renowned figure in the field of deep
learning, Vania Dimitrova (University of Leeds, UK), and Sidney D’Mello (University
of Colorado Boulder, USA), both leaders in different specialized areas of the ITS field.

In addition to the contributors mentioned above, we would like to thank all the
authors, the various conference chairs, the members of the Program Committees of all
tracks, the external reviewers, the Steering Committee members and in particular its
chair, Claude Frasson. We would also like to acknowledge the Institute of Intelligent
Systems (IIS), which acted as the conference organizer (particularly Kitty Panourgia
and her excellent team for the permanent follow up of the organization), and the
Université du Québec à Montréal (UQAM), the hosting institution. Last but not least,
we express our gratitude to the conference sponsors, in particular the National Science
Foundation (NSF), Springer, and Tourisme Montreal for their financial support.

June 2018 Roger Nkambou
Roger Azevedo
Julita Vassileva
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Deep Learning and Cognition

Yoshua Bengio

Department of Computer Science and Operational Research,
University of Montreal, Montreal, Canada
yoshua.umontreal@gmail.com

Abstract. Neural networks and deep learning have been inspired by brains,
neuroscience and cognition, from the very beginning, starting with distributed
representations, neural computation, and the hierarchy of learned features. More
recently, it has been for example with the use of rectifying non-linearities
(ReLU) – which enables training deeper networks – as well as the use of soft
content-based attention – which allow neural nets to go beyond vectors and to
process a variety of data structures and led to a breakthrough in machine
translation. Ongoing research is now suggesting that brains may use a process
similar to backpropagation for estimating gradients and new inspiration from
cognition suggests how to learn deep representations which disentangle the
underlying factors of variation, by allowing agents to intervene and explore in
their environment.

Speaker Bio. Yoshua Bengio (computer science, 1991, McGill U; post-docs at MIT
and Bell Labs, computer science professor at U. Montréal since 1993): he authored
three books, over 300 publications (h-index over 100), mostly in deep learning, holds a
Canada Research Chair in Statistical Learning Algorithms, is Officer of the Order of
Canada, recipient of the Marie-Victorin Quebec Prize 2017, he is a CIFAR Senior
Fellow and co-directs its Learning in Machines and Brains program. He heads the
Montreal Institute for Learning Algorithms (MILA), currently the largest academic
research group on deep learning. He is on the NIPS foundation board (previously
program chair and general chair) and co-created the ICLR conference (specialized in
deep learning). He pioneered deep learning and his goal is to uncover the principles
giving rise to intelligence through learning, as well as contribute to the development of
AI for the benefit of all. Yoshua Bengio is considered as one of the three fathers of an
advanced subset of AI and machine learning called deep learning and has helped
Montreal to become the Silicon Valley of AI!



From Intelligent Tutors to Intelligent Mentors:
Looking Back into the Future

Vania Dimitrova

University of Leeds, UK
V.G.Dimitrova@leeds.ac.uk

Abstract. 20 years ago in his invited talk at ITS98, John Self outlined the
defining characteristics of intelligent tutoring systems, pointing that these sys-
tems adapt to the needs of learners and provide some degree of computational
precision. I will revisit these characteristics in the light of 21st Century edu-
cation challenges, pointing that the time is ripe for the emergence of a new breed
of intelligent tutors that provide mentor-like features. Mentoring is seen as a
highly effective method to support the development of transferable skills, to
increase motivation and confidence, and to develop self-regulation and
self-determination. However, mentoring does not scale and can be costly - while
‘everyone needs a mentor’ not everyone can have a mentor. With the abundance
of digital content and digital traces that capture our behaviour in the physical
world, there is an opportunity to develop intelligent mentors. They would
require multi-faceted ‘learner sensing’ mechanisms to get sufficient under-
standing of the learner’s engagement and motivation by analysing the various
digital traces left by the learner or by other learners. Furthermore, intelligent
mentors will embed strategies for promoting reflection and self-awareness
through ‘personalised nudges’. I will illustrate this vision with two ongoing
projects: the Active Video Watching project that develops interactive means for
engaging with videos for transferable skills learning, and the myPAL project
that provides a personalised adaptive learning companion for self-regulated
learning.

Speaker Bio. Vania Dimitrova (PhD in AI in Education, Leeds) is Associate Professor
in Intelligent Systems in the School of Computing, University of Leeds, Co-director
of the Leeds University Research Centre in Digital Learning, and Director of
Technology-enhanced learning strategy at the Leeds Institute of Medical Education.
She leads a research activity on AI for augmenting human intelligence. This develops
methods for knowledge capture, ontological modelling and reasoning, user/group
modelling, and user-adaptive interactive systems. She is involved in several
multi-disciplinary projects on (a) knowledge-enriched intelligent decision systems and
(b) user behaviour modelling for intelligent support for self-regulation and soft skills
learning. Her work is funded by a range of sources, e.g. EU, UK research councils, the
UK technology strategy board. She coordinated ImREAL (EU) that developed
culturally-enhanced personalised simulators for learning, and led personalisation for



decision making in Dicode (EU). She is associate editor of the International Journal of
AI in Education (IJAIED), member of the editorial board of the personalisation journal
(UMUAI), and was associate editor of IEEE Transactions on Learning Technologies
(IEEE TLT). She is a member of the executive Committee of the International AI in
Education society; and regularly acts as EU projects reviewer.
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Distributed Cognition in Multimodal
Collaborative Learning Environments

Sidney K. D’Mello

Department of Computer Science and Institute of Intelligent Systems,
University of Colorado Boulder, Boulder, USA

sidney.dmello@colorado.edu

Abstract. Distributed cognition (DCog) pertains to cognition that extends
beyond the individual to collections of interacting individuals and their envi-
ronment. It is distinct from traditional cognition in that the unit of analysis is a
system not an individual. It involves socio-cognitive-affective processes that are
multimodal, interact over multiple spatial and temporal scales, and are embed-
ded in a constantly-changing environment. I will discuss projects aimed at
uncovering basic principles of distributed cognition in multimodal collaborative
learning environments with an eye towards incorporating insights into
next-generation learning technologies that aim to improve collaborative pro-
cesses and outcomes.

Speaker Bio. Sidney D’Mello (PhD in Computer Science) is an Associate Professor
in the Institute of Cognitive Science and Department of Computer Science at the
University of Colorado Boulder. He is interested in the dynamic interplay between
cognition and emotion while individuals and groups engage in complex real-world
tasks. He applies insights gleaned from this basic research program to develop
intelligent technologies that help people achieve to their fullest potential by coordi-
nating what they think and feel with what they know and do. D’Mello has co-edited
six books and published over 220 journal papers, book chapters, and conference
proceedings (13 of these have received awards). His work has been funded by
numerous grants and he serves(d) as associate editor for four journals, on the editorial
boards for six others, and has played leadership roles in several professional
organizations. https://www.colorado.edu/ics/sidney-dmello.
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Abstract. Combination of Virtual Reality and Artificial Intelligence
technologies offer very interesting possibilities for educational purposes,
allowing to design creative, intelligent and dynamic 3D virtual learning
environments. However, nowadays there are few programming environ-
ments and tools that support Artificial Intelligence and agent program-
ming techniques to control virtual 3D avatars. Aiming to help in this
question, this work introduces a logical programming environment, which
extends Prolog with BDI and multi-agent programming concepts and is
fully integrated with Virtual Reality technology. The paper shows how
this programming environment was used to create an interactive, ani-
mated and intelligent virtual world, focused on teaching the beginnings
of Industrial Evolution. This educational virtual world was positively
evaluated through experiments carried out with simulated classes of
History.

1 Introduction

Virtual worlds (or virtual environments) are systems capable of realistically sim-
ulating three-dimensional (3D) space, allowing people to perceive a visual space
close to reality (a Virtual Reality or VR) [11]. Besides the simulation of physical
objects, a virtual world contains physical representations of external users (the
avatars), which can be controlled by these users. Avatars can also be controlled
by artificial agents, but in this case they are commonly referred to as NPCs (Non
Player Characters).

Although various definitions have arisen for artificial agents, this paper
assumes that an artificial agent is a computer system located in a given envi-
ronment, which is able to perform actions autonomously in order to meet their
goals [19]. Individual agents can be designed and developed in several ways fol-
lowing distinct architectures, however, this work focuses only on agents built
with a BDI architecture, which is based on a rational actor model with mental
attitudes of Belief, Desire and Intention [1].

Currently there are several programming environments to design and pro-
gram BDI agents, but none of them can be easily integrated in a virtual 3D
c© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 3–12, 2018.
https://doi.org/10.1007/978-3-319-91464-0_1
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environment to support real-time control of NPCs. From the point of view of
Artificial Intelligence (AI) these kind of virtual worlds offer an exciting and com-
plex environment to study and develop full incorporated (or embodied) agents in
realistic physical and social environments, but, which are more controllable and
do not suffer from real world physical problems that affect robots programming,
such as mechanical problems with actuators or noise/interference in sensors.
Think about the interesting possibilities of a Turing test conducted in a virtual
world, where an agent (artificial or not) controlling an avatar must convince a
human judge (simply another avatar) that he/she (or it) is not artificial.

This is the main technological motivation behind the present work, which
introduces a logical programming environment, based on BDI model, which
allows to design and program real-time animated agents that operate as NPCs
in 3D virtual worlds compatible with the OpenSimulator (http://opensimulator.
org). This environment, called VirtuaLog, extends the Prolog language, includ-
ing logical abstractions to represent the concepts of the BDI model, multi-agent
communication mechanisms and perception/action in three-dimensional virtual
worlds.

The usefulness of this programming environment, is exemplified by its appli-
cation to create a Social Sciences educational application focused on teaching
the beginnings of Industrial Evolution. History is an important and particu-
larly difficult area of application for intelligent educational systems, due to the
complexity of natural language interactions that artificial agents need to master
to become good pedagogical agents in this area. VR technology also has the
potential to introduce the student into a fictional (but realistic) reality, very
appropriate for the teaching of History.

The Watt virtual world can be considered as an alternative to the traditional
way of teaching History, helping in teaching about the social, economic, scientific
and technological processes that occurred during the initial phase of Industrial
Revolution. The technology of intelligent pedagogical agents is used to control
NPCs representing James Watt, as well as other characters characteristic of
the mines and factories of the time, capable of interacting with students and
teachers in a language close to natural, in order to solve doubts, propose missions
and explain content related to the scenario. Basic gamification techniques are
used, making the students undertake missions of recognition and collection of
information in the scenario, for later analysis and reflection. The Watt world is
open source and can be downloaded in http://obaa.unisinos.br/virtualog/.

2 Related Work

There are few programming environments and tools that support artificial intel-
ligence and agent programming techniques to create and control virtual 3D
avatars. The most effective systems to date combine web languages like WebGL
[12], X3D [2] and AIML [17] to program virtual 3D chat-bots based on web
formats and protocols. However, this kind of solution does not support full 3D
worlds running on OpenSimulator or other kind of 3D engine, like Unity. In

http://opensimulator.org
http://opensimulator.org
http://obaa.unisinos.br/virtualog/
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general, most of virtual reality programming today for these simulators and 3D
engines is being made in traditional languages like Java, C++ or C# or script
languages like LSL or Python [7,13]. There are, of course, several agent pro-
gramming environments like JASON [1] and JACK [18] that support the BDI
model, but they are not compatible with programming frameworks that imple-
ment access to 3D virtual worlds simulators or engines.

More recently, platforms and systems to design human-like animation charac-
ters as artificial agents have been proposed. This is the case of ADAPT platform
[15] and animation system proposed in [14]. But, although these works provide
good support to low-level animation and allow the procedural modeling of agents
behavior, they do not support high-level cognitive BDI modeling of agents behav-
ior, neither do they offer an ontological abstract view of 3D environment, like the
virtual agents programming introduced in present work. Indeed, this program-
ming environment can be seen as an effective high-level implementation of the
embodied autonomous agent model proposed in [4], combining full BDI support
for agent reasoning with a high-level environmental ontology, which defines all
perceptions and actions possible for agents in the 3D environment. Basic ani-
mation tasks like locomotion, touching, grabbing, facial animations and body
gestures are left in charge of OpenSimulator and viewer software.

Although nowadays there is a reasonable quantity of VR material to teach his-
torical facts [16], these are essentially VR content to be navigated and observed.
There is no interaction with intelligent pedagogical NPCs in natural language
inside this environments. The use of intelligent NPCs for educational purposes
in virtual worlds it is a new technological challenge. There are a relatively few
examples of this kind of work: the [5] work shows how to implement “virtual
humans” to serve as guides to explain the history of buildings in a virtual world
and the [6] presents a 19th-century Singapore world, where synthetic characters
provide informational and conceptual scaffolding to students. Although these
works have similar goals to the present work, they differ in important aspects.
Agent cognition abstraction layer is cited but not implemented or modeled in [5]
work, only the immediately inferior behavior layer is implemented as hierarchical
finite state machines. The approach proposed in the present work, based on a
logical BDI model offers a more advanced model for agent cognition. The work
[6] uses a goal-oriented scheduler in Java to design its synthetic characters, but
has no correlated logical or ontological view about virtual world entities. None
of these papers comments on how natural language support will be done or if it
will be offered.

3 Programming NPCs in Prolog

Figure 1 presents the layered architecture of VirtuaLog programming environ-
ment used to build the educational virtual world presented in this work. The
Virtual Agents Layer implements high-level agent programming abstractions
represented by Prolog operators and predicates. The main component of this
layer is the Virtual Agents Management system, which manages the connec-
tion of a Prolog agent with the corresponding NPC in a virtual world and is
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integrated with three subsystems: SymPAL (Symbolic Perception-Action Logic)
subsystem that provides the logical interface of actions and perceptions of the
NPC in the environment; AgILog (Agent Illocutionary Programming Logic) sub-
system, which extends Prolog with BDI abstractions like beliefs and goals, sup-
ports high-level inter-agent communication and allows goal parallelism through
threads, transforming Prolog in an agent programming similar to AgentSpeak
(L) [1]; DiaLogic (Dialog Interaction Logic) subsystem, which provides a logi-
cal programming interface to create chat systems similar to AIML in Prolog.
All of these systems and subsystems are open-source software developed by our
research group and can be downloaded at http://obaa.unisinos.br/virtualog/.

Fig. 1. Virtual agents programming environment architecture

An agent is created by start agent(AgId, MainGoal) predicate where AgId is
an atom that identifies the agent and MainGoal is a Prolog query that defines
the main goal to be achieved by the agent. After this call, a new agent is created
with MainGoal as the predicate called in the main thread of this agent. The
plans to achieve these goals are logical plans composed of Prolog rules: it is the
Prolog inference engine that transforms the logical plan in an operational plan.
Besides plans, agents can have beliefs, which are Prolog facts stored in a base of
facts specifically associated with the agent. The ‘++’, ‘−’ and ‘−+’ operators
allow, respectively, the addition, deletion and modification of beliefs, which are
literal terms of Prolog.

An agent could have other goals linked to events that may occur in its belief
base or be perceived in the environment. Such event-related goals are specified
through the handle event(EvPatt, EvHandler) predicate, which associates the
event pattern EvPatt to the EvHandler goal. It is possible to wait for an event
for a period of time using wait event(EvPatt, Timeout) predicate. Events can be
generated by the programmer through signal event(Event) predicate or they can
be generated by some subsystem. The AgiLog subsystem generates events related

http://obaa.unisinos.br/virtualog/
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to the modification of belief base and reception of messages from other agents.
The SymPAL subsystem generates events related to virtual world, including
reception of textual messages from avatars and collisions between NPC and
virtual world objects.

The connection of a Prolog agent with its corresponding NPC is done through
connect avatar(First, Last, Pass, URL) predicate called from some goal of con-
trolling agent. After establishing the connection, actions can be performed by the
avatar through ‘:>’ operator. These actions were classified in SymPAL ontology
by following categories: (a) Motion: actions to move NPC position and modify its
physical arrangements (sitting, driving it to some other avatar, etc.). (b) Obser-
vation: actions to obtain information about the NPC, and about other objects
and avatars. (c) Modification: actions to create, move and rotate objects, in
addition to changes in dimensions, colors and textures of objects. (d) Personal:
actions to modify NPC aspects, as clothing and body characteristics. (e) Interac-
tion: operations to communicate with other avatars. The result of any observa-
tion action is a set of perceptions automatically added to the agent’s perceptions
base, which is a part of agent’s belief base. Queries to perceptions base are made
with ‘<:’ operator applied to a term that represents a perception.

Entities perceived in virtual world have Universally Unique IDentifiers
(UUID) to distinguish them one from another. The SymPAL ontology defines a
logical representation for each kind of entity that can be seen in an OpenSimu-
lator virtual world (see Fig. 2).

Fig. 2. Categories of perceptions in SymPAL ontology

4 Industrial Revolution Virtual World

The Industrial Revolution is considered one of the greatest technological leaps
ever made in history. Its emergence occurred in England, and was known for the



8 I. L. F. Baierle and J. C. Gluz

transition from the old manufacturing processes to the machining processes [3].
It was marked by the emergence of three technological innovations that shaped
social, economic and cultural aspects of society [8]: (a) the adoption of machines
in fabric manufacturing, (b) the generalization of the steam engine in practi-
cally all segments, and (c) large-scale production of iron using coal. The Watt
world was designed as an interactive, animated and self-explanatory virtual sce-
nario organized around these three major technologies. The scenario exposes
technological artifacts (engines, looms and steam engines) and simulated spaces
of factories and coal mines existing at the beginning of revolution. It is com-
posed by scenes, each one integrated by a characteristic technological artifact.
Scenes have animated objects responsible for providing information and inter-
action with students. In addition, some scenes feature a character of the era
embodied as an NPC who is controlled by an intelligent pedagogical agent able
to explain through natural language interactions, what the artifact is, what it
can do and what it its importance for the historical period. Interactions occur
through the instant messaging service. Figure 3 shows an example of interaction
with Joseph-Marie Jaquard NPC in the scene four, which explores the emer-
gence the mechanization of textile industry, revolutionizing the way spinning
and weaving machines worked.

Fig. 3. Example of interaction with Joseph Marie Jaquard pedagogical NPC

Figure 4 shows the architecture and organization of the software implement-
ing the Watt virtual world. OpenSim simulator is the basis of this world, being
responsible for managing the visual data generated during the simulation. Con-
trol and management of educational NPCs running in this world is made by
intelligent pedagogical agents developed in Prolog with the virtual agents pro-
gramming environment introduced in Sect. 3. These agents communicate with
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Fig. 4. Architecture and organization of the industrial revolution virtual world

Fig. 5. Main plan of James Watt agent

the OpenSim simulator using the same internet HTTP and UDP protocols that
OpenSim-compatible viewers.

Figure 5 shows the main plan of James Watt agent, which begins with the
connection to the NPC followed by a plan to move through the action points in
the scene (walk around() predicate), while it looks for avatars that are close and
want to talk (find nearest avatar() and talk to avatar() predicates). The Dia-
Logic subsystem is responsible for interpreting dialog interaction rules, imple-
menting in Prolog a dialog control mechanism similar to the AIML language
[17]. Figure 6 shows a small sample of James Watt agent DiaLogic rules base.

Fig. 6. Example of dialog rules of James Watt agent



10 I. L. F. Baierle and J. C. Gluz

5 Experiments and Results

The Watt virtual world was evaluated by laboratory and field experiments. Lab-
oratory experiments verified functionality, stability, and performance of the pro-
totype of this world. They also evaluated applicability of low-cost immersion
technology to access virtual world. First laboratory experiment used a non-
immersive desktop viewer to verify navigation of all scenes and check conver-
sational functionality, stability and responsiveness of pedagogical agents. This
experiment shown that performance of updating the 3D visualization, respon-
siveness of animations and textual interactions (by IM message) was appropri-
ate. Second experiment used 3D immersion through low-cost (aka card-board)
smartphone-based RV glasses with navigation by game controller. This experi-
ment shown that low cost solution has sufficient quality for educational purposes
for up to half an hour of use.

Main goal of field experiment was to make an evaluation of pedagogical
impact of virtual’s world use. This experiment also verify usability degree of the
world. These experiments were carried out with a convenience sample formed by
fourteen people, with five subjects having high school, four doing undergraduate
and five with graduation. The average age of subjects were 26 years. Participants
received an explanation about virtual world and afterwards had to carry out the
virtual world exploration mission.

Pedagogical impact was evaluated by an experiment using a pre-test/post-
test approach: all fourteen subjects answered questionnaires about the contents
of History worked in the virtual world, before and after the experience of use.
Each test was composed of ten randomly selected questions about social, eco-
nomic and technological consequences of Industrial Revolution. Results of this
experiment are presented in Fig. 7.

Fig. 7. Results of pedagogical experiment

Average pre-test score was 37.85% and average score of the post-test went
up to 67.14%, providing good evidence that use of virtual world aided in learning
about the Industrial Revolution. A Wilcoxon paired non-parametric test was
used to assess whether difference between pre and post-test is significant, because
this is the recommended test when samples did not necessarily have a normal
distribution [9]. The Wilcoxon test applied to data from educational experiment
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resulted in a p-value of 0.0004886. This test indicates that the null hypothesis,
which the use of virtual world did not increase the mean, can be rejected at a level
of significance lower than 5%, that is, when p-value <0.05. Thus the alternative
hypothesis that use of this world contributes to the increase of percentage of
correct answers can be accepted.

The usability experiment followed TAM2 methodology [10]. After post-test,
subjects of pedagogical evaluation experiment answered an usability question-
naire about Watt world. Results of this experiment are presented in Fig. 8, which
shows average Likert scale obtained in respect to assertions designed to evalu-
ate Perceived Easiness of Use (items 1 to 4 in Fig. 8) and Perceive Usefulness
(items 5 to 10 in Fig. 8) variables of TAM2. These results are good evidence that
usability achieved a high index of satisfaction.

Fig. 8. Results of usability experiment

6 Conclusions

The VirtuaLog programming environment introduced in this paper allowed one
programmer to design, develop and test the Watt virtual world in a period of
9 months. Note that this programmer have no previous experience with pro-
gramming or designing 3D games or 3D applications, neither previous knowl-
edge about logic programming. The previous experience of the programmer was
only with Web programming languages and tools, such as Java, JavaScript and
HTML5. Thus this feat can be considered as evidence of usefulness of VirtuaLog
programming environment. Besides, initial experiments carried out with Watt
world show evidences that its use can help to increase quality in the learning
of History. The direction of the research now turns to advance the possibilities
that natural language interface brings for educational purposes. The introduc-
tion of more gamification techniques is also an important objective, allowing
more diversified and playful missions, containing different levels of challenges
and awards.
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Abstract. Despite the importance of introductory programming disci-
plines, it is quite common to find problems related to academic students
performance. In such environments, we easily find unmotivated students
with some doubts and that do not understand basic programming con-
cepts. Monitoring each of the students is not trivial because the num-
ber of students is high and, to do so, it would be necessary to observe
many characteristics of each code submitted for practical activities. The
teacher, even when helped by TAs (Teacher Assistants), is not able to
perform the reviews quickly, for this activity requires a huge amount of
time. Fast feedback is extremely important to enable the learning of any
concept. In this research, we investigate an adaptive approach to clus-
ter codes in order to minimize the effort of evaluation. The results vary
from reasonable to perfect concordances, considering the semiautomatic
evaluations obtained with the clustering and the expert evaluations.

1 Introduction

Programming is one of the basic competences in computer science, it is the basis
for the development of several other competences required for professionals in the
area. The initial periods of Computer Science (CS) courses in general encompass
different disciplines that focus on the study of algorithms and the implementa-
tion of programs. In such environments, we easily find unmotivated students
with some doubts and that do not understand basic programming concepts. In
addition, many of the approved students do not have the necessary competencies
for the course and professional life [1].

Practical coding activities are typically adopted in programming courses.
Assessment of the proposed solutions is quite difficult. A large number of param-
eters can be used. To evaluate a code, in addition to identifying whether the
correct outputs are generated for an input set, an evaluator can use efficiency,
manutenability, documentation and other aspects. Given that the evaluation is
time-consuming, it is subject to the bias and errors of each evaluator.
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The student, without fast and adequate feedback, is unaware if their under-
standing is correct or not. In this way, possible doubts are not presented and
new contents are given by the teacher without the previous ones had been fully
understood. The teacher, even when helped by the TAs, is not able to perform
the reviews quickly. When trying to provide a rapid assessment, it will probably
lack quality, otherwise, when trying to provide high-quality feedback, there will
be a work overhead and a delay in response.

In this scenario, it is not viable to have individualized help for each student.
However, fast feedback is of extreme importance to enable the learning of any
concept [2]. Thus, some researches have been developed with the aim to propose
methods and tools to facilitate the monitoring of the activities of students in
programming courses. Some of these researches, such as [3–5], suggests the use of
peer assessment as a means of providing fast and effective feedback. This solution
is broadly used in Massive Open Online Courses (MOOCs), as described in [6,7],
where the courses are applied to hundreds or thousands of people enrolled in
them, and just as occurs in the context of programming, it is impossible for the
teacher to evaluate each solution.

During the evaluation of codes proposed as solution to a problem, the teacher
observes similar solutions. However, it is unproductive to find for these similar
solutions manually. In this research, to tackle part of the problem, one of its
facets was investigated, concerning the possibility of clustering codes using fea-
tures extracted only from the source codes. Besides that, knowing that different
evaluators can adopt distinct assessment criterias. The clustering approach is
adaptable to each evaluator. As main contribution of this research, it is expected
that the clustering of codes can be used to allow the teacher to make fast feed-
back during the evaluation process and provide more detailed information to the
students.

Two objectives were adopted in the research, which are: (1) identify if the
semiautomatic evaluation obtained with the use of code clustering is similar
to the evaluation of a specialist; (2) verify the concordance of the evaluations
obtained with clustering in comparison with two human specialists.

This paper is organized as follows, in the next section some considerations
about the assessment of codes in an introductory programing course are pre-
sented; In Sect. 3 some related works are shown; The proposed method of cluster-
ing codes is described in Sect. 4; Finally the last section presents the conclusions
and further work related to the research.

2 Assessment in Introductory Programing Courses

Typically in programming courses practical coding activities are used as part
of the learning process. In these activities the teacher generally creates a set
of problems, and the students have to code a solution to each one of those
problems. The teacher must select a set of exercises that makes possible to
perform an appropriate assessment in a short time, because, as mentioned before,
fast feedback is an important factor for learning.
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However, the evaluation of these activities is time-consuming. One of the
most common criterias adopted in evaluation of codes is the identification of
whether the correct outputs are generated for an input set. The teacher can
execute the code and check the outputs manually or this can be done by a tool
using a previously defined test set. In addition, other code quality characteristics
can be used in an evaluation, these may vary from evaluator to evaluator. Given
the difficulties related to the process, it is subject to the bias and errors of each
evaluator.

A strategy that is used to make fast assessment is the division of work.
Typically the teacher and a set of teacher assistants (TAs) take a subset of the
solutions and evaluate them. This way, it is necessary that the evaluators specify
a default manner to evaluate.

The assessment of codes can create a classification and a list of observations
for each code. Typically a class (e.g. A, B, C, D) or a number (e.g. integers
values from 0 to 10 or 0 to 100) is used to classify the solutions. A list of
observations may comprehend the indication of where there were errors or some
tips to produce better code. In this research only the classification aspect of the
feedback was investigated. The classifications were given as an integer number
from 0 to 10.

3 Related Work

Work related to the context of automatic generation of evaluations, automatic
grading and automatic feedback, are not recent. The work of Hext and Winings
[8], besides the work of Forsythe and Wirth [9], for example, date from the sixties.
Many of the recent surveys continue to explore similar ideas to their works.

The vast majority of automatic code evaluators, among which we cite [10],
use online judges, that is, the assessment is based on acceptance tests. Some
of these proposals complement the indication of success, or failure, provided by
the tests with tips that help the student to identify the errors. Such tips are
associated with a test case based on the tester’s experience in determining the
likely cause of the failure.

Several researches, as an example we cite [11–13], use an analysis of simi-
larities with other purposes that are not a detection of plagiarism. The works
of Li et al. [13] and Biggers and Kraft [12] explore the code similarities from
a Software Engineering perspective. The aim is, for example, to identify the
adherence of code to functional requirements. In [11], it is investigated whether
automatic evaluators (similarity algorithms) can compare student codes as well
as specialists.

Other researches, among which we quote [14–16], have as objective to cluster
or classify code solutions. A different set of techniques is used in each of these
researches. Choudhury e Yin [15,16] uses the ABC metric [17], the OPTICS clus-
tering algorithm and distance tree similarity measure, in order to aid, through
tips, students enrolled in Software Engineering courses to produce better code.
In Srikant’s work, [14], machine learning techniques (linear regression, random
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forests and Support Vector Machines) are used to learn which properties are
taken into account in the evaluation of a programming exercise.

The main contribution in the research described in this paper is to minimize
the evaluation effort, considering the different criterias of each evaluator. Other
similar works use fixed criterias, that is, it is assume that all evaluators use the
same evaluation parameters.

4 Adaptive Clustering of Codes

4.1 Clustering Method

Clustering algorithms cluster the elements taking into account their similarity.
In this way, it is correct to affirm that the elements of the same group are more
similar to each other than to the elements of other groups. A software metric
represents a way of verifying that a software has a given property. A software
metric can be used with distinct objectives.

The clustering algorithm Kmeans [7] was used to cluster the sets of codes.
Kmeans used a set of software metrics [18] as a way of comparison between
codes. The following metrics were adopted: degree of adherence to a test set [18],
ciclomatic complexity [19], a subset of Halstead metrics [20] (distinct operands
and distinct operators), Jaccard similarity [11], text edit distance [11] and tree
edit distance [11].

Kmeans is an unsupervised learning algorithm. There are ‘K’ centroids that
are used to define clusters. An element is considered to be in a cluster based on
the distance to each centroid. Kmeans computes the centroid using the set of
data from all elements there are present on the cluster. At each iteration of the
algorithm the centroids are recalculated and a new association of the elements is
performed on the clusters. Iterations occur until the centroids are not altered. In
Fig. 1, adapted from [21], the running process of Kmeans is shown using elements
as points and centroids as crosses.

Fig. 1. K-means algorithm. Training examples are shown as dots, and cluster centroids
are shown as crosses. (a) Original dataset. (b) Random initial cluster centroids. (c–d)
Illustration of running two iterations of k-means [21].
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4.2 Comparison Measures

To evaluate the proposed approach, two comparison measures were used, Cohen’s
Kappa [22] and euclidean distance. Cohen’s Kappa coefficient is a statistical
measure that can be used to compute the intensity of agreement between two
lists of classifications. Euclidean distance can compute the distance of two points
in an euclidean n-dimensional space.

Given two lists of classifications provided by two experts E1 and E2, we
want to know how much E1 and E2 agree with each other. Cohen’s Kappa
coefficient computes the degree of agreement beyond what would be expected
at random. Kappa (K) values can vary from −1 to 1. Negative values means
that there are no concordance, with no interpretation for each value. Zero value
means that there are concordance but it’s exactally the degree of agreement
there were expected at random. Positive values indicate concordance, with a
degree of agreement, greatest the value is, greatest the concordance is. Kappa
interpretation levels can be seen on Table 1. The null hipotesis that can be tested
with Cohen’s Kappa is that there is no concordance in two lists of classifications.

Table 1. Cohen’s Kappa coefficient interpretation

Interval (0; 0.2) [0.2; 0.4) [0.4; 0.6) [0.6; 0.8) [0.8; 1.0) 1

Agreement

interpretation

Slight

agreement

Fair

agreement

Moderate

agreement

Strong

agreement

Almost

perfect

agreement

Perfect

agreement

Euclidean distance represents the distance between two points in a n - dimen-
sional space. This way, we can use represent a point in an n - dimensional using
the list of grades. Then, the lower the distance value is, the smaller the total
difference in the list of grades. When euclidean distance is 0 (zero) it can be
interpreted as a perfect match in the grades lists, or the specialists gave exactly
the same grades for each code. Other values of euclidean distance can be only
interpreted as a comparison measure between each different solution. Therefore,
there is no objective interpretation of the distance if we don’t consider the rela-
tion with other distance values. Euclidean distance was a way to compare the
efficiency of the approach for the different exercises.

Using these measures two kinds of comparisons were done, a comparison
between the list of grades of two specialists, and a comparison of a list of grades
obtained with the clustering approach and the list of grades of a specialist.
Cohen’s Kappa measure indicated the degree of agreement between the grades. In
this measure a concordance occurs only when exactly the same grade is provided
in the two lists. This justifies the use of euclidean distance. Using this measure
it is possible to observe how much the list of grades are distant.

4.3 Adaptive Clustering

The adaptive clustering codes approach proposed in this paper is accomplished in
four steps: (1) code metrics extraction (2) identification of the criteria adopted by



18 A. A. Barbosa et al.

the specialist (3) Clustering generation (4) Evaluation. Code metrics extraction
correspond to the computation of each software metric used as in the property
vector given for the clustering algorithm. Similarity metrics were extract only
for one reference solution. The reference solution may be given by the teacher
or selected in the set of solutions of the students.

For the identification of the criteria adopted by the specialist a brute force
method was used. A set of each possible combination of the software metrics
were created. We can interpret this as an oracle that can identify the evaluator
criteria. Different techniques can be investigated to implement this oracle.

The combination of all metrics aimed to capture, with some degree of approx-
imation, the criteria adopted by the specialists. As an example, if a specialist
observes only correct outputs for the inputs provided, his criterion would be
captured by an element were only the metric that measures the degree of adher-
ence to a test set is used. Another specialist can observe the correct outputs for
the inputs in combination with another code characteristic, for this, a different
element on the set of combination of metrics will be identified.

Clustering codes generation was done by using Kmeans, using the values k =
5 and k = 10. The choice of these values is justified because the evaluated code
sets had a minimum of 23 submissions, and in the worst case, the evaluation effort
would be reduced by approximately half. In all executions, default parameters
for the Kmeans algorithm were used. For each possible property vector generated
in the previous step, a cluster for each k value was created. From this set, the
cluster with the highest degree of agreement in relation to the expert based on
the evaluations provided will be selected.

The specification of evaluations occurred so that each specialist assigned a
grade (classification) to a representative element of the group. This element is
the one that has the smallest distance from the reference solution. This note
is then generalized to all elements of the same group. Thus, when kmeans was
executed by providing k = 5 only five expert evaluations were required. Similarly
for k = 10 ten expert evaluations were required.

4.4 Methodology

The dataset used in this research consists of a set of programming problems
(exercises), a set of codes submitted by students as solutions to the exercises,
and a set of evaluations (grades varying from 0 to 10) provided by experts.

The set of exercises consists of six problems, these are: ‘salary bnus’ (32
submissions); ‘points distance’ (23 submissions); ‘student situation’ (43 submis-
sions); ‘elections’ (40 submissions); ‘odd loop’ (41 submissions); and ‘divisible
by 3’ (44 submissions). All submissions where from groups of students enrolled
in the equivalent programing courses on different federal institutions of North-
east of Brazil. The set of codes submitted by the students consists of a total of
223 submissions of proposed solutions, or attempts to solutions. All codes were
written in Python. Figure 2 shows the description screen there were presented
in ‘student situation’ exercise.
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Fig. 2. Description of a problem for a specialist and listing of performed evaluations.

The set of assessments was provided by 8 specialists, 2 of whom were teachers
from a federal university, 6 were assistants in previous programing courses. Each
specialist performed the evaluation procedures in the time and environment they
judged most appropriate. When conducting an evaluation it was necessary to
provide: (a) criteria description (as shown in Fig. 2); (b) a grade, from 0 to 10
(as shown in Fig. 2); (c) textual information for the students that submitted the
code (as shown in Fig. 2); and (d) Any observations to the researchers, describing
any problem that could occur.

Observing the descriptions of the adopted criterias it was possible to identify
that different experts adopts different sets of criterias in the evaluation of the
same problem. In the same way a specialist adopted different criteria in relation
to the different problems evaluated.

4.5 Results and Discussion

The results were computed based on the maximum, minimum and average values
for the comparative measures adopted considering each problem and specialist.
The best results were obtained when Kmeans algorithm ran with ‘K = 10’. A
general view of the results in shown in Table 2.

Thus, in order to identify if the semiautomatic evaluation obtained with the
use of clustering codes approach is similar to the evaluation of a specialist, con-
sidering the average, a substantial agreement (kappa = 0.76) was found. This
result corroborates the values obtained with respect to the Euclidean distance.
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Table 2. General results for clustering codes approach

Cohen’s Kappa Euclidian dist.

Max. Min. Mean Max. Min. Mean

1.00 0.39 0.76 19.57 0.00 5.95

An average value of 5.95, was found, which indicates a proximity between the
evaluations. Thus, given the concordances, it is possible to suggest that the
clustering approach provides as evaluation that is similar to the specialists’ eval-
uation.

The graph shown in the Fig. 3 contains the boxplots related to the concor-
dances obtained with the clustering approach when compared to experts and the
general agreement for each expert with respect to their peers considering all the
evaluations carried out.

Fig. 3. Concordances using the approach and concordances between specialists.

Observing the concordance graph, it is possible to notice that the maxi-
mum value of agreement obtained between specialists (moderate concordance,
kappa = 0.45) is very close to the minimum value obtained. The horizontal line
that cuts the graph shows the relation between the minimum agreement of the
cluster-based assessment (reasonable agreement, kappa = 0.39) in relation to
the maximum agreement among specialists.
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Considering the means, that is, how much a specialist agrees with his/her
peers and how much the grouping approach generates evaluations with agree-
ment with the expert, agreement between experts (reasonable agreement,
kappa = 0.2539) was much lower than the agreement obtained with the clus-
tering approach (substantial agreement, kappa = 0.70). Thus, it may be sug-
gested that the cluster-based assessment provides a higher concordance than
that obtained between two specialists.

5 Conclusions and Further Work

In this paper we have proposed the use of a clustering algorithm to minimize the
effort expended in the evaluation of codes in introductory courses. The results
suggest that it is possible to minimize the evaluation effort expended. Two obser-
vations support this assertion. An evaluator’s criteria seems to be captured by
software engineering metrics with a fair degree of accuracy. In addition, the
evaluations of similar solutions were very close to the observed scenarios.

This research is an ongoing work, much investigation is still necessary. Tak-
ing as example, the comparison of different clustering techniques, the use of a
larger set of metrics, the generation of textual feedback and other. Observing
the success of other techniques in related researches, we expect the improvement
of the proposed approach.
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Abstract. Social tagging activities allow the wide set of web users, especially
learners, to add free annotations on educational resources to express their interests
and automatically generate folksonomies. Folksonomies have been involved in a
lot of recommendations approaches. Recently, supported by semantic web tech‐
nologies, the Linked Open Data (LOD) allow to set up links between entities in
the web to join information in a single global data space. This paper demonstrates
how structured content accessible via LOD can be leveraged to support educa‐
tional resources recommender in folksonomies and overcome the limited capa‐
bilities to analyze resources information. Another limitation of resources recom‐
mendation is the content overspecialization conducting in the incapacity to
recommend relevant resources diverse from the ones that learner previously
knows. To address these issues, we proposed to take advantage of the richness of
the open and linked data graph of DBpedia and Ant Colony Optimization (ACO)
to learn users’ behavior. The basic idea is to iteratively explore the RDF data
graph to produce relevant and diverse recommendations as an alternative of going
through the tedious phase of calculating similarity to attain the same goal. Using
ant colony optimization, our system performs a search for the appropriate paths
in the LOD graph and selects the best neighbors of an active learner to provide
improved recommendations. In this paper, we show that ACO also in the problem
of recommendation of novel diverse educational resources by exploring LOD is
able to deliver good solutions.

Keywords: Folksonomies · E-learning · Recommendation · Linked Open Data
Diversity · Ant Colony Optimization

1 Introduction

Social tagging systems have known a big success over the web in the last years, espe‐
cially in recommendations approaches. This is due to the increasing number of users
through those systems which caused the appearance of tag-based profiling approaches
that support social recommendation.
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A very precise recommender system could return a set of similar resources matching
the user interests. The problem here is that the entire set of recommended resources may
be obvious as one considers the case of a film recommendation algorithm that only
returns films of the same actor. To overcome this problem, novelty and diversity should
be also considered in the evaluation of a recommender system, as precision only offers
an incomplete description of the system’s effectiveness.

On the other hand, Linked Data designs data that following a model based on: using
URIs to identify entities, using http-URIs so that users can look up them, giving valuable
information at these URIs based on standard formats and connecting to other URIs so
that users can discover more things (Berners-Lee 2007). For the data designed as Linked
Open Data (LOD), it should as well be provided publicly, and be under an open license.
LOD covers many fields like medicine, social networks, etc. Moreover, some data
sources such as DBPedia give general, cross-domain information and so join data from
very diverse fields.

Here we will present new approach to recommend educational resources applied in
LOD by using Ant Colony Optimization (ACO). ACO is a computation algorithm from
mimics the behaviors of ants’ colony. Naturally, the behavior of one ant is simple
contrary to the behavior of the whole ant colony which is very complicated; this is the
case in our problem: the behavior of a single user is simple, but supervising all users
and their tagged resources without calculating similarities is very complicated and
therefore ACO is able to complete this difficult task. The key proposal of using ant colony
metaphor is that ants are able to find their way from the nest to food and back for the
reason that ant colony communicates via a chemical substance called pheromone. In our
approach we have inspired from this idea to resolve our problem where we proposed to
consider each user as an ant and try to him recommend novel diversified resources based
on the LOD exploration and the feedback of the community. Knowing that, in the
recommender system within LOD, the determination of the recommendation may be
solved as a finding the best path in the oriented weighted graph.

The presented paper addresses different challenges in the social semantic web area.
The main focus of our study is how to exploit the semantic aspect of LOD to enhance
educational resource recommendation within social tagging activities. We propose a
new method to analyzing learner profiles according to their tagging activity in order to
improve resource recommendation. The effectiveness of recommendation depends on
the resolution of social tagging drawbacks. In our recommender process, we demonstrate
how we can assure diversity and novelty in recommendation by taking into account LOD
exploration and ACO mimics in order to personalize recommendation. We used thus
the force of linked open data to enhance educational resource recommendation in social
tagging system by exploring the interlinked entities in LOD cloud. This paper is organ‐
ized as follows: Sect. 2 is an overview of the main contributions related to our work.
Section 3 is dedicated to the presentation of our approach. In Sect. 4 we present and
discuss the results of some experiments we conducted to measure the performance of
our approach. Conclusion and future works are described in Sect. 5.
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2 Related Works

Social web based approaches, like folksonomies, have achieved a high level of improve‐
ment even in E-learning practice. In this section, an overview about the main contribu‐
tion attached to this field is proposed.

In the paper of Torniai et al. (2008), the authors tried to propose a social semantic
learning environment. The idea based on creating folksonomies from learners’ tags and
then helps to ontology maintenance. In Lau et al. (2015), the authors proposed to annotate
learning resources with a lightweight annotation metadata schema complemented by a
folksonomy-derived semantic model. According to the authors, the annotation metadata
schema follows a novel strategy to associate numerical ratings to learners’ subjective
expression of opinions on learning resources. On the other hand, the semantic model serves
to support a collaborative resource recommendation algorithm based on the k-nearest
neighbor approach. Klašnja-Milićević et al. (2015) presented an overview of the most key
requirements and challenges for applying a recommender system in e-learning environ‐
ments. The authors presented the various limitations of the current approach of recommen‐
dation techniques and promising extensions with model for tag-based recommender
systems, which can apply to e-learning environments in order to offer improved recom‐
mendations. In another contribution, (Kopeinik et al. 2017) investigated the application of
two tag recommenders that are inspired by models of human memory. The authors find
that displaying tags from other group members helps significantly in semantic stabilization
in the group, as compared to a strategy where tags from the students’ individual vocabula‐
ries are used. In Beldjoudi et al. (2016), the authors proposed a new approach for person‐
alizing and improving resources retrieval in collaborative learning with tackling tags ambi‐
guity and event detection impact on ranking retrieved resources. In another contribution
(Beldjoudi et al. 2017) proposed a method to analyze user profiles according to their tags
in order to predict interesting personalized resources and recommend them. The authors
proposed a new approach to reduce tag ambiguity and spelling variations in the recom‐
mendation process by increasing the weights associated to web resources according to
social similarities. They base upon association rules for discovering interesting relation‐
ships among a large dataset on the web. Karabadji et al. (2018) proposed to focus mainly
on the growing of the large search space of users’ profiles and to use an evolutionary
multi-objective optimization-based recommendation system to pull up a group of profiles
that maximizes both similarity with the active user and diversity between its members.
According to the authors, in such manner, the recommendation system will provide high
performances in terms of both accuracy and diversity. In our work we want to leverage the
social and semantic web in order to enhance educational resources recommendation in
collaborative e-learning.

3 Approach Description

In e-learning domain, we define folksonomy by a tripartite model where web resources
are associated with a learner to a list of tags. Formally a folksonomy is a tuple
F = <L, T, R, A> where L, T and R represent respectively a set of learners, a set of tags
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and a set of educational resources, and A represents the relationships between the three
preceding elements, i.e. A ⊆ L × T × R.

In this paper, we propose a method to analyze learners’ profiles according to their
tags in order to predict interesting personalized resources and recommend them. The
objective was to enrich the profiles of folksonomy learners with pertinent educational
resources.

The effectiveness of the recommendation depends on the resolution of diversity and
novelty problems. In our approach we tackle these drawbacks to enhance our recom‐
mender system. The detail will be described below.

3.1 LOD Exploration to Ensure Diversity and Novelty in Recommendation

When using a recommender system such as those of online stores, the results are mainly
obvious and expected by the users. In this case, it is clear that the recommendation is
not very helpful in the sense of the lack of diversity and novelty.

To solve this dilemma in folksonomies-based collaborative learning, we propose
extracting the most popular features found in the resources-based learner profile (i.e. the
characteristics that interest the learner when he tag his resources) and then explore the
LOD to extract resource linked with these features. For example, let us consider the case
presented in Fig. 1.

Tagged

R4R1 R3R2

LOD explorationRecommendationEvaluation

Fig. 1. The recommender system process

In this example, the profile of the learner is composed from the resources (R1, R2,
R3 and R4), Thus the intersection between the resources’ features must be calculated
(R1 ∩ R2 ∩ R3 ∩ R4), this is done because we want to extract the most popular
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characteristics that interest the learner when he choose tagging his resources. Then for
each feature (Pi) in the result of intersection we will explore the LOD graph in the first
level to extract other resources (R5) having these features or having a direct/ indirect
link with these later (R6, R7 resp).

We have in the above example (R1 ∩ R2 ∩ R3 ∩ R4) = {[domain: informatics];
[author: …]; [year: …]; [edition: …]…}. By exploring the LOD graph we find that the
resource “informatics” is linked with other resources (for example: “University, Forma‐
tion, Bio-Informatics…”) via the predicates (p1, p2, p3…). In its turn the resources
“University, Formation, Bio-Informatics…” are linked via other predicates (Pj) with
other resources (for example: “Boston University…”). Therefore, it appears relevant to
recommend some courses of the Boston University to the current user.

Our approach is based on the iterative exploration of the DBpedia graph, where each
step depends on the result of the previous steps.

In order to obtain relevant and personalized recommendations for each learner, we
calculate the occurrence number of the {domain, author, year, edition…} characteristics
and then we choose the ones that best reflect the learner interest to exploit them later in
the exploration of the RDF graph of DBpedia.

The purpose of the graph exploration is to obtain recommendations that should not
only satisfy the learner but also to have a diversity and a novelty in the recommendation,
to create the effect of surprise by recommending resources that the learner did not expect
them at the beginning. The learner evaluates the recommended resources in real time in
each iteration. The process stops when none of the recommended resources was satisfied
the user.

If the learner liked at least one resource among those in the proposed list, in the
second iteration, we focus on these ones. Thus, we re-explore the LOD graph again
starting from these items by using the query language sparql to return more educational
resources connected with them; this technique allows us to propose a list of diverse and
novel resources to ensure the surprise effect.

The real-time evaluation process as well as the exploration of the graph is iterative.
At each iteration, we explore the graph based on the positive ratings assigned to the
resources previously recommended. Indeed, the evaluation is an essential step to deter‐
mine the new pattern of requests for the re-exploration of the graph to generate another
list of recommendations. Every time, we propose to the user ten resources, if he assigns
a rating more or equal to three, we consider that he liked the recommended resource,
and so we record it in his profile, otherwise we move to another resource.

After evaluating the ten resources, the program suggests to the user to recommend
even more ones. If he accepts then another list of resources is generated from his profile,
otherwise, we stop and we return the list of resources liked. With this method, we ensure
that the recommended list of resources is diverse, where every user can obtain diverse
resources even they do not appear in the profile of his neighbors in the social network.

3.2 Using Ant Colony Optimization to Enhance Recommendation in LOD Graph

Until now, the major limitation is that in each iteration we will choose only the resources
of the next level, this can limit the number of resources to recommend and also ignore
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completely the social aspect in the recommendation process (the user’s neighbors is not
be considered).

In order to remedy this problem, we suggest using the ACO algorithm to benefit from
the strength of community aspect that characterizes the ants.

With the use of the ACO algorithm, we can recommend more resources to a user
because we can easily explore the LOD graph without being limited to a specific level
during the search, as well as the social aspect of our approach can be emerged without
calculating the similarity between the users. This is done as follows:

Each user is represented by an ant. Each time when the user accepts the resource
recommended by the system, the path is marked by a pheromone. And therefore the
resources strongly accepted by the majority of users have more pheromone.

In this case, when we want to recommend resources to an active user, the system
starts by seeing if the recommendation path is marked by a pheromone greater than or
equal to a given threshold. If so, the system recommends all the resources of this path
directly to this user.

Each resource Rx is defined by its features i.e. the triples of a kind (Rx, Predicate,
Ry), where Predicate denote the type of the relation and Ry referred the target node (the
node connected to the other end of the relation). In Fig. 2, we find two paths are marked
by a pheromone: the first path R1-R2-R3-R4-R5 and the second one R7-R6-R5. We can
conclude for example that the majority of users whom liked the resource R7, they liked
also the resources R6 and R5.

R7

R8

R5

R4

R9

R2

R3

R6

R1

Fig. 2. A sub graph LOD with a pheromone

4 Experimental Results

In this section, experiment over a popular dataset is described and results are analyzed
and discussed. The dataset exploited in our test is del.icio.us: a web-based social book‐
marking tool which let a user manage a personal set of web resources and annotate them
with tags. In this experiment, we were interested in data sample constructed from users
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who tagged resources about education. Thus, our database comprises 1712 tag assign‐
ments involving 150 users, 5430 tags, and 744 resources. We used DBpedia one of the
most successful initiatives developed based on the Linked Open Data principles. In order
to evaluate our LOD-based recommender system, we had to link resources in del.icio.us
dataset to their corresponding resources in DBpedia.

4.1 Experimental Methodology

To evaluate the quality of a recommender system, we must demonstrate that the recom‐
mended resources are really being accepted and added by the users. Because the knowl‐
edge of this information requires asking the users of the selected databases if they
appreciated the proposed set of resources, which is impossible in our case because we
don’t know this community, we have randomly removed some resources from the profile
of each user, and we applied our approach on the remainder dataset in order to show if
it can recommend the removed resources to their corresponding users or not. If it is the
case, so we can conclude that our approach enables to extract the user preferences. To
test the performance of our approach we proceed as follow:

(a) Evaluating the Precision, Recall and F1 Measure of Our Approach
In order to evaluate the quality of our recommender system, we have used the following
three metrics: recall, precision, and F1 metric that is a combination of recall and preci‐
sion. We calculated the three metrics in five iterations.

The curve presented in Fig. 3 shows the average of precision, recall and f1 measures
in the five iterations. We notice that in the first iterations the precision achieved a good
value equal to 0.77 this is due to the fact that the system recommends exactly the items
wanted by the user in this case i.e. those that match his profile. At the end of the fifth
iteration the system begins to deteriorate in terms of precision but always with a value
that exceeds 0.76. This decrease in precision is quite normal since the system begins to
recommend items according to different attributes (domain, year …) which is known as
diversity of recommendation. Learners sometimes accept the recommended resources
and other times it was not the case. Recall and F1 measure achieved all both good values
in the all iterations.

(b) Diversity and Novelty in Recommendation
The goal of novelty and diversity in recommender systems is to reduce redundancy in
the list of recommendations, and also to take into account the diverse interests of users
and not just recommend the most popular or the most similar items. To calculate indi‐
vidual diversity and novelty, we used the metrics proposed in Zhang and Hurley (2009)
and Vargas (2014) respectively. Figure 4 showed promising values of both diversity and
novelty in the five iterations. This demonstrates the importance of Linked Open Data to
extract more diversified and novel resources in the recommendation.
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Fig. 3. Average precision, recall and F1 of the recommendations

Fig. 4. Average of diversity and novelty

It is clear that the effectiveness of recommendation depends of preserving both
precision and diversity. Figure 5 demonstrate that our approach preserving both them
in all iterations.

Fig. 5. Diversity vs. precision

4.2 Discussion

From the analysis of the above results, we can conclude that precision, recall and F1
metrics are very promising in del.icio.us dataset. These results indicate the force of using
both LOD and ACO in recommender system. The system also ensured diversity and
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non-redundancy of the recommendations. Table 1 presents the deviation value of preci‐
sion, recall, F1 metric, diversity and novelty.

Table 1. The standard deviation value of the three metrics

Precision Recall F1 Diversity Novelty
Standard deviation 5% 6% 5% 3.4% 7%

In all cases, these values are very small which indicates that the value of these meas‐
ures for each user tend to be very close to the average. Since the averages (presented in
Figs. 3 and 4) are very promising for the community in general, the small values of
standard deviations indicate that the metrics are also promising for each learner indi‐
vidually.

4.3 Scale-Up Experiment

As recommender systems are designed to help users navigate in large collections of
items, one of our goals is to scale up to real datasets. Therefore, it is important to measure
how fast does our approach provides recommendations. In this subsection, we discuss
the impact of increasing the number of learners on the execution time of our approach.
In order to demonstrate the scalability of our approach, we measured the execution time
required to make relevant recommendations in del.icio.us database, with a number of
users increasing from 20 to 150 users. Figure 6 shows that the execution time (in seconds)
of our approach linearly increases as the database size increase, meaning that our
approach have relatively good scale-up behavior since the increase of the number of
learners in the database will lead to approximately the linear growth of the processing
time, which is desirable in the processing of large databases.

Fig. 6. Performance of our approach when the database size increases

5 Conclusion

Our investigations in the field of E-learning folksonomies have allowed us to make a
contribution in which we are interested to personalize resources retrieval according to
learners’ interest. In this contribution we have exploited the strength of social aspect in
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folksonomies to let members in the community benefit from the educational resources
tagged by the others one based on resources recommendation. The proposed approach
is based on LOD exploration and ACO algorithm. The objective was overcoming the
problem of diversity and novelty in recommendation. Primary results show also the
utility of exploring LOD graph in ensuring diversity when recommending personalized
educational resources in social tagging systems. We have tested the approach on a base‐
line dataset and we have obtained promising results. In order to continue and improve
our work, we aim at using others principles like event detection, for example, to help
capturing and analyzing the behavior of learners when new events come, this can
improve recommendation and even resources ranking. Also, we intend to test our
approach with other algorithms like the genetic algorithm.
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Abstract. Adapting ITSs that promote the use of metacognitive strategies can
sometimes lead to intense prompting, at least initially, to the point that there is a
risk of it feeling counterproductive. In this paper, we examine the impact of
different prompting strategies on self-reported agent-directed emotions in an ITS
that scaffolds students’ use of self-regulated learning (SRL) strategies, taking into
account students’ prior knowledge. Results indicate that more intense initial
prompting can indeed lead to increased frustration, and sometimes boredom even
toward pedagogical agents that are perceived as competent. When considering
prior knowledge, results also show that this strategy induces a significantly
different higher level of confusion in low prior knowledge students when
compared to high prior knowledge students. This result is consistent with the fact
that higher prior knowledge students tend to be better at self-regulating their
learning, and it could also indicate that some low prior knowledge students may
be on their path to a better understanding of the value of SRL.

Keywords: Adaptivity · Prompting · Pedagogical agents
Intelligent tutoring systems · Emotions · Affects · Metacognition
Self-regulated learning

1 Introduction

Adaptation is key to successful learning with intelligent tutoring systems (ITSs), as
learners integrate instructional material with elements ITSs are designed to enhance:
learning and problem solving [1]. But an efficient short-term teaching strategy can
backfire if the learner starts experiencing negative emotions, including those directed
toward the tutor. Many studies have shown the benefit of metacognitive prompting to
encourage learners to deploy self-regulated learning (SRL) strategies [2]. The idea is to
move from co-regulated learning [3], with the assistance of a human tutor or of a peda‐
gogical agent, toward real self-regulation, with the assumption that these skills will
transfer beyond the learning session. Because of the relatively short time of interaction
with the ITS, one can be tempted to initially choose a high-frequency prompting strategy
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which progressively decreases as the learner engages in monitoring their learning and
deploying learning strategy on their own—a strategy which has been shown to be bene‐
ficial for the use of SRL processes, without reducing the perceived usefulness of the ITS
[4]. However, the more insistent or more frequent the interventions, the more likely they
may be to trigger emotional reactions from learners. This is important because emotions
are critical to fostering motivation and the use of SRL strategies [5]. Therefore, there is
a potential risk that eliciting negative emotions through intensive SRL (e.g., cognitive
strategies, metacognitive monitoring) process prompting could eventually lead to a form
of non-compliance or contempt toward the tutor, and potentially minimize the benefits
of SRL. Moreover, as learners with high prior knowledge deploy different SRL strategies
from learners with low prior knowledge [6], it is likely their reactions to adaptive
prompting could differ.

In this study, we investigated agent-directed emotions self-reported by learners after
their interaction with an open-ended learning environment embedded with several peda‐
gogical agents (PAs) that promoted different facets of SRL. We focused particularly on
negatively-valenced emotions because of the deleterious impact they can have on
learning (in our case, the benefits of SRL) – although exceptions exist such as confusion,
which sometimes is positively associated with deep learning [7]. Specifically, we exam‐
ined three separate but related research questions: (RQ1) Did the frequency of prompts
from different PAs affect emotions directed toward them? (RQ2) How did students report
feeling toward PAs in two different prompting rule conditions (an initially high but
decreasing prompting strategy and a lower intensity prompting strategy)? And (RQ3)
whether high prior knowledge students’ emotional reactions to adaptive prompting
differed from low prior knowledge students? We hypothesized that the higher the
number of prompts from an agent, the more likely a learner would be to experience
negatively-valenced emotions. We also hypothesized that students with higher initial
prompting would be likely to experience more negatively-valanced emotions, and that
higher prior knowledge learners would also experience more negative emotions from
being told what they may already know with more prompts to self-regulate. We did not
investigate the effect of the adaptive prompting on learning outcomes because we have
already shown its neutral to mildly positive effects in a previous work [4].

The emotions learners experience while interacting with ITSs is a widely studied
topic, and one examined using a variety of methodologies. As with traditional psycho‐
logical studies, self-report measures are popular instruments for measuring emotions.
The Academic Emotions Questionnaire (AEQ) [8] is one such measure; it has been used
in research with MetaTutor (but not considered here) and BioWorld [9, 10]. The On-
line Motivation Questionnaire (OMQ) [11] has also been used in experiments with
iSTART [12] or BioWorld [13] to measure emotions. In addition to self-report measures,
ITS researchers have also used various behavioral and physiological approaches,
including facial expression recognition (e.g. CERT [14]), electrodermal activity [15],
and body language [16]. Online and multimodal approaches to emotion measurement,
provide many advantages over self-report, but were not as relevant for our research
questions here because we are particularly interested in emotions directed towards a
specific part of the ITS: the pedagogical agents. As such, it was most appropriate to use
a self-report measure to focus students’ answers.
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2 Method

2.1 Participants and Experimental Conditions

One hundred and sixteen undergraduate students (N = 116, 17–31 years old, M = 20.9
years, SD =  2.4; 64.6% female; 62.9% Caucasian) from two North American Univer‐
sities, studying different majors and with various levels of prior knowledge participated
in this study. Each participant received $50 upon completion of the study and was
randomly assigned to one of three conditions: (1) non-adaptive prompt (NP − n = 58),
(2) frequency-based adaptive prompt (FP – n = 29) and (3) frequency and quality-based
adaptive prompt (FQP – n = 29). Participants from the adaptive conditions, FP and FQP,
were grouped in some analyses, leading to two samples of identical sizes.

Non-adaptive Prompt (NP). In the NP condition, learners received a moderate but
constant amount of prompts from the PAs (on average, 1 per 10 min) to engage in various
SRL processes throughout the learning session. Previous PA prompts, learners’ initiative
to enact SRL processes, validity of learners’ metacognitive judgments or efficiency at
using a learning strategy had no impact on the prompts from the PAs.

Frequency-Based Adaptive Prompt (FP). In the FP condition, learners received more
prompts at the beginning of the session (on average, 3.5 per 10 min), but the probability
of both categories of prompts (monitoring and strategy) being triggered decreased after
each new prompt was received and after each self-initiated enactment of an SRL process
by the learner. Accordingly, participants who had been prompted frequently at first and
who had been self-initiating SRL processes regularly could potentially end up receiving
no further prompts by the end of the session.

Frequency and Quality-Based Adaptive (FQP). The FQP condition applies the same
prompt deceasing rules as the FP condition with the addition of two further rules that
(if triggered) will increase the probability of monitoring or learning strategy prompts of
being triggered. If (1) the learner does not comply with a PA’s (non-mandatory) prompt

Table 1. Condition of successes associated to the different type of SRL prompts.

Type Type of PA’s prompt Condition of success
Monitoring Judgment of Learning (JOL) Accurate evaluation of what has been learnt

Feeling of Knowing (FOK) Accurate evaluation of what is already known
Content Evaluation (CE) Accurate evaluation of the relevance of the

content relative to the active sub-goal
Management of Progress Toward Goal
(MPTG)

Learner validates their sub-goal in the next
45 s

Strategy Summarization (SUMM) If learner delays, must be performed later on
Coordination of Information Sources
(COIS)

Image is opened in the next 45 s

Draw image already opened Digital notepad in the next 45 s
Draw image not opened yet Learner accepts to open the image
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to deploy a certain learning strategy (i.e., to re-read a page), or (2) a learner’s metacog‐
nitive judgment was inaccurate (e.g., selected a page as relevant to his/her active learning
when it was not; cf. Table 1 for the list of conditions of success) then the probability of
both categories of prompts being triggered will increase. 

2.2 The Testbed System, Experimental Procedure and Data Used

System Overview. MetaTutor is an intelligent, hypermedia learning environment in
which four embedded PAs help the student to learn more efficiently by prompting them
to engage in SRL processes (cf. Fig. 1). They navigate through the 38 pages (with text
and images) on human circulatory system using a table of contents (noted B in Fig. 1).
Progress toward the overall learning goal and the sub-goals chosen at the beginning of
the session is always visible at the top of the system interface (C in Fig. 1). A timer
displays the time remaining in the learning session (A in Fig. 1). One of the four PAs is
always visible in the top right-hand corner of the interface (D in Fig. 1), corresponding
to the last one who interacted with the student (using text and voice as output, but text-
only as input for students’ answers to the prompts). The PAs’ appearances and voices
are the same in each experimental condition, and each PA is comparable in terms of
visual and audio quality. Each PA has a specific role: Pam the Planner helps the student
to plan their learning sub-goals, Mary the Monitor helps in monitoring the learning, Sam
the Strategizer assists with the deployment of learning strategies and Gavin the Guide
introduces the system and its questionnaires. PAs’ prompts are triggered depending on
parameters such as the time spent on a page or the relevance of the page to students’

Fig. 1. Annotated screenshot of the system interface.
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current sub-goal. Additional parameters allow to adjust the triggering to obtain an overall
higher/lower frequency of prompts (conditions FP and FQP) and to consider compliance
and accuracy of previous SRL processes (condition FQP). Below the PA, a palette of
buttons allows students to self-initiate SRL processes, leading to a sequence of steps
very similar to when the prompt comes from a PA: an invitation to perform the process
followed by a feedback on its validity (e.g. agreeing the page is relevant to the current
learning sub-goal).

Experimental Procedure. Participants used the system individually on a desktop
computer in two sessions separated by one hour to three days. During session 1 (30 to
40 min. long), they filled and signed a consent form and completed several computer-
based self-report questionnaires, a demographics survey and a 25-item pre-test on the
circulatory system. During session 2 (90 min. long), participants used MetaTutor to learn
about the circulatory system. Participants had 60 min to interact with the content during
which they could initiate SRL processes or do so after a PA’s prompt. MetaTutor was
paused when participants were watching a video, taking a survey, and during an optional
5 min break half-way through the session. At the end of the session, participants were
given a post-test and filled a questionnaire, the Agent Response Inventory (ARI) [17],
which included statements on the emotions each agent made them feel (e.g. “SAM made
me feel frustrated”) that they had to rate on a 5-point Likert scale (from “strongly disa‐
gree” to “strongly agree”).

Data Coding and Scoring. Because only prompts from Mary and Sam varied between
conditions, we focused on emotions toward these two agents. 19 emotions were assessed,
but we focused on the negatively-valenced ones (the most deleterious on learning, as
mentioned before). When two emotions were very close from each other (e.g. anger/
frustration, fear/anxiety, disgust/contempt) we also chose to remove one of the two, on
the basis that non-expert students could fail to grasp the real but subtle nuance that exists.
In each case, we kept the emotion in the pair that seemed to be the more learning-oriented
(e.g. frustration over anger, anxiety over fear) or social (contempt over disgust) one. We
ended up with a set of 7 emotions: frustration, anxiety, shame, hopelessness, boredom,
contempt, and confusion.

To evaluate the frequency of prompts received by each participant in each condition,
we extracted from log-file data the average number of prompts they received from each
PA over a period of 10 min. Finally, to determine prior knowledge level, we used the
adjusted ratio (between 0 and 1) of correct answers in the pre-test1. We conducted a
median-split on participants’ adjusted pretest score, such that participants whose scores
fell below the median were labeled as low prior knowledge (LPK) and those who scored
above were labeled as high prior knowledge (HPK). 2 participants whose score was
equal to the median value (0.727) were excluded. Scores in the LPK group (nbeen
prompted frequently 57) varied from 0.125 to 0.722 (M = 0.523 and SD = 0.149) and
scores in the HPK group (n = 57) varied from 0.733 to 1 (M = 0.891, SD = 0.072).

1 We selected only items among the 25 questions that were relative to the subgoals each partic‐
ipant set at the beginning of their learning session (as participants did not have time to explore
all the learning material relative to each of the 7 subgoals available).
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3 Results

3.1 Effect of Agents’ Prompts Frequency on Agent-Directed Emotions

Pearson product-moment correlations were run to determine the relationship between
number of prompts per period of 10 min from Mary/Sam and the score of each emotion
toward Mary/Sam. There were significant positive correlations between (a) number of
prompts and frustration toward Mary (r = .238, p = .010), (b) frustration toward Sam
(r = .338, p = .000), and (c) boredom toward Mary (r = 0.190, p = .041). Other emotions
were not statistically significantly correlated.

3.2 Effect of Adaptive Prompting on Agent-Directed Emotions

Mann-Whitney tests were run to examine differences between learners in conditions NP
and FP&FQP in terms of emotions toward Mary/Sam. The results indicated that frustra‐
tion was higher toward Mary (U = 1155.5, p = .001) in condition FP&FQP (M = 2.83)
than in NP (M = 2.10). Regarding Sam, results indicated that frustration was higher
(U = 1274, p = .010) in condition FP&FQP (M = 2.66) than in NP (M = 3.31), and that
shame was marginally lower (U = 1886.5, p = .091) in FP&FQP (M = 1.47) than in NP
(M = 1.81). No statistically significant results were found for the other emotions (cf.
Table 2).

Table 2. Average self-reported emotions towards Sam and Mary in both conditions

Condition NP FP&FQP
Agent Sam Mary Sam Mary
Emotion M SD M SD M SD M SD
Frustration 2.66** 1.57 2.10*** 1.19 3.31** 1.43 2.85*** 1.42
Anxiety 2.26 1.40 2.21 1.28 2.17 1.32 2.16 1.32
Shame 1.81* 1.21 1.62 0.93 1.47* 0.90 1.67 1.14
Hopelessness 1.69 1.12 1.55 0.89 1.51 1.02 1.57 1.07
Boredom 2.38 1.22 2.12 1.16 2.53 1.45 2.28 1.34
Contempt 2.31 1.47 1.90 1.13 1.98 1.35 1.91 1.36
Confusion 2.02 1.42 1.60 0.93 1.90 1.31 1.79 1.24

* p < 0.10; ** p < 0.05; *** p < 0.01

3.3 Effect of Prior Knowledge on Agent-Directed Emotions

First, we examined the existence of an interaction between prior knowledge (groups
LPK and HPK) and conditions. We ran multiple two-way ANOVAs to examine the
effect of prior knowledge and condition on emotions toward Mary and Sam. No statis‐
tically significant interaction between prior knowledge and condition was revealed,
leading us to consider prior knowledge individually.

Then as in Sect. 3.2, we ran two sets of Mann-Whitney tests to examine differences
between HPK and LPK learners in (1) condition NP (cf. Table 3), and condition (2; merged)
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FP&FQP (cf. Table 4). In condition NP, no statistically significant results were found
between LPK and HPK learners for the 7 emotions tested. In condition FP&FQP, however,
the tests revealed that hopelessness was higher toward Sam (U = 499, p = .009) for LPK
(M = 1.92) than for HPK learners (M = 1.22). It was also the case with higher confusion
(U = 501, p = .016) for LPK (M = 2.38) than for HPK (M = 1.56). Conversely, HPK
learners reported marginally more contempt (U = 298.5, p = .064) and frustration (U = 289,
p = .051) towards Sam. Similar patterns were found for Mary who elicited more confusion
(U = 494, p = .021) for LPK (M = 2.08) than for HPK (M = 1.59), and marginally more
hopelessness for LPK (U = 448, p = .097).

Table 3. Average self-reported emotions towards Sam and Mary in condition NP

Condition Low prior knowledge High prior knowledge
Agent Sam Mary Sam Mary
Emotion M SD M SD M SD M SD
Frustration 2.49 1.54 2.06 1.25 2.88 1.58 2.16 1.08
Anxiety 2.27 1.44 2.09 1.31 2.24 1.34 2.36 1.23
Shame 1.79 1.20 1.58 0.89 1.84 1.22 1.68 0.97
Hopelessness 1.73 1.14 1.63 0.98 1.64 1.09 1.44 0.75
Boredom 2.24 1.35 2.27 1.36 2.56 0.98 1.92 0.80
Contempt 2.36 1.47 1.94 1.13 2.24 1.45 1.84 1.12
Confusion 1.91 1.42 1.61 0.95 2.16 1.41 1.60 0.89

Table 4. Average self-reported emotions towards Sam and Mary in condition FP&FQP

Condition Low prior knowledge High prior knowledge
Agent Sam Mary Sam Mary
Emotion M SD M SD M SD M SD
Frustration 3.00* 1.47 2.83 1.31 3.63* 1.34 2.84 1.52
Anxiety 2.08 1.36 2.00 1.19 2.19 1.29 2.22 1.41
Shame 1.63 0.95 1.67 1.07 1.38 0.86 1.69 1.21
Hopelessness 1.92*** 1.19 1.71* 1.02 1.22*** 0.78 1.41* 1.09
Boredom 2.38 1.32 2.25 1.20 2.63 1.56 2.28 1.46
Contempt 1.71* 1.10 2.00 1.29 2.22* 1.49 1.88 1.43
Confusion 2.38** 1.41 2.08** 1.12 1.56** 1.14 1.59** 1.32

* p < 0.10; ** p < 0.05; *** p < 0.01

4 Discussion

The first two results confirm our initial hypothesis: both agents elicited more negative
emotions when more prompts were received, even if their frequency had decreased by
the end of the learning session (for most participants, it was below the frequency of
prompts received in condition NP). We can assume that the frustration associated with
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both agents was mostly related to the increased disruptions in the learning task, which
was probably stronger initially (in conditions FP&FQP) and hadn’t decayed by the end.
This could be an issue because frustration can be a useful emotion when temporary and
directed toward the learning material, but not necessarily if directed toward a tutor.
Regarding other negative emotions, the fact that they are different between Mary (whose
additional prompting also was accompanied by increased boredom) and Sam (whose
additional prompting led to lower level of shame) indicates that the differences in
emotions stems from the agents’ roles (cf. Sect. 2.2). Overall, Mary’s feedback is more
immediately helpful to the student, even when it is negative (e.g. “this page is actually
not relevant”, “you don’t seem to know this content as well as you thought”). Repeti‐
tiveness of such feedback simply reveals the limits of what the PA can provide. On the
contrary, Sam’s feedback can be perceived as more judgmental (“your summary was a
little long/short”) without necessarily being immediately helpful. Repetitiveness leads
to an inhibition of the initial shame learners can have when failing to deploy the
suggested strategies—although reduced shame would be positive for learning, the
conjunction with increased frustration makes us assume that learners were probably just
becoming more dismissive of Sam’s feedback.

The third result goes against our initial hypothesis: not only did high prior knowledge
participants not feel more frustration toward the agents, but when there was a difference
with low prior knowledge students, they reported feeling less negatively-valenced
emotions. The fact that no differences existed in condition NP also means that the
differences between LPK and HPK students appeared because of the more intense
prompting initially (but was not directly related to the total amount of prompts, as shown
by the first analysis). We already know that HPK learners deploy their SRL strategies
differently from LPK ones [6], and that HPK learners tend to naturally use more the
system prompts to regulate their learning [18]. Therefore, the additional confusion for
LPK learners can either mean (a) that they did not perceive the point of agents’ prompts
(or of SRL altogether), and that the increased intensity only made them wonder more
about their interest, or (b) that the confusion was only felt initially, which can be a
desirable initial state for learning, and that later on in the session, they were starting to
perceive the value of agents’ prompts. The fact that the system usefulness was not
perceived lower in conditions FP&FQP tends to indicate that at least some LPK learners
were in that situation [4]. This is an encouraging result, as it shows that despite the limits
of the PAs’ range of prompts and the repetitiveness of some of their feedback, some low
prior knowledge students (who are the ones who can benefit the most from self-regu‐
lating their learning) managed to perceive more the value of the self-regulation fostered
by the system.

5 Conclusion, Limits and Future Works

Overall, this study shows that adaptive prompting with a more intense initial strategy is
a double-edged sword: on the one hand, it emphasizes the limits of the ITS and its
embedded PAs, whose smallest flaws become magnified and prone to increased frus‐
tration. On the other hand, although high prior knowledge participants quickly seem to
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understand the benefits of PAs’ help (even if it is of low intensity), having more frequent
prompts seems to help low prior knowledge participants more, after what we can assume
to be a temporary initial confusion. This help is limited, however, by the usefulness of
the prompts, which we have previously seen, may not be specific enough to lead to a
significantly measurable increase in the learning outcome (when comparing pre to post-
test results) [4].

One of the limits of this study is that we only measured participants’ feelings toward
each agent for the overall session at its end (and at one point in time). We therefore
cannot, for example, rule out that LPK students finished their learning session more
confused than in the non-adaptive prompting condition. Using constant emotion moni‐
toring, for instance, through automatic facial analysis, could help with this issue [19].
It would also decrease the reliance on self-report, as students can sometimes be poor
reporters of their own emotional state. It is worth noting, however, that even if we have
previously found good agreement between automatic facial expression analysis and self-
report; facial expression recognition software has typically focused on basic emotions
[15], to the exclusion of some achievement-related emotions such as boredom and
confusion. Another limit is the fact that we considered conditions FP and FQP together
in all analyses on account of sample size. Evaluating these two adaptive conditions
separately represents an important future direction Finally, we lack long-term evalua‐
tions of whether participants have indeed internalized more the benefit of using exter‐
nally-prompted, and sometimes collaborative [20], self-regulated learning strategies,
which is the goal of a system such as MetaTutor. Using information from students’
emotional responses toward MetaTutor and its PAs to provide real-time, user-adaptive
[21] SRL prompts also represents an important future direction for this work.
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Abstract. Cognitive, affective, metacognitive, and motivational (CAMM)
processes are critical components of self-regulated learning (SRL) essential for
learning and problem solving. Currently, ITSs are designed to foster cognitive,
affective, and metacognitive (CAM) strategies and processes, presenting major
gaps in the research since motivation is a key component of SRL and influences
the remaining CAM processes. In our study, students interacted with MetaTutor,
a hypermedia-based ITS, to investigate how 190 undergraduate students’ propor‐
tional learning gain (PLG) related to sub-goals set, cognitive strategy use and
metacognitive processes differed based on self-reported achievement goal orien‐
tation. Results indicated differences between approach, avoidance, and students
who adopted both approach and avoidance goal orientations, but no differences
between mastery, performance and students who adopted both mastery and
performance goal orientations on PLG for content related to sub-goal 1.
Conversely, no differences were found between goal orientation groups on PLG
for sub-goal 2, revealing possible changes in goal orientation following sub-goal
1. Analyses indicated no differences between goal orientation groups on meta‐
cognitive processes and cognitive strategy use. Thus, we suggest turning away
from self-report data, where future studies aim to incorporate multi-channel data
over durations of tasks as students interact with ITSs to measure motivation and
its tendency to fluctuate in real-time. Implications for using multiple data channels
to measure motivation could contribute to adaptive ITS design based on all
CAMM processes.

Keywords: Achievement goal orientation · Motivation
Intelligent tutoring systems

1 Introduction

Intelligent tutoring systems (ITSs) have been designed to train students to effectively
deploy self-regulated learning (SRL) strategies and processes such as monitoring and
regulation that contribute to improved academic performance [1]. SRL is defined as
planning and strategizing self-initiated actions of monitoring and adaptation of thoughts
and behaviors to meet contextual demands and goals [2]. Four critical processes are
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involved in SRL: cognitive, affective, metacognitive, and motivational (CAMM) [1].
Currently, ITS design only incorporates CAM (i.e., cognitive, affective, metacognitive)
processes [3], presenting a major challenge in ITS development since motivation is a
key aspect of SRL and influences the other CAM processes, and where without it,
learning would be nonexistent [4].

Studies have found differences between motivated and unmotivated learners, specif‐
ically focusing on academic performance [4] and achievement goal orientation, a
construct of motivation that explains goal-directed behaviors and offers insight into
motivational states. There are two dimensions of goal orientation, with each dimension
containing two components: mastery and performance and approach and avoidance. The
mastery and performance dimension focuses on competence, where mastery-based
students view competence as a product of effort and performance-based students
perceive competence as outperforming peers. The approach and avoidance dimension
focuses on valence, where approach-based students view competence with a positive
attitude (e.g., opportunity to succeed) and avoidance-based students perceive compe‐
tence in a negative light (e.g., possibility of failure) [5]. Research has heavily studied
the mastery and performance dimension and revealed differences between mastery- and
performance-based students on learning and affecting SRL strategy use [5, 6] where
mastery-oriented students deploy more strategies relative to performance-oriented
students. In contrast, research indicated mixed results when considering approach and
avoidance and self-regulated strategy use [7].

Gaps in literature exist where researchers are relying on self-report questionnaires
to measure achievement goal orientation in ITSs at one-time point. Researchers admin‐
ister self-report measures once before students interact with an ITS as opposed to
multiple times over a learning session as students interact with an ITS to see if goal
orientation changes. In addition, the Achievement Goal Questionnaire-Revised (AGQ-
R) classifies individuals into one component of each dimension (e.g., mastery-approach)
and our data suggest not all individuals are that easily classified: some students scored
the same on each component of both dimensions for goal orientation. To counter this
issue, we created a new classification of achievement goal orientation that describes
students who adopt both components of each dimension. For instance, students who
scored the same on mastery and performance were assigned to a combination group for
mastery and performance and students who scored the same on approach and avoidance
were assigned to a combination group for approach and avoidance.

Thus, the current study aims to investigate whether goal orientation classifications
based on AGQ-R scores used in MetaTutor, an ITS that allows students to set multiple
sub-goals and provides tools for SRL strategy use, are consistent with literature where
differences in goal orientation are indicative of differences in learning and SRL strategy
use. More specifically, we aim to assess if there are differences in proportional learning
gain (PLG), based on different sub-goals set, and cognitive and metacognitive processes
between goal orientation groups. Based on previous literature, we hypothesize there will
be differences in PLG based on different sub-goals, cognitive strategy use, and meta‐
cognitive processes between these groups [4, 6].
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2 Methods

2.1 Participants and Measures

190 undergraduate students (52% female) recruited at three large North American
universities completed a 2-day study with MetaTutor, an ITS aimed at teaching students
about the circulatory system. Age ranged from 18 to 41 (M = 20.43, SD = 2.94) and
students were compensated $10/hr for their time. Altogether, the study lasted approxi‐
mately three hours.

The AGQ-R, a 12-item, self-report measure designed by Elliot and Murayama [5],
was used to assess achievement goal orientation and classify students based on their
AGQ-R scores. A 4-option multiple choice, 30-item test was administered before and
after students interacted with MetaTutor to assess knowledge of the circulatory system.
The pre- and post-tests were counterbalanced and randomized across all students.
Students also completed self-report questionnaires on emotions and personality at the
beginning and end of the session.

2.2 MetaTutor: An Intelligent Tutoring System that Fosters Self-Regulation
While Learning About Science

MetaTutor provided students with 47 pages of content to learn about the human circu‐
latory system [3]. Four pedagogical agents (PAs; Pam the Planner, Gavin the Guide,
Mary the Monitor, Sam the Strategizer) were designed to intervene for timely scaffolding
and foster effective SRL strategies by mirroring human tutor interactions. Students were
presented with an overall learning goal: gain as much knowledge about the human
circulatory system as possible within a 90-min timeframe. They were given the oppor‐
tunity to set two sub-goals during the sub-goal setting phase with help from Pam the
Planner. Students could reprioritize, add, or complete sub-goals deemed appropriate to
achieve the overall learning goal at any time during the session. Each of the PAs were
responsible for a specific SRL strategy and process: Mary the Monitor prompted students
to monitor progress toward sub-goals (e.g., heart components); Pam the Planner helped
students set sub-goals related to the overall learning goal; Sam the Strategizer intervened
to prompt SRL strategy use such as taking notes; and Gavin the Guide introduced
learners to the system and administered several self-report questionnaires on emotions
during the session.

The MetaTutor interface displayed the overall learning goal and set sub-goals at the
top of the screen (see Fig. 1). When students employed SRL strategies and processes,
they indicated doing so on the SRL palette at the middle-right side of the screen. All
system-initiated actions (e.g., Sam the Strategizer prompting students to summarize)
were strategically designed to intervene when certain conditions were met (e.g., Sam
the Strategizer prompted students to summarize after reading based on a time threshold;
Mary the Monitor prompted students to assess the relevancy of a content page if they
were reading text that was irrelevant to their sub-goal).
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Fig. 1. Screenshot of the MetaTutor interface.

At the beginning of the session, students were assigned to one of two conditions:
prompt and feedback or the control condition. In the control condition, students did not
receive any feedback or interventions from PAs to foster scaffolding and initiate SRL
strategies and processes, while students assigned to the prompt and feedback condition
were consistently prompted by PAs to employ SRL strategies and processes as described
in the above section, and were given feedback on their use of these processes. Given the
PA interventions and prompts in the experimental group could have contributed to a
prolonged session duration relative to the control condition, our analyses controlled for
time spent in the session to eliminate bias. Since the conditions were not considered in
the research questions or analyses, limited details are provided to maintain concision.

2.3 Experimental Procedure

During the first day of the study, students were randomly assigned to one of the two
conditions. Following their consent (i.e., consent form), students were instrumented and
instructed to sit in front of a computer to calibrate their eye tracking and establish a
baseline for the electrodermal activity (EDA) bracelet and facial recognition software.
Students were then presented with demographic questions and several self-report ques‐
tionnaires to gauge their emotions, personality, and motivational drive. Next, a 30-item,
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multiple choice pre-test to assess prior knowledge of the circulatory system was admin‐
istered. This part of the study typically lasted 30 to 60 min.

On the second day of the study, students’ eye tracking was calibrated and their base‐
lines were established for the facial recognition software and EDA bracelet prior to
beginning the session with MetaTutor. When students first interacted with the ITS, they
were introduced to the system by Gavin the Guide who displayed tutorials for naviga‐
tional purposes and introduced the other PAs. Afterwards, they were presented with the
overall learning goal and began the sub-goal setting phase, where Pam the Planner
prompted students to set two sub-goals and provided feedback on their pre-test perform‐
ance relative to all sub-goals, giving students a chance to change sub-goals they already
set based on where they needed more improvement. Next, students were able to select
pages from the table of contents and begin working toward their first sub-goal.
Throughout the 90-min session, students could indicate when they were going to employ
a self-regulatory strategy or process by using the SRL palette. Once they completed the
learning session, students were directed to a 30-item, multiple choice post-test to assess
knowledge gained about the circulatory system after interacting with MetaTutor and
completed self-report questionnaires to measure emotions and reactions toward the PAs.
Students were then paid, debriefed and thanked for their time.

2.4 Data Coding and Scoring

A formula developed by Witherspoon et al. [8] was calculated to measure proportional
learning gain (PLG), a representation of improvement at post-test with consideration of
pre-test performance. Separate PLG scores were calculated for sub-goals 1 and 2 based
on questions answered correctly on the pre- (M = 17.25, SD = 4.41, range = 7–28) and
post-tests (M = 20.61, SD = 4.24, range = 5–29) that were related to the corresponding
sub-goal. Separate PLG scores were calculated because some questions were not related
to all sub-goals. For instance, question 1 may have been related to sub-goal one (e.g.,
heart components) since it dealt with the aortic valve, but may not have been relevant
to sub-goal two (e.g., blood vessels); therefore, questions unrelated to a particular sub-
goal were not included in the PLG calculation for said sub-goal.

Cognitive strategy use was based on the total number of user-initiated actions for
summaries (SUMM), inferences (INF), note taking, (TN), and prior knowledge activa‐
tion (PKA) for each student. Metacognitive process use was calculated based on the
number of times students used the SRL palette to indicate they made judgments of how
much they were understanding the content (JOL), feelings of knowing the material they
were interacting with (FOK), and evaluating the content they were reading to gauge
relevancy to the sub-goal they were working to complete (CE). In addition, students
monitored their progress toward achieving sub-goals (MPTG) by clicking on the
‘complete sub-goal’ button beside the sub-goal progress bar. All system-initiated actions
(i.e., PA intervention) were not considered in the analyses to examine authentic SRL
strategy deployment. These data were extracted via log files.

The independent variables were based on the AGQ-R, which operationalizes moti‐
vation as a 2 × 2 framework and describes four goal orientation constructs: mastery,
performance, approach and avoidance. Students receive a total of four scores for all
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combinations of each dimension (e.g., mastery-approach, performance-avoidance, etc.)
where each score ranged from 1–30. Previous research revealed inconsistent results on
learning when considering only the approach and avoidance dimension of goal orien‐
tation [7]; therefore, to explore how meaningful each component is, we summed each
construct into four scores: mastery, performance, approach, and avoidance and created
two independent variables: one for mastery (n = 73), performance (n = 50), and a
combination of mastery and performance (n = 67) and the other variable included
approach (n = 95), avoidance (n = 22), and a combination of approach and avoidance
(n = 73) goal orientations. Students were assigned to a group in each dimension (e.g.,
mastery or performance); however, if students had a score on either dimension less than
2 points different from the other dimension, they were assigned to the combination group
for that dimension. For example, if a student received a score of 14 on mastery and a 16
on performance, they were assigned to the performance group. If a student received a
score of 14 on mastery and a 15 on performance, they were assigned to the combination
group for the mastery and performance dimension, and same with the approach and
avoidance dimension, to assess whether students can be orientated in more than one
dimension and how appropriate the combination categorization is.

3 Results

3.1 Research Question 1: Are There Significant Differences Between Goal
Orientation Groups on Sub-goal 1 PLG and Sub-goal 2 PLG, While
Controlling for Session Duration?

A MANCOVA was calculated to examine the role of two independent variables for
dimensions of goal orientation on sub-goal 1 PLG and sub-goal 2 PLG, while controlling
for session duration. Pillai’s trace (V) was used due to the unequal sample sizes between
the groups. Repeated measure analyses were not used because students set different sub-
goals throughout the session, given the autonomy of selecting from a list of seven sub-
goals (e.g., one student may set two different sub-goals compared to another student).
Our analyses included the first two sub-goals rather than all of the sub-goals set since it
is a requirement of the ITS for students to set two sub-goals prior to interacting with
MetaTutor and not all students may set the same number of sub-goals after the sub-goal
setting phase. The results revealed a significant main effect for approach, avoidance, and
approach and avoidance combination groups, while controlling for session duration,
F(4, 360) = 4.60, p = .001, Pillai’s V = .10, η2

p = .05, but not for mastery, performance,
and mastery and performance combination groups, F(4, 360) = .93, p = .45, Pillai’s V
= .02, η2

p = .01. In addition, there was no significant interaction effect, F(8, 360) = .57,
p = .80, Pillai’s V = .03, η2

p = .01.
Between-subject analyses revealed significant differences between approach, avoid‐

ance and combination groups based on PLG for the first sub-goal set, F(2, 180) = 8.82,
p = .00, η2

p = .09, but indicated no significant differences between approach, avoidance,
and combination groups based on PLG for the second sub-goal, F(2, 180) = .03, p = .
973, η2

p = .01. More specifically, students in the combination group achieved the highest
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average PLG based on the first sub-goal (refer to Table 1 for the means and standard
deviations between the different groups) compared to the remaining groups.

Table 1. Means, adjusted means, standard deviations, and standard errors between approach,
avoidance, and combination groups on sub-goal 1 PLG and sub-goal 2 PLG.

Group Performance
SG 1 PLG SG 2 PLG
M (SD) Madj (SE) M (SD) Madj (SE)

Approach 27.32 (50.79) 27.08 (5.98) 24.76 (63.27) 24.45 (6.24)
Avoidance −29.80 (98.16) −29.31 (12.43) 26.21(37.54) 26.846 (12.95)
Combination 29.25 (50.91) 29.42 (6.82) 20.68 (62.57) 20.90 (7.11)

Note. PLG = proportional learning gain; SG = sub-goal.

3.2 Research Question 2: Are There Significant Differences Between Goal
Orientation Groups on Cognitive Strategy Use, While Controlling
for Session Duration?

A MANCOVA was calculated with two independent variables: mastery, performance,
combination and approach, avoidance, combination groups of goal orientation on user-
initiated cognitive strategy use, while controlling for session duration. The analysis
indicated no statistically significant differences between mastery, performance, and
combination group on user-initiated cognitive strategy use, while controlling for session
duration, F(8, 356) = 1.31, p = .238, Pillai’s V = .06, η2

p = .03 or approach, avoidance,
and combination group on user-initiated cognitive strategy use, while controlling for
session duration, F(8, 356) = .90 p = .518, Pillai’s V = .04, η2

p = .02. See Table 2 for
adjusted means and standard errors.

Table 2. Means, adjusted means, standard deviations, and standard errors between goal
orientation groups on cognitive strategy use.

Group Cognitive strategy
SUMM INF TN PKA
Madj (SE) Madj (SE) Madj (SE) Madj (SE)

Approach 1.45 (.29) .35 (.06) 11.78 (1.47) .21 (.06)
Avoidance .98 (.61) .19 (.13) 10.02 (3.05) .27 (.13)
CombinationAA 1.57 (.33) .31 (.07) 10.59 (1.67) .26 (.07)
Mastery 1.26 (.33) .30 (.07) 13.74 (1.65) .22 (.07)
Performance 1.45 (.40) .44 (.08) 12.33 (1.98) .30 (.09)
CombinationMP 1.63 (.35) .24 (.07) 7.36 (1.72) .21 (.08)

Note. CombinationAA = combination of approach and avoidance dimensions of goal orientation; CombinationMP =
combination of mastery and performance dimensions of goal orientation; SUMM = summarizing; INF = inferences; TN =
note-taking; PKA = prior knowledge activation.
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3.3 Research Question 3: Are There Significant Differences Between Goal
Orientation Groups on Metacognitive Strategy Use, While Controlling for
Session Duration?

A MANCOVA was used to assess the influence of mastery, performance, combination
and approach, avoidance, combination groups of goal orientation on user-initiated meta‐
cognitive processes, while controlling for session duration. There were no significant
differences between mastery, performance, and combination group, F(8, 356) = 1.31, p
= .238, Pillai’s V = .06, η2

p = .03 and approach, avoidance, and combination groups,
F(8, 356) = .90, p = .518, Pillai’s V = .04, η2

p = .02 on user-initiated metacognitive
processes, while controlling for session duration. See Table 3 for adjusted means and
standard errors.

Table 3. Means, adjusted means, standard deviations, and standard errors between goal
orientation groups on metacognitive strategy use.

Group Metacognitive processes
MPTG CE FOK JOL
Madj (SE) Madj (SE) Madj (SE) Madj (SE)

Approach 3.62 (.28) 1.02 (.29) 1.87 (.35) 3.61 (.71)
Avoidance 3.96 (.58) .57 (.61) .69 (.72) 3.17 (1.47)
CombinationAA 3.91 (.32) .54 (.34) .73 (.40) 3.42 (.81)
Mastery 3.56 (.32) .63 (.34) 1.11 (.40) 2.58 (.81)
Performance 3.88 (.38) .47 (.40) 1.40 (.49) 4.44 (.97)
CombinationMP 3.93 (.33) 1.19 (.35) 1.42 (.42) 3.75 (.84)

Note. CombinationAA = combination of approach and avoidance dimensions of goal orientation; CombinationMP =
combination of mastery and performance dimensions of goal orientation; MPTG = monitoring progress toward goals; CE =
content evaluation; JOL = judgment of learning; FOK = feeling of knowing.

4 Discussion and Implications for Designing ITSs

Overall, results revealed differences in proportional learning gain (PLG) based on the
first sub-goal set during the sub-goal setting phase between approach, avoidance, and
approach and avoidance combination groups, but not for mastery, performance and
mastery and performance combination groups. Specifically, we found students who
adopted a combination of both approach and avoidance components of goal orientation
had the highest PLG based on questions answered correctly on the pre- and post-tests
related to sub-goal 1. In contrast, there were no differences in PLG related to sub-goal
2 among the goal orientation groups. The results do not support our hypotheses where
we suspected differences between goal orientation groups on sub-goal PLG. One
possible explanation could be due to changes in goal orientation following sub-goal 1,
where students who adopted a particular goal orientation at sub-goal 1 and changed to
another goal orientation as they continued to work towards sub-goal 2. Future studies
should administer the AGQ-R periodically throughout a learning session (e.g., before
students start a new sub-goal) to assess potential changes in goal orientation.
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Follow up analyses support changes in goal orientation as well: there were no differ‐
ences among goal orientation groups on cognitive strategy use and metacognitive
processes, which is not consistent with literature [e.g., 4, 6]. Any differences in cognitive
and metacognitive processes and strategy use between the groups may not have been
recorded if students had switched to another goal orientation, since the AGQ-R is only
administered once and recognizes them as belonging to their original classification
throughout the learning session, resulting in a lack of differences between groups. From
a methodological perspective, researchers and ITS developers should focus on the quan‐
titative (e.g., frequency of use across time) and quality (e.g., shift from low-level cogni‐
tive strategies such as taking notes to high-level strategies like making inferences) of
cognitive and metacognitive strategy use during learning with ITSs as evidence of
changes in motivational processes.

The results lead us to believe additional analyses of trace data (e.g., comparing
specific sub-goal durations over the learning session, extracting SRL strategy use during
specific sub-goals and measuring the quality of cognitive and metacognitive SRL strat‐
egies and processes used between goal orientation groups) and re-defining motivation
as a dynamic variable that fluctuates over time and across contexts [9] should be
considered in future studies and the design of ITSs. In addition, our findings could have
implications for the design of adaptive ITSs that focus on the individualized CAMM
needs of the student. Using multiple data channels over durations of various tasks to
measure motivational processes (e.g., task value, self-efficacy) could reveal patterns in
data for why and when students need virtual agent intervention to foster effective SRL
strategy use and promote learning based on their individual, motivational needs. For
example, trace data from log files on cognitive strategy use can reveal where students
are failing to effectively use strategies, and therefore, PAs could focus on developing
students’ self-efficacy by modeling strategy use, providing supportive feedback, and
encouraging strategy use during a task. Researchers should also consider du Boulay and
del Soldato’s [10] who suggest focusing on the role of values in motivation to reveal
specific reasons for why students are unmotivated or motivated during a task. The
implications of developing ITSs to measure motivation based on multiple data channels
could enhance learning outcomes and extend models of computerized tutoring. Thus,
exploring motivation and which data channels are most indicative of motivational states
could lead ITS design in the direction of adaptive interventions and feedback based on
what personally motivates students to learn.
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Abstract. In this paper, we present a solution for computer assisted emotional
analysis of game session. The proposed approach combines eye movements and
facial expressions to annotate the perceived game objects with the expressed
dominate emotions. Moreover, our system EMOGRAPH (Emotional Graph)
gives easy access to information about user experience and predicts player’s
emotions. The prediction mainly uses both subjective measures through ques‐
tionnaire and objective measures through brain wave activity (electroencepha‐
lography - EEG) combined with eye tracking data. EMOGRAPH’s method was
experimented on 21 participants playing horror game “Outlast”. Our results show
the effectiveness of our method in the identification of the emotions and their
triggers. We also present our emotion prediction approach using game scene’s
design goal (defined by OCC variables from the model of emotions’ cognitive
evaluation of Ortony, Clore and Collins [1]) to annotate the player’s situation in
a scene and machine learning algorithms. The prediction results are promising
and would widen possibilities in game design.

Keywords: Affective computing · Video games · Player model · EEG
Cognitive evaluation (OCC)

1 Introduction

Nowadays, thanks to technological advances, video games continue to grow and become
based on more sophisticated rules and more realistic elements to captivate and engage
players during interactions. To advance this field, video game research should focus
more on user experience by becoming more aware of the player’s emotions. From a
human-centred computing perspective, the end-user’s emotional reaction within
learning/gaming environments is a critical challenge to design for, with empirical
evidence already showing that not all the used practices are necessarily effective from
a learning/gaming perspective [2]. It is important to analyze the emotional dynamics in
video games because it enhances the player’s feeling of presence and immerses him in
an intense emotions experience more than other media [3–5].

With scientific and technological progress, detecting emotional reaction is now more
accessible via tools based on ocular devices (webcam, infrared camera, Kinect, eye
tracker …) or physiological sensors (EDA, HR, EMG, EEG, Respiration rate …). With
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these tools, it is possible to capture physiological data and recognize player’s emotions.
In the literature, emotions generation can be described by three components: cognition,
physiological processes and interactions between them [6]. Nevertheless, the most
applied theories are of cognitive evaluation as reported by Scherer [7] and Lazarus [8].
These theories focus on the cognitive perception of situations or events generating
emotional responses. Several researchers suggest that emotional reactions are regulated
by two basic motivational systems: Avoidance system and Approach system [9]. More‐
over, many studies [10, 11] associate the Frontal alpha asymmetry (FAA) EEG measure
with Approach and Avoidance tendencies and individual differences in personality and
also other studies [12, 13] underscore the role of prefrontal cortex in emotion process.

In this paper, we aim to answer the following research questions: (1) what is the
connection between the game elements (or scenes) perceived by the participant and his
emotional state? And (2) can we predict the generated dominant emotion from a scene
based on the characteristics of the player, his Approach/Avoidance behavior and the
design objective of the scene (the emotions targeted by the designer).

To answer these questions, we propose an evaluation system using eye tracking data
and facial expressions to make the association between game elements and the dominant
emotion. This paper describes our resulting system that matches between the scenes
during a game session, and the players’ emotion. We designed experiments with 21
participants who played a commercial horror game: Outlast. During the game session,
the participant was equipped with webcam based facial expressions detection tool,
recording his emotions and an eye-tracker recording his gaze on the screen. To address
the prediction issue, we used a theoretical model of cognitive evaluation of emotions
Ortony, Clore and Collins (OCC) [1] for the annotation of the player’ situation in the
scene enriched with the player characteristic (socio-demographic information, and
personality trait) as an input to the Machine Learning algorithm to predict the player’s
dominant emotion when interacting with a game scene.

2 Background on Video Games and Emotion Analysis

The reactions of a person playing are different from one game to another and the design
of video games is able to influence the affective state of the player [14–17].

2.1 Game Elements and Generated Emotions

It’s more advantageous to make video game design more centered on players’ emotions.
In fact, the players’ actions and feelings are not the same even if we put them in the
same game situation. Player’s emotions need to be analyzed when interacting with game
elements (aesthetics, visual and audio elements) during a game session. Therefore, it is
interesting in our research to understand: “what are the precise elements in the interface
that the gamer is watching and interacting with”. For that reason, we have opted to use
eye-tracking techniques in this study.
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2.2 Measuring Emotions

Used techniques can be categorized on subjective and objective measures.

– Subjective measures consist of self-evaluation of the person’s emotions; the users
report their own emotions. Different types of subjective measures can be used open-
ended, multiple-choice, and Likert-scales items in surveys. As a famous example,
we can cite the Self-Assessment Manikin [18].

– Objective measures consist of capturing and analyzing the signals coming from the
player’s body and face. Different tools can be used such as cerebral activity EEG [19],
skin conductance [20] or facial expressions recognition [21].

2.3 Learning with Intense Emotions Evoking Games

Learning is a process that always involves emotional component because it is mostly
treated in the limbic system (especially Hippocampus, Thalamus, Hypothalamus and
Amygdala) [22, 23]. In pedagogy, teachers are encouraged to instill an environment that
promotes positive emotions to activate the hippocampus (for information processing
and transfer to the prefrontal cortex) rather than to create an environment of fear and
stress - thus activating the amygdala (Defensive survival circuit) [22, 24]. In games (e.g.
MMORPG, adventure and horror games), in situations like facing hard enemies, the use
of violent messages to push the player to the limit may lead to the success of the team.
Teacher sometimes requires laying down strict guidelines which is pedagogically not
advised if used directly in the classroom. So game agents playing the role of teacher can
use some directive language (maybe sarcastic) to push students reach challenging levels
in a game where they have fictive pseudonyms (to make things not personal). This
method may lead the students to adopt the group’s objective and do more practice to
meet that objective (guided by the teacher) because in such environment players accept
to be exposed in such situations and may enjoy it [25, 26]. This field is less explored in
educational research and needs more attention.

3 Experimental Settings

3.1 Participants

This study involves 21 participants (12 males; 9 female), aged between 18 and 35 years
from a North American university. We have discarded 2 participants due to technical
problem while collecting data. We categorized the players according to the number of
hours of play per week (5 extreme players, 6 intermediates and 8 novices).

3.2 The Game - Outlast

In this study, participants were asked to play the first level of a horror commercial game
named Outlast (developed by Red Barrels Games). Outlast allows players to embody
Miles Upshur, an investigative reporter sent to find the truth about the company Murkoff
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Corporation. As a reporter, the player must find a way to enter the asylum before starting
his investigation. The only means of the player’s survival are: “flee or hide” armed only
with his camera. The player is placed in strange game situations that influence his
emotional reactions. The participants were required to play the first stage of the game.

3.3 Experiment and Equipment

The experimental scheme is presented in Fig. 1 showing the positions of the sensors
placed on the body (right) and those integrated in the experimental computer (left). In
this study, we use facial expression recognition module combined with electroencepha‐
logram (EEG) and the eye-tracking systems.

Fig. 1. Experimental design

3.4 Measures

Different studies have used several methods, subjective or objective, in order to evaluate
the emotion in game scenes.

Subjective measures. To gather as much information as possible to complete our
study, forms were submitted to the participants before and after the game. Two forms
were filled before session: the first questionnaire for collecting socio-demographic data
(age, gender and ethnicity), school level and hours of play per week and the second was
the “Big Five” questionnaire [27] for the assessment of the participant’s personality
traits. In the post-test, we used the immersion and flow questionnaire. The questionnaire
was adapted from the GameFlow questionnaire [16]. In addition, participants were asked
to answer a final questionnaire about their emotions felt during stages of the game.

Objective measures. We collected multimodal data from the player’s body and face
to analyze his affective and mental state. In this study, we are using among these meas‐
ures: EEG data to compute the Frontal Alpha Asymmetry (FAA), facial expressions to
extract dominant emotion and eye-tracking data to detect the scenes visualization time
and duration.

Frontal Alpha Asymmetry. Neuroscientists have found that higher alpha power (8–
12 Hz) of the left compared to the right frontal brain is related to positive feelings [28].
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Facial expression analysis. The iMotions FACET software generates numerical values
for each basic emotion. These values scaled between [− 5, 5] are the log likelihood of
the presence of an emotion. For example, a joy value of 4 means a big smile and any
human expert would see that. A joy value of 0 means that the observed expression is
equally categorized by human experts as “being” and “not being” joyful.

Eye-tracking analysis. We used the software iMotions to replay and annotate chrono‐
logically the participants’ game session by defining Areas of Interest (AOI) in order to
get gaze statistics by AOI. Participants may take different durations for each scene during
their course in the game. Using hit time and the time spent metrics, we identified the
time and duration that the player spent for each scene.

4 Method

Multimodal analysis was performed using several sources of information to determine
players’ emotional reactions. This require the use of statistical analyzes and AI techni‐
ques to construct the player’s dominant emotion model.

4.1 Dominant Emotion Extraction

Even if the player has a fixed path in the game, the participants don’t look at all the
AOIs. The participant’s dominant emotion is identified using the following steps:

– Every time window of 500 ms [29], calculate the median of each emotion and assign
1 to the emotion if its median exceeds a relative threshold otherwise 0.

– For each AOI, sum the binary scores reported for each emotion.
– Select the emotion with the highest score: Multiple emotions can occur in the same

time window, we attribute the score “1” to the emotion whose median is the highest.
In the case of having equal emotional counts for an AOI, we choose as dominant
emotion from the player emotion self-report.

At the end, EMOGRAPH stores, in a MySQL database, information about the
participant, visualized AOIs, and the corresponding dominant emotion. This database
is used by the player’s experience visualization and the emotion prediction modules.

4.2 The FAA Computation

The frontal asymmetry index was computed from raw frontal EEG data using electrodes
F3/F7 and F4/F8. We calculated FAA using the formula below:

FAA = log(
Alpha PowerRight − Alpha PowerLeft

Alpha PowerRight + Alpha PowerLeft

)
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Higher scores on this asymmetry index indicate greater relative left hemisphere
activation which means that the player’s behavior in the scene is APPROACH otherwise
it is AVOIDANCE.

4.3 OCC Game Scene Representation

To predict the player dominant emotion for new game scenes, we need first to charac‐
terize the game scenes according to the designer perception and goals using variables
from OCC model [1].

Cognitive variables characterize a person’s interpretation of a situation. In fact, the
emotional response depends on the situation interpretation as desirable or undesirable,
expected or unexpected, etc. The OCC model has its own descriptive variables divided
into 3 categories: global, central and local variables. Global variables are included in all
situations, whereas the central and local variables are specific to a certain situation char‐
acterizing their informational content. This model identifies the involved variables and
allows the description of a game scene by precise variables summarized in table above
(see Table 1). The scene OCC representation is applicable to all kind of games intended
to learning or entertainment.

Table 1. Global, central and local variables and their associated values
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4.4 The Dominant Emotion Prediction

In this section we describe our approach to training and evaluating classifiers for the
task of detecting the player dominant emotion given formal description of a scene,
Approach/Avoidance player behavior and his demographical data.
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Training set construction. In order to train a scene’s dominant emotion predictive
model, we used a training set containing scene descriptions, participant’s socio-
demographic information, personality traits, Approach/Avoidance behavior in scene and
also the participant’s dominant emotion. In our study, we targeted two objectives for
predicting the dominant emotion of:

1. An existing player having as input description variables of a new scene defined by
the designer.

2. A new player (defined by his socio-demographic information, player category,
personality trait and Approach/Avoidance behavior) in front of an existing scene.

For each of the approaches, the models use 27-dimensions vector: 16 variables from
the OCC model, 4 socio-demographic variables (gender, age, ethnicity, and player cate‐
gory), 5 personality trait variables, 1 variable for Approach/Avoidance and the dominant
emotion. The approaches have been developed with Python language and scikit-learn
library.

Individual approach. The prediction is based on the emotional reactions of individuals
during interaction with game scene. The trained model is individual, meaning that it is
specific to the participant or the scene depending on the objective of the model. We have
trained and validated our models using the leave-one-out cross-validation (LOOCV)
method because of the size of the individual dataset.

General approach. The prediction is based on a unique dataset (contains 335 examples)
gathering all the emotional responses of participants in all scenes. We have trained and
validated our model using the k-fold cross-validation method. We found the optimal
number of blocks with a grid search.

5 Results

5.1 Game Analysis Results

Here above, the Fig. 2 shows the dominant emotions of participant (P21) obtained from
the EMOGRAPH system. On this example it is a woman, beginner in video games. We
see also the moment of appearance of the peak. For example, the orange colored line
shows that the dominant emotion determined for the stage “Speaking corpse” is the
surprise and the relative time of occurrence of the peak is at 00:13:19:8400 from the
beginning of the game session’ video. A screenshot of participant P21 at the “speaking
corpse” step, illustrated by Fig. 3, is representing the orange line in Fig. 2. On this
capture, we note the expression of surprise on the face of the participant when seeing
the hanged corpse marked by his gaze. At the bottom, on the right, the time of the video
zoomed and circled in red is equivalent to that recorded by EMOGRAPH (Fig. 3).
EMOGRAPH offers the visualization of the dominant emotion frame extracted from the
game session video using the peak time. These game screen-captures help game designer
to better analyze the player experience.
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Fig. 2. Dominant emotions for participant P21

Fig. 3. Game screenshot of participant P21

EMOGRAPH: System interface.
We present the interfaces and the operating mode of the application’s modules.
Figure 4 shows the emotional analysis module offering to the game designer the possi‐
bility of knowing the player’s dominant emotions and gives additional information about
the scene. The interface proposes a search by participants or by AOI. The visualization

Fig. 4. Emotional analysis module
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module that displays the emotional graph is presented in Fig. 5. Additionally, by clicking
on a node in the visualized emotional graph, it shows a fragment of 30 s extracted from
the game-session video at the time of the dominant emotion.

Fig. 5. Emotional transition graph module

The emotional transition graph emphasizes the dominant emotions related to game
scenes. The emotions values are presented graphically after being transformed into
probabilities (between 0 and 1), which facilitates their interpretation and presentation.
This transformation is made according to the following formula:PP =

1
1 + 10e−LLR

 with

LLR being the numerical value (evidence) of the considered emotion. Figure 5 shows
the emotion graph for participant P21 displayed by our system. The scenes in the game
sequence are on the abscissa axis while the probabilities are on the ordinate axis. Each
point gives the dominant emotion of the scene.

5.2 Prediction Results

Individual approach. For the distance-weighted k-NN algorithm, the validation
method LOOCV allows each participant to choose the optimal number of neighbors (k)
by testing the performance over several values of k varying from 2 to 7. For the random
forests algorithm, we found the optimal number of examples by leaf using the same
method.

Objective 1: Existing Person vs New Scene. The performance of our model is evaluated
individually; the accuracy varies from one participant to another. Accuracy scores range
from 42% to 90%. The average accuracy on all participants is 85% with the distance-
weighted k-NN algorithm. Accuracy ranges from a minimum of 75% to a maximum of
95%. The average accuracy is 90%, in terms of the random forest algorithm.

Objective 2: Existing Scene vs New Person. For this purpose, precision varies from
scene to scene with scores ranging from 27% to 59% accuracy. The average accuracy
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on all scenes is 30% with the distance-weighted k-NN algorithm. The accuracy ranges
from 40% to a maximum of 80%. The average accuracy is 64%, with the random forest
algorithm.

General approach. In this approach, we have varied the number of blocks for valida‐
tion between 2 and 10 for the distance-weighted k-NN and between 5 and 10 for random
forests classifier to optimize the parameters (or Hyper-parameters) of the algorithms.
For the distance-weighted k-NN algorithm, the number of blocks that gave the highest
accuracy rate is K * = 2 with the optimal neighbor number (k) of k * = 4. The accuracy
rate is 84%, also we have varied k between 2 and 7. For the random forest algorithm,
we found an optimal number of blocks of K * = 5, an optimal number of trees equivalent
to 40, the maximum number of dimensions equivalent to the square root of the total
number of blocks. Dimensions, maximum tree depth, the nodes are extended until all
the leaves are pure or until all the leaves contain less than 2 samples. We get an accuracy
that reaches 96%.

Table 2 summarizes the results obtained by our algorithms in the approaches. From
these results, the random forest classifier algorithm has been integrated into our general
approach prediction module. The EMOGRAPH’s prediction module interface (Fig. 6)
proposes to the designers the prediction of the player’s emotion, with the reliability
indicator which is the f-score recorded during training/validation.

Table 2. Summary of results from Machine Learning

Individual approach General approach
Validation method LOOCV K fold

Objective 1 Objective 2 General
Distance weighted k-nearest
neighbords

85% 30% 83% with K * = 2 and k * = 4

Random forest classifier 90% 64% 96% with K * = 5

Fig. 6. Emotional prediction module

Game Scenes Evaluation and Player’s Dominant Emotion Prediction 63



The EEG data are not necessary in order to use the system. Without EEG data the
system will present two outputs one for the Approach case and the second for the
Avoidance case. The model can be used for both educational or entertainment games,
we only need scenes descriptions with the OCC variables of the planned game in the
conceptualization phase, rather than a complete game. We intend that both, designers
and teachers, can gain value from this system as a step towards affective recommender
system that respond to design and learning objectives.

6 Conclusion

In this study, we examined the interactions between video games and player’s emotions
using game scene’s design goals, player characteristics, EEG and eye-tracking data. We
presented our method in categorizing the player’s behavior as “Approach” or “Avoid‐
ance” using the Frontal Alpha Asymmetry (FAA) during time window calculated from
eye tracking data. We have also built a machine learning model for predicting player’s
dominant emotion using game scene’s design goal (defined by OCC variables),
Approach/Avoidance behavior and the player’s personality traits (using the Big Five
questionnaire). Based on this experience, we proposed a system for emotional analysis
of game session. The proposed tool allows the identification of the dominant emotion
expressed by a gamer with the precise time in the scene. The integration of eye-tracking
in the analysis process provides another level of accuracy for the game design. The
application developed includes many features for game designers. EMOGRAPH not
only produces affective analysis for game session and visualizes the player’s emotional
transitions, but also, the application performs emotions prediction of new person toward
an analyzed game scene and for registered player toward a new game scene as well.
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Abstract. The rote learning problem has plagued the education systems of
developing world since long. To name a few, improperly designed assessments,
teachers’ authority, rewarding verbatim answers, sheer class sizes, and indi-
vidual learner differences are amongst the most notable mediators. The authors
report on the design and development of an adaptive educational hypermedia,
which disrupts the rote learning loop by hitting a few of the aforementioned
reasons. The reported system provides a personalized learning experience to
each learner, adapting on the basis of cognitive and learning styles. Further, the
assessments are designed in a way that they loop each failed learning via
variated paths, hence eliminating chances of rote learning. Moreover, the failed
perturbations are traced back to the problematic domain segment for further
knowledge acquisition. In-situ evaluations of the system with end-users (real
students of Bachelor of Science in Computer Science) reveal a difference
between control and experimental groups. The effect size is however moderate.

Keywords: Rote learning � Adaptive educational hypermedia
AEH � Contextualization � Adaptor-innovator model � Cognitive styles
Learning styles � ESL

1 Introduction

The problem of rote learning has since long plagued educational communities around
the globe. The learning approaches adopted by students, in general, have direct rela-
tionship with understanding of the concepts and subsequent performance [1], and the
rote learning style, in particular, degrades the quality of learned knowledge [2].
Nonetheless, rote learning—bare memorization—in itself is not a problem. It is an
efficient learning technique needed in some learning contexts which need memorization
[3], for example remembering alphabet of a language. However, it becomes a problem
when a student adopts it as her primary learning strategy, applied to most—if not all—
of her learning contexts [3]. The said student is mostly compelled to choose rote
learning because it reduces cognitive load otherwise endured in understanding complex
concepts, a situation commonly aroused in science subjects. However, in the long term,
the knowledge learned through rote learning has less retention span when compared to
other learning methods, like that of meaningful learning [4].
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The recent research in educational psychology suggests that more abstract concepts
are more negatively affected by rote learning approach [5]. Similarly, disciplines
relating to problem solving are heavily affected by this learning technique [3]. The
problem—though persistent throughout science spectrum—exhibits itself especially in
mathematics and computer science, being the fields of higher abstraction applied to
problem solving [6]. Further, this very mechanism of learning can even contribute to
development of non-interest in science subjects [7].

Contrary to the popular belief, rote learning is not abundant in only developing
countries [5]. Even after 30 years of education reforms in developed world, rote learning
problem still prevails in many countries, for example in USA and Sweden [3]. The
recent research tells that the students still choose rote learning when working with
complex concepts [6]. However, the dynamics are different from the developing world
where the pupils are trained to become rote learners from the very early age [8]. The
researchers note that the educational system in developing countries, from teaching to
assessment supports rote learning [9]. The students are rewarded for the reproduction
and imitation of the given concepts verbatim [10]. Especially in Pakistan—where this
research is carried out—it is frequently reported that learners are trained to reproduce
what has been articulated to them [10]. They seldom use their own intuition in
problem-solving of any kind, merely applying imitations of solutions earlier learned [8].

In this work, the authors report on the design, development, and testing of an
Adaptive Educational Hypermedia (AEH) system to disrupt the rote learning loop of
verbatim repetition and reproduction of concepts. The system is envisioned and
developed for CS majors in Pakistan and is situated in their very own context. The
paper also report in-situ evaluations of first prototype of the proposed system in real
environment with end-user learner. The rest of the report is structured as following. The
next section reviews the related work, followed by a discussion on the proposed
innovation’s architecture. Section 4 details the research methodology used to experi-
ment with the prototype of AEH. The results of the analysis are presented in Sect. 5,
with discussion in Sect. 6. Finally, the authors conclude the paper in Sect. 7.

2 Related Work

Liu and Hmelo-Silver [11] report on the design and development of educational
hypermedia to promote meaningful learning of complex systems in science students.
They argued that conventional learning methodologies for complex systems did
nothing more than piling up the information in learners’ head. To resolve the issue, two
different hypermedia versions were tested with 7th graders and pre-service teachers.
The authors found that both type of hypermedia support avoidance of rote learning.

Jacobson and Archodidou developed Knowledge Mediator Framework (KMF)
[12]. With a proof-of-concept applied to high school students in learning neo-
Darwinian evolutionary biology, they tested the efficacy. Their results showed a sig-
nificant improvement in students’ progress, as well as in learning patterns. They noted
that the students started developing expert-like models in their solutions.
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Though not in a strict hypermedia sense, Zydney and Grincewicz experimented
with a multimedia learning environment with videos to enhance students’ meaningful
learning abilities [13]. Their study found that the amount of time students spent with
the system was a predictor of their performance.

Rum and Ismail [14] used metacognitive tools to assist students in learning pro-
gramming in meaningful ways. They devised six different strategies, however all
metacognitive. The tools were implemented with the help of an educational hyper-
media. They enrolled 30 participants in experimental group and 36 in control
group. The experimental group exhibited performance improvement over the control
group.

3 The Proposed Innovation

The proposed AEH is composed of 5 modules, namely student model, assessment
engine, adaptation controller, content store, and the interface. The students commu-
nicate with the interface, which presents learning/assessment activities to the learner,
formatted and selected by the adaptation controller. The adaptation controller works
with the information stored in the student model to appropriately select and format the
content which is stored in the content store. The selection of learning activities is based
on three criteria items relating to a student, namely cognitive style, learning style, and
background knowledge. Moreover, the adaptation controller selects/formats assessment
activities based on the input provided by the assessment engine. The schematic of the
system is depicted by Fig. 1.

Nonetheless, situating every factor in the context of the learner is important for an
effective learner model, but some attributes weigh more than others. An important
aspect to consider in the case of developing nations is the difference of cognitive style

Fig. 1. Schematic of the proposed innovation
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of learners as compared to the ones from developed nations. The authors thus chose
Kirton’s innovator-adaptor model [15] which is more closely related to rote/meaningful
learning than other cognitive models. The authors’ stance also finds support in an
experiment conducted at the University of Central Punjab (UCP), Pakistan. However
the result of that experiment is the topic of another paper [16].

The learning styles model—not to be confused with cognitive styles catering
rote/meaningful learning—used in the system is based on VARK (Visual, Auditory,
Read-Write, Kinesthetic) model by Fleming and mills [17]. The VARK model is
repeatedly reported to be found in learners from developing nations [18]. The authors,
however, could not implement kinesthetic style due to software limitations.

Finally, the knowledge profile stores information about the current progress of the
learner, upon which a new activity—learning or assessment—is selected for presen-
tation. For further details of the system, the interested reader is referred to [16].

3.1 Disrupting the Rote Learning Loop

The system deploys a novel mechanism to disrupt the rote learning loop. The schematic
of the proposed design is given in Fig. 2. Upon starting a learning session, the system
—based on learner’s model—selects and presents a particular lesson—say C—to
learner. A learning lesson typically comprises 9 learning activities—3 visual, 3 audi-
tory, and 3 reading, denoted Cv, Ca, Cr, respectively—all focused on the learning
theme of that particular lesson. The arrangement of the presentation is decided
according to learner’s attributes. One learner may get visual first, then auditory, and
then read, while another may receive auditory-visual-read, or any other combination.

After completing the lesson C, the learner takes assessment “Test C”. The tests are
designed in a way that they track down the perturbations back to the segment of

Fig. 2. The learning loop disrupting the rote memorization
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knowledge where the misconception is stemming from. For example, consider a
question on loops in C++. The question may have 4 answers, amongst which one is
correct. The rest three are distractors, designed in a way that they point into the
direction where the learner’s knowledge is erroneous. For example, answer b tells that
learner has a problem with understanding conditional statements and relational oper-
ator, and option c may reveal that the learner is not good with pre/post increment
concept. Designing the assessment in such fashion allows tracking the source of
perturbations.

If a learner is successful in assessment, she moves to next segment of knowledge
taking the shortest possible path within knowledge domain. However, if the assessment
is incorrect, or partially correct, she may take one of several possible paths. A major
error in learning of lesson C takes her to sub-activity c1, a lesser problem to c2, and a
still lesser problem to c3—increasing subscripts denote reducing magnitude of error. If
the learner is taken to c1—a sub-activity of C presented in a different way to avoid rote
learning—she has to take sub-activity assessment “Test c1” as well. Completing c1
successfully moves her back to main C. However, if she is not able to successfully
complete c1, she is taken one level further down to c2. A successful completion of
“Test c2”, takes to the main assessment, and failure takes one step further down to c3.
If the learner is not able to complete the simplest level c3, she is then taken back to do
the entire learning of lesson C again.

3.2 Assessment Model

An important aspect in learning is assessment. If learners are expected—or trained—to
produce verbatim (principles, rules, formulas, definitions) answers in assessments, they
incline towards bare memorization of facts, i.e. rote learning [19]. To incline them
towards more meaningful learning experiences, the assessments shall be designed and
implemented with different expectations—no verbatim answers expected.

The test to be conducted on the students was divided into two parts: standardized
and adaptive. The standardized test had same questions and rubric for all the partici-
pants [19] and the scoring was done as (1), where Qcs represents the quiz from lesson c
with standardized questions, ri represents the response to the ith item in the respective
quiz. The response is calculated as (2).

Qcs ¼
Xn

i¼0
ri ð1Þ

r ¼ 1; correct answer
0; incorrect answer

�
ð2Þ

Therefore, this part of the assessment followed “criterion-referenced score inter-
pretations” scheme [20], which only considers if the students’ answer is correct or not.
As an outcome of this approach, a student may simply be declared as ‘fail’ or ‘pass’ for
the respective test if the cumulative score is � 50%.

The second part of the assessment consisted of an adaptive approach to rate the
learner amongst peers. The question bank consisted of calibrated (criterion: difficulty
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level) items which had been meticulously designed by pedagogues. The starting point
of this test was based on the score obtained in the standardized test. The score of
standardized test was stratified into 50–69%, 70–85% and >85%. This allowed the
appropriate entry point for the candidate into the adaptive quiz. The scoring of the
adaptive part was based on the formula in (3):

Qca ¼
Xn

i¼0
ri � 1

ai
� 1
wi

� 1
ti

ð3Þ

The penalty terms in (3) are a (number of times the student changed answer options
before submitting), w (number of times the student attempted the same question), and
t (the time taken by the student to answer, 1 in case of predefined time limit (90 s) and
2 in case of more time), defined respectively in (4), (5), and (6).

a ¼ 1; first click
k; kth change of option

�
ð4Þ

w ¼ 1; first attempt
k; kth attempt of the item

�
ð5Þ

t ¼
1; within 90 seconds
1 þ 1

p � k
� �

; kth 30 second interval

(
ð6Þ

The value of p can be empirically estimated. We used p = 10 for the experiments.
For the adaptive part of the quiz, a student can get the right answer in the first click and
attempt, in which case the ri will be the score of the respective ith quiz item. For all
other cases, the score Qca will depend upon the contribution from the penalty terms
and, thus, can never be 100%.

4 Research Methodology

The efficacy of first prototype was tested with CS1 students at the UCP. All participants
were enrolled into same 5 courses, including CS1, Basic Electronics, English 1, Social
Studies, and Logical Thinking. The students were not given the choice to select sub-
jects themselves—UCP freshmen are offered a pre-designed track in 1st semester.

The complete enrollment of 4 semesters (S15, F15, S16, and F16) was inducted
into the experiment. In S15, the students were taught with conventional methods. The
educational process was watched closely and the results were recorded. Meantime, the
content developers created English language content, and the system developers pre-
pared the first prototype. As soon as F15, the system was ready to go under first
efficacy testing. The content/system refinement continued in parallel with QA and error
correction, resulting in an updated prototype for S16, and a further improved form in
F16. The results of all these semesters were subjected to statistical analysis.
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The course chosen for the analysis was English 1, since the second language
learning is an area which is especially affected with rote learning mechanism.
Nonetheless, building vocabulary may be argued to base on a bare-memorization
technique, but comprehending information from a passage needs some creative
thinking.

4.1 Participants

A total of 1161 students participated in the experiment, of which 82 withdrawn from
the course of their studies in English 1, or dropped from the program altogether. Of the
rest 1079, 108 belonged to the control group. The remaining 971, were subjected to
different level of treatment. The students in F15 had the first version of the system,
which was improved for S16, and in a still improved form for F16. Hence, the level of
treatment for the subsequent semesters was increasing. Table 1 enlists the total number
of students in each group. The students under the head grading are those whose data
were included into the analysis. The enrollment of both S15 and S16 was divided into 3
sections, while F15 and F16 had 10 and 11 sections respectively.

Since, all students belonged to the same semester of same program, hence they
were assumed to have similar profile, including prior knowledge, the skills learned, the
courses taken, and the level of studies already achieved. Moreover, they were enrolled
in UCP via the same admission process/criteria, passing the same admission test, and
fulfilling the same entry requirements, hence ensuring a similar knowledge profile
across entire population.

Table 1. Number of students enrolled, with-
drawn, and continued in each semester

S15 F15 S16 F16

Sections 3 10 3 11
Graded 108 352 133 486
Withdrawn 30 6 5 41
Total 138 358 138 527

Table 2. Number of sections in each seme-
ster with respective enrolment

Sections S15 F15 S16 F16

A 42 27 46 47
B 38 29 49 46
C 28 36 38 –

D – 27 – 41
E – 35 – 50
F – 40 – 51
G – 40 – 37
H – 39 – 35
I – 40 – 48
J – 39 – 51
K – – – 46
L – – – 34
Total 108 352 133 486
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The same team taught all 4 semesters. However, the number of teachers engaged
differed for each semester. F15 and F16 being more populous had more teachers
engaged into teaching than spring semester, as detailed in Table 2.

4.2 Procedure

Since, the fall semesters normally gets more intake, F15 and F16 had more sections as
compared to the spring semester. The section assignment was on first come first serve
basis. At any given time, only one section was open. As soon as a student was admitted
to the program, she was assigned to the open section. Once, the opened section had
received enough enrollments, it was closed, and another section in line was open. For
example, the first student was admitted to section A, and all the forthcoming 49 other
students were assigned to that very section. Once, the section A had 50 enrollments, it
was marked close and section B was opened, and so on. Moreover, the teacher
assignment for the sections was not known at the time of student enrollment, hence, no
teacher preference bias was induced.

Contrary to the conventional learning procedure in S15, the subsequent semester
were mostly automated. The lessons were delivered mostly with the help of AEH,
though the teachers taught some portions manually as well. The quizzes and assign-
ments were mostly delivered and assessed and recoded through the AEH interface.

Each instrument had a specific weight in the final grade of the students. For
example, the quizzes comprised 15% of the total weight, and so do the assignments.
The class participation comprised of 5%, and the presentation was weighed 10%. The
mid-term and the final-term was 25% and 30% of the total grade, respectively.

All the instruments were designed in a way that they minimized the chances of
producing verbatim answers, even in S15. However, S15 procedure does not have
perturbation tracking mechanism providing learning iterations over learning modules.
The instruments in each semester were analyzed and improved for further adminis-
tration into upcoming semesters. The major improvement was introducing answers
which were more innovative and creative.

4.3 Tools and Materials

Both manual and automated system included several teaching interventions and
assessment instruments designed on similar pedagogical pattern, though differing with
respect to technology. Nonetheless, the exact number might have differed in a few
cases, but all students of all sections of all semesters received 45 contact hours, either
with AEH or without it. On the assessment side, 14 short quizzes were administered on
average, on weekly basis—one quiz a week—to track the perturbations in students’
current state of knowledge. Similarly, 4 assignments, a class participation activity, a
presentation, a mid-term and a final-term exam were administered, either manually or
via AEH.

In S15, the students used paper based instruments including all quizzes, assign-
ments, and exams. Nonetheless, the presentation and the class participation activities—
and even assignments in some cases—involved the use of multimedia and word pro-
cessing. Contrarily, almost all tools and materials in F15, S16, and F16 were computer
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based. All quizzes were administered electronically through the use of AEH, as well as
assignments which were delivered and collected through the same platform. However,
the exams—mid and final—still remained paper based. One standard outline was
followed throughout four semesters.

5 Statistical Analysis and Results

The dependent variable (the numerical grade of students) produced 4 distributions,
namely S15 [N = 108, M = 66.93, SD = 9.49], F15 [N = 352, M = 69.71, SD =
10.77], S16 [N = 133, M = 73.26, SD = 10.53], and F16 [N = 486, M = 80.96,
SD = 7.40], chronologically representing each semester included into the study. The
sample size in each semester varied—the authors had no control over enrollment. To
the authors’ surprise, no assumptions of parametric analysis was tenable in any dis-
tribution. The Shapiro-Wilk test—used to test the normality of data in samples—did
not accept the null hypothesis of normality for any distribution [S15: (p = .004), F15:
(p < .001), S16: (p = .007), F16: (p < .001)]. The same was confirmed through the
visual inspection of Q-Q plots as depicted by Fig. 3. Adding to non-normality, large
number of outliers appeared in some distributions, as depicted by the boxplot in Fig. 4.
The assumption of homoscedasticity was not tenable as well. The Leven’s test of
homogeneity of variance failed to accept the null hypothesis of equivalent variance in
all 4 distributions [F(3, 1075) = 16.68, p < .001].

(a) Spring 2015 (b) Fall 2015

(c) Spring 2016 (d) Fall 2016

Fig. 3. Q-Q plots of all four distributions
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Since, the assumptions of parametric analysis were not tenable, the authors opted
for Kruskal-Wallis test for Analysis of Variance, reported to be the most favored
nonparametric test [21]. The Kruskal-Wallis H statistic showed that there was a sta-
tistically significant difference between distributions [v2(3) = 352.02, p < .001,
RS15 = 287.56, RF15 = 376.78, RS16 = 483.55, RF16 = 729.76]. Further analysis with
non-parametric Jonckheere-Terpstra test for ordered alternatives showed that there was
a statistically significant trend of increasing median amongst distributions [JJT =
296705.00, z = 18.67, p < .001], remarkably in a chronological order. The same was
confirmed by the visual analysis of the means plot presented by Fig. 5. Both means—
the means of the original distribution and the means of transformations—had an
increasing trend in the chronological order of semesters, i.e. progressing from S15 to
F15, and then from S16 to F16, with F16 having the highest mean and median.

6 Discussion and Implications

The statistical analysis of data generated in 4 semesters revealed interesting facts. First,
the H-statistic indicated differences in grade distributions of 4 semesters. Then, the
means of the raw scores turned out to be rising in chronological order, indicating a
positive change in learning, assessed through quizzes, assignments and exams. The
positive change was however not attributed to the chance alone, since the data was
subjected to chance-corrected statistical methods, like that of Kruskal-Wallis test. The
H-test also indicated a difference in the means of transformations created from the
original grade distributions. Moreover, the ranking test (Jonckheere-Terpstra) indicated
the same chronological ordering, as was observed through visual analysis of means of
raw distributions.

The authors draw the most important implication that the rote learning hinders the
meaningful learning, and hence performance and creativity of the students in respective
area. The argument is backed-up in the literature, as well as finds supports in the
experiment reported here. Albeit being a less-respected learning technique, the students

Fig. 4. Boxplot of grade distributions

Fig. 5. Means plot comparing arithmetic
means of the distributions with ranked means
of transformations
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are somehow compelled to choose rote learning due to its ability to strip the complexity
off the topic. Contrarily, the educators’ community wants pupils to learn things in more
meaningful ways. Nonetheless, achieving this goal is difficult with conventional ped-
agogies. The teachers can deliver lectures in novel ways, engage students in meaningful
activities, design creative assessments, reward for novelty and innovation, but admin-
istering all this with a large number of enrollment seems difficult, if not impossible at all.

One promising solution is the use of AEH systems, which were previously targeted
over the customized learning experience. The authors suggest that the AEH—and the
learning and assessment modules—shall be designed in a way that they enforce stu-
dents to refrain from rote learning. In support of their argument, the authors have
demonstrated how an AEH system can be designed and implemented to disrupt the rote
learning loop.

Nonetheless, controlling all variables in a social science educational setting was not
possible. However, the researchers tried to keep the execution all the same across all
these years. The only difference induced was in form of educational technology used
for learning and assessment. Nonetheless, the students also were changed during each
term, however, the induction process for new students remained the same and the
students—though changing personally—belonged to the same population.

7 Conclusions and Future Work

AEH can help in changing the preferred learning strategy of the student. One possible
course of action is to design AEH with situated learner attributes considering factors
which are compelling student body to learn via rote methods at large. Additional to the
learning and cognitive attributes, the learning management can, as well, push the
students towards rote learning. Learning management inculcating rote learning
involves (1) designing and implementing such learning activities which loop on the
same thing several times, (2) designing and implementing assessments which are
answered with remembered concepts, and (3) rewarding for the verbatim answers. The
design of an AEH shall also consider these factors as well. The authors have built such
an AEH with a proposed novel assessment system, and the experiments show positive
effects on learning.

In the future, the authors want to run further real-time experiments with the system
to gather more data on the efficacy. The authors also plan on running two separate
subjects, one with the AEH, and the other in a conventional manner to compare the
results.
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Abstract. Learning by doing, such as when learners give explanations
to peer learners in collaborative learning, is known to be an effective
strategy for gaining knowledge. This study used two types of facilitation
technology in a simple explanation task to experimentally investigate
those influence on the performance of understanding self’s concept dur-
ing collaborative explanation activity. Dyads were given a topic about
cognitive psychology and were required to use two different theoretical
concepts, each of which was provided separately to one or the other of
them, and explain the topic to each other. Two types of facilitation were
examined: (1) use of a pedagogical conversational agent (PCA) and (2)
visual gaze feedback using eye-track sensing. The PCA was expected
to enable greater support of task-based activity (task-work) and visual
gaze feedback to support learner coordination within the dyads (team-
work). Results show that gaze feedback was effective when there was no
PCA, and the PCA was effective when there was no gaze feedback on
explaining self’s concept. This work provides preliminary implications on
designing collaborative learning technologies using tutoring agents and
sensing technology.

Keywords: Collaborative learning · Knowledge integration
Pedagogical conversational agents · Eye tracking

1 Introduction

Inspired by Vygotsky’s socio-cognitive perspective [27], many socio-
constructivism researchers have analyzed group interactions and investigated the
characteristics of successful and unsuccessful learners in such practices. More-
over, with the emergence of technological innovations such as sensing technol-
ogy and the development of automated systems such as conversational agents,
there have been attempts to design new tutoring systems that enable greater
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support of social learning [12]. In such systems, pedagogical agents can play a
role as a social actor, e.g., a teacher. Sensing technology has been used to detect
users’ mental states and as an awareness tool, to support productive interactions
among students in social learning [4]. The present study focused on collaborative
learning dyads who engage in a concept explanation task and investigated the
relative effectiveness of two technologies for supporting learning performance in
such activities. We conducted a factorial analysis to determine the effects of using
(1) pedagogical agents and (2) gaze-sensing technology for facilitating awareness
of collaborative partners.

1.1 Collaborative Learning and Knowledge Integration

Studies in cognitive science have shown that constructive activities such as self-
explanation are a metacognitive strategy effective over a wide range of task
domains [1,6]. Furthermore, studies in learning science have shown that collab-
orative interaction enables learners to develop conceptual understandings [10],
conceptual changes [22], and higher-level representations [25]. It is also known
that the visualization of a problem from different perspectives can be achieved
via explanation activities [26]. Classroom practices based on these notions, called
“jigsaw learning” [2], are a known technique for facilitating such cognitive pro-
cesses by explanation activities conducted in groups. Scenarios in which one is
required to consider different perspectives may create opportunities to integrate
other knowledge and thus develop a higher, more abstract representation of the
content [22].

Although constructive interactions such as explanation activities in collabo-
rative learning between partners having different knowledge are an ideal strategy
for gaining new knowledge, there are certain aspects related to learners’ cogni-
tion and communication that should be considered when designing collaborative
tutoring systems. As self-explanation studies have shown, unsuccessful learners
fail to develop self-monitoring states [6]. It is important to design tutoring sys-
tems that facilitate such metacognitive activity in learners and enable them to
generate explanations that refine and expand content and problems. Intelligent
tutoring systems (ITSs) have proved effective in facilitating such metacogni-
tion in learner–system interactions [9,19]. Recent studies on ITSs have shown
the effects of teaching via tutoring systems [5], developing conversational agents
that have rich detectors for capturing the learner’s state and that generate facil-
itation prompts [8]. Other studies have investigated the relative effectiveness of
various types of facilitation prompts given by agents in self-regulated learning [3].
The present study will define the activity supported by such tutoring systems is
termed “task-work”.

However, most studies have investigated knowledge development and learn-
ers’ cognitive states through one-to-one interaction with the tutoring system; the
number of studies on learning in multiple parties is relatively small. Additionally,
social science studies focusing on psychological outputs in group-based activi-
ties have pointed out the disadvantages of multi-party learning [15], such as the
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difficulty of developing common ground between learners [7]. Because commu-
nication plays an important role in collaborative problem solving, we consider
communication support to be an important factor in ITS design. We define this
as “team-work”.

1.2 Supporting Task-Work and Team-Work in Collaborative
Learning

Pedagogical Conversational Agent. The emerging technology for developing
pedagogical conversational agents (PCAs) as virtual teachers has become recog-
nized as an effective way to support learners. The use of conversational agents
in collaborative problem solving has been shown to be effective in prompting
achievement of goals [16], providing periodic initiation opportunities [20], col-
laboratively setting subgoals together [11] and showing scripted dialogues to
learners [23]. Several studies have investigated the influence of a PCA’s func-
tional design on knowledge explanation tasks such as providing emotional feed-
back [12], using multiple PCAs upon feedback [13], and using gaze gestures dur-
ing learner–learner interactions [14]. However, these studies found evidence that
learners sometimes ignore or misuse the PCA. Other problems include PCAs’
inability to fully support learner coordination during the activity. It is still not
clearly understood what kinds of technology may facilitate the learning process
when using a PCA.

Visual Gaze and Real-Time Feedback. As mentioned, one of the prob-
lems in collaborative learning on a concept explanation task is the hurdle
of establishing common ground between the learners. Cooperative tasks such
as the speaker’s language expression and the listener’s understanding process
require mutual awareness, prompting the development of awareness tools to sup-
port interaction among students in computer-supported collaborative learning
(CSCL). Recent studies have shown that providing feedback on the visual gaze
of collaborative partners using eye-trackers [17], affording an indication of where
the other learner may be looking in the same computer screen, can facilitate the
achievement of joint attention.

Previous studies in communication [21] suggest that the degree of gaze
recurrence in speaker–listener dyads is correlated with collaborative perfor-
mance such as understanding and establishing common ground, showing that
common knowledge grounding positively influences the coordination of visual
attention. Several studies have investigated the use of visibly showing a part-
ner’s gaze during a distance computer learning task [17]. Dyads collaborated
remotely on a learning task. In one condition, participants were given infor-
mation about the partner’s eye gaze on the screen; in a control group, they
were not. Results showed that real-time mutual gaze perception intervention
helped students achieve a higher quality of collaboration. However, these stud-
ies only investigated effects on the success of group coordination. It is not fully
understood how such technologies can facilitate learning during collaborations
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in which PCAs are guiding the learners. With this in mind, in this study we
took a broader view, focusing on both task-work and team-work simultaneously
to see how the two factors may influence collaborative learning performance.

1.3 Aim of This Study

The aim of this study was to investigate the effect of two technologies on tutoring
systems in peer collaborative learning. It focused on the effects of (1) prompting
metacognitive suggestions using PCAs and (2) enhancing peer learners’ aware-
ness by providing their gaze information. This paper documents the effects on
the learning performance, especially focusing on the learner’s ability to construct
a deeper understanding of self’s knowledge.

2 Method

Eighty Japanese students, all freshman-year psychology majors, participated in
the experiment in exchange for course credit. They are called “learners” and par-
ticipated in dyads. When participants arrived at the experiment room, the exper-
imenter thanked them for their participation. The experimenter gave instructions
for the task, explaining that they would participate in a scientific explanation
task in which they would use technical concepts to explain human mental pro-
cessing. Before the main task, they were given a free-recall test about the con-
cepts in order to ensure that they did not already know the concepts that would
be used in the task. Next, they performed the main explanation task for 10 min.
Then, they took the post-test, which was another free-recall test. Finally, they
were debriefed.

The dyad’s goal was to explain a topic in cognitive science (e.g., human infor-
mation processing in language perception) by using two technical concepts (e.g.,
“top-down processing,” “bottom-up processing”). As in the “jigsaw” method
studied in learning science and popularly used in classrooms for knowledge build-
ing, we set up a scenario in which the learners did not know each other’s concepts.
The experimenter separately provided each of the learners with one of the two
concepts. Thus, to be able to explain the topic using the two concepts, they
needed to exchange their knowledge via explanations.

The first step was for each learner to explain his/her assigned concept to
his/her partner. The concept was provided to the learner before the task began,
and a brief description of the concept was also shown to him/her throughout
the task. On starting the task, the learners were requested to first read the
description and then explain its meaning to their partner. Learners were free to
ask questions and discuss the assigned concept with their partners. After one
learner finished his/her explanation of his/her assigned concept, they switched
roles, and the other learner explained his/her concept. Each learner was also
instructed that he/she would need to explain his/her partner’s concept so they
would both be able to explain the topic using the two technical concepts.
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2.1 Experimental System

The present study used a redeveloped version of a system designed for previ-
ous studies [12–14], which was developed in Java for a server–client network
platform. For this study’s purposes, the system featured (1) a PCA that pro-
vides metacognitive suggestions to facilitate the explanation activities and (2)
real-time feedback on the partner’s visual gaze (gaze feedback). Each learner sat
before a computer display. They were not able to see each other but were able
to communicate with each other orally, and they were instructed to look at the
display while conversing with each other.

Participants’ Screens and Gaze Feedback. To start, the screens simulta-
neously changed to the displays shown in Fig. 1. The brief explanation of the
assigned concept was presented on the monitor of the corresponding learner,
and the explanation of the other learner’s concept was covered so they could not
simply read and proceed as individuals.

Display of learner A Display of learner B

Brief explanation of concept A Brief explanation of concept B
Partner’s gaze

PCA and 
suggestions

Fig. 1. Example of participants’ screens.

The study used two eye-trackers (Tobii X2-30) for gaze feedback; a program
was developed to show the visual gaze of the partner during the task as a red
square in real time. Since the participants were instructed to begin by reading the
text on their screens, it was expected that while one partner (learner B) explained
his/her concept by looking at the area with the explanation of the concept, the
listener (learner A) would also look at the same area as they proceeded.

PCA. In the center of the screen was an embodied PCA, which included physical
movement upon speech, and a text box underneath for displaying messages. The
experimenter sat to one side in the experiment room and manually signaled
the PCA when to provide the metacognitive suggestions. A signal was issued
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whenever there was a momentary gap during the dyad’s conversation, but no
more than one signal was issued within one minute. A rule-based generator
determined the type of metacognitive suggestion to offer from among five types
based on [12–14].

2.2 Experimental Design

To investigate the effects of the two facilitation methods employed in this study,
we implemented a 2 × 2 experimental design (Table 1), each factor representing
the absence or presence of the corresponding method (PCA or gaze feedback).

Table 1. Experimental conditions and number of participants assigned to each.

Without PCA With PCA

Without gaze feedback 20 20

With gaze feedback 20 20

It was expected that the PCA would be effective for task-work and gaze
feedback for awareness of others, thus relating to team-work.

2.3 Data and Analysis

The results to be reported were the effect of the two factors on the dependent
variable, which was the gain score derived from the pre- and post-test scores.
We coded the data collected by the free-recall pre- and post-tests on explain-
ing the topic of the leaner’s self concept. The coding was performed for the
explanation of the concept assigned to the learner himself/herself. The following
points were given for evaluating the performance on understanding self’s con-
cept. (1) 0 points: incorrect, (2) 1 point: naive explanation, but correct, (3) 2
points: concrete explanation based on materials presented, (4) 3 points: concrete
explanation based on materials presented and using examples and metacogni-
tive interpretations. The gain scores used for factorial analysis were calculated
by subtracting the pre-test scores from the post-test scores.

3 Results

A 2×2 between-subject ANOVA was conducted on the gain score. Figure 2 shows
the average gain score for each condition according to the concept explained.
There was a significant interaction between the two factors (F (1, 76) =
4.3563, p < .05, η2

p = .0542). Further analysis conducted for the simple main
effects shows that the score for the with-gaze-feedback condition was higher
than that for the without-gaze-feedback condition when no PCA was used
(F (1, 76) = 7.5622, p < .01, η2

p = .0905). Additionally, the score for with-PCA
was higher than for without-PCA when learners did not receive visible feedback
about their partners’ gaze (F (1, 76) = 9.4563, p < .01, η2

p = .1107).
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Fig. 2. Results of the free-recall analysis according to the self’s concept explained. The
error bars represent the SDs.

4 Discussion

The results for the explanation of the self’s concept show an interaction between
the two factors. The results reveal that the visible gaze feedback was effective
when no PCA was presented to the learners. This finding is consistent with
those of previous studies [17,24] even though they used other types of tasks
and other dependent variables. Although gaze feedback is effective for gaining
knowledge through explanation activities, no effect was found for gaze feedback
when the PCA was present. The advantage of using the PCA only appeared
when there was no gaze feedback on this dependent variable. These results are
interesting given the fact that there was no synergistic effect between the two,
but there is also no negative influence. Some participants in the with-PCA/with-
gaze-feedback condition may have paid attention only to the PCA or to the
gaze feedback cues because of their limited attention capability and thus paid
less attention to the other system function. Further investigation of how they
attended to the PCA and the partner’s gaze can provide more details about this
point and remains as a future task. Moreover, performance on explanation of the
learner can be reanalyzed by using coding methods which focus on coordination
and knowledge integration. These are the challenges for the future.

One interesting observation is that the post-test scores were relatively low.
The average post-test scores by condition were without-PCA/without-gaze-
feedback, 1.12; without-PCA/with-gaze-feedback, 1.68; with-PCA/without-
gaze-feedback, 1.92; with-PCA/with-gaze feedback, 1.79. The average score, less
than 2, indicates that many learners used naive explanation strategies. This is
particularly interesting in light of the fact that such tendency was rapidly to
occur when they were giving explanations of their own assigned concept. Such
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egocentric bias is also seen in collaborative problem-solving tasks in studies in
the field of cognitive science, and they are considered to arise during communi-
cation [18].

5 Conclusion

In collaborative learning, explaining is known to be an effective strategy for
reflecting and gaining knowledge. Incorporating this concept, this study was an
experimental investigation using a simple explanation task in which two learners
having different knowledge were asked to explain a particular topic in cognitive
science. The purpose was to investigate the kinds of technology that might facil-
itate the learners’ gaining of knowledge about learner’s own concept. The study
focused on two types of technology, each designed to facilitate a different aspect
of learning important in collaborative learning, task-work and team-work. The
first was the use of a PCA that provided metacognitive suggestion prompts;
this was expected to facilitate their task-work of explanation activities. The
second was the use of sensing technology showing the partner’s gaze location;
it was expected that such a visual aid would provide a better opportunity to
coordinate and establish common ground. Used together, these two technologies
were expected to facilitate learning performance, which was measured by the
dependent variable, the level of understanding of self’s concepts. The results on
performance of explanation about self’s concept show that gaze feedback was
effective when there was no PCA, and the PCA was effective when there was no
gaze feedback. Analysis based on interaction process related to coordination and
looking at the performance based on knowledge integration should be challenges
for the future work. This work provides preliminary results and contributes to
the development and design of collaborative learning technologies using tutoring
agents and sensing technology.
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Abstract. Motivation is a key factor for learning and retention. Motivation in
learning, which refers to an individual’s desire to learn, is influenced by a number
of factors (e.g., interest, self-regulation abilities, self-efficacy, personality) and is
further complicated by an individual’s sensitivity to those factors. Thus, identi‐
fying a learner’s general and fine-grained motivation factors is essential to
designing individualized adaptations or interventions for implementation in an
Intelligent Tutoring System (ITS). The present study addressed the development
and validation of the Motivational Assessment Tool to identify correlations
between motivation variables and factors from education and psychology. The
results indicate an overlap between the scales, which implies a higher-order
dimension structure not captured by existing instruments, enabling instructional
designers to use the MAT to evaluate the motivation support provided by an ITS
overall and identify motivation needs for individual learners.

Keywords: Motivation · Learner’s motivational attitude towards learning
Motivation Assessment Tool

1 Introduction

Demands for individualized adaptations are increasing in a range of learning contexts
including intelligent tutoring systems (ITSs). The advantages of ITSs in enhancing
learning are attributed to the individualized support provided for skill acquisition via
feedback directly geared to the student’s response and through tailoring learning to the
student’s existing skills [1]. Recent research has also highlighted the relevance of a
broader range of personal characteristics in supporting adaptation to ITS as a learning
environment, including motivation, emotion, and self-regulation [1].

Motivation is important to consider when designing instruction within an ITS for
two reasons. First, ITS-enabled learning is often delivered with no human instructor
present to monitor motivation and provide encouragement or other reinforcement if
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motivation is failing. Indeed, in some individuals, an ITS may elicit maladaptive moti‐
vation and cognitions due to students misusing the system [2, 3]. Second, features of
ITSs, such as immediate feedback and appropriate levels of difficulty, may provide
greater motivation than conventional instruction for some learners. Overall, differences
exist in learner motivation elicited in the traditional classrooms and in ITS contexts, as
well as individual differences in learner motivation across contexts.

It is thus important for the ITS community to develop methodologies for evaluating
the motivational qualities of ITSs, as well as determining areas of strength and weakness
in individual ITS users. Assessment of the individual’s motivation variables will deter‐
mine their initial orientation to the ITS prior to learning tasks and enable prediction of
how their motivation may change in response to positive and negative experiences with
the tutor during learning. Understanding motivation factors may allow ITSs to be
designed to support motivation in individuals of differing characteristics.

Individual differences in motivation in relation to ITS have been neglected, but some
studies have been conducted focusing on achievement goals [4, 5]. The Generalized
Intelligent Framework for Tutoring (GIFT) is a service-oriented architecture used to
address ITS’s limitations such as adapting instruction style and strategy to learner needs
[6]. The goal for the Motivational Assessment Tool (MAT; 7) is to capture an individ‐
ual’s general motivation type and motivator preferences that could be implemented as
ITS adaptations. Rather than solely relying on a learner’s cognitive ability, the MAT
establishes an additional trait-based relationship with the learner. For example, a learner
that the MAT classifies as learning driven (e.g., possessing higher intrinsic motivation
tendencies) would be provided higher-levels of autonomy (e.g., choices) in how they
execute a task or training. If a learner is categorized as prone to high levels of stress and
low competency, perhaps correlated with neuroticism and less intrinsic motivation
tendencies, they could benefit from a more structured course that focuses on frequent
positive feedback, sensitivity to mistakes, additional attempts, more opportunities to feel
success, and longer periods of guidance. Moreover, an ITS can also adapt to specific
motivators facilitating a higher level of motivation when learning. Learners that have a
loss of effort while learning, but are not emotionally sensitive, perhaps are motivated by
competition, various uses of time pressure, acknowledgements, etc. The goal for this
paper is to discuss psychometric analyses of the MAT and its implications for ITSs. The
second goal is to evaluate learner’s motivational preferences for ITSs and the classroom
to find motivational possibilities and limitations for incorporation in an ITS.

1.1 Motivational Factors in ITS

Motivation is a key factor for human performance and learning retention [8], and orig‐
inates from multiple sources [e.g. 7]. The challenge for assessment is that the individ‐
ual’s learning experience reflects a complex web of interacting motivation variables,
which together support adaptation to the learning environment. One approach to identify
the composition of a learner’s motivation is to utilize a variety of existing motivation
constructs and measures that have been validated in traditional and online settings and
seem relevant to ITS, which are sought to be delivered online (e.g. cloud).
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The Achievement Goal Theory is a main theory of motivation in educational research
[9]. The 3 × 2 model crosses valence (approach or avoidance) with self-goals (past
experiences), task-goals (e.g., current experiences, understanding and answering ques‐
tions correctly), and other-goals (comparison to others) [9]. Traditional and online
learning environments suggest that mastery goals are typically more adaptive than
performance goals. Mastery learners were more likely to take notes and seek information
within a technology-enhanced learning environment that provided tools for autonomous
learning. Two studies of ITS [5, 10] looked at responses to scaffolding provided by the
tutor, i.e., prompts and feedback based on the learner’s behavior. Both found that
performance-approach learners benefited more from scaffolding than mastery-approach
learners. Scaffolding may undermine mastery learners’ sense of challenge, but motivate
performance learners to compete with their peers [5].

Another widely used questionnaire for student motivation is the Motivated Strategies
for Learning Questionnaire [MSLQ; 11]. It assesses four components of motivational
orientations and learning strategies, based on a theoretical account of self-regulation
[11]. It was developed for a classroom environment. The MSLQ is important to an ITS
because it correlates the learner’s motivation with the learner’s final grade [12]. This
comparison allows the ITS to predict the learners that will score higher in a course.

Grit describes a trait of a person’s perseverance and passion for long-term goals [13].
Learners higher in grit are better able to handle challenges as they work towards long-
term goals, leading to higher achievement, engagement and retention [14]. Grit is poten‐
tially an important factor to consider for an online learning or ITS setting. On the one
hand, features of ITSs, such as regulation of difficulty of assignments and adaptive
provision of scaffolding, may reduce or enhance the role of grit. ITSs should remove
obstacles to learning. However, individuals dependent on the social reinforcement of
the classroom may require grit to maintain motivation online.

Much educational research draws a broad distinction between deep and surface
learning [15]. Deep learners are able to understand the material and surface learning
with memorization and rote learning. The deep-surface distinction fuses cognitive and
motivational elements of learning: deep learners are motivated to understand whereas
surface learners are motivated to reproduce material [16]. The Revised Study Process
scale (R-SPQ-F2) is commonly used to measure both tendencies [17]. ITSs could adapt
to motivate learners that have deep vs. surface level learning tendencies. A deep-learner
version might provide links to material that the learner could explore autonomously,
whereas a surface-learner version would test and provide feedback especially on rote
reproduction of material (if pedagogically acceptable).

The instruments reviewed have had substantial educational impacts and may
contribute to investigating the role of motivation in ITS. However, it is unclear whether
they provide comprehensive assessment of relevant factors. Therefore, the MAT [7] is
being developed to assess a comprehensive, individualized learner profile of motivation.
The MAT aims to inform assessment and adaptions of learning, e.g., by comparing the
motivation variables typically elicited by classroom and online settings. It also aims to
specify the factors motivating the individual in a range of environments including ITSs,
as well as traditional classroom and online settings.
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1.2 Motivation Assessment Tool (MAT)

The first iteration of the MAT was based on a compilation of 31 previously published
motivation assessment instruments [7] that were clustered by similarities and reduced
to basic constructs. Additional items were also developed to evaluate the types of rein‐
forcers that will help support an individual’s motivation. The second iteration, used in
this study, added scales important to motivation that did not cluster in the first iteration,
such as autonomy, Table 1. The MAT was delivered through GIFT [6, 18]: see [19].

Table 1. Scales in the MAT

General scales Learning driven, autonomy, goal orientation, loss of effort, worry,
competition, positive outlook, support preference, self-regulation,
workload, challenge, organize and structure, social, effort based on
punishment, frequency/extinction, relatedness, anxiety, freeze, and
fear scale, breaks

Motivator inventory scales Digital, energizer, logical consequences, low value, high value,
self-reward, activities, hobbies, feedback, acknowledgement, level
of interactive media instruction (imi), time during learning, time
after learning, sensors

The first goal for present study was to identify higher-order motivational factors from
the MAT and select existing motivational scales using exploratory factor analysis.
Specification of motivation factors supports the longer-term aim of developing a multi-
stratum structural model for learner motivation that distinguishes broad (general moti‐
vation) and narrow (specific reinforcers) aspects of motivation. The second goal for the
present study was to compare the MAT with existing scales as a predictive tool of pref‐
erence for ITS learning environments. Accomplishing those entailed developing a scale
for preference, followed by multivariate analyses to compare broad motivation factors
with more-narrowly defined constructs as predictors of motivator preference.

2 Method

2.1 Participants

201 participants (89 females, 112 males) were recruited through Amazon Mechanical
Turk, with ages ranging from 22 to 62 years.

2.2 Materials and Procedures

The refined MAT in this study comprised 485-items. The MAT was compared to several
motivational assessments: MSLQ, Short Grit and Ambition Scale, 3 × 2 Goal Orienta‐
tion Questionnaire, and the Revised Study Process Questionnaire. The MSLQ, is one of
the most extensively used questionnaires for motivation, with 31 questions assessing
motivation and 50 questions assessing strategies, [11]. The Short Grit and Ambition
Scale measured grit and ambition, with 17-items [13]. The 18-item 3 × 2 Goal
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Orientation Questionnaire has 6 achievement goals describing a learner’s goal in an
academic setting, [9]. Finally, the Revised Study Process Questionnaire, [17], is a 20-
item questionnaire on learners’ approaches to studying (deep or surface). Using an online
interface for GIFT [18], participants completed a demographics questionnaire, read
instructions for each questionnaire, and answered all survey questions.

3 Results

3.1 Psychometric Properties of Motivational Scales

Cronbach alpha coefficients for the MAT scales were generally acceptable and similar
to those found in the initial study of the instrument [19]. For the 15 MAT scales, the
median alpha was 0.86 (range: .581–.951). Scales with alphas < .70, and thus in need
of further refinement, were Breaks (.581) and Support preference (.680). Alphas for the
additional motivational scales were also acceptable (range: .52–.93), although 3 of the
MSLQ failed to reach the conventional standard of .70.

To assess convergence of the MAT with existing motivation scales, an exploratory
factor analysis was run, including the 15 MAT scales and subscales from the MSLQ (15
subscales), the Grit Scale (2), the Goal Orientation scale (6), and the Revised Study
Process Questionnaire (2). A principal factor method was used for factor extraction.
Based on the scree test and parallel analysis [20], four factors were extracted, explaining
63% of the variance. Factors were rotated using the direct oblimin method, which allows
factors to correlate to improve factor structure. Factor correlations did not exceed .38
(Factor 1 vs. Factor 3).

Table 2 shows major loadings (>.40) from the factor pattern matrix, which corrects
loadings for factor intercorrelation. Variables typically loaded on a single factor only,
with a few exceptions.

The first factor was labeled Self-directed Motivation, as it is defined by high levels
of self-regulation and associated strategies (including deep learning motives), high self-
efficacy, as well as autonomy and positive outlook. Students with these attributes are
likely to succeed in both online and classroom settings, although structured and
constrained assessments may lessen their motivation. The second factor was labeled
Threat Vulnerability as major positive loadings include various scales related to stress
and anxiety, as well as needs for breaks and difficulties with sustaining effort.
Conversely, negative loadings include MSLQ effort regulation and grit. This factor
contrasts the student likely to become demotivated and perform poorly under stress, with
the more resilient learner able to overcome obstacles and negative emotions. Factor 3
was labeled Achievement Goals because it is defined by all of the Goal Orientation
subscales, as well as related MAT scales including Competitiveness. Avoidance motives
for achievement tend to predominate over approach motives. The factor may identify
the learner especially motivated by needs to avoid falling short of performance stand‐
ards; frequent feedback related to performance targets from online instruction might
engage such motives. Factor 4 was a smaller factor labeled Social Resources as it is
defined primarily by two MSLQ scales that refer to needs to work with others.
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Table 2. Summary of factor pattern matrix: highest loadings on motivational scales for each
factor.

Higher order MAT factors MAT scales MSLQ, goal orientation, study
process, grit

1. Self-directed Learning Self-regulation (.790),
autonomy (.777), positive
outlook (.762), learning driven
(.709), organized structure (.
676)

Elaboration (.661),
metacognitive self-regulation
(.651), task value (.604),
rehearsal (.582), intrinsic goal
orientation (.574),
organization (.544), control
belief (.524), self-efficacy for
learning and performance (.
523), time and study
environment (.508)

2. Threat Vulnerability Workload (.877), support
preference (.872), Anxiety/
freeze/fear (.878), worry (.
828), breaks (.758), loss of
effort (.704)

Effort regulation (−.668), test
anxiety (.650), grit (−.601),
time and study environment
(−.557), surface approach (.
530)

3.Achievement Goals Competitiveness (.563), social
link (−.477), goal orientation
(.476)

Other-avoidance (.865), self-
avoidance (.672), task
avoidance(.635), other-
approach (.643), self-approach
(.473), task approach (.466),
extrinsic goal orientation (.
546),

4. Social Resources Peer learning (.787), help
seeking (.677), deep approach
(.532)

3.2 Predictors of Preference for Classroom vs. Online Environments

The scale for attitudes towards classroom vs. online environments comprised 22 features
of motivation that might be more characteristic of one or other environment from a 5-
point Likert scale (Classroom: Strongly agree vs Online: Strongly agree). Table 3 orders
these features by mean score. The scale midpoint is 3, so scores below this value indicate
that the feature applies more to the online environment, whereas high scores link the
feature to classroom instruction. One-sample t-tests, with the Bonferroni correction
applied, were run to test which means differed significantly from 3. This analysis iden‐
tified various distinctive characteristics of the two environments, in line with expecta‐
tion. Online instruction is better at supporting time management. The social interaction
afforded by the classroom appears to enhance both competitive and collaborative moti‐
vations, but also tends to elevate stress and anxiety. The classroom is also perceived as
providing more personalized feedback.
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Table 3. Means and SDs of ratings for features of online and classroom environments, ordered
by means. One-sample t-test statistics compare mean rating to scale midpoint of 3.

Environment feature Mean (SD) t
Opportunity to take breaks as needed 2.24 (1.70) −7.33**
More time to balance learning and personal life 2.40 (1.55) −5.52**
+Less stressful 2.49 (1.46) −4.49**
Less feelings of overload from information 2.76 (1.48) −2.29
Safer for learning complex tasks 2.95 (1.47) −.53
+Supports remembering information 3.16 (1.36) 1.62
+Builds confidence on test and assignments 3.19 (1.36) 1.98
Too challenging for learning 3.19 (1.15) 2.34
+Provides intrinsic interest 3.19 (1.42) 1.94
Better incentives for performance (e.g., points) 3.20 (1.35) 2.09
+Prompts time management and planning 3.30 (1.42) 2.99
+Provides strategies for memorizing (e.g., notes) 3.32 (1.35) 3.35*
+Helps learner get the best test score 3.29 (1.35) 3.02
Supports comfort about participating with peers 3.32 (1.46) 3.11*
+Helps focus when material is boring or difficult 3.41 (1.45) 3.95*
Provides personalized feedback 3.55 (1.31) 5.89**
+Provides motivation to learn with other peers 3.60 (1.35) 6.22**
Satisfies needs for competition 3.63 (1.29) 6.85**
+Encourages application of effort to learning 3.73 (1.37) 3.79*
Effective use of negative feedback 3.78 (1.11) 9.91**
Causes more upset if an answer is wrong 3.90 (1.16) 10.90**
Elevates fear and anxiety 3.98 (1.13) 12.31**

Note. *p < .05. **p < .01

Analysis demonstrated an underlying general factor of preference for one or the other
environment. Items marked with a plus in the left column of the table showed the highest
loadings on a general preference factor. A scale was constructed from these 10 items
(alpha = .913). High scorers tended, for example, to see the classroom environment as
more supportive of effort and focus, more interesting, and relatively less stressful than
the online environment.

A multivariate approach was taken towards identifying predictors of the person’s
preference for classroom vs. online learning. Relationships were assessed between the
four higher-order factors described previously and preference, using a multiple regres‐
sion model. Partial correlations were used to investigate whether individual motivational
scales predicted preference, over and above the four factors. Based on the partial corre‐
lations, regression was conducted incorporating selected individual scales.

Factor scores for the factor model shown in Table 4 were computed using the regres‐
sion method. The initial multiple regression, including the four motivation factors as
predictors of preference, was significant, R = .42, F(4, 194) = 3.63, p < .01. Next, we
tested whether individual motivation scales added to the predictive power of the four broad
factors by computing the partial correlation between each scale and the preference
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measure, controlling for the four factors. To reduce Type 1 error, and to exclude small-
magnitude associations, a significance level of p < .01 was applied to these analyses. For
the MAT scales, two partial correlations reached significance. Preference for the classroom
environment was associated with lower levels of autonomy (rp = −.28, p < .001) and with
loss of effort (rp = −.28, p < .001). For the additional motivational scales, none of the
partial correlations attained significance.

Table 4. Summary statistics for regression of preference for learning on motivational factors.

Predictor Β r
F1: Self-Direction −.24** −.15*
F2: Threat Vulnerability .07 .15*
F3: Achievement Goals .11 .05
F4: Social Resources .16* .10
Residual: Autonomy −.25*** −.27***
Residual: Loss of Effort .18** .21**

Note. * p < .05, ** p < .01, *** p < .001

The partial correlations suggested that variance unique to two of the MAT scales
enhances prediction of preference. However, factors and their defining variables cannot
be included in the same regression equation because of the likelihood of collinearity.
Thus, we regressed the two MAT variables of interest against the four factors, and
computed the residual variance unique to the variable. We then ran a two-step hierarch‐
ical regression, entering the four factors at step 1, followed by the residuals for the two
MAT scales at step 2. At step 2, the two residuals added an additional 10% to the variance
explained, a significant increment in R2 (p < .001). The final equation was significant,
R = .42, F(6, 192) = 6.72, p < .001. Checks for collinearity of predictors did not reveal
any issues (variance inflation factors were less than 2 for all).

Table 4 summarizes the final equation, following step 2, together with the bivariate
correlations for predictors. The regression accounts for covariance of the factors,
providing a somewhat different picture of predictors to that afforded by the bivariate
correlations in isolation. Although Autonomy loaded on the Self-Direction factor, its
unique variance adds to prediction: high autonomy was associated with preference for
online. Similarly, loss of effort loaded on Threat Vulnerability, but it was specifically
difficulties in sustaining effort that predicted preference for classroom learning.

4 Discussion

In this study, the factor structure of motivation was examined using exploratory factor
analysis to examine the convergence of dimensions from the new MAT with those of
existing motivation scales. The factor analysis indicated considerable overlap across
different scales implying a higher-order dimensional structure that is not well captured
by existing instruments. At the same time, the more granular assessment of individual
motivation dimension explains a substantial part of scale variance beyond the higher-
order factor structure. These data support further efforts to develop a multi-stratum
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model of motivational factors that can be used to guide research and educational practice
in traditional and computer-mediated learning environments respectively. In regard to
adaptation of the individual’s motivational profile in terms of general factors and more
fine-grained attributes supports a balanced picture of learner characteristics, and how to
regulate them via reinforcement. Future ITSs may incorporate personalized learning
tools on the basis of motivational profile. Such tools may allow the ITS to optimize the
type of feedback, level of support, tailored learning strategies, level of personal prefer‐
ence needed, sensitivities to reward and punishment, specific motivators, initial level of
challenge, and frequency of support [7].

The refinement of motivation assessments to support these objectives is still a work
in progress. The impact of the MAT to future ITS implementation is a proactive indi‐
vidualized trait-based motivation assessment tool and framework to support a learner’s
needs further than cognition. The MAT aims to specify broad factors that underpin a
variety of leading motivational scales, as well as narrower dimensions such as autonomy
that may be especially important for ITS. It is intended that future versions of the MAT
will distinguish the learner’s motivation traits or general dispositions from their state
motivation in a specific learning scenario or use of specific motivator. Such a develop‐
ment would allow tracking and interpretation of motivation during learning. For
example, if a student with high trait Self-Direction showed steadily declining state Self-
Direction as she utilized an ITS over time, we could identify an issue with the design or
personalization of the tutor.

At the granular level, different sets of dimensions may be important. For example,
the utility of the Goal Orientation scale for personalizing scaffolding has already been
demonstrated [5, 10], but in the present study neither the Achievement Goals factors nor
the residuals for the eight individual goal orientation scales predicted preference for
online learning. A future ITS might be able to determine which assessments were appro‐
priate for a particular learning context.

The present study also illustrated the utility of a multi-stratum approach for under‐
standing motivation factors in online learning. Many individuals still prefer the class‐
room environment, whose social interactions may support motivation and teacher feed‐
back. By contrast, learners typically report more scope for time management and less
stress in online environment. Motivational factors predict these preferences. Individuals
high in self-direction (at the factor level) and autonomy motivation (at the scale level)
favor online learning. Those prone to lose effort over time prefer the classroom envi‐
ronment, presumably because social stimulation helps to restore flagging motivation.

Findings have implications for design of learning environments and adapting student
instruction. We identified potential shortcomings of online environments, whether tradi‐
tional or online. The challenge for ITS designers is to counter limitations of the online
format, especially lack of socially-mediated motivation. For example, the ITS could be
designed to allow the learner to interact with others, fostering a sense of a learning
community. By contrast, ITS design can also capitalize on perceived strengths of online
learning, by affording learners management of their own time.

In conclusion, ITSs have the capability to deliver adaptive, personalized instruction
that supports enhanced learning and retention relative to the classroom [1]. Realizing
this capability requires a deep understanding of learner motivation to support strategic
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regulation of reinforcement, feedback, and online delivery of assignments. Adapting
instruction to the complexity of individual motivation is perhaps the key to optimizing
instruction for all learners regardless of their personal characteristics.
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Abstract. Computer-assisted assessment environments, such as intelligent
tutoring systems, simulations, and virtual environments are now being designed
to measure students’ science inquiry practices. Some assessment environments
not only evaluate students’ inquiry practice competencies, but also provide real-
time scaffolding in order to help students learn. The present study aims to examine
the impact of real-time scaffolding from an animated, pedagogical agent on
students’ inquiry performance across a number of practices. Participants were
randomly assigned to one of two conditions: receiving scaffolding or no scaf‐
folding. All participants completed three virtual labs: Flower (a general pretest),
Phase Change, and Density. Results showed that students who received imme‐
diate feedback during assessment performed better on subsequent inquiry tasks.
These findings have implications for designers and researchers regarding the
benefits of including real-time scaffolding within intelligent assessment systems.

Keywords: Science inquiry · Educational data mining · Real-Time scaffolding

1 Introduction

The Next Generation Science Standards (NGSS) were developed in order to promote
high quality science instruction emphasizing the integration of three central dimen‐
sions: science inquiry practices, crosscutting concepts, and disciplinary core ideas
[1]. For this vision to be realized, valid assessment of these areas is required. The
first dimension, science inquiry practices, consists of eight practices that students are
expected to engage in and master in grades K through 12. Some practices include:
forming testable questions, carrying out experiments, analyzing/interpreting data,
warranting claims with evidence [2], and communicating findings. These practices
are difficult to capture and assess using traditional forms of assessment [3]. Hands-
on science inquiry experiments that can elicit these practices are demanding for
teachers to implement in classrooms and are extremely difficult to grade [4] due to
teacher-student ratios and lack of rigor on observation-based scoring. Other tradi‐
tional forms of assessment that involve multiple choice items do not fully capture
student competencies at science practices [3]. Additionally, assessments based on
open-response items do not fully or accurately capture students’ inquiry practice
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competencies [5, 6], yielding both false negatives (skilled science learners who
cannot articulate what they know in words) and false positives (students who are
simply parroting what they have read or heard but do not understand the content or
practices, etc.). The challenges involved in effectively and accurately capturing
students’ science inquiry practice competencies have led to the development of
various technological assessment systems, whose goals are to assess students’ NGSS
competencies. Specifically, researchers have developed assessments using simula‐
tions [7], virtual learning environments [8] and intelligent tutoring systems [3] to
measure students’ science inquiry performance. The designs of these systems vary
depending on assumptions held regarding the role of assessments. Some assessment
systems have been designed for the sole purpose of evaluating student performance,
without providing support or guided feedback to students to promote learning within
the system [i.e. 9]. Other researchers [3, 7, 8], however, note the need for and bene‐
fits of assessment systems that also promote student learning by providing different
forms of scaffolds and feedback.

Scaffolding refers to hints and supports provided to a student as they engage in a task
that may otherwise not be possible for that student to complete independently [10].
Students often have difficulty completing science inquiry tasks without guidance [11],
which is why it is important to integrate carefully designed scaffolds into science inquiry
contexts such as virtual assessments [12]. Scaffolding in online environments may
involve providing hints on how to go about completing a task or providing directed
feedback based on student performance on the particular task. Several technology-based
inquiry assessment systems designed with scaffolded feedback have been found to
benefit learning of science content and process skills [3, 7, 8, 13]. For instance, SimS‐
cientist evaluates students based on their performance in interactive simulations [7].
Students receive guidance that becomes increasingly informative based on their
performance on practices related to conducting experiments and interpreting data. With
this system, Quellmaz et al. [7] found that students were deeply engaged and that
students, including English Language Learners, demonstrated improved science inquiry
performance after completing the assessments. This system, however, covered only two
topics and the impact of scaffolding on student performance for specific inquiry practices
was not examined.

Another science inquiry system that used scaffolds to support student learning is Co-
Lab [8]. Co-Lab virtual environments were designed for four topics related to environ‐
mental and physical sciences. The Co-Lab environment provides faded scaffolding, so
the system provides gradually less support to students as they become more experienced
with the system. Using Co-Lab, van Joolingen et al. [8] indicated that scaffolded support
enabled students to engage with increasingly complex models and data. While the scaf‐
folding in Co-Lab was found to be beneficial, it did not address all science inquiry
practices and did not provide real-time, directed feedback to students based on their
performance.

Inq-ITS, (Inquiry Intelligent Tutoring System; inqits.com), is a web-based intelli‐
gent tutoring and assessment system with interactive virtual simulations for NGSS
science topics in the areas of life, earth, and physical science [3]. Inq-ITS has a peda‐
gogical agent, Rex, who provides real-time scaffolding to students as they engage in
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virtual labs. Real-time scaffolding means that feedback is provided immediately
following student actions indicating unproductive behavior or lack of skills, as opposed
to other kinds of automated feedback that may be provided before or after a student has
completed an activity. The real-time scaffolding in Inq-ITS is not faded but is responsive
to student performance on a number of science inquiry practices including: forming
questions, planning investigations/hypothesizing, conducting experiments, interpreting
data, and warranting claims with evidence [13–17]. Prior studies with this system have
found the scaffolding to be particularly effective for both students’ learning of practices
such as hypothesis formation and conducting experiments [14, 15] as well as interpreting
data and warranting claims [16, 17]. Researchers have yet to examine, however, the
benefits of scaffolding in Inq-ITS across several science topics for multiple practices
within the same study. It is important to investigate the influence of scaffolding across
topics and practices.

The present study examined the impact of real-time scaffolding on learning of
science inquiry practices within Inq-ITS. The following two research questions were
addressed:

RQ1: Does students’ overall performance across science inquiry practices (i.e.
generating a hypothesis, collecting data, interpreting data, and warranting a claim)
improve in subsequent science topics (i.e. phase change and density) if they receive real-
time scaffolding?

RQ2: If so, for which specific inquiry practices (i.e. generating a hypothesis,
collecting data, interpreting data, or warranting a claim) does real-time scaffolding
improve performance?

2 Method

2.1 Materials

This study adopted three virtual labs in Inq-ITS. The Flower virtual lab contains three
activities with the aim of fostering understanding about petal loss caused by salt or sugar,
and about the changes to the color of a flower caused by adding red dye. The flower
virtual lab could be considered the most basic Inq-ITS lab due to the minimal prior
knowledge needed to successfully complete the lab and the fact that each independent
variable in the simulation has only two levels. The Phase Change virtual lab contains
four activities and aims to foster understanding about how the boiling point of water is
impacted by a series of independent variables, including: different levels of heat (Low,
Medium, and High), different amounts of ice (100 g, 200 g, and 300 g), and different
sizes of a container (Small, Medium, and Large). The Density virtual lab contains three
activities and aims to foster understanding about the relationship between the density of
a liquid and the: type of liquid substance (water, oil, and alcohol), amount of liquid
(quarter, half, and full), and shape of a container (narrow, square, and wide). Demos of
Inq-ITS activities are available on the website (inqits.com).
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2.2 Measures for Inquiry Practices

In each activity, participants complete four stages of inquiry practices, each of which
was automatically assessed by our system. The first three inquiry stages constitute the
investigative portion of the virtual lab. The last stage involves writing a scientific
explanation based on the results of the investigation. The present study examines student
performance on inquiry practices during the investigative portion of the virtual lab, as
described below. Each practice is measured using our patented algorithms [3, 18]. The
first stage of the virtual lab is the Hypothesis/planning investigation stage, where
students use a widget (dropdown menu) to formulate a hypothesis based on an activity
goal. This practice was measured by correct identification of an independent variable
(IV) and a dependent variable (DV). In the Collect Data/conducting experiments phase,
students use a widget (clickable buttons) to manipulate the independent variables in a
simulation while a data table automatically records and assesses their inquiry for this
practice. This practice was measured by testing a hypothesis and conducting a controlled
experiment. If the variables were nominal, then data collection was also measured
according to whether there was a pair of trials that tested two levels of the target nominal
IV. During the Analyze Data/interpret data stage, students use a widget (dropdown
menu) to state their claim, identify whether or not their claim supports their hypothesis,
and select evidence that supports their claim (clickable). This stage consists two prac‐
tices. One practice is about data interpretation, which is measured by correctly selecting
an IV and DV for claim, interpreting the relationship between the IV and DV, and inter‐
preting the hypothesis/claim relationship. Another practice is about warranting the
claim, which is measured by the selection of more than one trial to warrant the claim,
selection of controlled trials, providing data for the relationship between the IV and DV,
and providing data for the hypothesis/claim relationship.

The sub-components of these practices were automatically scored as 0 or 1 point by
educational data mining and knowledge engineering techniques based on whether
students demonstrated competency or not [3, 18]. Prior studies have demonstrated the
detectors’ high performance [3, 14, 15]. Students’ total score for each practice was
calculated by taking the mean across corresponding sub-practice scores, and the overall
inquiry score was calculated by taking the mean across all inquiry sub-practice scores.

2.3 Participants and Conditions

48 middle school students in grade 7 were randomly assigned into a scaffolding condition
(hereafter called the Rex condition; N = 24) or a condition without scaffolding (hereafter
called the No Rex condition; N = 20). Students were from three different middle schools
located in the North Western United States. Two of the middle schools were public
(42.3% and 60.0% of students received free and reduced lunch, respectively) and one
was an alternative middle school (82.4% of students received free and reduced lunch).
All participants completed three Inq-ITS virtual labs during their regular science class
time over the course of one month in the order of: Flower, Phase Change, and Density.
Students received regular science instruction between the implementation of the labs.
The Flower virtual lab was used as a baseline, in which all the participants completed
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three activities without any real-time scaffolding from the animated, pedagogical agent,
Rex.

Results of a one-way ANOVA for the Flower virtual lab showed that the total inquiry
scores were not significantly different between the two conditions (see Flower in
Table 1 for details). Results of a one-way MANOVA (four inquiry practices × 2 condi‐
tions) for Flower further showed that performance on each inquiry sub-practice in
Flower was not significantly different between conditions (see Table 2 for details). These
results indicated that students in the two conditions (Rex and No Rex) were not signif‐
icantly different on their competencies at inquiry before real-time scaffolding was
provided in the first virtual lab. Thus, to investigate the impact of scaffolding, students
in the Rex condition received scaffolding from Rex in the second (Phase Change) and
third (Density) virtual labs only when they did not demonstrate the presence of compe‐
tency. In the No Rex condition, students never received scaffolding and could progress
between the stages of an activity even if they demonstrated poor performance on inquiry
sub-practices.

Scaffolding in the Rex condition was provided in real time when the system detected
that the student needed support on any of the science inquiry sub-practices. If compe‐
tency on a particular sub-practice was not demonstrated (for example when the student
collects data), Rex would pop-up on the screen with a speech bubble providing a general,
orienting hint (see Fig. 1) first. For instance, if a student was running multiple trials in
an experiment with the wrong independent variable, Rex would remind the student to
look at their hypothesis and make sure they were designing an experiment that tested
the hypothesis. The student would click an “okay” button when he/she was finished
reading the Rex hint and would then continue with the activity. Some scaffolded Rex
hints allow students to request additional information, such as the definition of the term
“independent variable” [15, 17].

Table 1. Statistics for time × condition across three virtual labs.

Time Condition Mean SD 95% C.I. F η2 Power
Lower Upper

1 (Flower) No Rex 0.53 0.20 0.45 0.61 0.05 0.001 0.056
Rex 0.52 0.26 0.45 0.59

2 (Phase change) No Rex 0.53 0.28 0.44 0.62 24.41*** 0.368 0.998
Rex 0.83 0.19 0.75 0.91

3 (Density) No Rex 0.82 0.26 0.73 0.92 0.09 0.002 0.060
Rex 0.84 0.21 0.75 0.93

Note. *** p < .001. SD = standard deviation. C.I. = confidence interval. N = 44; df = 1, 42.
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Table 2. Statistics for practices × time × condition across three virtual labs.

Practices Time Condition Mean SD 95% C.I. F η2 Power
Lower Upper

Generating
hypothesis

1 No Rex 0.94 0.16 0.87 1.01 1.88 0.043 0.268
Rex 0.88 0.16 0.81 0.94

2 No Rex 0.83 0.26 0.74 0.91 4.18* 0.090 0.515
Rex 0.95 0.12 0.87 1.03

3 No Rex 0.90 0.17 0.83 0.97 0.26 0.006 0.079
Rex 0.92 0.13 0.86 0.99

Collecting
data

1 No Rex 0.40 0.30 0.24 0.55 0.11 0.003 0.062
Rex 0.36 0.38 0.22 0.50

2 No Rex 0.50 0.37 0.37 0.63 21.65*** 0.340 0.995
Rex 0.90 0.19 0.79 1.02

3 No Rex 0.85 0.22 0.73 0.96 0.17 0.004 0.069
Rex 0.88 0.27 0.77 0.98

Interpreting
data

1 No Rex 0.62 0.18 0.53 0.70 0.12 0.003 0.063
Rex 0.60 0.19 0.52 0.67

2 No Rex 0.50 0.21 0.41 0.59 16.01*** 0.276 0.974
Rex 0.75 0.21 0.67 0.84

3 No Rex 0.79 0.30 0.68 0.91 0.00 0.000 0.050
Rex 0.79 0.21 0.69 0.90

Warranting
claims

1 No Rex 0.17 0.17 0.06 0.29 0.90 0.021 0.152
Rex 0.25 0.31 0.14 0.35

2 No Rex 0.31 0.31 0.19 0.43 25.05*** 0.374 0.998
Rex 0.71 0.22 0.60 0.82

3 No Rex 0.75 0.34 0.62 0.88 0.07 0.002 0.058
Rex 0.77 0.23 0.65 0.89

Note. *** p < .001. SD = standard deviation. C.I. = confidence interval. N = 44; df = 1, 42.

If a student demonstrated competency on all sub-practices after receiving scaffolding
from Rex, Rex would not appear again. If the students’ performance on the sub-practice
did not improve with subsequent attempts, then Rex would continue to pop-up and
provide hints that gradually became more informative. If other sub-practices were not
demonstrated, Rex would provide feedback on them. In other words, Rex would not let
students progress from one inquiry stage to the next until they had successfully demon‐
strated all of the inquiry sub-practices related to the particular stage they were on.
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Fig. 1. Example of a Rex pop-up hint.

3 Analyses, Findings, and Discussion

A repeated measures analysis was performed to investigate whether students’ perform‐
ance on each of the inquiry practices improved with real-time scaffolding provided after
completion of the first, baseline virtual lab (i.e. Flower). The two within-subjects factors
were the four inquiry practices and time phase of completion (i.e. first, second, or third
virtual lab completed). The analyses adopted students’ performance on their first
attempts before scaffolding was provided by Rex for each inquiry practice, because this
performance reflected students’ real competency in inquiry practices. The between-
subjects factor was the two experimental conditions (Rex versus No Rex). The analyses
adopted the mean scores of each inquiry practice across all the activities in each virtual
lab.

3.1 Performance on Overall Inquiry Practices Across Time Phases

Results of the repeated measures analysis showed a significant two-way interaction
between time and condition, F (2, 41) = 16.36, p < .001, η2 = .444. Table 1 illustrates
the means, standard deviations, and other descriptive statistics. The pairwise compari‐
sons of conditions at each time phase showed that students achieved higher inquiry
scores (an aggregated score) in the Rex condition than the No Rex condition in the second
virtual lab. There were no significant differences between the two conditions on the third
virtual lab. To further explore why there was no difference in performance on the aggre‐
gated inquiry score between the two conditions on the third virtual lab, pairwise compar‐
isons of time within each condition were conducted. Results showed that students in the
Rex condition achieved significantly higher performance in the second virtual lab rela‐
tive to the first virtual lab, p < .001, Cohen’s d = 1.36. This increase was not significant
from the second to the third virtual lab, but a significant increase was found from the
first to the third virtual lab, p < .001, d = 1.35. In the No Rex condition, no significant
increase in performance was found from the first to the second virtual lab, but in the
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third virtual lab students significantly improved relative to the first (p < .001, d = 1.41)
and second virtual lab (p < .001, d = 1.17).

These findings indicate that students who received scaffolding from Rex significantly
improved their performance on inquiry practices in the second virtual lab versus students
who did not receive scaffolding from Rex. However, in the third virtual lab, students
who never received Rex’s scaffolding caught up with those students who received Rex’s
scaffolding. These findings imply that whether or not students receive scaffolding, their
inquiry performance improved with increased use of Inq-ITS virtual labs; three virtual
lab activities (each with 3-4 driving questions), however, are required to yield this
change. Additionally, the improvement for students who received scaffolding was much
faster than those who did not receive scaffolding.

Therefore, the answer to the first research question is that students’ performance on
overall inquiry practices greatly improved in the subsequent virtual lab if they received
real-time scaffolds. Based on our research design, we believe this improvement is due
to Rex’s scaffolds that provided students with guidance when they needed it in order to
support them in conducting inquiry. The series of scaffolds served to elaborate the
reasons why a particular practice was important and the steps involved in successfully
engaging in the practice. This form of guided discovery facilitates learning and perform‐
ance on future inquiry tasks [13–17].

3.2 Performance on Each Inquiry Practice Across Time Phases

As a follow-up to the analyses above, we examined students’ performance on each
specific inquiry practice of interest (i.e. generating a hypothesis, collecting data, inter‐
preting data, warranting a claim). Results of the repeated measures analysis showed a
significant three-way interaction of practices × time × condition, F (6, 37) = 2.53, p = .
038, η2 = .291. Table 2 illustrates the means and standard deviations of inquiry practices
and other statistics. The pairwise comparisons for each inquiry practice showed students
achieved higher inquiry practice scores in the Rex condition than the No Rex condition
in the second virtual lab. There were no significant differences between the two condi‐
tions in the third virtual lab at the specific inquiry practice level; similar to results at the
overall inquiry performance level.

The pairwise comparisons showed that students in the Rex condition achieved
significantly higher performance in the second virtual lab than in the first virtual lab for
practices of data collection, p < .001, d = 1.80; interpreting data, p = .004, d = 0.75; and
warranting claims, p < .001, d = 1.71. This increase was not significant from the second
to the third virtual lab, but was significant from the first to the third virtual lab for all
three practices, i.e., data collection, p < .001, d = 1.58; interpreting data p = .002, d =
0.95; and warranting claims, p < .001, d = 1.91. In the No Rex condition, no significant
increase was found from the first to the second virtual lab. However, a significant
increase was found from the first virtual lab to third virtual lab for data collection, p < .
001, d = 1.71; data interpretation, p = .012, d = 0.69; and warranting claims, p < .001,
d = 2.16.

These findings are similar to those for overall inquiry practices, except for the prac‐
tice of generating a hypothesis, on which students scored very high in the first virtual
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lab, which suggests that they had already mastered this practice. The answer to the
second research question is that real-time scaffolding greatly improved students’
performance on data collection, data interpretation, and warranting claims in the second
virtual lab. However, students’ performance was very similar between the Rex and No
Rex conditions in the third virtual lab (i.e. average scores of 0.85–0.88 points for data
collection, 0.79 points for interpretation, and 0.75–0.77 points for warranting; see
Table 2). This consistent pattern informs us that students’ performance on these three
inquiry practices does improve with increased use of Inq-ITS virtual labs, but improves
faster when real-time scaffolding is provided.

4 Conclusions, Future Directions, and Implications

In this study we investigated whether real-time scaffolds within an inquiry system
improved students’ inquiry performance; we also investigated the effects of scaffolds
on student performance across multiple activities. We found that students who received
scaffolding from Rex significantly improved their performance in the second virtual lab
relative to those who did not receive scaffolding from Rex on both overall inquiry and
on specific inquiry practices. In the third virtual lab, students who never received Rex’s
scaffolding eventually reached similar levels of performance relative to those who
received Rex’s scaffolding. These findings imply that whether or not students received
scaffolding, their performance eventually improved. Whether this increase in perform‐
ance, however, was a demonstration of the benefits of discovery learning or the effects
of teacher instruction remains unclear. Future studies are needed to further examine the
potential impact of in-class instruction that occurs between student’s use of virtual labs.

Additionally, students with scaffolding improved their overall inquiry performance
as well as performance on the specific practices of collecting data, interpreting data, and
warranting a claim faster than those who did not receive real-time scaffolding. Prior
studies have explored the benefits of scaffolding in Inq-ITS through modes such as
interviews with students [19]. In the future, it would be valuable to attend to whether
the number of Rex hints decreased for students from the first to third virtual lab.

Our study provides empirical evidence that a well-designed computer-assisted
science inquiry system alone facilitates learning, but adding scaffolded feedback further
accelerates learning of inquiry practices. These findings thus inform assessment
designers and researchers that, if technology allows, adding real-time scaffolding can
greatly benefit student learning of and performance on inquiry practices. This study
contributes to research on the design of assessment systems in the following three ways.
First, this study provides empirical evidence that assessment with automated, real-time
scaffolding can effectively and efficiently improve students’ learning. Second, this study
further demonstrates how a science inquiry environment can foster student learning of
practices even when scaffolding is not present. While students can learn within carefully
designed environments without scaffolding, the rate at which they learn is slower relative
to when scaffolding is provided. Lastly, the findings of this study inform designers and
researchers of the benefits of adding real-time scaffolding to assessment systems in terms
of the rate of student learning.
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Abstract. Understanding how students allocate their time to different learning
behaviors, especially those that distinguish students’ performances, can yield
significant implications for the design of intelligent tutoring systems (ITS). Time
on task is a typical indicator of students’ self-regulated learning (SRL) and student
engagement. In this paper, we analyze log file data to identify patterns in the
behavior durations of 62 medical students in BioWorld, an ITS that supports them
in regulating their diagnostic reasoning while solving complex patient cases.
Results demonstrated that task complexity mediated the relationship between
students’ allocation of time and diagnostic performance outcomes. The high-
performing students showed different patterns of time management with low-
performing students when solving both simple and complex cases. Moreover, the
durations of behaviors predicted students’ performance in clinical reasoning.

Keywords: Self-regulated learning · Intelligent tutoring system
Clinical reasoning · Time allocation · Task complexity

1 Introduction

There is an increasing need for students in today’s society to regulate certain aspects of
their own learning, which has led to a substantial number of intervention studies intended
for fostering self-regulated learning (SRL) [1]. One reason for developing students’ SRL
skills comes from the fact that lifelong learning is a necessity whereby individuals need to
learn even after schooling [1]. A second reason is that students often fail to self-regulate
their learning processes effectively and efficiently, especially in the contexts of solving
naturalistic problems [2]. Research has demonstrated that students’ self-regulatory
processes are determinant factors of their achievement differences [3, 4]. For these
reasons, intelligent tutoring systems (ITSs) have increasingly relied upon metacognitive
tools designed to support SRL [5, 6, 7, 8]. The increased use of ITSs in turn provides
researchers with a method for capturing students’ dynamic SRL processes, as the systems
can trace learners’ activities as they engage in a task through log files [6, 7]. There is a
growing consensus in the field that student performance is determined by the quantity and
quality of their SRL activities [7, 9, 10]. However, little is known about the issue of effi‐
ciency (i.e. the extent to which time and effort is well used for an intended task) when
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assessing students’ self-regulatory processes and outcomes with technology-rich learning
environments [2]. For this study, we investigated participants’ SRL and medical diag‐
nostic reasoning processes while solving patient cases in BioWorld [11]. Though there are
different methods of examining SRL (e.g. questionnaires, verbal protocols, and eye-
tracking), for the purpose of this study, we used log files to reveal how participants allo‐
cated their time and efforts. Specifically, the goal of this study was to examine if we could
differentiate students’ performance via their allocation of attentional resources during SRL
processes as measured by the duration of learning behaviors.

2 Theoretical Framework

Self-regulated learning (SRL) is an active, constructive process whereby learners set
learning goals and then attempt to control, monitor and regulate their cognitive and
metacognitive processes in the service of these goals [12]. Students’ SRL processes are
crucial indicators of their performance in the context of ITSs [13]. In fact, analysis of
trace log data to better understand students’ learning processes has been an important
area of educational research [13, 14]. Researchers agree on common characteristics of
self-regulated learners [9]. For example, self-regulated learners can effectively identify
relevant information, select appropriate problem-solving strategies, and adjust their
actions based on the internal and external conditions. They also deliberately monitor
their behaviors and self-reflect on their performances. However, the relationship
between students’ SRL processes and performance is neither obvious nor simple across
different ITSs. For example, some researchers found that student performance was
associated with the use of learning strategies (e.g. the deployment of surface and deep
strategies) [9, 15], while some studies revealed that students’ learning achievement
could be predicted by the quantity of their SRL processes (e.g. the number of cognitive
and metacognitive activities they applied) [4, 5]. High-performing students also differed
from low-performing students in terms of behavioral patterns (e.g. sequencing of
learning activities) [14, 16, 17].

While the aforementioned indicators, such as use of deep strategies, quantity of
metacognitive activities, and expert-like problem-solving trajectories, all proved to be
effective in predicting learners’ performances, the extant literature on the relationship
between students’ performances and their allocation of time during SRL are quite mixed
[2]. Studies from the field of expert-novice differences revealed that experts had faster
access to domain-specific knowledge and strategies, thus they were more efficient than
novices in solving a task [18]. Findings from [19] have also demonstrated that the time
needed to solve a task was significantly reduced as students developed advanced self-
regulated problem-solving skills. However, according to [20], the more time students
worked on learning tasks during SRL processes with the hypermedia, the higher their
performances. When delving into how learners allocate their time in concrete learning
activities, the situation becomes more complex. A study conducted by [7] examined
undergraduate student learning using MetaTutor, a hypermedia learning environment,
and found that low performers spent most of their time on ineffective strategies. Though
low performers did engage in certain key metacognitive processes they did not spend a
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great deal of time on them. High-performing students spent less time than low-
performing students on identifying task-related information and setting their sub-goals
[13], whereas a study by [21] suggested that high and low performers had no differences
on the practice of self-regulated learning strategies.

In this paper, we are particular interested in how students allocate their time to
different SRL behaviors while diagnosing virtual patient cases that differ in complexity,
and whether the allocation of time distinguishes students’ performances or not. Zimmer‐
man’s [22] model of SRL was applied as a theoretical framework in this study to examine
students’ self-regulatory processes, which consisted of three cyclical phases: fore‐
thought, performance and self-refection. We use this model because each of these phases
relate to the clinical reasoning process that learners use while using BioWorld. In the
forethought phase, learners analyze the task, set learning goals and determine which
learning strategies to use based on the contextual environment requirements. The
performance phase involves the actions taken to accomplish the task that are consciously
monitored and controlled by students. Self-reflection refers to students’ responses that
involve systematically checking, judging and reflecting their performances.

Specifically, three research questions were formulated for this study:

(1) How do participants allocate their time in BioWorld to different clinical reasoning
behaviors in terms of task complexity?

(2) Are there differences between high and low performers on the time that is allocated
to different clinical reasoning behaviors?

(3) Do certain kinds of behavioral times predict participants’ performances while diag‐
nosing clinical cases?

3 Methods

3.1 Participants

Sixty-two medical students from a large North American university volunteered to
participate in this study. During the experiment, they were asked to diagnose two clinical
cases. Of all 62 participants, 56 students completed the two cases while 6 students only
accomplished one of the two cases. Specifically, 3 participants finished one case and the
remaining 3 students completed the other one. Thus, to compare the case differences,
56 participants were used for analyses. However, 59 participants were used to find if
high performers differed with low performers within a case.

3.2 Learning Context and Task

BioWorld is an intelligent tutor system designed to help medical students practice clinical
reasoning skills in an authentic learning environment [11] (see Fig. 1). In BioWorld, each
case begins with a description about a virtual patient and relevant symptoms. Based on the
provided case information, students identify useful evidence by recalling their prior knowl‐
edge pertaining to the disease. Students then propose one or more hypotheses. To confirm
or disconfirm their diagnoses, students can order lab tests to obtain further evidence or
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search an online library within BioWorld for additional explanations. After submitting a
final diagnosis, students are asked to evaluate the relevance of the collected evidence with
respect to their specific hypotheses, justify the probability of a hypothesis, and summarize
their clinical reasoning processes in a case summary.

Clinical Problem Chart Library Consult

Evidence 
Table

Hypothesis 
Manager

Belief Meter

Fig. 1. The main interface of the bioworld

In this study, participants were tasked with solving two patient cases in BioWorld,
the Amy case and the Cynthia case. The correct diagnosis for each case was diabetes
mellitus (type 1) and pheochromocytoma respectively. The Amy case was developed as
an easy case while the Cynthia case was created as a difficult one.

3.3 Procedure

A training session was provided to teach participants how to use the BioWorld system
before the experiment. They also had the chance to familiarize themselves with the
system by solving a sample case in BioWorld. After the training session, participants
were required to solve two clinical cases (i.e. the Amy case and the Cynthia case) inde‐
pendently for an appropriate total duration of 1.5 h. The order of patient case was
randomized to counterbalance its effect on participants’ performance.

3.4 Measures and Performance on Clinical Diagnosis

Eight diagnostic behaviors were coded according to the three self-regulated learning phases,
forethought, performance and self-reflection. Collecting evidence items (CO) was coded as
forethought. Three kinds of clinical reasoning behaviors were coded in the performance
phase: raising/managing hypotheses (RA), adding tests (AD) and searching the library for
information (SE). The last phase (self-reflection) included categorizing evidence/results
(CA), linking evidences/results (LI), prioritizing evidences/results (PR) and summarization
for final diagnosis (SU). The duration of each diagnostic behavior (i.e. how long a behavior
lasts) for each participant was calculated based on the timestamps that recorded in the log
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files. To be specific, the duration of diagnostic behavior was obtained by subtracting the
timestamp of the behavior itself from the subsequent one.

Participants’ performances in solving the patient case were extracted from the
BioWorld log files. Specifically, there were three types of performance metrics, namely,
diagnostic confidence, accuracy, and efficacy. Based on the three performance indices,
participants were grouped as the high performers and the low performers using the K-
Nearest Neighbor classifier. To be specific, 36 and 23 participants were clustered as the low
and the high performing students respectively when solving the Amy case. In terms of the
Cynthia case, there were 30 low performing and 29 high performing participants.

3.5 Data Analysis

The collected data were analyzed using SPSS 23.0 and R [23]. Specifically, to address
the third research question, the statistic modelling of conditional inference tree was
applied. Conditional Inference Tree (CIT) is a tree-branched modelling method that
developed to examine the relative importance of multiple potentially explanatory vari‐
ables to a single response variable. It uses a machine-learning algorithm that is embedded
in a conditional inference framework for recursive partitioning, which generates an
inverted ‘tree’ of the variables in consequence [24]. CIT is not influenced by over-fitting
and is applicable to different types of explanatory variables [25, 26]. It is also robust to
multicollinearity, non-normality and non-linearity among explanatory variables [25].

4 Results

(1) How do participants allocate their time to different clinical reasoning behaviors in
terms of task complexity?

Since each participant completed two different cases, paired t-tests were performed
to identify if there were significant differences on the eight types of behavior durations
between solving the Amy case and the Cynthia case. The results in Table 1 indicated
that there were statistically significant differences on the total time of clinical diagnoses
between the two cases, as well as on the time spent on adding tests. Specifically, partic‐
ipants took more time to solve the Cynthia case. And they applied more time on adding
tests in solving the Cynthia case when compared with the Amy case.

(2) Are there differences between high and low performers on the time that is allocated
to different clinical reasoning behaviors?

Table 1. All significant time differences between the case Amy and Cynthia

Time Amy Cynthia t df Sig. (2-tailed)
M SD M SD

Total time 1376.32 539.31 1560.39 583.87 −2.185 55 .033*
AD 306.43 219.68 451.43 316.11 −4.187 55 .000**

Note. *p < .05, **p < .01. AD = adding tests
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To answer this question, a series of independent t-tests were performed (see Table 2).
For the Amy case a statistically significant difference between high and low performers
existed on the total time taken to make a clinical diagnosis. The high performers spent
more time than the low performers. With regard to the concrete clinical reasoning
behaviors, the high performers took more time on categorizing evidences/results,
prioritizing evidences/results and Summarization for final diagnosis than low
performers with statistically significant differences (see Table 2).

Table 2. All significant time differences between the high performers and low performers

Case Time Low High t df Sig. (2-tailed)
M SD M SD

Amy Total 1252.72 502.45 1584.91 531.59 2.42 57 .019*
CA 67.78 32.15 111.57 42.77 4.48 57 .000**
PR 51.58 32.31 96.52 52.46 3.69 57 .001**
SU 107.69 94.22 275.43 190.51 3.93 57 .000**

Cynthia RA 363.00 254.96 240.59 156.06 -2.22 57 .031*
SE 85.53 115.28 37.72 58.94 -2.02 57 .050
SU 129.43 92.84 190.10 130.24 2.07 57 .043*

Note. *p < .05, **p < .01. CA = Categorizing evidences/results, PR = Prioritizing evidences/results, SU = Summarization
for final diagnosis, RA = raising/managing hypotheses, SE = searching the library.

There were significant differences between the high and low performers on the
Cynthia case, on the time spent on raising/managing hypotheses, searching the library
and summarization for final diagnosis. Specifically, the high performers spent less time
on raising/managing hypotheses than the low performers. The high performing students
also allocated less time searching the library than the low performing students, with a
marginal statistical significance. With regard to summarization for final diagnosis,
however, the high performers spent more time on it than the low performers.

(3) Do certain kind of behavioral time predict participants’ performance while diag‐
nosing clinical cases?

Statistical analysis was conducted in R to discover if there were any specific diag‐
nostic behaviors that accounted for students’ performance, taking advantage of the
package ‘party’. For the Amy case, the conditional inference tree model revealed that
the clinical reasoning behavior of summarization for final diagnosis was the most influ‐
ential factor in predicting participants’ performance, followed by the behavior of cate‐
gorizing evidences/results as shown on the left of Fig. 2. In terms of the Cynthia case
the most influential variable to determine how to classify a high or low performer was
the time spent on raising/managing hypotheses as shown on the right of Fig. 2. Further‐
more, the diagnostic behaviors of prioritizing evidences/results, summarization for final
diagnosis and adding tests also had the statistical power to differentiate the high and low
performing groups.
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Fig. 2. Conditional inference tree assessing the relative importance of different clinical behaviors
when solving the Amy case (left) and the Cynthia case (right) to participants’ final performance
(high performer vs. low performer). The splitting criterion was P < .05. p values are given below
variable names. n indicates the number of observations. For the Amy case (left), Node 3 and Node
4 are primarily low performers [dark grey] (100% and 64.3% respectively), whereas node 7 is
primarily high performers [light grey] (91.7%). Node 6 constitutes 58.3% high performers and
41.7% low performers; For the Cynthia case (right), Node 3 and node 7 are mainly low performers
[dark grey] (71.4% and 93.3% respectively) while node 4 and Node 9 are mostly high performers
(100% and 71.4% respectively). Node 8 consists of 57.1% low performers and 42.9% high
performers.

5 Discussion

In general, this study found that case difficulty influenced the time spent solving cases
for all performers. In other words, as the difficulty of medical case increased, participants
spent relatively more time on clinical reasoning processes. Specifically, participants took
significantly more time adding tests as the difficulty level increased. Besides, findings
from this research suggested that when examining how students managed their SRL
strategies during problem-solving processes, it’s important to analyze how learners
regulated their behaviors across the three phases of SRL, since different phases have
different requirements for learners on the use of cognitive and metacognitive strategies.
But it’s also crucial to delve into specific behaviors within each phase of SRL, otherwise
some details would be ignored from the analyses.

With respect to the simpler case of Amy, the high performers spent significantly
more time than the low performers. This was in line with the findings from [20] which
argued that the more time students regulated their own problem-solving, the better the
outcomes. However, there were no statistically significant differences between the high-
and low-performing learners in terms of the time spent solving the Cynthia case (i.e. the
difficult case), indicating that task complexity mediated the relationship between
problem-solving time and student performance. As the difficulty level of patient case
increased, total time increased but did not differentiate between high and low perform‐
ance. Rather, performance differences could be attributed to where students spent the
most time, i.e., different allocation of time to different SRL behaviors. When examining
the time differences on specific diagnostic behaviors, this study found that the high
performing groups took more time on categorizing evidences/results, prioritizing
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evidences/results and summarization for final diagnosis than low performing groups to
solve the Amy case, revealing that high performers allocated more time on deep learning
strategies. It’s important to notice that these three kinds of behaviors all belong to the
self-reflection phase of SRL, since they essentially involved the cognitive and meta‐
cognitive activities of checking, judging and reflecting upon their learning outcomes.
Moreover, the conditional inference tree analysis also revealed that summarization for
final diagnosis and categorizing evidences/results were the two most important behav‐
iors to predict participants’ final performances when solving the Amy case. This was in
accordance with the observations of [7], claiming that low performers spent shorter
periods of time on key metacognitive processes.

In terms of the more complex case of Cynthia, there were significant differences in
the time spent on specific behaviors that occurred during the performance phase and the
self-reflection phase of SRL between the high and low performers. The low performers
took more time in the performance phase, while the high performers spent more time in
the phase of self-reflection. Specifically, the high performers spent less time on raising/
managing hypotheses, searching the library. But the high performers spent significantly
more time on summarization for final diagnosis than the low performers, which was
consistent with results associated with the simple case. These results have corroborated
previous findings that low performers spent most of their time on ineffective strategies,
while high performers selectively focused on effective learning activities [6, 7, 13].
Furthermore, the diagnostic behaviors of raising/managing hypotheses, summarization
for final diagnosis, aligned with prioritizing evidences/results, and adding tests, played
a crucial rule on participants’ performance. The amount of time spent in specific behav‐
iors that occurred during the performance and reflection phase were different from those
of students solving the Amy case. The reason perhaps lies in the fact that high performers
needed to adjust their actions and monitoring activities more efficiently as the task
difficulty increased, and therefore adapted their use of different strategies to better
achieve their goals [2].

6 Conclusion

This study examined how students allocated their time to different SRL behaviors while
diagnosing virtual patient cases that differ in complexity, and whether the allocation of
time distinguished between low and high students’ performances. The findings from this
research demonstrated that task complexity was an important mediator in the relation‐
ship between students’ allocation of time and their performances, which provided new
evidence to inform the mixed results evident in the extant literature [2]. Moreover, the
allocation of time could also predict students’ performances.

This research provided important implications for the development of ITSs designed
as metacognitive tools. Task complexity is an essential consideration when developing
SRL tools within an ITS, since different levels of tasks require different learning strat‐
egies. Furthermore, our findings suggest that adaptive scaffolds for promoting SRL
processing should consider the efficient use of different strategies that are critical to
successful task completion.
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Abstract. The cognitive load theory has been mainly investigated
in declarative knowledge learning, typically learning with hyper-media
material. In this study, the preceding findings are examined in problem
solving domain with a different type of experimental task such as Reversi
game. The experimental results were consistent with preceding studies,
showing that extraneous cognitive load is harmful to the learning pro-
cess, but the effects of intrinsic load are subject to debate. Additionally,
the participants correctly evaluated each cognitive load, using a ques-
tionnaire. In addition, it was confirmed that the subjective evaluation
predicted learning outcomes.

Keywords: Cognitive load theory · Intrinsic load · Extraneous load
Germane load

1 Introduction

The cognitive load theory (CLT) plays a central role in designing learning envi-
ronments [20,21]. It distinguishes three types of cognitive loads: intrinsic, extra-
neous, and germane. The theory has been mainly examined in the domain of
declarative learning. In typical situations for examination, participants engaged
in learning activities with hyper-media learning materials in which the burdened
cognitive loads were manipulated. The findings indicate that extraneous load is
harmful [5,12,13,21], but germane load is helpful for learning [1,16,17,21]. In
addition, intrinsic load should be controlled on the basis of the tradeoff between
participants’ expertise and the difficulty of the learning tasks [18].

In the present study, we examined CLT in a different learning domain. We
used an 8-by-8 Reversi board game as the learning task. The skills for performing
such a board game are relatively different from those in the learning domain in
which the theory has been examined so far. One crucial skill for the game is
the capability to search for the problem space necessary to execute the best
move. As players master the game, their ability to search and predict future
states of problem solving develop further. These types of procedural skills are
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commonly required in various types of problem solving, and relate to general
problem solving heuristics such as the mean-ends analysis [19].

Another type of development occurs in the acquisition of perceptual skills.
Many cognitive science studies on problem solving have indicated that game
experts acquire various types of perceptual schema to perform rapid and accurate
recognition of the state of the game as it is played [3]. Such perceptual skills are
established on the basis of perceptual schema as crucial knowledge constructed
through the processes of acquiring expertise.

In the present study, we define intrinsic, extraneous, and germane cognitive
loads when performing the Reversi game, and require participants to perform
an experiment in which two primary loads, intrinsic and extraneous, which have
been focused since the beginning of CLT studies, are manipulated [20]. Generally,
the intrinsic load is defined as the basic cognitive load required to perform a
particular task. As mentioned, the primary cognitive activities for performing the
current task involve searching for the problem space. Therefore, in the Reversi
experiment, we define the intrinsic load as the load for finding the next best
move in each game state. To find the move, participants are required to search
the successive problem states. The extraneous load is defined as the cognitive
load unrelated to and hence wasted in primary cognitive activities. Thus, we
define extraneous load as the load that disturbs search activities. To manipulate
extraneous load in the experiment, we use different game discs rather than black
and white discs that increase the cognitive load to understand each game status.

Finally, the germane load is not manipulated in the experiment, and is treated
as the different cognitive load that emerges from the intrinsic load, but provides
positive effects for learning [1,16,17,21]. In the present study, we define the
germane load as necessary to discover the heuristic knowledge required to win
the game. Many types of such knowledge are recognized such as “occupying the
four corners as rapidly as possible.” To find such heuristics, participants engage
in meta cognitive activities that reflect their game playing, causing additional
cognitive loads while performing the task.

The first objective of this study is to understand the relation between such
cognitive loads and learning effects. We capture the learning effects on the basis
of the increases in test scores from pre- to post-test.

The second objective is drawn in the context of the development of mea-
surement methodology in CLT studies. It is common to use a questionnaire to
elicit the subjective evaluations of participants; questionnaires typically com-
prise questions related to one of the three types of cognitive loads. However, the
reliability of this subjective evaluation method has been called into question as
a result of multiple evaluations using questionnaires exhibiting inconsistencies
[6]. Some studies confirmed the validity of this methodology, but others did not.

In this study, we designed a questionnaire for measurement on the basis of
the definition of intrinsic, extraneous, and germane loads as described above,
and examined whether each cognitive load could be measured on the basis of
the subjective responses to the questionnaire.
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Additionally, we examined such subjective estimation as a predictor of learn-
ing effects, with particular attention to the consistency between the subjective
estimations and the learning effects of the two experimental factors.

2 Learning Task

2.1 Task

The task used in this study involved an 8-by-8, computer-based Reversi game,
for which a Reversi-based learning environment was developed by the authors
[14,15]. Participants played 8-by-8 Reversi games on a computer against a com-
puterized opponent (i.e., opponent agent) in the experimental environment. Par-
ticipants were assisted by a partner, also computerized (i.e., partner agent), to
selecting winning moves. The opponent agent and the partner agent were both
controlled by Edax, a Reversi engine, which suggested the best moves by assess-
ing future states of the game. The partner agent typically recommends candidate
moves among valid squares before the participant makes a move.

2.2 Questionnaire for Cognitive Load Evaluation

We developed a new questionnaire for cognitive load evaluation referring to
the questionnaires used in previous studies [5,11]. The questionnaire used in
the present study consists of ten items. Example question items for intrinsic,
extraneous, and germane loads are: it is difficult to search for the best move, it
is difficult to understand the arrangements of the discs on the board, and I make
great effort to find heuristics for wining, respectively.

3 Experiment

3.1 Procedure

In order to determine the baseline for the measurement of learning gains, the
participants were involved in a pre-test, which consisted of 12 problems. Fol-
lowing this, the participants took part in the learning (training) phase, which
involved 16 games for training. This phase was set up such that the participants
had access only to games that were already in progress; as a result, nearly half
of the discs were already placed on the board. From the middle toward final
stage, the participants played each game against the opponent agent, in some
of experimental conditions, while receiving the guidance information (i.e., the
best move) from the partner agent. At the final stage, they received the result,
victory or defeat, with the number of discs they had gotten.

The learning phase consisted of four blocks, and the participants were
required to play four games in each block. A set of winning strategies is pro-
posed; and the training for each block enabled the participants to learn one
of the strategies. The discs were arranged in an identical manner for the first
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three games in each block, whereas the arrangement was altered for the fourth
(final) game. The participants were then required to work with the questionnaire
designed to evaluate cognitive loads; they were also required to take part in the
post-test, which consisted of the same 12 problems as the pre-test.

3.2 Manipulated Factors

The following two factors were applied for manipulation: (i) the disc representa-
tion factor and (ii) the guidance information factor. The first factor was expected
to manipulate the extraneous load, whereas the second factor was expected to
manipulate the intrinsic load, respectively.

Disc Representation Factor. Figure 1 presents a sample disc arrangement
typical of the Black and White, and the L and rL (reversal L) conditions.

Fig. 1. Screenshots of the game board in the Black and White, L and rL (reversal L),
and guidance presentation conditions.

When the Black and White condition was considered, the Black and White
discs were used in the arrangement, whereas when the L and rL condition was
considered, the Ls or rotated Ls (black discs) and the mirror reversal Ls or
rotated reversal Ls (white discs) were used in the arrangement. In order to
perceive the status of the disc arrangement and decide the best move in the L
and rL condition, participants had to imagine the rotation of the L or reversal L
images during each trial, thus causing a significant extraneous load. As a result,
the L and rL condition increased the extraneous load more than the Black and
White condition.

Guidance Information Factor. For each trial of the game, the main task
was to choose the best winning move. In order to do so, the participants had to
understand the status of the disc arrangement, search the problem space, and
estimate the best move, thus increasing intrinsic load. The computerized partner
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agent suggested the best move to the participants in the guidance presentation
condition (see Fig. 1), whereas under the no guidance condition, no such informa-
tion was presented. This suggests that the intrinsic load of the participants was
lower in the guidance presentation condition than in the no guidance condition.

3.3 Learning Gains

Pre- and post-tests were conducted to evaluate the learning gains, and each
test consisted of the same 12 problems. In each problem, the participants were
presented with a disc arrangement, after which they were required to determine
the best possible move. The 12 problems were grouped into the following three
categories, each of which consisted of four problems. In identical problems, this
disc arrangements presented here were identical to those used in the training
phase. In near transfer problems, the disc arrangements used for the learning
phase were modified. More specifically, they were rotated 90, 180, or 270 degrees
from their original position or mirror-reversed from the rotated arrangements.
Finally, in far transfer problems, new disc arrangements were presented for this
category. The participants were able to determine the best possible move based
on the strategies they were trained in during the learning phase.

As the number of problems in each category was four, the full score was also
determined to be four. In the present study, the difference between the pre-test
and post-test scores, more particularly, the increase in the post-test scores, were
used as learning gains.

3.4 Participants

81 undergraduates from Nagoya University participated in this study. Although
all the participants had played Reversi prior to their involvement in the study,
they were not experts. The participants were divided into four groups: 21, 19,
20, and 21 participants were assigned to each of no guidance and Black/White,
no guidance and L/rL, guidance presentation and Black/White, and guidance
presentation and L/rL conditions, respectively.

4 Results

4.1 Manipulation Check

We assume that the disc representation factor manipulates the extraneous load,
and the guidance information factor manipulates the intrinsic load, respectively.
To confirm this premise, we analyzed the following two indexes.

Disc Representation Factor. The preceding studies have confirmed that high
extraneous load makes many errors in task performance. Therefore, we analyzed
the number of errors (invalid) moves in which the participants received alarms
from the system. Table 1 shows the average number of errors in each game.
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Table 1. Number of error moves in the learning phase

No guide
Black/White

No guide
L/rL

Guide
Black/White

Guide
L/rL

1.82 (0.29) 13.47 (0.81) 0.35 (0.08) 3.14 (0.83)

Table 1 shows that errors were extremely large in the no guidance and
L/rL condition in which the enormous extraneous load expects to emerge. A
two (guidance information: guide and no guide) × two (disc representation:
Black/white and L/rL) ANOVA revealed significant interaction between the
two factors (F (1, 77) = 50.5, p < 0.01). The simple main effects of the disc
representation factor in both guide and no guide conditions revealed significance
(F (1, 77) = 174.6, p < 0.01; F (1, 77) = 10.0, p < 0.01). This result supports
that the L and rL disc representation successfully caused larger extraneous load.

Guidance Information Factor. As mentioned above, in the current learning
task, the primary cognitive activity causing the intrinsic load to perform the
task was to search for the problem space. This means that a larger intrinsic load
expects participants to take greater time to decide the next move, which results
in greater response time to reach a decision. Table 2 shows the average response
time required by the participants to decide each move.

Table 2. Response time (msec) in each decision for next move

No guide
Black/White

No guide
L/rL

Guide
Black/White

Guide
L/rL

5958.5 (481.3) 7265.0 (519.3) 3987.4 (388.0) 4544.1 (418.8)

The same ANOVA revealed a significant main effect of the guidance infor-
mation factor (F (1, 77) = 25.1, p < 0.01), but neither the main effect of the disc
representation factor nor the interaction of the two factors reached a significant
level (F (1, 77) = 4.0, n.s.; F (1, 77) < 1, n.s.). This result supports that the guid-
ance information factor successfully manipulated the intrinsic cognitive load in
the experiment.

4.2 Learning Effects

Table 3 shows the increase in the test scores from pre- to post-test in the identical,
near transfer, and far transfer problem categories.

In each of the problem categories, the same 2 × 2 ANOVA was performed.
In the identical problem category, it detects a significant main effect of the disc
representation factor (F (1, 77) = 10.3, p < 0.01), but neither the main effect
of the guidance information factor nor the interaction between the two factors
reached a significant level (F (1, 77) < 1, n.s.; F (1, 77) = 2.5, n.s.).
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Table 3. Increase in test scores from pre- to post-test

No guide
Black/White

No guide
L/rL

Guide
Black/White

Guide
L/rL

Identical 0.90 (0.28) 0.50 (0.28) 1.16 (0.24) −0.05 (0.16)

Near transfer 0.76 (0.24) 0.60 (0.25) 1.21 (0.24) 0.29 (0.22)

Far transfer 0.33 (0.35) 0.75 (0.32) 0.58 (0.27) 0.24 (0.29)

In the near transfer problems, we obtained a similar result, indicating that
there was a significant main effect of the disc representation factor (F (1, 77) =
4.9, p < 0.05), but neither the main effect of the guidance information factor nor
the interaction between the two factors reached a significant level (F (1, 77) < 1,
n.s.; F (1, 77) = 2.4, n.s.).

In the far transfer problems, none of the main effect of the disc representation
factor, the main effect of the information guidance factor, or the interaction of the
two factors was detected (F (1, 77) < 1, n.s.; F (1, 77) < 1, n.s.; F (1, 77) = 1.4,
n.s.).

4.3 Subjective Estimation

Next, we examined whether the participants evaluate cognitive loads correctly
when the extraneous and intrinsic cognitive loads are manipulated. Table 4
presents the results of the questionnaire used to measure each type of cogni-
tive load.

Table 4. Results of participants’ subjective evaluation for the three cognitive loads

No guide
Black/White

No guide
L/rL

Guide
Black/White

Guide
L/rL

Intrinsic 4.11 (0.17) 4.56 (0.12) 3.70 (0.19) 3.75 (0.26)

Extraneous 2.19 (0.15) 4.37 (0.08) 1.58 (0.10) 4.54 (0.09)

Germane 4.19 (0.09) 3.51 (0.17) 4.11 (0.11) 3.08 (0.18)

In the intrinsic load, a two (guidance information: Guide and No guide) ×
two (disc representation: Black/white and L/rL) ANOVA revealed a significant
main effect of the guidance information factor (F (1, 77) = 9.59, p < 0.01), but
neither the main effect of the disc representation factor nor the interaction of
the two factors reached a significant level (F (1, 77) = 1.58, n.s.; F (1, 77) = 1.07,
n.s.).

In the extraneous load, the same ANOVA revealed a great significant main
effect of the disc representation factor (F (1, 77) = 520.43, p < 0.01) but the
main effect of the guidance information factor did not reach a significant level
(F (1, 77) = 3.79, n.s.). The interaction of the two factors, however, was found
to be significant (F (1, 77) = 12.13, p < 0.01).
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In the germane load, the same ANOVA revealed a significant main effect of
the disc representation factor (F (1, 77) = 35.13, p < 0.01), but neither the main
effect of the guidance information factor nor the interaction of the two factors
reached a significant level (F (1, 77) = 3.21, n.s.; F (1, 77) = 1.43, n.s.).

4.4 Subjective Estimation and Learning Gains

In Tables 3 and 4, we obtained two results referring to two dependent valuables,
learning effects and subjective evaluation scores. Next, we sought to identify the
type of cognitive load that contributes to learning effects, specifically, we ana-
lyzed correlations between the two indexes. We analyzed the relations between
the evaluation scores of each cognitive load in the questionnaire and the increases
in the post-test scores as compared to the pre-test scores. Table 5 presents the
results of this analysis. We found a positive correlation between the germane
load and the learning gains, but only in the identical problems that were tested.
Negative correlations were found between the extraneous load and the learning
gains in the identical and near transfer problems. However, the relations were
not noticeable when the far transfer problems were tested.

Table 5. Correlation of the evaluation scores of each cognitive load from the question-
naire and the difference between the pre-test and post-test scores

Intrinsic Extraneous Germane

Identical n.s. r = −0.385, p < 0.01 r = 0.279, p < 0.05

Near transfer n.s. r = −0.294, p < 0.01 n.s.

Far transfer n.s. n.s. n.s.

5 Discussion and Conclusions

First, we consider the first research question posed in introduction. In the Reversi
experiment, we confirmed successful manipulation for intrinsic and extraneous
cognitive loads. As indicated in Sect. 4.2, increasing of the extraneous load low-
ered learning gains, whereas the amount of intrinsic load showed no effects of
the learning outcomes. This finding is consistent in the subjective evaluation in
Sect. 4.4, which means that subjective evaluation functions as a predictor for
learning outcomes.

In terms of the second research question, the results in Sect. 4.3 confirmed
that the participants correctly evaluated both intrinsic and extraneous loads.
Further analysis showed that there was no correlation between the subjective
evaluations of the intrinsic and extraneous loads (F (1, 79) = 2.36, n.s.), mean-
ing that they estimated each cognitive load independently. On the contrary, we
found a substantial negative correlation between the extraneous and germane
loads (r = −0.481, F (1, 79) = 23.88, p < 0.01). This analysis implies that
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our experimental manipulation of disc representation caused a heavy extrane-
ous load, and limited working memory resources to which the germane load is
assigned for learning.

The negative cost of the extraneous load mentioned above is consistent with
results obtained from preceding studies on CLT [5,12,13,21]. On the other hand,
the relation between the intrinsic load and learning gains is still unclear [2,6,9,
18]. CLT has two perspectives on the function of intrinsic load: learning activities
emerge together with, or independently from, the intrinsic load.

From the part-of-intrinsic view, typical procedural learning occurs with an
increase in the capabilities for looking ahead to a successive game status while
searching the problem space for the best possible move to win. On the basis of
the definition of intrinsic load in this study, these types of learning activities
emerge with the intrinsic load. Conversely, from the independent-from-intrinsic
view, crucial learning could be developed by finding accurate heuristics for win-
ning games. This type of knowledge is expected to be found through reflective
thinking. When participants were in the guidance presentation condition, they
considered why the presented move was the best one. Such thinking is charac-
terized as a meta cognitive activity. The guidance presentation condition com-
pressed the intrinsic load and widened the cognitive resources to which this type
of germane cognitive load was assigned. In the current experiment, the increase
of intrinsic load might activate the former type of learning activities whereas the
decrease of the intrinsic load might activate the latter learning. Such two aspects
of the functions of intrinsic load may negate the relation between the intrinsic
load and learning gains.

Finally, although substantial increases were found in the test scores from pre-
to post-test in Black and White conditions, the increases were only found in the
identical and near transfer problem categories. Meanwhile, no increases were
found in the far transfer problems. Overall, skill acquisition of playing games
needs much training and the expertise as a game player needs to take long
period [8]. In our experiment, only sixteen games were performed for training.
There is a possibility that this limitation did not cause learning effects in the far
transfer problems.

We confirmed the validity of CLT using the Reversi game as an experimental
task. The findings of this study were almost consistent with those of previous
studies. CLT has provided design principles: the design of hyper media [10]
such as e-learning systems, websites [4], and online newspapers [7]. Our study
indicated a possibility that such principles could be applied to other expanded
learning domains.
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Abstract. While it is important to individualize instruction, identifying and
implementing the right intervention for individual students is too time-
consuming for instructors to do manually in large classes. One approach to
addressing this challenge is to identify groups of students who would benefit
from the same intervention. As such, this work attempts to identify groups of
students with similar academic and behavior characteristics who can benefit
from the same intervention. In this paper, we study a group of 700 students who
have been using ALEKS, a Web-based, adaptive assessment and learning sys-
tem. We group these students into a set of clusters using six key characteristics,
using their data from the first half of the semester, including their prior
knowledge, number of assessments, average days and score increase between
assessments, and how long after the start of the class the student begins to use
ALEKS. We used mean-shift clustering to select a number of clusters, and
k-mean clustering to identify distinct student profiles. Using this approach, we
identified five distinct profiles within these students. We then analyze whether
these profiles differ in terms of students’ eventual degree of content mastery.
These profiles have the potential to enable institutions and instructors using
ALEKS to identify students in need and devise and implement appropriate
interventions for groups of students with similar characteristics and needs.

Keywords: Group intervention � ALEKS � Clustering � Student profiling
Grit

1 Introduction

Interventions delivered by instructors can change students’ course of learning, guiding
them to improve their outcomes [1]. However, despite the success of specific
broad-based interventions [2], it is unlikely that any single intervention will be ideal for
all students. A major limitation to the development of broad-based, classroom-wide
interventions is that students’ characteristics are highly variable from student to student.
This variability has made it difficult to identify and apply the right intervention in
classroom and online platforms supporting instructors.
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This realization has led educators to consider personalized interventions, where
each individual receives an intervention tailored to their needs. However, it is
time-consuming for instructors to identify and implement the right intervention for
individual students, especially if they have to do so manually in large classes. Fortu-
nately, students are not fully unique either; what enhances learning and progress for
students with specific characteristics could apply to other students with similar char-
acteristics. Researchers have demonstrated that it is possible to identify groups or
clusters within students [3, 4], suggesting that it may be possible to use these methods
to identify groups of students who could potentially benefit from the same intervention.

There are several published studies that have clustered students into meaningful
groups with a goal of driving intervention. Conati et al. provided initial evidence on a
user modeling framework for exploratory learning that can automatically identify
meaningful student interaction behaviors and can be used to build user models for the
online classification of new student behaviors. They built supervised classifiers to
recognize categories of student behavior initially identified using an unsupervised
clustering approach [5]. Additionally, Rodrigo et al. used unsupervised clustering on
data gathered from an intelligent tutoring system to determine whether it was possible
to identify distinct groups of students based on interaction logs alone. With the aim of
automatic development of detectors of behavior and affect, they identified two student
behaviors clusters associated with differing higher-level behaviors and affective states
[6]. Another study categorized learners in 13 MOOC courses based upon their inter-
action with the course, using k-means clustering, to suggest possible improvements in
course design and delivery. They identified learners’ classes as Uninterested, Casuals,
Performers, Explorers and Achievers, where each class of learners had distinct inter-
action with the course and followed a certain learning approach. Another study has
analyzed engagement patterns on four MOOCs and identified two clusters with seven
distinct patterns of engagement, suggesting that patterns of engagement in the MOOCs
under study were influenced by decisions about pedagogy [7].

In this paper, we use students’ characteristics to identify groups of students who
could benefit from the similar intervention. Section 2 describes the data and clustering
techniques, Sect. 3 shows some exploratory analysis, and Sects. 4 and 5 include the
results and discussion.

2 Data

2.1 ALEKS

ALEKS is a Web-based artificially intelligent learning and assessment system. Its
artificial intelligence is based on a theoretical framework called Knowledge Space
Theory (KST) [8]. KST allows the representation of a large number of knowledge
states that constitute a domain in form of a knowledge map. Therefore, KST allows for
a precise description of a student’s current knowledge state (KS), and what they are
ready to learn next. ALEKS’s assessment engine enables estimation of students’ KS by
a diagnostic test taken when the student starts using the system. ALEKS then conducts
assessments during students’ progress through the course to continuously update
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students’ KS and decide on what the student is ready to learn next. These progress
assessments are taken if the student have achieved certain amount of learning progress
or have not used the system within 60 days. Research has shown that using ALEKS
after school is as effective as interacting with expert instructors [9].

2.2 Data

The data used in this study is from 18 classes in higher education using ALEKS for
Beginning Algebra. The data is comprised of information about each assessment the
students have taken and has a 5725 total number of assessments for all students. After
removing students who did not take the initial assessment, or took it multiple times
(making it difficult to estimate their initial knowledge in the class), the dataset has 628
students. These are 16 week classes and we calculate a set of attributes for students up
to week 8 in the class. Below attributes are computed for each student:

• Initial assessment score percentage
• Total number of assessments
• Average days between assessments
• Days since class start initial assessment was taken
• Average percentage score increase between assessments.

In addition to above attributes, we have each students’ latest assessment score
percentage in ALEKS at the end of class.

The above attributes are named based on how ALEKS works and the student
behavioral characteristics in ALEKS. Prior knowledge is students’ initial knowledge
assessment score. Average days between assessments is treated as a measure of students’
consistency of working in ALEKS. As mentioned in Sect. 2.1, since each assessment is
triggered based on both how much students have learned and/or how much time they’ve
spent, more frequent assessments indicates consistency in learning and time spent. The
total number of assessments taken could indicate students’ effort in ALEKS, both in
learning and time spent. The average increase in percentage of mastery between each
assessment indicates how fast/slow the student is mastering the topics and is referred to as
pace. These attributes are calculated at/before week 8 (the middle of the course) by
filtering the data only for the assessments taken in the first 8 weeks of the class.

3 Exploratory Data Analysis

3.1 Initial Knowledge and Outcome

Students’ initial score distribution versus final score distribution is a good indication of
how much students have progressed over the class period. Figure 1a shows these
distributions on the same plot. It is noticeable that students mostly start with low and
medium initial knowledge but the outcome could vary from low to very high scores.
Students’ progress over the class period can be represented as their outcome minus
their initial knowledge. Figure 1b shows how varied students’ progress is, over the
class period in the same domain on ALEKS.
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3.2 Student Progress Versus Pace

Investigating the relationship between students’ average items learnt between assess-
ments (progress) and the average number of days between their assessments (pace)
reveals that a typical student learns about 18 items over 7 days. Assessments in ALEKS
are triggered based on student’s learning and time spent. Progress assessments are
triggered when a student has learnt 20 topics or spent 10 h in ALEKS. This is shown in
Fig. 2, where the highest density is the point at 18 items on the y-axis, representing the
average number of items students learnt between assessments, and at 7 days on the
x-axis, representing then average days between students’ assessments. However, there
are students who are considerably faster, learning a given number of items over 5 days
or less, and students who are considerably slower, learning the same number of items
within 10 days or more.

Fig. 1. (a) Students’ initial knowledge distribution and outcome distribution. (b) Students’
progress over the class period, computed as the difference between students’ initial knowledge
and outcome in the class.

Item
s learned betw

een assessm
ents

Days between assessments  

Fig. 2. Relationship between students’ average items learned between assessments (progress)
and days between assessments (pace).
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4 Methodology

We create student profiles within ALEKS using clustering. Specifically, we adopt a
three-step process. First, we need to address the high level of correlation between the
student characteristics that are input to our clustering algorithm; for example, the
Pearson correlation coefficient between last assessment score percentage and total
number of assessments for each student is 0.67. To address this concern, we use
principal component analysis (PCA), which reduces the data dimensionality by
replacing the higher-dimensional original data with a smaller number of non-correlated
derived vectors (“principal components”), linear combinations of the original attributes.

Next, we determine the number of clusters using Mean-Shift Clustering [12], which
delineates arbitrarily shaped clusters in the data (in this case using a Gaussian kernel)
and detects the modes of the density using kernel density estimation. Hence, the
number of modes can be used to decide the number of clusters in data by finding the
centers of mass within the data.

Finally, we use k-means clustering to find a set of student groups with similar
characteristics, choosing this algorithm due to its high interpretability and its property
of having non-overlapping clusters. K-means is an iterative clustering technique, where
data is partitioned into k clusters by assigning each data point to the cluster with the
nearest centroid, and the cluster centroids are iteratively refined until the within-cluster
sum of squares (of the distance between each data point and its cluster centroid) cannot
be reduced further. In this study, we used Euclidean distance as the distance measure.

5 Results and Discussion

5.1 Preliminary Step: Principal Component Analysis

PCA revealed five principal components (PCs), listed in Table 1. Table 1 shows these
factor weightings and the proportion of variance explained by each component. The
first three PCs from Table 1 cumulatively explain nearly 90% of variance in the data.
Therefore, we use the first three PCs as the input to mean shift clustering and k-means.
Note that the first three principal components do not load strongly on the variable
“Delay in Start”. As such, this variable is effectively not included in the cluster analysis
and is not used later in Sect. 5.2 to explain cluster characteristics.

Table 1. Attributes’ weights and explained variance proportion for principle components.

PC Prior
knowledge

Consistency Pace Effort Delay in
start

Explained variance
proportion

1 0.06 0.27 0.29 −0.91 0.00 0.46
2 −0.99 0.00 0.13 −0.02 −0.00 0.31
3 0.04 0.81 0.43 0.38 0.02 0.11
4 −0.10 0.51 −0.84 −0.12 0.02 0.10
5 0.005 0.02 −0.00 0.00 −0.99 0.004
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5.2 Learner Profiles

Mean-shift clustering identified 5 possible clusters in the data. Hence, we set k-means
clustering to look for five distinct groups of students, using the data from the first three
PCs. To interpret these clusters, we then look at the average values for each variable in
each cluster, and determine whether each cluster has low, medium or high average
values for each variable, in relation to other clusters, shown in Table 2.

We use t-tests to measure the statistical significance of the difference in each
characteristic between clusters, using a Benjamini and Hochberg post-hoc correction
[10] to control for running multiple comparisons. Table 3 shows the statistical sig-
nificance (p-value) of the difference between each attribute between each pair of
clusters. All differences between groups that have p < 0.05, indicated in bold, are also
statistically significant after a Benjamini and Hochberg post-hoc correction, except for
the prior knowledge difference between clusters 2 and 3 (p = 0.04). As Table 3 shows,
each pair of clusters is different in at least three of the four variables.

Table 2. Average attributes for each cluster.

Label Size Prior knowledge
(% score)

Consisteny (days) Pace
(% score increase)

Effort
(# of assessments)

1 190 13.6
(Very Low)

9.3
(Average)

8
(Average)

5.1
(Low)

2 243 17.8
(Average)

8
(Average)

6.9
(Average)

9.5
(Average)

3 50 15.6
(Average)

23.3
(Very Low)

12.9
(High)

4
(Very Low)

4 62 18
(Average)

5.2
(High)

5
(Low)

16.5
(Very High)

5 83 40
(Very High)

10.2
(Average)

6.8
(Average)

6.5
(Low)

Table 3. Statistical significance (p-value) of the difference between each attribute between each
pair of clusters.

Clst 1 Clst 2 Prior knowledge
(% score)

Consistency (days) Pace
(% score increase)

Effort (# of
assessments)

1 2 <.001 <.001 <.001 <.001
1 3 0.089 <.001 <.001 <.001
1 4 <.001 <.001 <.001 <.001
1 5 <.001 0.12 <.001 <.001
2 3 0.04 <.001 <.001 <.001
2 4 0.88 <.001 <.001 <.001
2 5 <.001 <.001 0.73 <.001
3 4 0.20 <.001 <.001 <.001
3 5 <.001 <.001 <.001 <.001
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5.3 Learner Profile Names

Using the cluster characteristics in Table 2, we have identified each learner profile with
a name. Below are the cluster names and description of each profiles.

1. Strugglers: this group starts with a very low prior knowledge, puts in low effort and
has an average pace of learning.

2. Average Students: this group of learners are average in all characteristics.
3. Sprinters: this group starts with average prior knowledge. They have low consis-

tency in learning and low effort, but have a high pace.
4. Gritty: this group has an average prior knowledge. They have high consistency and

high effort, but work at a slow and steady pace.
5. Coasters: this group starts with very high prior knowledge. However, they have

average pace and consistency, and put in low effort.

The name of the gritty group is inspired by Angela Duckworth’s definition of grit as
perseverance and passion to achieve long-term goals [11]. This group shows similar
characteristics to what Duckworth defines as grit, maintaining consistency and high
effort throughout the class.

A good way of understanding these clusters comes from an external qualitative
study conducted by an independent research agency to identify three key student
personas in higher education. These personas were characterized based on organiza-
tional effort, study effort, persistence, self-confidence, and social extroversion:

• The struggler: characterized by low effort, persistence, self-confidence, social
extroversion and very high organizational efforts.

• The planner: characterized by very high organizational and study effort in addition
to high persistence, self-confidence and social extroversion.

• The average student: characterized by very low organizational effort, low study
effort and persistence, and average self-confidence and social extroversion.

These personas characterize a converging set of categories that represent one or
more groups of students we identified in our current cohort of students. The planner
characteristics are very similar to gritty students. The struggler persona represents the
strugglers and sprinters in our study while the average student persona covers the
characteristics of average Students and coasters.

5.4 Learner Profiles and Mastery

We can use final percentage mastery in ALEKS to verify whether the profiles are
associated with differences in students’ outcomes at the end of the class. Based on their
learning characteristics in the first 8 weeks of the class, we expect the strugglers to
achieve a low outcome, Average Students to achieve an average outcome, Sprinters to
achieve an average to low outcome, the Gritty group to achieve high outcome and
Coasters to achieve an average to high outcome.

Table 4 shows the final percentage mastery for each group and the corresponding
standard deviation. As we can see, the groups differ in their mastery in the hypothe-
sized fashions. For example, gritty learners finish the class with a very high outcome in
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ALEKS while strugglers are at the other end. We then conduct a set of t-tests to
measure the statistical significance differences in final mastery between groups, using a
Benjamini and Hochberg post-hoc correction [10] to control for running multiple
comparisons. Table 5 shows the mean differences between different groups and their
statistical significances. All differences between groups that have p < 0.05 are also
statistically significant after a Benjamini and Hochberg post-hoc correction. We find
that Groups 1 and 3 (Strugglers and Sprinters) and groups 2 and 5 (Average Students
and Coasters) have similar average final mastery. What differentiates these groups is
their characteristics in terms of consistency, pace and effort.

6 Discussion and Conclusion

In this study, we aimed to address the challenge of deciding and applying individual
interventions for students by identifying groups of students whose learning patterns
were similar, and who could potentially benefit from the same intervention. We used
cluster analysis techniques to identify groups of students with similar academic and
behavior characteristics who can benefit from the same intervention. To accomplish
this, we used PCA and two clustering techniques to identify distinct groups of students
within 628 students using ALEKS. Our analyses used five characteristics of these

Table 4. Final percentage mastery and corresponding standard deviation for each profile.

Label Learner profile % Final mastery Standard deviation % Final mastery

1 Strugglers 44.8 17.9 Very low
2 Average students 72.4 15.4 Average
3 Sprinters 48.9 19.5 Low
4 Gritty 88.6 11.8 Very high
5 Coasters 72.7 15.1 Average

Table 5. Mean difference between different groups and their statistical significance. All
differences between groups that have p < 0.05 are also statistically significant after a Benjamini
and Hochberg post-hoc correction.

Group Comparison group Mean difference in outcome P-value

1 2 −27.6 <.001
1 3 −4.1 0.15
1 4 −43.8 <.001
1 5 −27.9 <.001
2 3 23.5 <.001
2 4 −16.2 <.001
2 5 −0.3 0.86
3 4 −39.7 <.001
3 5 −23.8 <.001
4 5 15.9 <.001
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students up until the midterm of the class: students’ starting score in the course (prior
knowledge), average score increase between assessments (progress), total number of
assessments taken (effort), average days between assessments (pace), and days since
class start that initial assessment was taken (delay in start). We find five clusters,
described in Table 2 in terms of their average characteristics. Translating these aver-
ages to word descriptions gives us the learning pattern of students in each cluster
(Table 3), producing five student profiles – Strugglers, Average Students, Sprinters,
Gritty, and Coasters – which can be communicated to instructors. The clusters can then
be used by instructors to devise appropriate interventions in time to still take mean-
ingful action – at the course’s midterm. Used appropriately, with the proper inter-
ventions, these profiles can ensure that institutions are effectively using the information
from adaptive learning systems such as ALEKS to deliver relevant learner intervention.
For example, the Strugglers group could benefit from extra instruction while the
Sprinters group could benefit from nudges from the learning platform or instructor to
maintain learning consistency and put in higher efforts [12].

The next step for this project is to devise and implement interventions using the
guidelines given in this study and study the effectiveness of these interventions on
individuals within each group, to understand the effectiveness of this grouping for
intervention. Another area of future work would be to identify how early each student’s
learning group could be identified to enable the instructors to intervene early in the
course – if a cluster could be identified earlier, it would enable faster and possibly more
effective intervention. In addition, learner profiles could be validated further using
relevant surveys at the beginning of the semester, before students start using ALEKS.
For example, we may be able to use the short grit survey [16], to see if students who
self-report as gritty tend to also behave in a gritty fashion within ALEKS.

Through these approaches, we can better understand the learner profiles we are
developing and use them to improve student outcomes, helping adaptive learning
systems to achieve their goals for helping every student succeed.
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Abstract. Students need to accurately monitor and judge the difficulty of
learning materials to effectively self-regulate their learning with advanced
learning technologies such as intelligent tutoring systems (ITSs), including Meta‐
TutorIVH. However, there is a paucity of research examining how metacognitive
monitoring processes such as ease of learning (EOLs) judgments can be used to
provide adaptive scaffolding and predict student performance during learning
ITSs. In this paper, we report on a study investigating how students’ EOL judg‐
ments can influence their performance and significantly predict their learning
outcomes during learning with MetaTutorIVH, an ITS for human physiology.
The results have important design implications for incorporating different types
of metacognitive judgements in student models to support metacognition and
foster learning of complex ITSs.

Keywords: Metacognitive monitoring · Ease of learning judgments
Performance · Predictive modeling · Intelligent tutoring systems

1 Introduction

The use of advanced learning technologies, such as intelligent tutoring systems (ITS),
for learning is becoming ubiquitous and students learning with these environments are
expected to act autonomously and self-regulate their learning [1]. Furthermore, several
ITSs, such as MetaTutor, Betty’s Brain, AutoTutor, and nSTUDY have been developed
to detect, support, and foster students’ metacognition and self-regulated learning (SRL)
[2]. As such, it is imperative for students to accurately monitor the difficulty of the
material they learn with these environments. These judgments regarding how difficult
content will be to learn, or ease of learning (EOL) judgments, are important contributors
to academic achievement and learning with ITSs as they can influence attention, time,
strategy use, and effort allocation to the learning content [1–3]. Past research investi‐
gating these judgments has assessed their accuracy and confidence (i.e., difference
between their judged and demonstrated levels of performance) and has found in most
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cases, students are largely inaccurate and overconfident [1–4]. However, this research
has primarily investigated EOLs in laboratory-based contexts (i.e., paired-associates
learning) that may not reflect how students make these judgments in educational
contexts. Thus, determining the utility of EOL judgments in predicting learning
outcomes provides a valuable research contribution to using metacognitive judgment
features in student modeling during learning with ITSs.

1.1 Related Work

EOL judgments can contribute to successful learning outcomes because they are made
early on in the learning process and can influence study behavior and allocation of effort
during self-regulated learning [1–3]. Research examining these judgments in laboratory
settings suggests that EOLs are poor to moderate predictors of learning outcomes
because they are prospective judgments that are made without seeing the instructional
materials. However, much of this literature examines how EOL judgments can influence
learning with simple tasks (i.e., paired-associates learning) and as such, most of the
factors that influence the accuracy of these judgments are relatively micro-level (e.g.,
semantic relatedness between word pairs, fluency of perceptional processing, [2]).
Although the results from laboratory studies have provided evidence regarding the
inability of EOLs to predict performance, there is a potential for using more multimedia
instructional materials (e.g., text and diagrams), to identify how EOLs can be embedded
within ITSs to predict student performance during complex learning.

To explore this potential, we investigate how micro-level metacognitive judgments
(EOL judgments) that are made after examining a science question can influence student
performance. EOLs may force a learner to activate and successfully retrieve relevant
prior knowledge (if any), plan and generate sub-goals for learning based on successful
retrieval of relevant prior knowledge, to prepare to actively and accurately monitoring
and regulate their cognition (e.g., select learning strategies), motivation (e.g., expect to
persist given the complexity of the materials and lack of relevant prior knowledge), and
emotions (e.g., engage in cognitive reappraisal when experiencing frequent and
prolonged bouts of confusion and frustration). These are possible cognitive, affective,
motivation, and metacognitive SRL processes that can be activated prior to an EOL that
may fluctuate once the multimedia material is made available by an ITS and can therefore
substantially influence and predict students’ performance, especially in those with low
prior knowledge such as the ones who participated in our study (see Sect. 2.1).

2 Current Study

To assess the relationship between students’ EOL judgments and student performance
during learning with MetaTutorIVH, we investigated the following research questions:

1. Are there differences in performance when students judge the content as easier to
learn vs. when students judge the content as more difficult to learn?
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2. Are there differences in performance for when students judge the content as easier
to learn than it actually is vs. when students judge the content as more difficult to
learn than it actually is?

3. Can students’ ease of learning (EOL) judgments predict their performance?

2.1 Participants

48 undergraduate students (77% female) enrolled at a large mid-Atlantic North Amer‐
ican University participated in this study. Their ages ranged from 18 to 30 (M = 20.30,
SD = 2.35). Scores from the 18-item pre-test assessing their prior knowledge of the
science domains covered in the study revealed that students had low to moderate prior
knowledge of the science content (M = 11.20 [62.22%], SD = 1.48 [8.22%]). Students
were monetarily compensated up to $30 dollars for their participation.

2.2 MetaTutorIVH

The study was conducted with MetaTutorIVH, where students made several metacog‐
nitive judgments, inspected multimedia materials, and answered a series of multiple-
choice questions regarding 9 different human physiological systems (e.g., circulatory,
endocrine, nervous, etc.). MetaTutorIVH was designed to examine the influence of an
intelligent virtual human’s (IVH) behavior on students’ cognitive learning strategies,
metacognitive judgments, and emotions during learning about complex biology topics
(Fig. 1). The environment consists of an IVH, text passages and diagrams about human
body systems, and metacognitive judgment prompts. For this study, the IVH’s behavior

Fig. 1. Screenshot of MetaTutorIVH’s main interface illustrating the science questions,
multimedia content, and intelligent virtual human (IVH).
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consisted of specific facial expressions that were dependent on the relevancy of the
content (see Research Design in Sect. 2.3).

Students interacted with MetaTutorIVH over 18 counter-balanced, randomized, self-
paced trials that consisted of science questions, metacognitive judgment prompts, multi‐
media science content, and multiple-choice questions. The 18 trials were identical in
format. In each trial, students were first presented with a science question regarding a
particular body system on a separate slide before being presented with the multimedia
science content. An example science question was, “Please explain the process by which
we inhale more oxygen molecules than we exhale.” After viewing the science question,
students were then asked to submit an EOL judgment by answering, “How easy do you
think it will be to learn the information needed to answer this question?” Students
submitted their responses on a 0–100% scale, increasing in increments of 1%.

Following the submission of their EOL judgment, students were presented with a
content page containing the text passage, diagram depicting the concept described in the
text, the IVH, and the science question that was presented previously. After 30 s, students
were prompted to judge the relevancy of the text and diagram to the science question
they needed to answer by responding on a 3-point Likert-style scale. After students made
their text and diagram content evaluations, the IVH facially expressed a congruent,
incongruent, or neutral facial expression depending on the content relevance. Students
returned to reading the text and inspecting the diagram. After they were finished viewing
the content, students were required to answer the science question they were presented
previously by choosing a correct response from 4 options. After they submitted their
answer, students were prompted to make a judgment assessing their confidence in their
chosen answer. After they submitted their judgment, students were prompted to justify
their answer by typing a response into a text box (to ensure they had not skimmed the
material and guessed). They were then asked to make another confidence judgment
based on their justification. This procedure was repeated for the remainder of the 18
trials following the experimental session.

2.3 Research Design

This study used a 3 × 3 × 2 within-subjects design resulting in 18 trials. The first factor
was content relevancy, which referred to the relationship between the level of description
of the concept presented in the text/diagram to the science question asked. Students
interacted with 3 levels of relevance: high relevance (where both the text and diagram
were fully relevant to the science question asked), low text relevance (where the diagram
was fully relevant to the science question, but the text depicted the science topic in more
general terms), and low diagram relevance (where the text was fully relevant to the
science question, but the diagram depicted the science topic more generally). Despite
the presence of less relevant text or diagrams, the content still contained the information
needed to correctly answer the question. The second factor was the congruency of the
IVH’s facial expressions such that the IVH facially expressed a congruent (i.e. the facial
expression matched the relevancy of the content, joy for fully relevant content, confusion
for less relevant), incongruent (i.e. the facial expression did not match the relevancy of
the content, confusion for fully relevant content, and joy for less relevant content), or a
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neutral (included as a comparison) based on the relevancy of the content. For example,
if the text was only somewhat relevant to the content, the IVH facially expressed confu‐
sion to be congruent with the content, or joy to be incongruent with the content. The
third factor was whether the science question asked about a standard function or
malfunction of a particular body system. For example, a function question about the
human respiratory system was, “Please explain the process by which we inhale more
oxygen molecules than we exhale,” while a malfunction question was, “Please explain
how, in cystic fibrosis patients, a missing chloride channel alters diffusion of oxygen in
the respiratory system.”

2.4 Materials and Procedure

The study materials and equipment included the following: demographics questionnaire,
pretest made of 18 4-option multiple-choice questions used to assess prior knowledge
of the body systems described within the environment. Students EOL judgments and
answers to the 4-option multiple-choice questions were automatically collected by
MetaTutorIVH.

Students completed an informed consent form and then asked to complete a compu‐
terized demographic questionnaire and an 18-item science content pretest assessing their
basic biology content knowledge. After students completed the pretest, they completed
the 18 previously described trials with MetaTutorIVH. The average interaction with
MetaTutorIVH lasted approximately 1 h (M = 58.5 m, SD =20.40 m).

2.5 Data Sources and Preprocessing

Traditionally, metacognitive confidence judgments like EOL judgments have been
examined by calculating their absolute and relative accuracies. Absolute accuracy is
defined as the difference between the judgment and performance, while relative accuracy
is the relationship between a set of judgments and students’ performance scores. While
absolute accuracy identifies how precise a student is in their metacognitive judgments,
relative accuracy assesses the correspondence between judgments and overall perform‐
ance [1, 4]. However, to assess relative and absolute accuracies, judgments and perform‐
ance measures must be on the same continuous or ordinal scale, which may not reflect
the types of assessments used in academic settings (e.g., multiple-choice questions,
ordinally graded essays, etc.) or in this study. As such, a standardization process on
students’ EOL judgments was performed.

Although the experimental manipulations in this study included changes to the
content relevancy to the science question, as well as the behavior of the IVH, students
did not have access to the text, diagram or agent when making their EOL judgment for
a given trial. An F-test on the significance of the coefficients for content relevancy, IVH
facial expression congruence, and type of science question in a multiple linear regression
for content difficulty (see below) indicated none of the coefficients were significantly
different from zero (F(5, 12) = 0.63, p = .68). As such, results suggest these factors did
not significantly affect the difficulty of the content.
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Standardizing EOL Judgments by Student. We standardized students’ EOL judg‐
ment scores by student. The resulting standardized measures of a student’s EOL repre‐
sent how easy the student believed the multiple-choice problem to be relative to other
problems the student had rated. For example, a standardized value of 1.5 meant that the
student believed this problem was 1.5 standard deviations easier than their average EOL
judgment. A negative value indicated that the student believed the problem was harder
than their average EOL judgment.

This type of standardization is important because students could have had different
interpretations of a problem being “easy” or “difficult”, which is reflected of their ratings
on the 0–100 scale. For example, on the original 0–100 scale, one student’s average
EOL judgment was 17.7, while another’s was 76.4. These two students demonstrate
different interpretations of the 0–100 scale for their EOL judgments. This is important,
considering that the first student, who thought the content was substantially more diffi‐
cult to learn according to their raw EOL judgment values, correctly answered 12 of 18
(66.7%) questions while the second only correctly answered 9 of 18 (50%) questions.
As such, this standardization allowed comparisons between students since the standar‐
dized values represent a student’s relative EOL.

Assessing Content Difficulty. Each trial included a multiple-choice question with four
possible responses. For each multiple-choice question, there was one correct response,
two partially correct responses, and one incorrect response. We calculated a weighted
sum of a questions’ ease from the total number of students who answered the multiple-
choice questions according to these three response categories (i.e., correct = 1, partially
correct = 0.5, incorrect = 0). Higher weighted sums indicate that more students answered
correctly or partially correct (indicating easier to learn content), while lower weighted
sums indicate that more students answered incorrectly or partially correct (indicating
more difficult to learn content). These weighted sums were calculated for each of the 18
trials, where each trial’s weighted sum ranged from 0 to the total number of students
who responded to those questions.

Determining EOL Judgment Error. Standardizing students’ EOL judgments
allowed us to assess the accuracy of their EOL judgments against the measure of content
difficulty. Specifically, we calculated accuracy in terms of students’ EOL judgment
error, in contrast to traditional measures of relative and absolute accuracies. There were
two error measures of interest: signed error and squared error.

We calculated the signed error as the difference between a student’s standardized
EOL and the standardized problem difficulty (similar to the traditional measure of rela‐
tive accuracy). Because the resulting value retained its positive or negative value, this
allowed us to assess students’ EOL judgments in comparison to the actual difficulty of
the problem. For example, if the signed error was positive, the student thought the
problem was easier than it actually was, whereas if the signed error was negative, the
student thought the problem was more difficult than it actually was.

The squared error was calculated as the signed error value squared. This allowed us
to calculate of the magnitude of error in a student’s EOL judgment the problem difficulty
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(similar to traditional measures of absolute accuracy). This measure was also motivated
by noting that the sum of squares is a common regression error function.

We calculated both of these error measures on a student-trial basis such that our units
of analysis were students’ EOL judgments per question, as opposed to aggregating these
judgments by student. As such, each time a student made a judgment, the error was
calculated, for a total of 18 signed and squared errors per student (i.e., 18 trials × 48
students = 864 signed error values, and 18 × 48 = 864 squared error values).

3 Results

3.1 Are There Differences in Performance When Students Judge the Content
as Easier to Learn vs. When Students Judge the Content as More Difficult
to Learn?

The student-standardized EOL judgments were used to determine whether there were
differences in performance per trial for students who judged the content as easier to learn
vs. those who judged the content as more difficult to learn. More specifically, a one-way
ANOVA was conducted to compare the effect of positive (judged to be easier to learn
than average) or negative (judged to be harder to learn than average) student standardized
EOL judgments on performance. There were 438 (50.6%) trials in which students judged
the content to be easier to learn than their average EOL for the content and 426 (49.4%)
trials in which students judged the content to be more difficult to learn than their average
EOL judgment. There was a significant effect of students’ EOL judgments on perform‐
ance at the α = 0.05 level for the positive (easier to learn) or negative (harder to learn)
judgment groupings [F(1, 862) = 4.02, p = 0.045]. A post-hoc analysis using a Welch’s
(unequal variance) two sample t-test indicated that the performance for students who
judged the content as easier to learn than average (M = 0.74, SD = 0.34) was significantly
lower than students who judged the content as more difficult to learn than average (M
= 0.78, SD = 0.32). Furthermore, a significant negative correlation (r = −.10, p = 0.003)
was observed between the standardized student EOLs and performance. This demon‐
strated that as students judged the content to be easier to learn relative to other content,
the worse they performed on the multiple-choice questions. As such, results indicated
that students who judged the content as more difficult to learn achieved higher perform‐
ance on the multiple-choice questions.

3.2 Are There Differences in Performance for When Students Judge
the Content as Easier to Learn Than It Actually Is vs. When Students Judge
the Content as More Difficult to Learn Than It Actually Is?

The signed errors of EOL judgments were used to determine if there were differences
in performance per trial among students who judged the content as easier to learn than
it actually was vs. performance among students who judged the content as more difficult
to learn than it actually was. A one-way ANOVA was conducted to compare the effect
of positive (i.e., judged as easier to learn than it was) or negative (i.e., judged as harder
to learn than it was) signed error judgement groupings on performance. There were 422
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(48.8%) trials in which students judged the content as easier to learn than it actually was,
and 442 (51.2%) trials in which students believed the content to be harder to learn than
it actually was. There was a significant effect of the signed judgment error on perform‐
ance at the α = 0.05 level for the positive and negative judgment groupings [F(1, 862)
= 101.3, p < 0.001]. A post-hoc analysis using a Welch’s two sample t-test indicated
that performance for students who judged the content as easier than it actually was (M
= 0.65, SD = 0.36) was significantly lower than students who judged the content as more
difficult to learn than it actually was (M = 0.86, SD = 0.26). Additionally, a significant
negative correlation between the signed error and performance was observed (r = −.37,
p < .001), such that as students who judged the content to be easier to learn than it
actually was, the worse they performed on the multiple-choice question. As such, results
indicated that students who judged the content as more difficult to learn than it actually
was achieved higher performance on the multiple-choice questions (Table 1).

Table 1. Summary of multiple choice score by EOL grouping, which summarizes research
questions 1 (top row) and 2 (bottom row).

Positive group Negative group Overall correlation
n M SD n M SD r (p)

Standardized EOL 438 0.74 0.34 426 0.78 0.32 −0.1*
Signed EOL Error 422 0.65 0.36 442 0.86 0.26 −0.37**

*p < .05. **p < .001.

3.3 Can We Use Ease of Learning (EOL) Judgments to Predict Student
Performance?

For these analyses, we treated the performance prediction as a binary classification
problem. This was done by treating partially correct answers as incorrect, resulting in a
61.5% performance correctness rate serving as the majority class (question answered
correctly) baseline. We computed the 10-fold cross validation accuracy using a multi-
layer perceptron model with layers of 15 and 5 rectified linear units implemented from
the sklearn.neural_network package in Python [6] and using standardized EOL judg‐
ments, difficulty direction correct, and whether the standardized ease of learning is
positive as features. The difficulty direction correct is a binary variable indicating
whether the standardized EOL judgment and standardized ease of content have the same
sign. This is an indicator of whether or not the student correctly assessed the content of
being more or less difficult to learn than the average content and was correctly performed
on 47.5% of trials. These predictors were chosen because they are almost independent
of the difficulty of the content and reflect the usefulness of the student’s EOLs judgments
without explicitly including the content’s difficulty. The three predictors used as input
features, including the content’s difficulty used to calculate the errors, are calculated and
standardized using only data from the training fold. The average accuracy across the 10-
folds was 71.7%, which is a significant improvement over the majority class baseline of
61.5% (t = 5.88, p < 0.001). This accuracy improvement indicates that these features
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based primarily upon student EOL judgments are useful in predicting student
performance.

4 Discussion

The study investigated how students’ EOL judgments can influence and be predictive
of performance. The results from these analyses significantly augment our understanding
of how students’ metacognitive judgments can be used to model performance during
learning with ITSs and have implications designing future ITSs that emphasize the role
of metacognition during complex learning.

Results from our first research question indicated that students who judged the
content as being harder to learn outperformed students who judged the content as being
easier to learn on their multiple-choice responses. These findings are compounded by
results from research question 2, which indicated that students who judged the content
as being harder to learn than it actually was, significantly outperformed students who
judged the content to be easier to learn than it actually was. The significantly lower
performance of students who judged the content to be easy suggests that students’
overconfidence for these questions deleteriously impacted their performance. Contrary
to published literature on EOLs, it is possible that these students did not accurately
monitor their emerging understanding, select the appropriate cognitive strategies, and
allocate sufficient effort necessary to successfully understand, and learn the multimedia
materials, leading to poor performance [1–4]. Alternatively, students who had judged
the content as being harder to learn achieved superior performance by accurately moni‐
toring their understanding and selecting the appropriate strategies, allocating more effort
than they needed to successfully understand the content. These results significantly
extend previous research on EOL judgments by integrating different types of measures
to indicate relative and absolute judgment accuracies (i.e., standardizing both EOL
judgments and problem difficulty). Traditionally, research has addressed these measures
of accuracy separately by calculating the absolute accuracy index for absolute accuracy
and Goodman-Kruskal correlations for relative accuracy (see [5]).

Lastly, results from our third research question demonstrated the utility of EOLs in
predicting student performance. Results indicated that including EOL judgments and
their accuracy as predictors in a multi-layer perceptron model demonstrated statistically
significant predictions of performance 71.7% of the time, improving prediction by 10.2%
(relative improvement of 16.6% over the baseline). As such, it is possible that the context
of learning with educationally relevant materials may facilitate more accurate EOL
judgments than the other contexts where they have been examined. Furthermore, limited
research has investigated including metacognitive judgments as features to use while
building accurate student models. Therefore, our results provide evidence that prospec‐
tive metacognitive judgments can provide ITSs with important student-based perform‐
ance information with which the system can use to identify the accuracy of metacogni‐
tive monitoring processes during learning and intervene accordingly based on a sophis‐
ticated student model.
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From practical and design perspectives, incorporating EOL-like features into ITSs
is straightforward and imposes little burden on students. An ITS need only take one
continuous input from a brief preview of a future problem, without showing the student
any content, to predict their performance for learning that content. Results from our
analyses indicated that students generally spent little time making these judgments (M
= 4.5 s, SD = 3.3 s) relative to their overall time interacting with MetaTutorIVH in our
study (average of 2.3% of the total time). As such, integrating this as a feature in ITSs
can potentially provide the system pertinent performance information. For example,
students could provide an EOL after being presented with their next topic. The ITS uses
that students’ EOL judgment to model their performance and intervenes based on this
prediction. Specifically, the IVH or other artificial agent (knowledgeable of the difficulty
of the content) could provide scaffolding to the student in the form of suggestions to re-
evaluate their metacognitive judgment, slow down and pay attention to the upcoming
content, etc. Alternatively, the IVH could then prompt the student to engage in context-
appropriate cognitive learning strategies by having the students summarize the presented
material, make inferences about the content, and integrate the information in the text
and diagrams to facilitate better conceptual understanding and deeper learning.
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Abstract. Massive Open Online Courses (MOOCs) are a promising approach
for scalable knowledge dissemination. However, they also face major challenges
such as low engagement, low retention rate, and lack of personalization. We
propose AttentiveLearner2, a multimodal intelligent tutor running on unmodified
smartphones, to supplement today’s clickstream-based learning analytics for
MOOCs. AttentiveLearner2 uses both the front and back cameras of a smartphone
as two complementary and fine-grained feedback channels in real time: the back
camera monitors learners’ photoplethysmography (PPG) signals and the front
camera tracks their facial expressions during MOOC learning. AttentiveLearner2

implicitly infers learners’ affective and cognitive states during learning from their
PPG signals and facial expressions. Through a 26-participant user study, we found
that: (1) AttentiveLearner2 can detect 6 emotions in mobile MOOC learning reli‐
ably with high accuracy (average accuracy = 84.4%); (2) the detected emotions
can predict learning outcomes (best R2 = 50.6%); and (3) it is feasible to track
both PPG signals and facial expressions in real time in a scalable manner on
today’s unmodified smartphones.

Keywords: Heart rate · Facial expression · Multimodal interface
Massive Open Online Course · Intelligent Tutoring System · Affective computing
Mobile device

1 Introduction

Despite the popularity and rapid growth, current Massive Open Online Courses
(MOOCs) still have much higher in-session dropout rates (e.g. 55.2% in [10]) and lower
completion rates (e.g. 7.7% [1]) when compared with similar courses offered in tradi‐
tional classrooms. In addition to apparent disadvantages such as increased external
distractions [22], passive video-watching experiences, and lack of sustained motivations
to study alone [14], the limited information exchange between instructors and learners
can be another crucial factor restricting the efficacy of MOOCs. Whereas previous work
[5, 8] on Intelligent Tutoring Systems (ITSs) showed the feasibility of analyzing the
learning process from students’ cognitive and affective states via various sources of
information, e.g. physiological signals [8] or facial expressions [5], most of the previous
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approaches require additional sensing hardware. These additional requirements could
be an obstacle to learning at scale due to their extra costs, availability, and limited port‐
ability.

In response to these challenges, we propose AttentiveLearner2 (read as “attentive
learner squared”) [17], a multimodal intelligent MOOC tutor running on unmodified
smartphones (Fig. 1). AttentiveLearner2 uses on-lens finger gestures to control video
playback (i.e. covering and holding the back-camera lens to play a tutorial video, while
uncovering the lens to pause the video). When a learner watches a tutorial video on a
smartphone, AttentiveLearner2 uses both the front and back cameras of the smartphone
as two complementary and fine-grained feedback channels: the back camera monitors
her photoplethysmography (PPG) signals through fingertip transparency changes and
the front camera tracks her facial expressions implicitly. AttentiveLearner2 infers
learners’ affective and cognitive states during learning by analyzing their PPG signals
and facial expressions in real-time. This paper offers three major contributions:

• Designing, prototyping, and evaluating a multimodal intelligent tutor to infer
learners’ cognitive and affective states in MOOCs on today’s smartphones.

• A direct comparison of two modalities, i.e. the PPG channel and the facial expression
analysis (FEA) channel, for predicting learners’ emotional states and learning
outcomes in the context of mobile MOOC learning.

• Proposing and evaluating a novel and effective feature set named Action Unit Vari‐
ability (AUV) to capture the temporal dynamics of facial features.

Fig. 1. The primary interface of AttentiveLearner2, including two camera preview windows.

2 Related Work

Researchers have explored various approaches to understand and facilitate the consump‐
tion of educational videos in MOOCs. Server-side activity log, a.k.a. clickstream anal‐
ysis, has been a primary information source to understand learners [6, 10, 19]. Guo and
colleagues [6] discovered that shorter videos and Khan-style videos are more engaging.
Kim et al. [10] further categorized different temporal video watching and pausing
patterns for video playback. Van der Sluis and colleagues [19] reported that the watching
time decreases when a video is either too difficult or too easy. Although activity logs
are easy to collect and clickstream analysis can reveal insights in a scalable manner,
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behavior data from activity logs are usually sparse (e.g. one mouse click per video clip)
and work better for disclosing the aggregated trend for revising the contents of courses
in the future, rather than providing personalized and adaptive support for an individual
learner.

Various techniques have been explored to engage MOOC learners, such as opti‐
mizing video production [10], real-time chat rooms [2], and social gamification [11].
Coetzee and colleagues [2] embedded a real-time chatroom supplementing an existing
forum in a MOOC and found only 12% of their learners actively participated. Krause
et al. [11] introduced social gamification elements to MOOCs, leading to a 25% increase
in video watching time and a 23% increase in average scores. However, most of the
proposed techniques require learners’ active participation, e.g. joining discussions [2]
or game activities [11]. In reality, most MOOC learners only watch lecture videos and
skip optional activities [2]. As a result, it is still challenging to improve engagement and
learning outcomes in MOOCs.

AttentiveLearner2 is also relevant to existing research in affective computing [18].
Researchers have tried to model learners’ affective and cognitive states [4, 5, 8, 13]
automatically via physiological signals [8], facial expressions [5], or a combination of
multiple modalities [4, 13]. For example, by combining features (i.e. feature fusion)
from facial expressions, posture data, and dialog cues, D’Mello and Graesser [4]
achieved approximately 0.2 improvements in Kappa for detecting 4 emotions in
learning. Monkaresi et al. [13] ensembled heart rate and facial based models (model
fusion) and improved the Area Under Curve (AUC) by approximately 0.1 when
detecting engagement in essay writing. However, most existing approaches require
dedicated sensors and PCs connected to high-speed Internet. Such requirements can
prevent the wide adoption of affective technologies in real-world scenarios.

AttentiveLearner2 builds on top of and extends AttentiveLearner [15, 16, 21, 22].
AttentiveLearner collects learners’ PPG signals implicitly via the back camera during
mobile MOOC learning, infers their affective and cognitive states [16, 21], and provides
personalized interventions to improve learning outcomes [15, 22]. In comparison,
AttentiveLearner2 extends AttentiveLearner by adding a real-time facial expression
channel via the front camera to gain a more robust emotion detection performance.

3 The Design of AttentiveLearner2

3.1 On-Lens Video Control Interface

AttentiveLearner2 uses on-lens finger gestures for tangible video control, i.e. a tutorial
video is played when a learner covers and holds the back-camera lens and the video is
paused when the back-camera lens is uncovered (Fig. 1). AttentiveLearner2 extends the
Static LensGesture algorithm [20] for lens-covering detection.

3.2 Dual-Camera Sensing System

AttentiveLearner2 uses both the front and the back cameras of a smartphone as two
complementary and fine-grained sensing channels. First, the back camera monitors a
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learner’s PPG signals while she is watching a tutorial video. During learning, the arrival
and withdrawal of fresh blood in every cardiac cycle change the learner’s skin trans‐
parency, including her fingertip covering the back-camera lens. AttentiveLearner2

employs the LivePulse algorithm [7] to extract normal to normal (NN) intervals from
PPG signals. By detecting the peaks and valleys of these skin transparency changes (PPG
signals), LivePulse infers the NN interval of heartbeats.

Second, the front camera tracks the learner’s facial expressions in real-time. We use
the Affdex SDK [12] to extract 30 facial values from each video frame. To improve
learners’ awareness of their facial alignment, AttentiveLearner2 visualizes detected
facial landmarks on the front camera preview widget whenever the learner’s face is
detected (Fig. 1). The facial preview window can be turned off by learners.

3.3 Emotion Detection

AttentiveLearner2 infers learners’ affective and cognitive states using machine learning
models. The system can use PPG features, FEA features, or a combination of features
from both channels (feature fusion).

PPG Features
We extract 8 dimensions of heart rate variability (HRV): (1) AVNN (average NN inter‐
vals); (2) SDNN (temporal standard deviations of NN intervals); (3) pNN60 (percentage
of adjacent NN intervals with a difference longer than 60 ms); (4) rMSSD (root mean
square of successive differences); (5) SDANN (standard deviation of the averages of
NN interval within an m-second segment); (6) SDNNIDX (mean of the standard devi‐
ations of NN interval within an m-second segment); (7) SDNNIDX/rMSSD; (8) MAD
(median absolute deviation). After discarding the first and the last 10 s of a video, we
use a k-second non-overlapping sliding window (local) and the video window (global)
to extract HRV features (Fig. 2). In total, we extract 16 features (PPG features) from
each tutorial video.

Fig. 2. PPG features and FEA features are extracted from each tutorial video.

FEA Features
It is worth noticing that when using facial expression features, most of today’s systems
extract and use action units (AUs) from short window frames (a few seconds) [4, 13].
While it is informative to identify the dominant facial expression at a specific moment,
it may also be informative to understand the distribution, context, and dynamics of facial
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expressions during a longer learning process. In this study, we explore the feasibility of
detecting aggregated emotion over one tutorial video.

Inspired by HRV features, we propose a new feature set, called Action Unit Varia‐
bility (AUV), to capture the dynamics of facial features while a learner is watching a
tutorial video. AUV has 8 dimensions: (1) AVAU (average action unit value); (2) SDAU
(temporal standard deviations of action unit value); (3) MAXAU (the maximum value
of action unit value); (4) rMSSD; (5) SDAAU (standard deviation of the averages of
action unit value within an m-second segment); (6) SDAUIDX (mean of the standard
deviations of action unit within an m-second segment); (7) SDAUIDX/rMSSD; (8)
MAD. In each video, we extract 30 (Affdex outputs) × 8 (AUVs) × 2 (global/local
window) = 480 features (FEA features) and select the top 16 features having the highest
F-ratios from a univariate ANOVA test as in [4].

We intentionally replace pNN60 with a max pooling feature (MAXAU) in AUV.
pNN60 is designed for NN intervals because it tracks the value changes every 60 units
(milliseconds). Conversely, facial expressions do not change that frequently. For
example, a learner would smile a few seconds creating a sudden peak in the signal during
a 6-min video. Hence, a max pooling feature, monitoring signal peaks, is a better choice
for FEA.

Feature Fusion
To balance the contribution of each modality, the feature fusion set has 16 features: the
top 8 PPG features and the top 8 FEA features (selected by univariate ANOVA).

PPG features and FEA features have two temporal hyper-parameters: the sliding
window size (k seconds) and the segment length (m seconds). We use grid search to
optimize k in {60 s, 90 s, 120 s} and m in {3 s, 5 s, 10 s, 20 s, 30 s, 50 s, 60 s}. Features
of each participant are normalized to zero mean and one standard deviation.

Prediction Models
We used SVMs with RBF-kernel to detect learners’ affective and cognitive states. The
models were trained and evaluated using leave-one-participant-out cross validation.
Therefore, the reported results are from user-independent models. We performed param‐
eter tuning for the gamma of RBF kernels, the tradeoff margins and the class-specific
weights of SVMs.

4 Evaluation

4.1 Participant and Procedure

There were 29 participants (8 females) from a local university participating in our study.
The average age was 25.2 (σ = 4.5). Following existing practices in handling outliers
[3], we removed results from 3 participants because their self-reported ratings were
almost identical across all experimental sessions. We used a within-subjects design in
this study. Participants watched three 6-min tutorial videos (Fig. 3). The video topics
were Astronomy (GammaRay), Learning Science (Learn2Learn), and Programming.
The order of the video was randomized. After each video, participants took a quiz and
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reported 6 emotions (boredom, confusion, curiosity, frustration, happiness, and self-
efficacy) during the video. The quiz contained 7 multiple choice questions and the
emotional survey used 7-point Likert scale questions. Our experiment was conducted
on a Nexus 6 smartphone.

Fig. 3. The experimental procedure (top) and some participants in the experiment (bottom).

4.2 Results

Subjective Feedback
Overall, participants enjoyed using AttentiveLearner2. Sample comments include: “It’s
pretty easy to start using it”, “The facial expression and pulse reader is cool”, and “Keep
attention of viewer”. At the same time, participants also raised some concerns about the
battery life (“[AttentiveLearner2] drains battery more quickly”) and the facial preview
widget (“The picture from camera is distractive, especially when it changes because the
face is not detected” and “sometimes the face monitor hid the slides out, which could be
quite annoying”). We conducted a battery stress test after the study and Attentive‐
Learner2 can operate for 2 h and 2 min. Although the current battery life is not ideal,
this duration is sufficient for mobile MOOC learning given the average learning time of
a certificate earner in MOOC is 2–3 hours per week [21]. We are optimizing the battery
life by adopting hardware decoding and reducing the sampling rate and sampling reso‐
lution of preview modes for both cameras.

Exploring Facial Features for Emotion Detection
We systemically explored the impact of different dimensions of AU features and facial
emotion features (emotional features derived from the facial expression, such as anger,
contempt, and disgust) on prediction performance. We are the first to explore most of
the combinations via unmodified mobile devices. By building different detecting
models, we investigated 20 dimensions of AU features and 10 dimensions of facial
emotion features (FEA20 + 10) as well as two settings in previous studies, i.e. 5 dimen‐
sions of AU features (FEA5) [5] and 20 dimensions of AU features (FEA20) [4]. All
models were trained with the same setting: using the top 16 AUV global and local
features selected by univariate ANOVA. Figure 4 shows that including more AU
features and facial emotion features can improve the system performance in 5 out of 6
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emotions investigated. The only exception was Confusion where FEA20 (Kappa = 0.66)
outperformed FEA20 + 10 (Kappa = 0.65).

Fig. 4. The performance (Kappa) of three facial feature sets: FEA5 (5 AUs), FEA20 (20 AUs),
and FEA20 + 10 (20 AUs + 10 high level emotions).

We found that AU1 (inner brow raise) and AU14 (dimpler) were the most discrim‐
inative features. In addition, two previously unexplored AUs contributed to the perform‐
ance improvement of our FEA20 + 10 model, i.e. AU10 (upper lip raise) and AU18 (lip
pucker).

We also found that certain AU and facial emotion features were not informative and
can be skipped e.g. AU12 (lip stretch), AU9 (nose wrinkle), anger, and fear.

Emotion Detection Performance
Because of the unbalanced dataset, we reported Cohen’s Kappa and AUC, in addition
to the Accuracy metric. Jeni et al. [9] found Kappa and AUC are better than the Accuracy
metric for skewed class labels. Table 1 shows the performance of detecting emotions
via PPG-based models, FEA-based models, and models that combine these two modal‐
ities (feature fusion). All experimental models outperformed the majority vote baseline

Table 1. Performance on emotion detection.

Emotion Majority PPG FEA Feature fusion
Acc. Acc. Kap. AUC Acc. Kap. AUC Acc. Kap. AUC

Boredom 70.5% 78.2% 0.35 0.67 84.6% 0.56 0.75 83.3% 0.57 0.86
Confusion 74.4% 78.2% 0.30 0.72 88.5% 0.65 0.71 84.6% 0.54 0.82
Curiosity 56.4% 74.4% 0.46 0.79 71.8% 0.41 0.72 73.1% 0.43 0.66
Frustration 78.2% 80.8% 0.22 0.46 91.0% 0.69 0.81 91.0% 0.71 0.82
Happiness 52.6% 70.5% 0.41 0.68 80.8% 0.61 0.82 80.8% 0.61 0.78
Efficacy 70.5% 79.5% 0.38 0.79 88.5% 0.70 0.82 87.2% 0.67 0.85
Average 67.1% 76.9% 0.35 0.67 84.2% 0.60 0.75 83.3% 0.59 0.86
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(Majority). The best model (using feature fusion) achieved accuracy = 91.0%, Kappa =
0.71, and AUC = 0.82 while the worst model (using PPG features only) had accuracy =
80.8%, Kappa = 0.22, and AUC = 0.46 when detecting Frustration. The overall perform‐
ance is very promising, considering that we did not use any additional sensors in this
study. The FEA-based model had higher Kappa when detecting Boredom, Confusion,
Frustration, Happiness, and Self-efficacy. The PPG-based model had higher Kappa when
detecting Curiosity.

We found that PPG features and FEA features are complementary in detecting
emotions. Combining PPG features and FEA features improved the Kappa of Boredom
detection by 0.01 and Frustration detection by 0.02. The improvements of feature fusion
models imply that both PPG features and FEA features are informative and comple‐
mentary. Monkaresi et al. [13] also found an improvement when combining heart rate
signals and facial expressions in predicting learners’ engagement via dedicated sensors
in desktop environments.

Emotion and Learning Outcome
We ran a regression analysis to evaluate the relations between learners’ emotions and
their learning outcomes. We used the probability outputs of our emotion detecting
models as the input of the new regression model and its output is the quiz results. The
emotions detected by PPG-based models, FEA-based models, and feature fusion models
can explain approximately 20.6%, 50.6%, and 42.2% of the variability in the learning
outcomes, respectively. The Boredom feature has a significant impact (p < 0.01 in the
FEA-based and the feature fusion models) or a marginal impact (p < 0.10 in the PPG-
based model) on the learning outcomes. Similarly, the Happiness feature in the FEA-
based and feature fusion models has a significant impact (p < 0.01) on the learning
outcome. Lastly, the Frustration feature detected by the FEA-based model has a signif‐
icant impact (p < 0.01) on the learning outcomes. The results imply that a learner will
not have a high learning outcome from a lesson if she feels bored or frustrated with the
lesson.

5 Discussions and Future Work

This study shows the potential and advantages of using two complementary streams of
physiological signals, i.e. PPG signals and facial expressions, to understand six emotions
in learning (average accuracy = 84.4%). There are major efforts to translate higher
prediction accuracy in learning to better learning outcomes. We plan to explore the use
adaptive review approach by Pham and Wang [15] as an intervention technology in the
near future. Instead of restricting the intervention to one review recommendation, we
also plan to investigate the efficacy of recommending more than one review topics and
recommending alternative activities such as quizzes.

It is worth noticing that the learning outcome predictions in Sect. 4.2 were made for
each participant for each learning topic. Such predictions are hard to achieve with today’s
clickstream analysis techniques considering that there was only one finger tap for each
video clip in our study. The prediction accuracy for learning outcome would be further
improved if we use PPG features and FEA features, rather than emotions as input.
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Moreover, since our dataset is imbalanced for many emotions, we plan to apply resam‐
pling techniques, such as down-sampling [4] or SMOTE [13], to further improve the
robustness of our models.

The current studies were completed in a lab environment. We plan to conduct large-
scale, longitudinal studies in learners’ everyday environments in the near future. We
shall make AttentiveLearner2 freely available for public use and compatible with
openEdX, a popular MOOC platform on the market. We also plan to explore visuali‐
zation techniques to help instructors to identify difficulties among learners and oppor‐
tunities for improvements in learning materials.

6 Conclusions

This paper reports an initial step towards a multimodal intelligent tutor named Attenti‐
veLearner2 for mobile MOOC learning on unmodified smartphones. The study shows
the feasibility of capturing rich and fine-grained physiological signals such as PPG
signals and facial expressions in mobile learning contexts without introducing any addi‐
tional hardware. Experimental results show that PPG signals and facial expressions
collected by AttentiveLearner2 in real time are complementary and can serve as fine-
grained, rich signals to understand learners’ emotions. By capturing the temporal
dynamics of both feature channels, AttentiveLearner2 can achieve higher performance
by combining both PPG features and FEA features. Our approach is complementary to
today’s existing technique such as clickstream analysis and is promising towards
enabling personalized interventions for mobile MOOC learning.
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Abstract. In this paper, we introduce an artificial tutoring systems
inspired by Applied Behavioral Analysis, named ABA tutor.

Applied Behavioral Analysis is the application branch of analysis of
behavior that derives from Behaviorism in psychology and has relevant
features that can be transferred in an effective tutoring systems: the
techniques of ABA are reproduced in the ABA tutor.

Moreover we describe the first implementation of ABA tutor and the
application to olfactory learning, as a case-study. In more detail, the ABA
tutor has been applied to SNIFF, an integrated software and hardware
system conceived to train the sense of smell with a gamified approach,
and has been tested on 84 people. Results indicate the effectiveness of
ABA tutor in promoting olfactory learning, thus supporting that this
tutor can be successfully introduced in learning environments.

Keywords: Applied Behavior Analysis
Intelligent Tutoring Systems · Olfactory learning

1 Introduction

In this paper, we propose to design and build an innovative family of tutor-
ing systems that are based on Applied Behavioural Analysis (ABA). ABA is
a methodology for psychological intervention, that has been developed starting
in 1950s which translates in pragmatical and operational terms the scientific
discoveries by behavioral psychologists. It represents the application branch of
Analysis of Behavior, whose goal is to describe connection between behaviors
displayed by living organisms and the variables that affect them [4].

ABA allows to support the acquisition of new behaviors by a person who is
assisted by a professional operator (ABA therapist or behavioral technician).

Basically, ABA is a formalized and structured program to address and canal-
ize learning processes towards adaptive outcomes; it is based on the rules of the
law of effect, whose definition is apparently simple: an organism that is immersed
in an environment, tends to repeat the behaviors that produce pleasant conse-
quences whereas any behavior followed by unpleasant consequences is likely to
be stopped [24,25].
c© Springer International Publishing AG, part of Springer Nature 2018
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The typical experimental setting conceived by Thorndike is the following: a
cat is imprisoned in a cage, but it is free to explore the box to look for a lever that
will allow to open the door and become free. The cat, even if it is in a constrained
condition, is immersed in an environment offering many stimuli between which
it must identify the stimulus that is useful to escape (the lever) and select from
the behavioral repertory an action that will allow to open effectively the cage
door.

Nowadays, thanks to the notable scientific effort that derived from this first
formulation, lasting almost a century, a lot has been clarified about the law
of effect. We now know both its neural, molecular bases [10] and learning and
cognitive processes related to it: operant conditioning [21–23], latent learning
[19], trial and error learning [1,24], just to cite.

Even if the law of effect cannot be considered, expecially for human beings,
the main generating motor of learning [7,13] , it surely describes a basic condition
to trigger cognitive processes with various complexity degrees: the organism, in
function of its own sensorimotor features and of the constraints posed by the
environment, decides autonomously which action to carry out and, if it will lead
to positive effects, will tend to repeat that actions. It can be therefore applied
to, at least, some human behaviors, namely the ones where associative processes
are relevant.

Starting from this general framework, ABA has defined methodologies and
techniques that allow to a professional operator to guide a learner to acquire some
behaviors that have positive consequences so as to improve his/her psychological
and social well-being. Indeed, Behavior Analysis theory and practice has given
a relevant contribution to a rigorous reflection on learning processes [14].

In recent years, ABA has gained a privileged position in the treatment of
children with Autistic Spectrum Disorder [20,26], allowing them to reduce prob-
lematic behaviors and establish a communicative language. It is also used in
many others atypical development conditions. In the following section we intro-
duce the ABA bases.

It is worth underlining that the ABA approach to tutoring systems is new,
but it can be connected to the issue of adapting the frequency of prompts, which
is a live vein in Intelligent Tutoring Systems research. For example, in a recent
work by Bouchet et al. [2] it is investigated whether ITS using metacognitive
strategies can be enhanced by variations in prompts based on learners’ self-
regulatory behaviors and the results indicate that the frequency of prompting has
a relevant effect to promote learning, as confirmed by other studies [3,9,11]. The
ABA approach, as it will be evident later, focuses on prompts, while keeping the
attention on stimuli association and without considering metacognitive analysis
or more complex behaviors. It is therefore fit to the most basic kinds of learning
that are crucial in clinical condition such as Autistic Spectrum Disorder.

2 ABA Principles, Procedures and Techniques

The ABA technicians base their intervention of the following actions:
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a. they plan and predispose the learning environment so as that the learner can
identify the stimuli that are relevant for his/her with gradual ease;

b. they include the objects (or events) that, if manipulated or selected by the
learner, produce some clear and evident consequences;

c. they arrange a reinforcement program, with, for example, the reward supply,
so as that the learner, on acting in the learning environment, can evaluate,
consciously or unconsciously, the consequences as neutral, positive or nega-
tive.

The planning of ABA intervention is based primarily on the definition of a learn-
ing environment where the target stimuli are clearly defined and are associated to
precise behavioral responses by the learner that, if produced, are reinforced and
rewarded. In the example of Thorndike experimental setting described above,
the target stimulus is represented by the lever and the response to reinforce is
the pressure that the cat must operate on the lever.

The main principles on which ABA is founded, in fact, are the ones of
learning theory, law of effect and operant conditioning [12]. In the ABA frame-
work, in fact, the behavior is seen as operant, as it produces effects and conse-
quences in the environment and, in turn, it is affected by these effects. These
principles are connected to the key concepts of Behaviorism: reinforce, stimuli,
generalization [8].

These concepts are applied through four main procedures [18]. The first one,
prompting, works as follows: some hints are provided, called indeed prompts,
to the learner so as to facilitate the individuation of the target stimulus; for
example, in the experimental condition reported above, the experimenter may
guide the cat paw to press the lever that allows to exit the cage.

The second one, fading, is based on action that reinforce the responses also in
presence of little changes of the target stimulus; for example, considering again
the cage in Thorndike experimental procedure, the experimenter can include
in the cage various levers that activate the exit mechanism also partially and
reward with food the lever pressure by the cat.

The third one, shaping, is a procedure that is used to develop a behavior that
doesn’t belong to the usual behavior repertoire of an individual (or a species).
As it is not possible to reinforce a behavior if it is not acted at least sometimes,
the starting point is the reinforcement of a response that rarely appears and it
is similar, also for some aspects only, to the desired behavioral response.

The last one, chaining, is a procedure that is useful to teach long behavioral
sequences whose learning is easier if split in little behaviors. In the example,
reported above, the target stimulus is represented by the lever and the response
to reinforce is the pressure that the cat must operate on the lever. These prin-
ciples have been integrated in the ABA tutor, that will be described in next
section.

2.1 The ABA Tutor

The ABA tutoring systems includes two different modules and is illustrated in
Fig. 1. The first module is the prompting module that can foresee and hint to
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the learner, anything that help to build the right association between stimuli
and response. This module can be active or not, thus offering two options: with
prompting or without prompting.

The second module is the stimuli exposure module which regulates the pre-
sentation of the different stimuli to the learner. This module can work in two
ways: by randomly selecting stimuli or by following probabilistic rules.

Fig. 1. The ABA tutoring system module

This probabilistic engine is further explained in Fig. 2. In this figure the stim-
uli are segregated on 4 categories to which a different and decreasing probability
of exposure is associated. Category A includes stimuli that have never been
presented or have never been recognized: the associated probability is 60%. In
category B, there are the stimuli that have been recognized at least once and
have a probability to be presented again of 25%. Category C hosts stimuli that
have been recognized at least 2 times and are associated to the probability of
10%. The last category includes stimuli that have been recognized at least 3
times and have the probability of 5% to be presented again.

At the beginning of a learning cycle all stimuli are in Category A, then the
stimuli begin to follow a flow, represented by the arrow in the figure that moves
them to the other categories. The percentage associated with each category is
fixed, but the stimulus can change category from A to D. In principle, at the
end, all stimuli should be in Category D.

In the following subsection the tool where the ABA tutor is implemented is
described.

3 SNIFF: An Integrated System to Develop the Sense
of Smell

In humans, olfaction, a chemical sense, is believed to be a secondary way to
know the world around, but it plays an important role for cognitive functions.



164 M. Ponticorvo et al.

Fig. 2. The probabilistic engine of the stimuli exposure module

Olfaction can be fruitfully exploited to produce learning environments, becom-
ing the starting point for multisensory applications which put together digital
tools and physical materials, thus fostering motivation and engagement by users,
also with special needs [5] This sense has some features that give it remarkable
peculiarities for learning, as the strong connection between olfactory stimuli and
emotions. In fact, on a neural level, this connection is due to the anatomy of
the olfactory pathways that are directly routed to the cortex, without passing
through the thalamus. Odour information is transmitted directly to the limbic
system, associated with memory and emotional processes [6]. As an effect, it can
influence mood, acquisition of new information, and use of information in many
different contexts including social interactions, thus affecting learning.

Moreover, it is difficult that olfactory learning may benefit from techniques
that exploit semantics, as it is typically associative learning. A tool that can be
both used to assess and train the sense of smell is SNIFF. SNIFF is an application
which is intended to assess and stimulate the sense of smell. It is represented in
Fig. 3.

Fig. 3. On the left, Sniff system with the PC, the table and the jars. On the right, the
smelling jars with the color prompt (Color figure online)
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SNIFF derives directly from the Montessori pedagogical approach [16], being
a technology-enhanced version of the materials named smelling bottles or jars,
which are included in the sensorial area of Montessori classroom. SNIFF is a
game with 50 attempts, each consisting in the association of a smell with the
corresponding image that is proposed by the software. These exercises reside in
the database, which collects the smell activities. This activity helps to refine the
olfactory sense in children and in adults. The materials used in SNIFF augments
30 smelling jars with RFID that can be read by the table, where the antenna
resides. The smelling jars thus become hybrid educational materials with a phys-
ical and digital side, which enhance the traditional smelling bottles. SNIFF is
implemented using STELT (Smart Technologies to Enhance Learning and Teach-
ing) [15], an integrated software and hardware platform to build educational
materials. It allows to design and implement learning materials based on artifi-
cial intelligence and tangible interfaces, for example physical objects which are
equipped with RFID sensors, as tools to support user-computer interactions [17].

STELT includes three modules: the first one is devoted to storyboarding and
allows to build customized personalized scenarios; the second one is based on
recording that offers the functionalities to rack users’ data interaction; the third
one implements adaptive tutoring, that delivers on-time feedbacks.

3.1 The ABA Tutor in SNIFF

The tutoring system in SNIFF is the ABA tutor with the two module described
above.

Prompting is implemented as follows: in order to facilitate recognition, jars
are segregated into 5 groups of 6 odours, identified by a coloured jar (the colour
is assigned by chance). The system asks for the selection of a specific smell,
within a reduced group of jars, identified with the chromatic categorization (i.e.
the request is search only between the blue and black jars). This way, the learner
can exploit the prompts provided by the jars colors (Fig. 3).

The stimuli exposure module is implemented through the modification of the
game in response to the learner’s selection. In particular, if the player fails to
recognize a certain stimulus, the associated probability to be proposed increases,
otherwise, if the odour is correctly recognized, it decreases. This procedure works,
adapting to the player abilities in two different ways:

– If the player fails the recognition, SNIFF decreases the difficulty level reducing
the numerosity of the groups to look for the odour within; if the player is able
to recognize the stimulus, in the next exercise the level will become higher,
widening the group.

– If the player fails the recognition of a certain odour, the associated probability
to be proposed increases, otherwise, if the odour is correctly recognized, it
decreases.

Let us give an example of how the SNIFF tutoring system works. The par-
ticipants starts from an intermediate level where he/she is asked to recognize a
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certain smell between two sub-groups (“Find the honey smell. It is in a yellow or
blue jar”). If he/she fails, next time he/she will be asked to find it in a smaller
groups (“It is in a blue jar”); if he/she correctly identifies the smell, he/she
moves to a more difficult level (“Find the orange smell. It is in a yellow, blue or
green jar”). In case of failure, the probability of presentation of a certain smell
increases. SNIFF gives an appropriate and immediate feedback to the player. If
he/she finds the correct smell, the system shows on the screen a little anecdote
on the found smell. If the choice is incorrect, it says which was the right odour
or invites to go on searching.

SNIFF and the ABA tutor have been tested on more than 80 people, in the
experiment that is described below, in order to verify the effectiveness of the
probabilistic engine and prompts.

4 Materials and Method

The experiment is meant to test the 4 conditions of ABA tutor that derive from
the combination of the two modules. In other words from the combination of
the two modules with two conditions each, we define 4 experimental conditions.
More in detail, the 4 different conditions are: TUTOR selection (T) and RAN-
DOM selection (R), crossed with PROMPTS (P) and WITHOUT PROMPTS
(nP). This experimental design was conceived in order to understand if there are
differences in the performance of olfactory recognition due to tutoring functions
(probabilistic engine) or to the facilitation provided by visual cues (prompts).
These cues are the colors on the jars.

4.1 Participants and Procedure

Participants are 84 people, 42 males and 42 females, 52 non-smokers (62% of
the sample) and 32 smokers (38%). The average age is 30.61. None of the par-
ticipants had any neurological impairment. Participants are equally distributed
and randomly assigned to one of the four experimental conditions.

The experimental procedure is the following: the experimenter introduces
the participant to the experimental session, telling that it is a game on olfactory
abilities. During each session, the SNIFF software presents on the screen some
images, for example a fruit or a plant and the participant has to look for the jar
whose smell corresponds to the image. For example, if SNIFF presents a cookie,
the participant has to find the cookie smelling jar. The experimenter does not
help participants to accomplish the task in anyway. When all sessions are over,
participants are briefly interviewed to have feedbacks about the tool.

5 Results

The participants recognize an average of 20.27 stimuli on 30 attempts (st.dev.
4.89) ranging from a minimum of 8 to a maximum of 29. Considering the correct
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response on 50 attempts (stimuli are presented more than once), the average
recognition is 29.53 (st.dev. 7.03), minimum 14, maximum 46 (Fig. 4).

There is no significant correlation between age and stimuli recognition (r =
−0.145; p = 0.19) and age and overall performance (r = −0.123; p = 0.263). The
experimental condition in which the participants can rely on the adaptive tutor
and the colour prompts T-P leads to perform better on stimuli recognition (on
30 stimuli av. = 24.61, st.dev. = 2.95; on 50 attempts av. = 32.88, st.dev. = 4.84).
The T-nP, with the adaptive tutor but no colour prompt generates a lower recog-
nition rate (on 30 stimuli av. = 20.77, st.dev. = 4.12; on 50 attempts av. = 26.54,
st.dev. = 5.89).

Fig. 4. Average recognized stimuli in the four experimental conditions

Considering the 2 conditions with the random selection, the colour prompt
gives relevant advantage: R-P on 30 stimuli av. = 20.90, st.dev. = 3.22; on 50
attempts av. = 33.95, st.dev. = 5.71, giving the best overall performance; whereas
R-nP on 30 stimuli av. = 15.59, st.dev. = 4.52; on 50 attempts av. = 25.36,
st.dev. = 7.16.

The role of the ABA tutor is also investigated with a One-way ANOVA with
tutor function as independent variable and stimuli recognition as dependant
one. Results indicate a significant effect of the tutor: F(1, 82) = 19.272; p < 0.01.
Moreover, the colour prompt has significant effects both on stimuli recognition
F(1, 82) = 20.93; p < 0.01 and overall performance F(1, 82) = 33.279; p < 0.01.

These data indicate that the ABA tutor, with both components, is effective
in increasing smelling performance.

6 Conclusions and Future Directions

ABA has obtained a great success in many different contexts, in modifying
human behavior: in the case of children with Autism Spectrum disorder, it gives
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them the chance to build a behavioral repertoire assuring a better quality of life
at a personal level and giving a confirmation of the effectiveness of this technique
and its procedure to impact on people learning processes on a scientific level.

It is nonetheless worth underlining that the ABA is not limited to the mere
application of this technique, but it is a comprehensive procedure/methodology
that has a maieutical aspect. Who adopts this procedure has to promote the
emergence and the stabilization of one or more behaviours, helping to child to
show it, to act it. As Socrates helped to find the personal thoughts in each person,
the ABA technicians helps to find the own behavior inside each child. In this
view, the ABA technician cannot be replaced by the ABA artificial tutor, but
the ABA-tutor can enter this process as a valid complement for the technician
work. With the help of ABA tutor, the ABA expert can focus on the maieutical
process while the ABA-tutor deals with technical aspects, recording and tracing
the interaction, offering personal profiles, highlighting strengths or weaknesses.

The ABA tutor can be moreover applied to a variety of contexts, in par-
ticular, on one side, all the contexts where it is important to reinforce active
behavior, in opposition with the traditional TEL where respondents behaviors
are taken into account more frequently and, on the other, all the situations
where associative learning is relevant. The tutoring system inspired by ABA can
be further developed by adding new functions related to other ABA procedures
and further tested with different learning materials and at different ages.
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Klobučar, T. (eds.) EC-TEL 2016. LNCS, vol. 9891, pp. 509–512. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-45153-4 51

6. Firestein, S.: How the olfactory system makes sense of scents. Nature 413(6852),
211 (2001)

7. Gamez, A.M., Rosas, J.M.: Associations in human instrumental conditioning.
Learn. Motiv. 38, 242–261 (2007)

8. Granpeesheh, D., Tarbox, J., Dixon, D.R.: Applied behavior analytic interventions
for children with autism: a description and review of treatment research. Ann. Clin.
Psychiatr. 21(3), 162–173 (2009)

https://doi.org/10.1007/978-3-319-39583-8_43
https://doi.org/10.1007/978-3-642-39112-5_120
https://doi.org/10.1007/978-3-642-39112-5_120
https://doi.org/10.1007/978-3-319-45153-4_51


ABA Tutor 169

9. Harley, J.M., Taub, M., Azevedo, R., Bouchet, F.: “Let’s set up some subgoals”:
understanding human-pedagogical agent collaborations and their implications for
learning and prompt and feedback compliance. IEEE Trans. Learn. Technol. 11,
54–66 (2017)

10. Kandel, E.R., Klein, M., Castellucci, V.F., Schacher, S., Goelet, P.: Some principles
emerging from the study of short-and long-term memory. Neurosci. Res. 3(6), 498–
520 (1986)

11. Kinnebrew, J.S., Gauch, B.C., Segedy, J.R., Biswas, G.: Studying student use of
self-regulated learning tools in an open-ended learning environment. In: Conati,
C., Heffernan, N., Mitrovic, A., Verdejo, M.F. (eds.) AIED 2015. LNCS (LNAI),
vol. 9112, pp. 185–194. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-
19773-9 19

12. Martin, G., Pear, J.: Strategie e tecniche per il cambiamento. La via comporta-
mentale. McGraw-Hill Education, New York (2000)

13. Gamez, A.M., Rosas, J.M.: Transfer of stimulus control across instrumental
responses are attenuated by extinction in human instrumental conditioning. Int.
J. Psychol. Psychol. Therapy 5, 3 (2005)

14. Mazur, J.E.: Learning and Behavior. Routledge, Abingdon (2015)
15. Miglino, O., Di Ferdinando, A., Di Fuccio, R., Rega, A., Ricci, C.: Bridging digital

and physical educational games using RFID/NFC technologies. J. e-Learn. Knowl.
Soc. 10(3), 87–104 (2014)

16. Montessori, M.: The Montessori Method. Transaction Publishers, London (2013)
17. Ponticorvo, M., Di Fuccio, R., Di Ferdinando, A., Miglino, O.: An agent-based

modelling approach to build up educational digital games for kindergarten and
primary schools. Expert Syst. 34(4) (2017)

18. Ricci, C., Romeo, A., Bellifemine, D., Carradori, G., Magaudda C.: Il Manuale
ABA-VB. Applied Behavior Analysis and Verbal Behavior. Fondamenti tecniche e
programmi di intervento, Erickson (2014)

19. Seward, J.P.: An experimental analysis of latent learning. J. Exp. Psychol. 39(2),
177 (1949)

20. Shook, G.L.: An examination of the integrity and future of the Behavior Analyst
Certification Board credentials. Behav. Modif. 29, 562–574 (2005)

21. Skinner, B.F.: Operant behavior. Am. Psychol. 18(8), 503 (1963)
22. Skinner, B.F.: The Behavior of Organisms. Appleton-Century-Crofts, New York

(1938)
23. Skinner, B.F.: Science and Human Behavior. Free Press, New York (1953)
24. Thorndike, E.L.: A proof of the law of effect. Science 77, 173–175 (1933)
25. Thorndike, E.L.: The law of effect. Am. J. Psychol. 39(1/4), 212–222 (1927)
26. Virués-Ortega, J.: Applied behavior analytic intervention for autism in early child-

hood: meta-analysis, meta-regression and dose-response meta-analysis of multiple
outcomes. Clin. Psychol. Rev. 30, 387–399 (2010)

https://doi.org/10.1007/978-3-319-19773-9_19
https://doi.org/10.1007/978-3-319-19773-9_19


The Role of Negative Emotions
and Emotion Regulation on Self-Regulated

Learning with MetaTutor

Megan J. Price(✉), Nicholas V. Mudrick, Michelle Taub, and Roger Azevedo

North Carolina State University, Raleigh, USA
{mjprice3,nvmudric,mtaub,razeved}@ncsu.edu

Abstract. Self-regulated learning (SRL) and emotion regulation have been
studied as separate constructs which impact students’ learning with intelligent
tutoring systems (ITSs). There is a general assumption that students who are
proficient in enacting cognitive and metacognitive SRL processes during learning
with ITSs are also proficient emotion regulators. In this paper, we investigated
the relationship between metacognitive and cognitive SRL processes and emotion
regulation by examining students’ self-perceived emotion regulation strategies
and comparing the differences between their (1) mean self-reported negative
emotions, (2) proportional learning gains (PLGs), and the frequency of (3) meta‐
cognitive and (4) cognitive strategy use as they interacted with MetaTutor, an ITS
designed to teach students about the circulatory system. Students were classified
into groups based on self-perceived emotion regulation strategies and results
showed students who perceived themselves as using adaptive emotion regulation
strategies reported less negative emotions. Although no significant differences
were found between the groups’ learning outcomes, there were significant differ‐
ences between the groups’ frequency use of cognitive and metacognitive
processes throughout the task. Our results emphasize the need to better understand
how real-time emotion regulation strategies relate to SRL processes during
learning with ITSs and can be used to enhance learning outcomes by encouraging
adaptive emotion regulation strategies as well as increased frequencies of meta‐
cognitive and cognitive SRL processes.

Keywords: Emotion regulation · Self-regulated learning · Metacognition
Emotions · Intelligent Tutoring Systems

1 Introduction

Self-regulated learning (SRL) increases students’ understanding of various topics and
domains [1] and includes the accurate monitoring and regulation of their cognitive,
affective, metacognitive, and motivational (CAMM) processes [2]. Research shows
higher frequencies of cognitive strategies and metacognitive processes within Intelligent
Tutoring Systems (ITSs) have been shown to contribute to higher learning outcomes
and are typically indicative of competent self-regulators [2, 3]. While some research
primarily focuses on the cognitive and metacognitive aspects of SRL, affective
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processes, such as emotion regulation, have been studied as separate constructs outside
of SRL and ITS communities. As such, this study addresses this gap by investigating
the impact of students’ self-perceived emotion regulation strategies on their self-
reported emotions, learning outcomes, and their frequency use of cognitive and meta‐
cognitive strategies during learning with MetaTutor.

Emotion regulation is an example of an affective process whereby an individual seeks
to influence their emotions by either down-regulating their negative emotions (e.g.,
confusion, anger, frustration), up-regulating their positive emotions (e.g., joy, curiosity)
or suppressing the expression of their emotions entirely [4]. Research regarding
emotions during learning with ITSs has shown negative emotions like confusion, frus‐
tration, and boredom to be harmful to learning goals if experienced for a significant time
threshold [5, 6]. According to Gross’s Process Model of Emotion Regulation, there are
two primary strategies of emotion regulation: cognitive reappraisal (CR) and expressive
suppression (ES) [4]. CR is considered to be an adaptive emotion regulation strategy as
the amount of negative emotions a student experiences can be down-regulated before
they become detrimental to the student’s learning. Conversely, ES is considered a
maladaptive emotion regulation strategy because the negative emotions are suppressed,
therefore potentially disrupting the student’s learning. Despite extensive research in
different areas of psychology, there is little research in the area of computing and ITS
on the impact of emotion regulation during learning with ITSs [7].

Previous studies have found instructing individuals to engage in CR to be successful
in helping individuals achieve higher learning outcomes and increasing student engage‐
ment [8]. However, few studies have sought to understand a student’s emotion regulation
as it relates to their metacognitive and cognitive SRL processes during learning. Despite
this, there is the assumption that students who are proficient self-regulators are equally
capable emotion regulators. This may be due to research regarding increased frequencies
of SRL processes leading to higher learning outcomes and the assumption that accurate
monitoring and regulation of learning translates to accurate monitoring and regulation
of emotions. While it is likely that proficient emotion regulators are also proficient self-
regulators, this relationship has not yet been firmly established, especially during
learning with ITSs.

This study represents an initial examination of the role of self-reported emotion
regulation strategies, negative emotions, and their relationship to cognitive and meta‐
cognitive SRL processes during learning with MetaTutor, a hypermedia-based ITS. For
this study we analyzed students’ metacognitive and cognitive SRL processes with log-
file data and their self-reported emotion regulation strategies and emotions throughout
their learning session in an effort to understand the relationship between SRL and
emotion regulation during the students’ interaction with MetaTutor. Our research ques‐
tions are as follows:

1. Are there significant differences between conditions and emotion regulation groups’
self-reported negative emotions as reported on the EV?

2. Are there significant differences between conditions and emotion regulation groups
on proportional learning gain (PLG)?

3. Are there significant differences in the frequency of metacognitive process use
between emotion regulation groups?
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4. Are there significant differences in the frequency of cognitive strategy use between
emotion regulation groups?

2 Methods

2.1 Participants

One hundred three (n = 103) college students (55% female) participated in this study.
The participants’ ages ranged from 18–35 (M = 20.31, SD = 2.42) and they were
compensated $10 per hour for their participation for completing the two-day experiment.

2.2 MetaTutor: A Hypermedia-Based ITS for Biology

MetaTutor is an ITS designed to teach students about the circulatory system, through
47 pages of text and static images, with the aid of four pedagogical agents (PAs), with
only one PA visible to the student at any given point in time [2]. Each PA is responsible
for a specific SRL process or strategy during the learning session as students should
engage in SRL while learning about the human circulatory system. More specifically,
Mary the Monitor monitors and prompts the use of metacognitive processes such as
judgments of learning (JOLs), feeling of knowing (FOK), and content evaluation (CE)
of the relevancy of the material given the current subgoal. Sam the Strategizer prompts
students with cognitive strategies such as taking notes (TN), or summarizing what they
have just read (SUMM), and provides feedback on the accuracy of their summaries
during learning. Pam the Planner helps students activate their prior knowledge about the
content (PKA) as well as plan sub-goals (e.g. Purpose of the Circulatory System, Path
of Blood Flow) at the beginning of the learning session based on the students’ text input
in the interaction log with Pam. Gavin the Guide guides the students through the envi‐
ronment and administers self-report questionnaires such as the Emotions and Values
Questionnaire [9] throughout the session and the Emotion Regulation Questionnaire
[10] during the pretest. The interface also includes a timer, overall learning goal,
subgoals set by the student with Pam, the PA, SRL palette, text and diagrams, and table
of contents to foster students’ monitoring (see Fig. 1).

2.3 Materials and Equipment

During the 90-min learning session multichannel process, product, and self-report data
were collected including: videos of facial expressions of emotion, electrodermal activity,
eye-tracking data, log-file data, a biology pretest and posttest, and several self-report
measures. These self-report measures include questionnaires regarding students’ basic
and learning-centered emotions, epistemic beliefs, and motivation.

The two self-report measures used in this study include the Emotions and Values
Questionnaire (EV; [9]) and the Emotion Regulation Questionnaire (ERQ; [10]). The
EV consists of 20 questions and asks students about their emotions and values on a Likert
scale ranging from 1 to 5 based on Pekrun et al.’s [11] model of academic achievement
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emotions. The EV was administered by Gavin approximately every 14 min to ensure
multiple samples from each student. The questionnaire asked the students how they were
currently feeling and contained “Right now I feel:” followed by either a positive, nega‐
tive, and neutral emotion. The positive emotions included: pride, joy/happiness, hope,
curiosity/interest, eureka/sudden understanding, and surprise (observed range: 5–24).
The negative emotions included: anger/frustration, fear, contempt/disgust, sadness,
confusion, hopelessness and boredom (observed range: 8–32).

The ERQ was designed to measure students’ tendency to regulate their emotions
through either CR (range: 6–42, α = .79) or ES (range: 4–28, α = .73) via a 10-item, 7-
point Likert-type scale. CR is defined as the capacity to control attention to emotional
stimuli and to change the mental representation of that stimuli, whereas ES is the capacity
to hide emotions from being perceived by others in a social setting [10]. According to
Gross and John [10], each subscale of the ERQ is independent of the other, meaning a
person who rates themselves as more likely to use CR as an emotion regulation strategy
is no more or less likely to use ES as an emotion regulation strategy.

2.4 Procedure

Students were randomly assigned to either a control or a prompt and feedback condition
before participating. In the control condition, no prompts or feedback were given during
the learning session. In the prompt and feedback condition, MetaTutor’s PAs provide
real-time adaptive scaffolding. Students were prompted by the PAs to engage in cogni‐
tive and metacognitive SRL processes and were then provided with feedback on their
performance based on a combination of time- and activity-based production rules, as
well as experimental condition. For example, a time-based production rule for the PKA
cognitive strategy occurs when the student has started a new subgoal. Additionally, if a
summary is less than three sentences, Sam will prompt the students to revise their
summary, which is an example of an activity-based production rule. In both conditions,
students could willingly engage in SRL strategies without being prompted by clicking
on the SRL palette.

Fig. 1. Screenshot of the MetaTutor interface.
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The experimental session took place over the course of two days. On Day 1 students
were administered the informed consent, demographics questionnaire, biology pretest,
and several self-report measures of emotion. The Day 1 session took approximately 30–
60 min. The biology pretest was comprised of 30 multiple-choice questions related to
the circulatory system, which was used to assess prior knowledge. Day 2 began with
equipment calibration, followed by introductory videos about how to navigate through
MetaTutor and the various SRL strategies, a sub-goal setting phase with Pam, and then
the 90-min learning session. Students also had the opportunity to take and revise notes,
take quizzes, and other embedded assessments such as the EV and a revised Agent
Persona Inventory [12].

Following the learning session, students were administered the posttest, which was
equivalent to the pretest and developed by a subject matter expert, and self-report ques‐
tionnaires (i.e., EV, a revised Agent Persona Inventory, Achievement Emotions Ques‐
tionnaire [13]), debriefed, paid, and thanked for their time.

2.5 Data Sources and Coding of Learning Outcomes and Self-Report Measures

Although multichannel data were collected, for this study only log-file and self-report
questionnaire data were used. Log-file data included the frequency and duration of
metacognitive or cognitive SRL strategy use that were either prompted by a PA or initi‐
ated by the student. Cognitive strategies included TN, SUMM, INF, and PKA. Meta‐
cognitive processes included JOL, FOK, and CE. Only the student-initiated actions were
considered for this study to include students from both conditions and to study the
frequency of self-initiated attempts at regulating their learning compared to their self-
reported emotion regulation strategies.

Overall learning about biology with MetaTutor was assessed by comparing pretest
and posttest scores using proportional learning gain (PLG) using Witherspoon et al.'s
[14] formula.

Additionally, this study examined the ERQ, and responses were coded such that each
student received two scores, one for each subscale with the observed range for cognitive
reappraisal as 7–42 and 5–23 for expressive suppression. To determine a student’s
primary emotion regulation strategy, a median split was conducted on the subscale
scores such that those who fell at or below the median received a “low” rating for that
particular strategy, and those who fell above the median received a “high” rating (CR
Mdn. = 31, ES Mdn. = 15). This 2 × 2 structure created four possible groups: High CR-
High ES, High CR-Low ES, Low CR-Low ES, Low CR-High ES.

Furthermore, students completed multiple instances of the EV [9] throughout their
learning session. For the purpose of this study, the emotions were grouped into positive
or negative emotions in order to create a composite score. A sample question for a
positive emotion would be “Right now I feel that I am enjoying myself”, and “Right
now I feel anger” for a negative emotion. Students completed the questionnaire multiple
times throughout their learning session, at approximately 14 m intervals. However,
students could choose to postpone the questionnaire, which resulted in different frequen‐
cies of EV administrations per student (M EV administration = 6.84; range of EV
administration was 1–10). To account for this, an average score across the entire session
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was calculated per student such that each student had one positive emotion (e.g., joy,
pride, hope) mean score and one negative emotion (e.g., confusion, frustration,
boredom) mean score. For this study, only negative emotions were examined due to the
evidence from multiple studies that negative emotions have a greater impact on a
student’s learning [5, 10, 15].

3 Results

3.1 Research Question 1: Are There Significant Differences Between Conditions
and Emotion Regulation Groups’ Self-Reported Negative Emotions as
Reported on the EV?

A 2 × 4 factorial ANOVA using emotion regulation groups and condition as the inde‐
pendent variables revealed a significant main effect on students’ mean self-reported
negative emotions reported on the EV (F(3, 95) = 2.75, p = .047, ηp

2 = .08, Table 1).
The main effect for condition was not significant (F(1, 95) = 0.51, p = .475) and the
interaction effect for emotion regulation group and condition was also not significant
(F(3, 95) = 0.06, p = .982). Tukey’s HSD post-hoc comparisons revealed that students
in the High CR-Low ES group reported significantly less negative emotions (i.e., lower
scores in response to experiencing feelings of confusion, frustration, anxiety, etc.) than
students in the Low CR-Low ES group. No significant differences were found between
the other emotion regulation groups’ self-reported negative emotions.

Table 1. Means and standard deviations and post-hoc comparisons of negative emotions between
emotion regulation groups

n M(SD) Tukey’s HSD comparisons
L. CR-L.
ES

L. CR-H.
ES

H. CR- L.
ES

H. CR-H.
ES

L. CR-L.
ES

30 16.55
(4.76)

- −0.05 3.04* 1.05

L. CR-H.
ES

21 16.60
(3.74)

.05 - 3.09 1.09

H. CR-L.
ES

25 13.51
(3.69)

−3.04* −3.09 - −1.99

H. CR-H.
ES

27 15.50
(4.27)

−1.05 −1.09 1.99 -

*p <.05.
Note. CR = Cognitive reappraisal, ES = Expressive suppression, H. = High, L. = Low.

3.2 Research Question 2: Are There Significant Differences Between Conditions
and Emotion Regulation Groups on Proportional Learning Gain (PLG)?

A 2 × 4 factorial ANOVA revealed no significant main effects across conditions (F(1,
95) = 0.52, p = .474) or emotion regulation groups on PLGs (F(3, 95) = 1.52, p = .215,
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Table 2). Additionally, there was no significant interaction effect for emotion regulation
groups and condition (F(3, 95) = 0.64, p = .592).

Table 2. Means and standard deviations of proportional learning gains between emotion
regulation groups.

n M (SD)
Low CR-Low ES 30 .17 (.07)
Low CR-High ES 21 .26 (.08)
High CR-Low ES 25 .37 (.07)
High CR-High ES 27 .23 (.07)

Note. CR = Cognitive reappraisal, ES = Expressive suppression.

3.3 Research Question 3: Are There Significant Differences in the Frequency of
Metacognitive Process Use Between Emotion Regulation Groups?

Frequencies of student-initiated instances were totaled across three different possible
metacognitive processes on the SRL palette (JOL, CE, and FOK) per student. A 3 × 4
chi-square test revealed significant differences between frequency of metacognitive
process use across ERQ groups (χ2 (6) = 28.21, p < .001, Table 3). Overall, the results
indicate that JOLs were the most frequently used metacognitive processes and CEs were
the least frequently used by all students regardless of emotion regulation group. In addi‐
tion, students in the Low-ES groups used more metacognitive processes than those in
the High-ES groups.

Table 3. Chi-square results of metacognitive processes by emotion regulation groups.

H. CR-H.
ES

H. CR-L.
ES

L. CR-H.
ES

L. CR-L.
ES

χ2 Total

JOL freq. 116 208 117 209 28.21* 650
FOK freq. 51 61 58 60 230
CE freq. 11 49 23 65 148
Total 178 318 198 334

*p < .001.
Note. JOL = Judgment of Learning, FOK = Feeling of Knowing, CE = Content Evaluation, H. = High, L. = Low.

3.4 Research Question 4: Are There Significant Differences in the Frequency of
Cognitive Strategy Use Between Emotion Regulation Groups?

Frequencies of student-initiated instances were totaled across four cognitive strategies
(i.e., PKA, SUMM, INF, and TN) per student. A 4 × 4 chi-square test revealed significant
differences between frequency of cognitive strategy use across ERQ groups (χ2

(9) = 85.06, p < .001, Table 4). Overall, the results indicate that both Low-ES groups
used more cognitive strategies than the High-ES groups. In addition, all groups took
more notes than any other learning strategy.
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Table 4. Chi-square results of cognitive strategies by emotion regulation groups.

H. CR-H.
ES

H. CR-L.
ES

L. CR-H.
ES

L. CR-L.
ES

χ2 Total

PKA freq. 11 8 5 11 85.06* 35
SUMM
freq.

20 84 18 23 145

INF freq. 10 12 11 14 47
TN freq. 220 246 194 407 1067
Total 261 350 228 455

*p < .001.
Note. PKA = Prior Knowledge Activation, SUMM = Summary, INF = Inference, TN = Take Notes, H. = High, L. = Low.

4 Discussion and Future Directions

Understanding the relationship between emotion regulation and SRL processes is key
to enhancing future ITSs and the development of intelligent PAs. The purpose of this
study was to examine the role of students’ self-perceived emotion regulation strategies
and mean negative emotions and their relationship with students’ learning outcomes and
the frequency of their metacognitive processes and cognitive strategies during learning
with MetaTutor. More specifically, our results indicated students in the High CR-Low
ES group reported significantly less negative emotions during their learning session
compared to the other three emotion regulation groups. However, no significant differ‐
ences were found between these emotion regulation groups and their proportional
learning gains. Furthermore, students in the High CR-Low ES and Low CR-Low ES
groups used more metacognitive processes and cognitive strategies.

The results of our first research question support existing literature regarding the
benefits of using cognitive reappraisal as an adaptive emotion regulation strategy due
to the High CR-Low ES group self-reporting significantly lower mean negative emotions
than the Low CR-Low ES group. Being able to automatically identify students’
emotional states and track the changes as they occur in real time can allow researchers
to detect adaptive emotion regulation strategies such as CR. For example, if an ITS is
able to detect a student’s confusion through facial detection software and observes the
level of confusion decrease, this could be indicative of CR. The student’s facial expres‐
sions of emotions can then be fed to the ITS, and the PA can in turn praise the student’s
use of an adaptive emotion regulation strategy and encourage them to continue using
CR. These results strongly suggest the advantages of a PA who can recognize CR when
it is occurring and encourage students to continue to engage in such a process.

While the High CR-Low ES group reported less negative emotions than the Low
CR-Low ES group, there were no significant differences in learning outcomes. Addi‐
tionally, all groups enacted more JOLs than any other metacognitive process, suggesting
future iterations of ITSs do not need to prompt students to engage in JOLs. Instead, the
focus should be placed on prompting students to engage in CEs and FOKs as students
did not enact these processes as often as JOLs although they are just as beneficial to
overall learning. Similarly, students engaged in TNs more than the other cognitive
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strategies, again suggesting future iterations of PAs do not need to prompt this strategy,
but instead focus on prompting students to use PKAs, SUMMs, and INFs because they
are also beneficial to a student’s learning. Furthermore, both the High CR-Low ES and
Low CR-Low ES groups self-initiated a higher frequency of cognitive and metacogni‐
tive SRL processes. The high frequency of SRL processes by the Low CR-Low ES group
contradicts the underlying assumption that proficient self-regulators are proficient
emotion regulators because we would expect that students who perceive themselves to
not engage in emotion regulation strategies would not frequently engage in SRL
processes because we would expect their emotion regulation strategies to translate to
their metacognitive and cognitive SRL strategies. This suggests that more in-depth
analyses of the quality of the processes and strategies used are necessary to understand
the differences between these groups and why the differences in frequencies are not
aligned with their self-perceived emotion regulation strategies. For example, it is
possible that students engaged in more strategies, but the quality of those strategies could
have been higher and were not as effective as a student who engaged in less, but more
effective strategies.

Future research should investigate the qualitative differences of the SRL processes
deployed by students and seek to determine how to identify adaptive emotion regulation
strategies in a more empirical method than self-report measures. For example, using
empirical methods to detect emotion regulation as it occurs in real time by using facial
recognition software can provide researchers with a more accurate representation of a
student’s emotion regulation strategies instead of relying on the student’s self-perceived
emotion regulation strategies. Combining this empirical data with a more in-depth anal‐
ysis of the student’s metacognitive and cognitive SRL strategy use affords researchers
a more comprehensive understanding of the relationship between SRL processes and
emotion regulation as they occur during learning with ITSs which can then be used to
develop adaptive and intelligent PAs that scaffold students’ SRL and emotion regulation
strategies and provide encouragement and feedback to the students.
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Abstract. This article presents the results of an experiment in which we
investigated how prior algebra knowledge and personality can influence
the permanence time from the confusion state to frustration/boredom
state in a computer learning environment. Our experimental results indi-
cate that people with a neurotic personality and a low level of algebra
knowledge can deal with confusion for less time and can easily feel frus-
trated/bored when there is no intervention. Our analysis also suggest
that people with an extroversion personality and a low level of algebra
knowledge are able to control confusion for longer, leading to later inter-
ventions. These findings support that it is possible to detect emotions
in a less invasive way and without the need of physiological sensors or
complex algorithms. Furthermore, obtained median times can be incor-
porated into computational regulation models (e.g. adaptive interfaces)
to regulate students’ emotion during the teaching-learning process.

1 Introduction

Emotions have an important impact on learning, accelerating or hindering it [1–
3]. Although most studies that investigate emotions in the educational context
have focused on the basic emotions (e.g. sadness, anger, joy, or surprise), recent
research provides evidence that non-basic emotions (e.g. engagement/flow, con-
fusion, frustration, and boredom) are more frequent in computer-based learning
(CBL) [4].

Contrary to common sense, confusion is an emotion that should not be
avoided in the learning context because it makes the students seek the knowledge
and maintain focus and attention and is related to encouragement [3]. Students
commonly experience confusion in complex activities which occur throughout
the entire school period. When confusion is detected and experienced, students
need to engage in cognitive activities to solve their confusion.
c© Springer International Publishing AG, part of Springer Nature 2018
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Although confusion has been positively correlated with learning [5,6], it
should be regulated according to students’ personality and prior knowledge to
have an adequate duration [6]. If confusion persists for a long time, it can become
frustration or boredom [7]. For instance, if a student has a neurotic personality
(i.e., tends to have negative emotions) and he/she is a beginner in the subject
or the task is complex, the confusion must be managed cautiously so as not to
become boredom. However, one question remains: how specifically do students’
personality and prior knowledge affect the permanence time in a confusion state?

To verify the relation of the permanence time in a confusion state with
the students’ personality and their prior knowledge on learning problems, we
have developed an experiment with higher education students from three Brazil-
ian public universities. This experiment was performed in more than 70 h and
involved 30 randomly selected students, 2 instructors and 2 coders, who ana-
lyzed the prior algebra knowledge and the students’ personality. These students
were also asked to solve algebra problems in a computer learning environment.
The results obtained can be used to create less invasive and low cost alternative
emotion detectors, unlike other types of detection, such as physiological sensors,
which can be costly and make students uncomfortable [8]. In addition, this app-
roach supports emotional regulation models, in which the students’ emotion can
be regulated when they are feeling some negative emotion.

2 Related Works

Emotion is a state constantly awakened and lived by individuals [9]. Emotions
can undergo several changes upon receiving a stimulus (i.e., a person can become
angry, sad, or joyful). This change of emotion is called the transition state and
can be influenced by initial emotion, emotional events, prior knowledge and
individual personality characteristics [10].

Studies [11,12] have showed that, in CBL, emotions transit between engage-
ment/flow, confusion and frustration/boredom. Confusion and engagement/flow
have been positively correlated with learning, while frustration and boredom
have been negatively correlated. Ideally, emotions should be regulated consider-
ing students’ personality and knowledge, and should have a certain duration [6].
For instance, academic risk theory contrasts adventurous students, who want to
be challenged with difficult tasks, take the risk of failure, and manage negative
emotions when it occurs, with students who take less risks, avoiding complex
tasks and effectively minimize learning situations in which they are likely to fail
and experience negative emotions [13–15].

In addition, it is necessary to identify who could benefit from an induc-
tive intervention for a particular emotion [5,6]. Of course, confusing a beginner
student or inducing confusion during high-risk learning activities is not a sen-
sible strategy. Nowadays, these interventions are ideally suited for gifted stu-
dents who get bored and lose interest in activities without challenges [12,16].
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[17] investigated the emotional transitions1, during the teaching-learning pro-
cess (Table 1). Their results show evidence that confusion can lead to two other
emotions: engagement/flow and frustration.

Table 1. Expected affective transitions (adapted from [17]).

Time ti Time ti + 1

Boredom Flow Confusion Frustration

Boredom - - ?

Flow - + -

Confusion - + +

Frustration + - ?

(+) indicates that the transaction is expected.
(-) indicates that the transaction is highly unlikely.
(?) indicates that there is no explicit relation in the model.

When confusion is not handled appropriately (i.e., when instructors do not
monitor the duration of confusion or the students’ personality - tendency to
emotional states) the student can become frustrated and then bored. When a
student experiences negative emotions, such as frustration and boredom, he/she
tends to remain in this state and not transit to positive emotional states, such
as engagement/flow. On the other hand, students in flow state tend to remain
engaged or transit alternately to confusion, which is positively correlated with
learning [6]. In a more general context, the transition from an emotional state
to another one can be modeled through a survival or reliability analysis, where
the transition probabilities are obtained for each specified time [19].

3 Method

During the teaching-learning process, the student can experience several emo-
tions (engagement/flow, confusion, frustration/boredom, etc.) and these emo-
tions can transit from one to another. The change from an emotional state to
another one can depend on several factors, including personality and prior knowl-
edge on the subject. For instance, a beginner student with personality tending
to negative emotions (e.g., neuroticism) can easily move from confusion to frus-
tration/boredom when he/she strives to solve a problem or has a long period of
confusion.

This section describes the design and planning used in our experiment to
investigate whether the personality traits (neuroticism and extroversion) and

1 As students can feel more than one emotion each time, in this paper we are con-
sidering the dominant emotion in a moment in time and the transition to another
dominant emotion [18] during the teaching-learning process.
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algebra knowledge of students affect their permanence times from the confu-
sion state to frustration/boredom state during the use of a computer learning
environment.

3.1 Research Questions

This work aims to answer the following research questions (RQ):
RQ1: Do personality traits influence the permanence time from confusion to

frustration/boredom in an educational software?
RQ2: Does algebra proficiency influence the permanence time from confusion

to frustration/boredom in an educational software?
RQ3: What is the average permanence time spent by a student (with different

combinations of personality traits and algebra proficiency) from confusion to
frustration/boredom in an educational software?

3.2 Participants

We gathered information from 30 randomly selected students. 13% are women
(corresponding to 4 people) aged 21–22 years (mean age of 21.5 years) and 87%
are men (corresponding to 26 people) aged 19–34 years (mean age of 26.5 years).
All participants were invited through direct contact and are undergraduate stu-
dents in areas related to Computer Science and Software Engineering, except 4
male participants who are undergraduate students in Industrial Design (2 peo-
ple), Production Engineering (1 person) and Geography (1 person).

3.3 Materials

For the execution of the experiment, the following instruments were used: (i)
questionnaire with personal questions, (ii) multiple-choice test, (iii) personality
trait scale and (iv) equation solving test. The personal questionnaire aims to
know the profile of participants and contains questions about personal data, such
as whether the participants have already used some educational software before
and their prior knowledge on algebra. The algebra test covered five multiple
choice questions which involved first and second degree equations, determinants,
factorials, and logarithms. These questions were suggested by two math teachers
and they were separated into three difficult levels: basic (2), intermediate (2) and
difficult (1). Each correct question was assigned the value 0.2 points, so the total
points for each student can be 0, 0.2, 0.4, 0.6, 0.8 or 1.

The personality trait scale2 assessed the participant’s personality for neuroti-
cism and extroversion indexes. Each of these indexes varies from 0 to 1, where 1
indicates greater presence of characteristic summarized by the index. This test
was based on the five-factor model and is written in Portuguese. Finally, nine
algebra questions were proposed in an educational software3, all in the same
2 Available at https://personalitatem.ufs.br/inventory/home.xhtml.
3 Available at http://acubo.tecnologia.ws/aluno.html.

https://personalitatem.ufs.br/inventory/home.xhtml
http://acubo.tecnologia.ws/aluno.html
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scope previously tested. The nine questions also involved first and second degree
equations, determinants, factorials, and logarithms. They were suggested by two
math teachers and they were separated into three difficult levels: basic (3), inter-
mediate (4) and difficult (2).

3.4 Procedure

Each participant had an hour and a half to perform the experiment (Fig. 1). First,
students were asked to fill in the personal questionnaire in 10 min. Afterwards,
students answered the multiple choice test and then the personality trait scale,
which had a total duration of 30 min. After this initial phase, students accessed a
system for solving algebra problems. First, they should fill out information with
their personal data. Hence, they solved nine algebra problems (scratch papers
were provided) and entered their final answer in the system. The students’ face
were recorded while they were solving the equations for later analyses of their
emotions (confusion, frustration and boredom).

Fig. 1. Procedure of the experiment.

As previously mentioned, the analysis of the video was performed by two
coders, one graduates from Computer Science and one from Industrial Design.
According to [20], the recognition of facial expressions by humans has an accu-
racy of approximately 87%, making it possible that people with no training in
Psychology and without any tool to measure emotions can recognize different
types of emotions by the face.

The coders annotated the emotions students experienced and the perma-
nence time in each of them during problem solving. They separately annotated
the beginning and ending time that each student expressed, by face, the emo-
tions engagement/flow, confusion, frustration, or boredom. Then, they discussed
together the annotations and reached an agreement. The coding of the facial
expressions was performed according to guidelines suggested by [21], in which
they propose 10 heuristics of human behavior in order to infer what emotions
humans are experiencing at a given moment.
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4 Statistical Modeling

This study aims to determine the permanence time from a confusion state to a
frustration/boredom state for each student. So we used a statistical model that
describes the permanence time in a state until an event of interest occurs. This
type of approach is known as survival or reliability analysis, and its main objec-
tive is to know the behavior of a given population as to the time of occurrence
of one or more events of interest [22]. We have opted for a Bayesian inferen-
tial analysis, in which all unknown quantities (e.g., model parameters) can be
modeled by means of probability distributions [23].

Our modeling for the permanence time from confusion to frustra-
tion/boredom for ith student, i = 1, . . . , 30, will be characterized by a Weibull
proportional hazards model with fragility [24], given by:

hi(t | θ, wi,xi) = λ α tα−1 exp
(
β1 x1i + β2 x2i + β3 x3i

)
wi, (1)

where hi(t | ·) is a risk function for student i at time t. The parameters β1, β2 and
β3 are the coefficients associated with students scores i in the preliminary algebra
test (x1i), neuroticism index (x2i) and extroversion index (x3i), respectively. λ
and α are scale and shape parameters of the Weibull distribution that defines the
baseline risk function described by λ α tα−1. The frailty (or random effect) for the
student i is described by wi ∼ Gamma(η, η), where its variance is given by κ =
1/η. The parameter and variable vectors are defined as θ = (β1, β2, β3, λ, α, η)�

and xi = (x1i, x2i, x3i)�.
We assume prior independence as a default specification. In addition, we

elicit vague proper marginal prior distributions, in order to give all inferential
prominence to the data:

π(β1) = π(β2) = π(β3) = π(log(λ)) = Normal(0, 1000),
π(α) = π(η) = Gamma(0.01, 0.01). (2)

The posterior distribution π(θ | D) is not obtained analytically (D repre-
sents the collected data), so we approximate it using Markov chain Monte Carlo
(MCMC) [25] with the WinBUGS software [26].

5 Discussion of Results

In this paper, we aim to study the permanence time of students from confusion
to frustration/boredom, given their algebra knowledge and personality. The pre-
sented results below are from the model (1) with the marginal prior distributions
defined as in (2), where we use the following MCMC configuration: 3 Markov
chains with 500000 iterations (after burning of 50000) and storage every 500
iterations to reduce autocorrelation in the posterior sample.

Table 2 summarizes the posterior estimates of the parameters β1, β2 and β3

of the model (1) with prior distributions (2).
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Table 2. Posterior summary of the parameters of interest for the time from confusion
to frustration/boredom.

Parameter Mean SD 2.5% 50% 97.5%

β1 −1.970 0.672 −3.334 −1.956 −0.725

β2 0.721 0.634 −0.602 0.725 1.943

β3 −0.828 0.710 −2.202 −0.835 0.581

The interpretation of the results from the Bayesian approach is simple and
fundamentally based on quantities of interest, such as mean, standard devia-
tion (SD) and quartiles, from probability distributions, called posterior (or a
posteriori) distributions. In addition, the interpretation of mean signal of each
parameter is counter-intuitive, because in the case of negative signal, the higher
the value of the variable referring to this parameter, the longer the time until
the student experiences the event of interest.

As for the question RQ2, based on presented results in Table 2, we have evi-
dences that the more algebra knowledge, the longer the time until the student
in the confusion state becomes frustrated/bored with the exercise, i.e., there is
a positive association. The answer to RQ1 is divided into two parts, where the
first one refers to extroversion index and the second one to neuroticism index.
The interpretation for extroversion index is analogous to the algebra knowledge,
since the higher the extroversion index, the longer the permanence time between
confusion and frustration/boredom. On the other hand, an increase in the neu-
roticism index leads to a reduction in the permanence time from confusion to
frustration/boredom, i.e., the student gives up on the problem solving more
quickly (negative association).

From the posterior distribution of θ, we can calculate derived quantities that
help us to answer RQ3, such as the median time of permanence time from
confusion to frustration/boredom. This median time T is obtained when the
survival function Si(T ) for a student i takes the value 0.5 and is given by:

T =

⎡
⎣ − log(0.5)

λ exp
(
β1 x1i + β2 x2i + β3 x3i

)
wi

⎤
⎦
1/α

. (3)

It is worth mentioning that, in survival analysis, right-censored data make
the median more informative than the mean, i.e., participants who do not expe-
rience the event of interest - frustration/boredom state - during the study time
would take the average to higher values. In Bayesian terms, we can calculate the
posterior mean of the median time (3) for a generic individual i, given his/her
variables xi, by the following equation:
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E
[
Si(T | θ,xi) | D]

=

∫
Si(T | θ, wi,xi) π(wi, θ | D) d(wi, θ)

≈ 1

K

K∑

k=1

Si(T | θ(k), w
(k)
i ,xi), (4)

where θ(k) and w
(k)
i are kth values of posterior sample π(wi,θ | D). The approx-

imation (4) is carried out by Monte Carlo integration [27].
To exemplify the obtained results and answer RQ3, Table 3 shows the pos-

terior mean of median time of the permanence time from confusion to frustra-
tion/boredom (4) with different configurations of prior algebra knowledge and
scores of neuroticism and extroversion indexes.

Table 3. Posterior mean of median time of the permanence time from confusion to
frustration/boredom for different profiles.

Variable Profile

x1 0 0.5 1 0 0 1 1 0 1

x2 0 0.5 0 1 0 1 0 1 1

x3 0 0.5 0 0 1 0 1 1 1

Time 34 76 159 19 64 90 313 37 175

From the results, the influence of each variable at median time of the per-
manence time from confusion to frustration/boredom is evident. For instance,
a student with a “median” configuration (i.e., 0.5 for all variables) would take
on average 76 s to migrate between the states of interest. We also can note that
students with a maximum score (value 1) for the prior algebra test and the extro-
version index, and a minimum score (value 0) for the neuroticism index would
require, on average, 313 s to pass from confusion to frustration/boredom. On the
other hand, when the student has a maximum score for the neuroticism index
and a minimum for the prior algebra test and the extroversion index, he/she
takes, on average, 19 s. Note that we did not include in the model (1) a covariate
describing the difficulty level of algebra questions. This is due to the fact that,
in our preliminary analyzes, this covariate did not present relevant differences
between the three difficult levels (basic, intermediate and difficult).

6 Threats to Validity

A possible threat to validity of the results is the representativeness of the sample,
since all individuals who participated in the study are undergraduate students.
In this way, it is not possible to generalize the results to the entire student
population. From the statistics point of view, this problem can be circumvented
with repetitions of this study in different samples of undergraduate students.
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Although there was concern in assessing the permanence time from confusion
to frustration/boredom, the usability of the software for the algebra test may
have prevented some students to complete the exercises. Another threat to be
considered is the use of two people to code students emotions by face observation,
leading to an interpersonal bias as to the accuracy in the permanence time.

7 Conclusions

We aimed to study the permanence time of students from a confusion state to a
frustration/boredom state, given their algebra knowledge and personality. The
results of our experiment suggest that prior algebra knowledge and personality
traits affect the permanence time from confusion to frustration/boredom during
the learning process. Notably, students with a high neuroticism index and low
score in the algebra test cannot deal very well with the confusion, remaining
less time in this emotion compared to students with high extroversion index
and low score in the algebra test. This means that neurotic students who are
also beginners in algebra spend less time confused and feel frustration/boredom
more quickly compared to extroverted student with the same level of algebra
knowledge.

We believe that these preliminary results can help in the elaboration of com-
putational models of emotional regulation of students. The permanence time
in the confusion state can be integrated with other information, for instance,
physiological sensors or automatic facial expressions. This information can con-
tribute to emotion control using interfaces, which detect personality traits and
the beginning of the confusion state, adapting elements for beginner students
with little tolerance in the permanence time of confusion. In addition, as future
work, the results may help with the investigation of student self-efficacy. Other
benefit of this experiment was the provision of a replication package4, which can
be used by other researchers for the same purpose.

Focusing on the statistical approach, the Bayesian perspective for survival
analysis was of paramount importance, since we had a small data set and wanted
to interpret derived quantities based on model parameters (questions RQ1, RQ2

and RQ3). Furthermore, the estimated permanence time between confusion and
frustration/boredom for any new student profile is easily calculated, providing
quick decision-making with respect to emotional regulation.

References

1. Pekrun, R.: The control-value theory of achievement emotions: assumptions, corol-
laries, and implications for educational research and practice. Educ. Psychol. Rev.
18(4), 315–341 (2006)

2. Sullins, J., Graesser, A.C.: The relationship between cognitive disequilibrium, emo-
tions and individual differences on student question generation. Int. J. Learn. Tech-
nol. 9(3), 221–247 (2014)

4 http://goo.gl/YtGn7H.

http://goo.gl/YtGn7H


Analysis of Permanence Time in Emotional States 189

3. D’Mello, S., Graesser, A.: AutoTutor and affective autotutor: learning by talking
with cognitively and emotionally intelligent computers that talk back. ACM Trans.
Interact. Intell. Syst. 2(4), 23:1–23:39 (2013)

4. D’Mello, S., Calvo, R.A.: Beyond the basic emotions: what should affective comput-
ing compute? In: CHI 2013 Extended Abstracts on Human Factors in Computing
Systems, pp. 2287–2294 (2013)

5. Craig, S., Graesser, A., Sullins, J., Gholson, B.: Affect and learning: an exploratory
look into the role of affect in learning with AutoTutor. J. Educ. Media 29(3), 241–
250 (2004)

6. D’Mello, S., Picard, R.W., Graesser, A.: Toward an affect-sensitive AutoTutor.
IEEE Intell. Syst. 22(4), 53–61 (2007)

7. Graesser, A., D’Mello, S.K.: Theoretical perspectives on affect and deep learning.
In: Calvo, R., D’Mello, S. (eds.) New Perspectives on Affect and Learning Tech-
nologies, vol. 3, pp. 11–21. Springer, New York (2011). https://doi.org/10.1007/
978-1-4419-9625-1 2

8. Shanabrook, D.H., Arroyo, I., Woolf, B.P.: Using touch as a predictor of effort:
what the iPad can tell us about user affective state. In: Masthoff, J., Mobasher,
B., Desmarais, M.C., Nkambou, R. (eds.) UMAP 2012. LNCS, vol. 7379, pp. 322–
327. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-31454-4 29

9. Xiaolan, P., Lun, X., Xin, L., Zhiliang, W.: Emotional state transition model based
on stimulus and personality characteristics. China Commun. 10(6), 146–155 (2013)

10. Gross, J.J.: Emotion regulation: affective, cognitive, and social consequences. Psy-
chophysiology 39(3), 281–291 (2002)

11. Graesser, A.C., Chipman, P., Haynes, B.C., Olney, A.: AutoTutor: an intelligent
tutoring system with mixed-initiative dialogue. IEEE Trans. Educ. 48(4), 612–618
(2005)

12. D’Mello, S., Lehman, B., Pekrun, R., Graesser, A.: Confusion can be beneficial for
learning. Learn. Instr. 29, 153–170 (2014)

13. Clifford, M.M.: Failure tolerance and academic risk-taking in ten- to twelve-year-
old students. Br. J. Educ. Psychol. 58(1), 15–27 (1988)

14. Dweck, C.S.: Mindset: The New Psychology of Success, 1st edn. Random House
Incorporated, New York (2006)

15. Meyer, D.K., Turner, J.C.: Re-conceptualizing emotion and motivation to learn in
classroom contexts. Educ. Psychol. Rev. 18(4), 377–390 (2006)
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Abstract. Summarization enhances comprehension and is considered an effec‐
tive strategy to promote and enhance learning and deep understanding of texts.
However, summarization is seldom implemented by teachers in classrooms
because the manual evaluation requires a lot of effort and time. Although the need
for automated support is stringent, there are only a few shallow systems available,
most of which rely on basic word/n-gram overlaps. In this paper, we introduce a
hybrid model that uses state-of-the-art recurrent neural networks and textual
complexity indices to score summaries. Our best model achieves over 55% accu‐
racy for a 3-way classification that measures the degree to which the main ideas
from the original text are covered by the summary . Our experiments show that
the writing style, represented by the textual complexity indices, together with the
semantic content grasped within the summary are the best predictors, when
combined. To the best of our knowledge, this is the first work of its kind that uses
RNNs for scoring and evaluating summaries.

Keywords: Automated summary evaluation · Recurrent neural network
Semantic models · Word embeddings

1 Introduction

Summarization is an effective strategy to promote and enhance learning and deep
understanding of the subject matter among students [1, 2]. Summarizing a text allows
readers to differentiate between relevant and irrelevant information within texts,
integrate content with pre-existing knowledge, allowing for both better retention of
the text content [3], as well as deeper comprehension of the material [4]. Earlier
studies have indicated that summary writing helps students retain new information
[1]. Summary strategies are also effective for different types of learners including
native speakers [5], language learners [6], students with learning disabilities [7] and
students with low literacy skills [8]. A meta-analysis indicated that summarization
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enhanced comprehension in 18 out of 19 studies [9]. Further, summarization is
particularly useful for lower-skilled readers [10].

Given the effectiveness of summarizing texts, our aim is to develop computer-based
summarization strategy training and practice that parallels an existing implementation
of self-explanation and comprehension strategy practice within the Interactive Strategy
Training for Active Reading and Thinking (iSTART) [11]. iSTART was developed to
train comprehension strategies that help students understand complex, informational
texts. Previous research demonstrated the effectiveness of iSTART for middle school
[11], high school [12, 13], and college students [14, 15]. Currently, iSTART includes
lesson videos covering four summarization strategies (deletion, main ideas, replace‐
ment, and topic sentences; see [16]). The development of practice modules in which
students practice writing and revising summaries in turn necessitates a Natural Language
Processing (NLP) algorithm capable of scoring the quality of summaries. ITSs that
leverage NLP can provide students immediate, individualized feedback on their
constructed (i.e., written) responses. This feedback is indispensable to learners
attempting to improve their literacy skills [17].

Although summarization practice has proven effectiveness, teachers can find it chal‐
lenging to implement practice activities because evaluating student summaries requires
a great deal of effort and time [18]. Automated methods for summary evaluation tradi‐
tionally involve evaluating quality metrics such as readability, content, conciseness,
coherence and grammar [19]. In recent years, the research community has been
successful in developing various measures for evaluating summaries. Some of the auto‐
mated summary evaluation tools include Recall-Oriented Understudy for Gisting Eval‐
uation (ROUGE [20]), ParaEval, Summary Input similarity Metrics (SIMetrix [21],
QARLA [22], and SEMantic similarity toolkit (SEMILAR [23]).

The purpose of this study is to investigate the use of one of the most recent machine-
learning techniques – recurrent neural networks (RNNs) [24] for automated scoring of
summaries. To the best of our knowledge, this is the first work of its kind that uses RNNs
for scoring and evaluating summaries.

The next section describes existing solutions and approaches used in literature for
automated summary evaluation, and general deep-learning methods. In Sect. 3, the
corpus, scoring rubric, followed by the proposed solution along with a detailed archi‐
tecture is discussed. Finally, we report the results and conclude with discussions and
future scope of the work.

2 Related Work

Evaluation of summaries is generally classified as intrinsic or extrinsic [25]. Intrinsic
evaluation measures the text quality of summaries assessed by human annotators for
fluency, informativeness and coverage, or evaluates the content of the summary using
cue-words, term-frequency and inverted document frequency, cohesion methods, and
Latent Semantic Analysis (LSA) [26]. By contrast, extrinsic evaluation is mostly task
based involving document categorization, question answering and information retrieval
[27]. The work described here focuses on intrinsic summary evaluation. Some of the
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earliest works in intrinsic summary evaluation include evaluation of chemistry docu‐
ments [28] and electronic news publications [29]. Both of the latter studies used small
data sets of 200 to 250 documents for evaluation. However, some early research efforts
in large-scale evaluation of text summarization include TIPSTER SUMMAC [30] and
the Document Understanding Conference (DUC). Researchers contributing to DUC
have claimed that at large scales, even simple manual summary evaluations of content
coverage and linguistic traits (e.g., capitalization errors, incorrect word order, unrelated
fragments joined into one sentence, unnecessarily repeated information, misplaced
sentences) requires a few thousand hours of human efforts [31]. In addition, some studies
[32–35] show that human evaluations can be unstable and inconsistent with low inter-
annotator agreement.

2.1 Automated Summary Evaluation

Some initial efforts towards developing automated summary evaluation metrics used n-
gram overlap [33, 36]. These studies were motivated by the machine translation evalu‐
ation metric BiLingual Evaluation Understudy (BLEU) [37]. ROUGE [20] is one of the
first and most widely used recall-oriented metrics for summary evaluations. ROUGE
compares inputted summaries with one or multiple human written gold-standard
summaries. One of the disadvantages of ROUGE is that all n-grams are considered
equally important when computing the final score. Hovy et al. [38] proposed another
simple metric based on basic elements’ overlap, which are represented by one or two
words, depending on their syntactic role.

Saggion et al. [39] proposed three content-based similarity measures: cosine simi‐
larity, unit overlap (unigrams or bigrams), and longest common subsequence (LCS).
However, they did not discuss how these measures correlated with human evaluation.
Another novel semi-automated approach is the pyramid method [40] which identifies
and compares expert summaries’ content units (SCUs) with to-be-evaluated summaries.

Some researchers have used random indexing [41, 42], that reduces terms by consid‐
ering synonyms, hence allowing greater variations in summaries. Others have used
distribution-similarity measures such as Kullback–Leibler (KL) divergence and Jensen
Shannon (JS) divergence [21, 43], textual entailment [44] and crowdsourcing based LSA
[18] for evaluating summaries. However, relatively few studies have used machine-
learning techniques for summary evaluation beyond the aforementioned regression-
based approaches [45–47].

2.2 Deep Neural Networks and Summary Evaluation

A common architecture used for text representation consists of recurrent neural
networks, in particular Long Short-Term Memory networks (LSTM) [48] and Gated
Recurrent Unit (GRU) [49]. These networks are capable of “memorizing” information,
thus being able to better represent longer segments of text, without the danger of
vanishing/exploding gradients encountered in traditional, normal recurrent neural
networks [50]. These types of networks have been successfully used in most NLP
tasks [51].
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Recurrent neural networks have been improved further by considering different
networks for the forward and backward directions [52]. This is especially useful when
dealing with long text segments, because not all words in the text will have the same
weight (e.g., depending on the language, the ones at the end are in most cases more
important than the ones at the beginning). When using two different networks, the output
for each word is usually represented by the concatenation of the outputs from the two
directions. This way, all the words in the text influence the output for a single word.

We could not find any work that uses deep-learning techniques such as RNNs in
particular for evaluating and scoring summaries. As a result, in order to explore the
performance and success of these latest techniques for summary scoring and evaluation,
we performed several experiments using RNNs.

3 Method

3.1 Corpus Description

We collected a corpus of 636 summaries for 30 texts (range: 20–24 summaries per text)
using the Amazon Mechanical Turk online research service. The 30 texts used for the
summary corpus collection were attained from the California Distance Learning Project
(CDLP)1, with permission from the Sacramento County Office of Education. The CDLP
texts are real, simplified news stories that can be used by low-literate adults to improve
their comprehension skills. The texts cover life-relevant topics, such as health and safety,
housing, family, and money. Each text was between four and eight paragraphs and
ranged from 128 to 452 words (SD = 73.9 words). Flesch-Kincaid grade level was
between 4th and 8th grade (SD = 1.1) for all texts. The participants read and summarized
three texts, randomly selected from the full set of 30 texts. Most of the participants
(210/214) completed the entire summary task, producing three summaries total, for three
separate texts. However, summaries submitted by the four participants who did not
complete the entire task were also included in the corpus.

3.2 Scoring Rubric

Two trained researchers scored the summaries in the corpus on two major dimensions:
(a) main ideas and (b) accuracy of main ideas. Before applying the coding scheme, the
researchers individually examined the original texts, identifying the main ideas from
each. Through discussions, they finalized a list of main ideas for each text. During coding
of the summaries, the trained coders referenced this list of main ideas. For the main ideas
dimension, each summary was scored from 0 (none of the main ideas from the text are
included in the summary) to 3 (all of the main ideas from the text are included in the
summary). For the accuracy of main ideas dimension, each summary was scored from
0 (main ideas present in the summary are completely inaccurate, or no main ideas are
present in the summary) to 3 (all the main ideas in the summary are accurate represen‐
tation of the content from the text).

1 www.cdlponline.org.
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Two trained raters scored the three dimensions for all 636 summaries. Inter-rater
agreement for the Main Idea dimension was kappalinear weighted = .67, r = .78, 71% exact
agreement, and 99% adjacent agreement. Agreement for the Accuracy of Main Ideas
dimension was kappalinear weighted = .44, r = .52, 76% exact agreement, and 91% adjacent
agreement. Differences between the ratings from the two researchers were resolved
through discussions.

The distribution of the scores for main ideas and accuracy of main ideas is presented
in Table 1. Due to the highly unbalanced distribution of the accuracy of main ideas
dimension, it was not included in our follow-up experiments. Moreover, all 14 examples
with a score of 0 for the main ideas dimension were ignored as there were not sufficient
test cases in order to train a classifier.

Table 1. Distribution of output classes.

Score No. of summaries
Main ideas Accuracy of main ideas

0 14 28
1 165 22
2 255 61
3 202 525

3.3 Network Architecture

The network receives as input the summary and the original text, represented with
pretrained Glove [53] word embeddings of size 100, ignoring words that were not part
of the vocabulary. A BiGRU Siamese architecture (Fig. 1) was used to share network
weights for the summary and the whole text. Max-pooling is performed on the forward-
backward concatenated outputs from each cell. This results in two 2 * d vectors (where
d is the size of the GRU cell), representing the summary and the text. These two vectors
are concatenated (“concat” operator from Fig. 1) and passed through two fully-
connected layers (FCN module from Fig. 1).

Fig. 1. Siamese recurrent network architecture.
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The network produces a real number between 0 and 1, whereas our dataset has 3
output classes. Hence, we represented this task as a linear regression. To avoid force-
fitting the network to the boundaries of this interval for the two extreme classes, the
output score was multiplied by 4, resulting in a (0, 4) interval. When using the sigmoid
activation function as output, it a good practice to avoid values close to 0 and 1 because
the gradient for these flat regions is close to 0, making the training process difficult.
Therefore, we split this domain and reassigned the predicted classes (i.e., 1, 2, and 3) as
shown in Fig. 2, where all the three classes have almost equal range in the global interval.

Fig. 2. Regression output.

As a baseline, we tested various complexity indices computed with the ReaderBench
framework [54], which provides indices related to express the writing style of the text,
instead of its content. From the available index categories, we extracted surface, syntax,
word complexity, co-reference, connectives, cohesion, semantic dependencies, and
word lists indices. Indices with low linguistic coverage (more than 20% of the values
were missing) were removed and remaining indices were checked for multi-collinearity
(Pearson r ≥ .9). This cleaning process resulted in 191 features. These features were
used to train two different models: a) individually within a 2-layered fully-connected
network, and b) together within the recurrent network, as shown in Fig. 3. In both the
cases, we tested two ways of using the complexity indices as input to the network: the
difference between the two feature vectors (summaries and text) and the concatenation.
Difference (marked as “diff” in Fig. 3) refers to the mathematic operator and is useful
to highlight discrepancies between each feature or embedding dimension.

Fig. 3. Hybrid architecture of BiGRU, combined with ReaderBench textual complexity indices.
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4 Results

As there were multiple summaries available for each text, the data were split into training
and test sets (80–20). There were no common texts in the two partitions in order to avoid
overfitting. The reported accuracies in Table 2 for each corresponding model were
computed by averaging accuracy over three runs. The results in Table 2 indicate that the
concatenation of feature vectors, despite needing more weights for the training process,
works better and achieves better accuracy than the difference operator. This shows that
important information is lost when the difference between the feature vectors is
computed.

Table 2. Cell size and accuracy of models.

Model Cell size Accuracy (%)
Indices (difference) - 41.90
Indices (concatenate) - 37.14
Siamese 50 50.47
Siamese 100 50.15
Siamese + indices (difference) 50 47.30
Siamese + indices (difference) 100 53.34
Siamese + indices (concatenate) 100 55.24

In addition, we can observe from results in Table 2 that the complexity indices by
themselves have the lowest accuracy, followed by the Siamese BiGRU network when
used separately. The highest accuracy was obtained when combining the Siamese
BiGRU network with the textual complexity indices from ReaderBench. This shows
that both semantic features and writing style are important for summary evaluation.

5 Conclusions

This paper introduces a state-of-the-art model based on recurrent neural networks and
textual complexity indices to evaluate and score summaries. To the best of our knowl‐
edge, this is the first work of its kind and the obtained accuracies of more than 55% is
encouraging, given the size of the dataset. Moreover, our experiments show that the
semantic content of the summary is more important than the writing style represented
by the Readerbench textual complexity indices. However, replications with larger
corpora should be conducted to support this conclusion.

Follow-up studies will also include an attention mechanism proven to be successful
when comparing two or more text fragments by weighting the words with values
computed based on the remainder of the text [55]. This mechanism is primarily used in
question answering, but it can also be applied to summarization tasks by comparing the
summary with the original text. However, the added weights may render the network
too complex for this dataset, therefore reducing accuracy. In addition, the results might
be improved by adjusting the hyper-parameters of the network using a grid-search
method that performs cross-validations on the training set.
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In sum, there are multiple ways in which this work can be validated and improved
upon. However, this study demonstrates important promise in the use of recurrent neural
networks to assess the quality of natural language.
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Abstract. Positive academic emotions are generally associated with positive
learning experiences, while the opposite is true for negative emotions. This study
examined changes in learners’ emotional profiles as they participated in Meta‐
Tutor, a computer-based learning environment designed to foster self-regulated
learning via study of the human circulatory system. Latent transition analysis was
employed to determine distinct, parsimonious emotional profiles over time.
Learners are shown to move systematically among three profiles (positive, bored/
frustrated, and moderate) in fairly predictable patterns. Of these, boredom is the
most pressing concern given the relatively small chance of moving from boredom
to a different emotional profile. Students’ learning gains were also significant
predictors of emotional transitions. The findings suggest the need for timely
intervention for learners who are on the verge of negative emotional trajectories,
and the complex relationship between learning gains and emotions. In addition,
latent transition analysis is demonstrated as a potentially useful technique for
analyzing and utilizing multivariate panel data.

Keywords: Computer-based learning environments · Academic emotions
Latent transition analysis

1 Study Objective, Background, and Framework

Students’ emotions can impact their learning in computer-based learning environments
(CBLEs), which in turn can have a reciprocal effect on emotional regulation (Azevedo
et al. 2013; Calvo and D’Mello 2011). However, research on learner emotions is still in
its infancy partly due to the conceptual and methodological challenges in operational‐
izing emotional constructs and measuring their dynamic changes during interactions
with CBLEs (Azevedo et al. 2016). The goal of the present study was to determine the
latent characteristics of a parsimonious model of learner emotions and further examine
changes in learners’ emotional profiles as they engage with an intelligent tutoring
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system. In addition, we investigated the relationship between changes in emotional states
and learning gains.

Learning-related emotions, also known as academic or achievement emotions
(Pekrun 2006), are unique expressions of affect in the context of learning-related activ‐
ities. These include process-related emotions such as enjoyment and boredom, and
outcome-related emotions related to success such as hope and pride, or related to failure
such as anxiety, hopelessness, and shame. Engagement, curiosity, and pride have been
shown to be positively associated with learning, while anxiety, anger, boredom, and
hopelessness have the opposite tendency (Pekrun et al. 2011). Beyond cognition,
academic emotions are also associated with goal orientation. For example, students who
are motivated to develop competence in a domain (mastery-oriented) are more likely to
experience enjoyment, and less likely to feel bored or angry. Students who are motivated
to demonstrate competence (performance-prove) or who feel a need to avoid being
deemed incompetent (performance-avoid) are more likely to feel anxious, hopeless, and
ashamed (Jang et al. 2017).

Students experience a range of emotions as they engage in complex learning in
CBLEs, including engagement/flow, confusion, boredom, and frustration (D’Mello and
Graesser 2012). Emotional states can fluctuate drastically, yet over time transitions are
systematic when students are cognitively challenged (D’Mello and Graesser 2011).
Positive emotions in CBLEs, however, may not always strongly correlate with learning
gains (Jarrell et al. 2016). Confusion or cognitive dissonance, once resolved, can be
associated with deep learning; however, inability to overcome frustration may result in
less effective learning (Craig et al. 2004). Baker et al. (2010) caution specifically about
boredom, as boredom appears to be quite persistent and prolonged periods of boredom
are associated with poorer learning outcomes.

Affect is a key parameter that can improve the predictive accuracy and efficiency of
intelligent tutoring systems. The bulk of scholarship pertaining to modeling emotions in
CBLEs has applied statistical techniques such as Hidden Markov Modeling (e.g., Afzal and
Robinson 2006), Gaussian Process Classification (e.g., Kapoor et al. 2007), Bayesian
network models (e.g., Sam et al. 2012), or Dynamic Decision Network (e.g., Conati and
Maclaren 2009). Latent transition analysis (LTA) is an emerging learner modeling
approach to longitudinal data. In the present study, learners’ emotional trajectories in the
context of MetaTutor were modeled through the application of LTA. Our focus on the
influence of learning gains on these emotional trajectories, rather than vice versa, is guided
by previous research regarding the persistent impact of negative academic emotions on
motivation and readiness to learn (e.g., Carver and Harmon-Jones 2009).

2 Methodology

2.1 MetaTutor Participants

This study is set in the context of MetaTutor, an intelligent tutoring system that opera‐
tionalizes theoretical models of self-regulated learning (SRL) while advancing students’
understanding of scientific concepts. MetaTutor offers a variety of strategies for students
to plan, monitor, and reflect upon their learning, which are core elements of SRL
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(Azevedo et al. 2013; Lau et al. 2017). Students are prompted to set learning goals and
engage in cognitive and metacognitive SRL strategies. Based on students’ quiz scores
and metacognitive judgments, MetaTutor provides feedback and options for next steps.
One hundred ninety-four students recruited from three North American universities
participated in this study (53% male, mean age 20.46 (SD = 2.92)).

2.2 Instruments and Data

Emotions and Values Questionnaire. Metatutor participants were prompted every
14 min to complete the Emotions and Values [EV] questionnaire based on Pekrun’s
(2006) activity emotions. This frequency is designed to glean learning processes in
addition to learning outcomes. The EV is a self-report measure with the prompt, “Right
now I feel…” followed by individual emotions and a Likert scale (1 for Strongly disagree
to 5 for Strongly agree). While the current study addresses learners’ responses regarding
five emotions (enjoyment, curiosity, pride, boredom, and frustration), the EV also
addresses anxiety, shame, hopelessness, surprise, contempt, sadness, and feelings of
eureka and neutrality. After initial analysis, these were excluded from the current study
after finding that they lacked variation, given that our goal was to find the most parsi‐
monious set of emotions that distinguish the latent classes.

Learners’ sessions differed in overall length. For the present study, learners’ latent
emotion classes, based on five emotion self-reports, were modeled at three timepoints
(TP): 2, 4, and 6. TP1 represented the initial EV measure, prior to learners’ engagement
with Metatutor, so it was not included. We limited the analysis to these three timepoints
for computational efficiency and missingness after TP6. Participants who did not
complete TP2 were excluded resulting in a final sample of n = 190.

Raw Learning Gains. Prior to participating in MetaTutor students completed a 25-
item pretest on the human circulatory system (M = 17.27, SD = 4.45), and after two
MetaTutor sessions they completed a 25-item posttest (M = 20.60, SD = 4.20). The
order of pre- and post-tests was counter-balanced, and learning gains were statistically
significant for the entire sample (t = 12.71, p < .001), indicating improvement over time.
Raw learning gains were determined by subtracting pre- from post-test scores; negative
values were retained. The range of learning gains was −6 to 12, M = 3.33, SD = 3.65.

2.3 Latent Transition Analysis

Latent transition analysis (LTA), a longitudinal outgrowth of latent class analysis
(LCA), models transitions between latent profiles or states over time (Collins and Lanza
2013). While LCA identifies individuals who share similar latent characteristics and
classifies them into exhaustive and mutually exclusive classes, LTA goes further to
estimate transitional probabilities of these latent classes across time. The first step is to
determine the composition of the latent classes. Then, learners are tracked over time to
understand if they remain in the same profile or if their profiles change.

In this study, LTA modeling was performed using MPlus 7. Multiple latent models
were tested to determine the appropriate number of latent classes (Collins and Lanza
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2013). The best fitting model was chosen by increasing the number of classes serially
and examining model-fit indicators based on lower values and the “elbow” formed by
Bayesian Information Criterion (BIC) and Akaike’s Information Criterion (AIC), the
distinguishability of classes, homogeneity of item conditional probabilities within
classes, entropy values, and interpretability. Raw learning gains were then included as
a covariate to examine their influence on the emotional profiles’ transitions over time.

This methodology is similar to Baker et al.’s (2010) study of persistence which
examined the likelihood of transition compared to the base rate of each cognitive-affec‐
tive state. The present study uses transitional probabilities between 0 and 1 to describe
movement among states and covariates to understand the influence of learning gains on
changes in emotion.

3 Results and Discussion

Three LCA models were applied to the data to determine the number of latent emotion
classes at each time point. A three-class solution emerged as the best fit for the data, as
indicated by lower AIC and BIC values in Fig. 1.

2377
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2448 2417

2849

2000

2200

2400

2600

2800

3000

2 classes 3 classes 4 classes

(AIC) BIC

Fig. 1. Model fit indices (AIC = Akaike’s Information Criterion; BIC = Bayesian Information
Criterion)

The composition of the three classes is demonstrated in Fig. 2. The positive emotions
class consists of learners who demonstrated enjoyment, pride, and curiosity, and less frus‐
tration and boredom. The second class exhibited boredom with some frustration, and low
endorsement of positive emotions. Lastly, the third class indicates moderate endorsement
of all emotions, with relatively lower frustration. The three classes are somewhat consis‐
tent with Jarrell et al.’s (2016) finding of three emotional subgroups in the context of a
CBLE: one positive, one negative, and one low emotion. However, boredom and frustra‐
tion did not separate, as might have been predicted by Baker et al. (2010).
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Fig. 2. Composition of the three latent classes.

Subsequently, latent transition modeling was applied to the longitudinal data. In
LTA, the three classes were constrained to have the same composition (estimated means
of each emotion) over the three timepoints. Table 1 indicates the probability of latent
class pattern over the three timepoints. Patterns representing zero learners were omitted

Table 1. Prevalence of each latent class pattern based on posterior probabilities. Profiles with
zero members (e.g., Positive → Bored/frust → Positive are excluded)

TP2 TP4 TP6 Estimated count Estimated proportion
Positive Positive Positive 28 .15
Positive Positive Bored/frust 1 .01
Positive Positive Moderate 7 .04
Positive Moderate Positive 1 .01
Positive Moderate Bored/frust 2 .01
Positive Moderate Moderate 28 .15
Bored/frust Positive Positive 1 .01
Bored/frust Bored/frust Positive 1 .01
Bored/frust Bored/frust Bored/frust 20 .11
Bored/frust Bored/frust Moderate 2 .01
Moderate Positive Positive 4 .02
Moderate Positive Moderate 1 .01
Moderate Bored/frust Bored/frust 24 .13
Moderate Bored/frust Moderate 1 .01
Moderate Moderate Bored/frust 18 .09
Moderate Moderate Moderate 51 .27
Total 190

Note: Bolded trajectories remain in the same profile across all three TPs.
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from the table. Bolded rows indicate remaining in the same class over the three time‐
points, which represents the most common pattern (over half of the sample).

Other common patterns include moving from Positive to Moderate, and from
Moderate to Bored/frustrated, but no learners moved from the two extremes (Positive
and Bored/frustrated) in a single transition. This is of interest because learners appear
to move stepwise or gradually between emotional profiles, contrary to the idea that these
transitions may occur quickly (cf. Graesser et al. 2014).

To better understand learners, it is important to understand the probabilities of tran‐
sitioning from one class to another over time. Table 2 demonstrates the probability of
remaining in the same class or transitioning to another class across the three timepoints.
As seen in Table 1, learners were more likely than not to remain in the same class (bolded
values in Table 2). For learners who did move to another emotional profile, positive
emotions tend to transition to moderate emotions, while moderate emotions moved into
boredom. Positive emotions were not at all likely to directly lead to Boredom/frustration.
The class exhibiting boredom was most likely of all classes to remain in the same class
(.95 in first transition and .86 in second transition). This is consistent with Baker et al.’s
(2010) finding of the persistence of boredom.

Table 2. Transitional probabilities over time

Positive emotions Bored, some frustration Moderate, less frustration
Moving from TP2… …to TP4
Positive .54 <.01 .46
Bored, some frus. .05 .95 <.01
Moderate .05 .27 .68
Moving from TP4… …to TP6
Positive .72 .04 .24
Bored, some frus. .03 .86 .11
Moderate .02 .21 .77

Students’ learning gains (LGs) were entered into the LTA as a covariate through
multinomial logistic regression using the Moderate class as the reference class. Table 3
indicates the log odds and significance of learning gains as a predictor influencing the
transitional probabilities. LG was a significant predictor of transitions from TP2 Positive
to TP4 Positive, and a significant predictor of moving from the Bored/Frustrated class
at TP2 to Positive in TP4, which is notable because only one learner did actually move
from Bored/frustrated to Positive. In addition, LG is a significant predictor of moving
from Positive to Bored/frustrated. Between the second two timepoints, LG remained a
significant predictor of remaining in the Positive class, as well as from Bored/frustrated
to positive.
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Table 3. Log odds and p-values of LG predicting emotional transitions

Moving to…
Positive emotions Bored, some frustration Moderate, less frustration

Moving from TP2… …to TP4
Positive emotions .88** −.98** Ref
Bored, some
frustration

.93** −.64 Ref

Moderate, less
frustration

1.43 .57 Ref

Moving from TP4… …to TP6
Positive emotions .50* .34 Ref
Bored, some
frustration

45.89** 45.96 Ref

Moderate, less
frustration

.52 .33 Ref

**p < .01, * p < .05

Using the Latent Transition Analysis Calculator in MPlus, the relationship between
LG and emotional states was further examined at three points on the distribution: the
sample mean (M = 3.33) and ± SD 1.5. The results are found in Table 4, demonstrating
the difference in probability for each latent class pattern contingent on LG. Table 4 is
useful for interpretation because it does not require a reference class. Of importance is
that Table 4 does not provide information about the probability of class membership
overall; rather, it indicates the influence of different LG levels on whether a learner’s
emotional profile pattern, over time, transitions among the three classes. The first column
of Table 4 indicates the latent class pattern, first with only time point 2, then with time
points 2 and 4, and finally with all three timepoints. The finding that there is no influence
of LG on class membership at TP2 (first three rows) is meaningful and supports the
validity of this analysis, as learning had not yet begun.

In the first set of transitions (TP2–TP4), an increase in LG is associated (by looking
across each row) with a small decrease in the probability of remaining in the Positive
class and a greater likelihood of moving to Moderate. In general, increase in LG is
associated with little effect on remaining in Boredom/Frustration from TP2–TP4, as the
three values in the row are quite similar. However, movement from Moderate appears
to be influenced by LG, with lower LG more likely to remain in Moderate, and higher
LG slightly increasing the likelihood of moving to Boredom.

Looking at the last set of transitions in Table 4 (TP2–TP6), learners who remained
Positive at TP2 and TP4 did not have large differences in which class they transitioned
to at TP6, based on LGs; however, greater LG is associated with moving to Moderate
rather than remaining Positive. For Positive at TP2 and Moderate for TP4, greater LGs
were associated with a greater chance of remaining in Moderate. Interestingly, for
students who were Bored TP2 and TP4, greater LGs were associated with staying in
Bored at TP6; this was similar to the Moderate → Bored → Bored trajectory. Finally,
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for learners who were Moderate at TP2 and TP4, those with greater LGs were more
likely to remain in Moderate at TP6, and less likely to move to Bored.

Table 4. Probability of latent class patterns contingent on learning gains (LGs), for transitions
prevalent in the data per Table 1

Latent class pattern LG = −2.15 LG = 3.33 LG = 8.81
TP 2
Pos .35 .35 .35
Bor .13 .13 .13
Mod .52 .52 .52
TPs 2–4
Pos → Pos .60 .54 .48
Pos → Mod .40 .46 .52
Bor → Bor .96 .95 .95
Mod → Bor .21 .28 .29
Mod → Mod .79 .71 .51
TPs 2–6
Pos → Pos → Pos .74 .72 .70
Pos → Pos → Mod .20 .24 .27
Pos → Mod → Mod .69 .78 .85
Bor → Bor → Bor .00 .96 .99
Mod → Bor → Bor .00 .96 .99
Mod → Mod → Bor .29 .20 .13
Mod → Mod → Mod .69 .78 .85

Note: Pos = positive emotions, Bor = bored, some frustration, Mod = moderate, less
frustration.

The emerging pattern from the LG covariate analysis is that higher learning gains
were associated with maintenance of Moderate emotions at all TPs, maintenance of
Boredom/frustration at all three TPs, and negative trajectories (e.g., Positive
(TP2) → Moderate (TP4)). Lower learning gains are associated with Positive mainte‐
nance, and one negative trajectory, Moderate → Moderate → Bored.

4 Implications, Limitations, Conclusion

Learners’ transitions among different emotion profiles showed some consistent patterns.
More than half of the sample remained in the same latent class across all three TPs, and
learners who began in Bored/frustrated had the highest probability of remaining in that
state, which is consistent with Baker et al.’s (2010) finding of the persistence of boredom.
Learners who did transition from one emotional profile to another were not likely to
“jump” from the two extremes (Positive and Bored/frustrated). Indeed, they were even
unlikely to move between the two extremes during the course of their MetaTutor
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sessions. These findings suggest that the patterns of emotional change are somewhat
predictable.

A positive implication is that a window of time (when learners are in the Moderate
state) could allow pedagogical agents to intervene with learners before they descend
into boredom, a state which appears to retain learners, similar to Baker et al.’s (2010)
finding on the persistence of boredom. Effective interventions could include prompts to
take a short break (perhaps accompanied by a video, puzzle, or prompt for physical
exercise), or a prompt to reflect in writing on learning progress, or perhaps allowing the
learner to customize the pace and delivery of learning content.

In terms of learning gains, the transition represented by the largest proportion of the
sample, Moderate (TP2) → Moderate (TP4), were more likely to move to Moderate
(TP6) if they had higher learning gains. Similarly, students who were Bored/frustrated
throughout also had higher learning gains. These students may be regulating their
emotions as they learn challenging content, vis-à-vis students who remained Positive,
who were more likely to have lower learning gains. Learners who were Moderate until
TP4 were more likely to move to Bored if they had lower learning gains. Thus planning
a “window” for intervention may consider not just which emotional states learners are
moving to/from, but also the timing of those transitions.

Unexpectedly, negative emotional trajectories were associated with positive learning
gains. This could be related to extended engagement while learning complex material
and associated feelings of fatigue. Also, given Baker et al.’s (2010) findings about the
relative benefit of frustration over boredom, that our best fitting latent class model had
a single combined frustration/boredom class may impact this result. In other words,
because learners in this class exhibited both frustration and boredom, which also is
predicted by D’Mello and Graesser (2012), frustration possibly helped them persevere.

Emotion is a complex construct that requires a multimodal approach to conceptual‐
izing and measuring its dynamic nature (Azevedo et al. 2016). In the present study,
students’ emotions were measured through self-reports which are subject to various
sources of response bias. Despite such potential limitations, the results from the present
study offer some significant insights into the emotional trajectories students experience
during learning in CBLEs.
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Abstract. The recommendation of micro Open Education Resources (OERs)
suffers from the new-item cold start problem because little is known about the
continuously published micro OERs. This paper provides a heuristic approach to
inserting newly published micro OERs into established learning paths, to
enhance the possibilities of new items to be discovered and appear in the rec-
ommendation lists. It considers the accumulation and attenuation of user
interests and conform with the demand of fast response in online computation.
Performance of this approach has been proved by empirical studies.
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1 Introduction

Along with various leading universities opening up access to their courses, open
education resources (OERs) are becoming increasingly available. The rise of OERs
gains large popularity in the entire higher and adult education sector, and these
emerging learning paradigms have attracted many researchers’ attention, from educa-
tional, social, and computational views [1]. However, because of the newness of the
phenomenal education trend, its popularity has been limited due to the lack of per-
sonalized services so that current OER delivery often fails to meet comparatively
diverse demands from both OER providers and learners. Moreover, these OERs are
suggested to be consumed in a micro learning mode, which conforms to the charac-
teristic of the modern e-society where mobile and pervasive computing becomes
dominant.

A service-oriented system, Micro Learning as a Service (MLaaS), aims to deliver
personalized OER with micro learning to satisfy learners’ personal demands in real
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time. It customizes adaptive micro learning contents as well as provides learning path
identifications tailored for each individual learner. MLaaS consists of an offline com-
putation and an online computation domain to provide recommendations jointly to
improve computation performance and respond in the granularity of seconds. In this
paper we will introduce a heuristic approach to overcome the new-item cold start
problem in micro OER recommendation, which will be realized by the online com-
putation of MLaaS.

2 Background

2.1 Micro Learning

Compared to traditional learning modes, now learners’ overall efforts to go through an
entire concept (or learning objective) will proceed in an intermittent way rather than a
consecutive way. Hence, micro learning through OER (i.e. micro open learning) is
becoming mainstream for next generation learners, who learn on the move, with easy
access to the ‘cloud’ or Internet of Things [2]. Generally micro learning refers to
short-term learning processes, which contains knowledge or learning content in small
units. Typically, a micro learning activity is carried out through mobile devices within a
time frame of 15 min [3]. As an emerging educational phenomenon, micro learning is
more user-centric and it requires different learning schedules from on-campus learning
or even standard e-learning and m-learning [4].

2.2 Micro Learning as a Service

Basically, the offline computation of MLaaS runs on a basis of compound transactions.
When a learning activity launches, a compound transaction is generated associated with
it, which can be therefore represented as: {Learner Profile, Micro OER profile,
Association}, where a learner profile and an OER profile are involved, linked by an
association showing the learner’s properties against the micro OER (Fig. 1).

The offline computation is responsible to transform implicit user behaviors into
explicit information [5]. A knowledge base is in charge of the semantic construction
and storage of the learner profile and OER representation [6]. The semantic con-
struction of learner profiles enables MLaaS to consider individual learning styles,
learner’s context, application capabilities, and teaching materials structure, leading to a
customization of the type and delivery format of learning information in response to the
user. Similarly, an augmented micro OER ontology is also built [7].

The authors of [7] have proposed a comprehensive learner model which involves
features that can impact and constrain the micro learning experiences and outcomes,
and is enclosed in an ontological representation [8]. By taking advantage of the
comprehensive learner model, the LearnerProfile can be broken down to: {Inter-
nalFactors, ExternalFactors} = {IntellectualFactors & NonIntellectualFactors,
ExternalFactors}, where the internal factors can be classified into personal intellectual
and non-intellectual factors, differentiated by whether a factor is related to a learner’s
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cognitive and intelligence level or not. External factors come from the environmental
and social-economical contexts.

Given the OER delivery has a ‘big data’ context, ideally there could be sufficient
data sets to be used in data modeling and machine learning, and rule mining is com-
pulsory to impute unknown values for online-prediction. The rules can be represented
as:{LearnerProfile, MicroOERProfile} ! {Association}.Technically rule mining and
learner clustering operation runs throughout all the offline computation process.

As the core of MLaaS, the Adaptive Engine processes the results from all other
services and transmits its output to the user interfaces straightforward.

However, the initial MLaaS system has insufficient information about the learners
as well as new OERs without existing ratings, which leads to infeasible profile con-
struction. This places the cold start problem as the central challenge of micro OER
delivery. Consequently, MLaaS’s online computation is mainly in charge of the cold
start problem, and also making up limitation in timeliness and renewal of the offline
computation by retrieving real-time usage and keeping the comprehensive learner
model and leaner-micro OER profiles up-to-date.

In [9] a solution to deal with the new-user cold start problem has been proposed.
A top-N recommendation is adopted to provide learners a range of options to kick off
their micro open learning journey. It takes a rule-based heuristic approach to generate
candidate learning paths, and then the first micro OER in each learning paths is picked
up to form the recommendation list. In this paper we will carry on the efforts put in the
new-user cold start problem and follow the rules to come up with a new heuristic for
the new-item cold start problem, namely inserting newly published micro OERS into
well-established learning paths.
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2.3 Research Problem

The cold start problem is generally triggered by three factors: new community, new
item and new user. Both open learning and micro learning are comparatively novel to
many people in the e-society. The followers of this novel trend, no matter new edu-
cation pursuers or regular learners migrated from other online learning modes, newly
join into this emerging community of e-society. Meanwhile, MLaaS faces the new-item
cold start which is of great practical importance. This is because new OERs are kept
publishing day after day, and effectively recommending them is essential for keeping
the users continuously engaged [10]. For newly published micro OERs, it is central to
their acceptance and popularity that it can be discovered and appear in recommendation
list as soon as being released.

The learning demands and expectations of learners engaged in open learning are
much more practical than conventional university students. They are mostly
self-regulated so that it is totally flexible for them to decide when to join or quit the
online course at their own willingness, and switch among courses frequently [11].

In addition, in micro open learning, the accumulation and attenuation of user
interests and demands can be periodical and may vary in different patterns than other
online activities [12]. It is very likely to see that a learner accesses OERs covering
similar knowledge are-as again (and again) offered by different educational institutions.
This cross-learning phenomenon can be attributed to purposes of reviewing or mutual
supplementation, by comparing the ways of knowledge imparting as well as learning
two or more micro OERs simultaneously [11, 12].

3 Semantic Representation of Micro OERs and Learners

3.1 Investigation of Micro OER Correlation

From the item-based perspective, the general ontology of OER is augmented to adapt
the needs of micro learning, in which an annotation of a micro OER is self-describing
with metadata exploring its educational parameters, such as typology, type of inter-
action, didactic model, and non-functional attributes. Each node in the augmented OER
ontology indicates a micro OER chunk [7]. There is no completely independent chunk
and each of them is part of a relational web rather than merely a conceptual object. This
ontology explicitly classifies the OERs to recommend among a pedagogically defined
set of distinctive main concepts, fed as the raw material in the reasoning process of
MLaaS [13].

The investigation over ‘big’ open learning data comes up to the OER side. Among
the massive OERs, three types of relations are mainly targeted:

• ConsistsOf is an inclusion relation. This relation can be generally found between
two OERs or one OER and one micro OER. Two items with this relation are located
in different hierarchies of the augmented micro OER ontology, the ancestor at the
top and the descendant at the bottom. Let R denote an OER and MR denote a micro
OER, and ConsistsOf (Ra, MRb), or MRb 2 Ra indicates that the original OER
Rb(ancestor) is segmented into several micro OERs (descendants), and MRb is one
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of them. Certainly, as a micro OER can be further subdivided, there can be Con-
sistsOf (MRb, MRc), or MRc 2 MRb provided that MRc is a tinier micro OER
derived from MRb.

• RequiredSequence is a strong order between two items (OER or micro OER), where
the former micro OER is necessary to be learnt before the latter one, due to course
setting and educational consideration.

• RecommendedSequence is a weak order relation between two items (OER and
micro OER), where the former micro OER is suggestive to be learnt before the latter
one, according to the instructors’ guidance, but it is not mandatory.

• Certainly, two items (OER or micro OER) can have no relation at all.

Both relations regarding sequence can be inherited by entities’ descendants. For
example, when there is a RecommendedSequence (R1, R2) indicating an OER R1 is
preferably learnt prior to R2, then, for MR1 2 R1 and MR2 2 R2, there is a Recom-
mendedSequence (MR1, MR2). The inheritance is also valid if the ConsistsOf relation
is between two micro OERs.

3.2 Lightweight Learner-Micro OER Profile

Motivated by the cold start condition, the comprehensive learner model was simplified
to a lightweight learner-micro OER profile [7]. It merely deals with necessary infor-
mation for decision making in order to act on the initialization agilely.

The lightweight learner profile is managed by MLaaS with a static part and a
dynamic part. The static part can be represented by a vector, which contains the
demographic and educational information. By matching these two augmented
ontologies, for item and user respectively, the dynamic part of a learner node is denoted
as a pair, Lj = {MRu, MLj}, Lj 2 L. Herein, the element MRu denotes the uth micro
OER, which is a particular version of the micro OER ontology, as introduced in the
previous subsection, and a three-dimensional elementMLj {Pu,j, TAj, Dj} is exclusive to
jth learner during the micro learning process. Herein, the element Pu,j indicates the
learner’s preference, TAj indicates the jth learner’s instant time availability, and Dj

denotes the level of distraction in terms of the given learning environment and sur-
roundings. Each of these three features proposed in the lightweight profile is associated
with a confidence degree to reflect its subjective relevance. Whenever MLaaS gathers
any information from the learner’s learning process over OER, the learner profile will
be updated regarding MLj.

4 Insertion of New Micro OERs into Established Learning
Path

4.1 Micro OER Screening and Rules

For each existing micro OER, once MLaaS has acquired its final preference value and
confidence degree, those nodes, which do not meet the minimum requirement of
confidence degree, is rejected by the system. When generating a list of recommended
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micro OERs, the ones with higher learners’ interests are placed at the top. For two
micro OERs MRu and MRw, their sequence is determined according to some heuristic
rules which are defined in accordance with the extraction of three types of relations
discussed in the Sect. 3.1. These rules are executed sequentially with priority. Herein,
the first rule is deemed as a hard rule which should be strictly obeyed and the rest rules
are soft rules which can be violated with educational consideration, from case to case.

1. If there is a RequiredSequence relation between these two micro OERs, the pre-
requisite one is placed above (refer to the Sect. 3).

2. If the preference regarding these two OERs, Pu,j, Pw,j, the former one is higher than
the latter one, then the MRu is above MRw

3. If, in the absolute terms, the confidence degree CD(Pu, j) is high and the CD(Pw,j) is
low, then the MRu is above MRw.

4. If there is a RecommendedSequence relation between these two micro OERs, the
one which is suggested to be accessed first is placed above (refer to the Sect. 4).

5. The micro OER, which is more related to the learners’ education background, or
falls in the relevant disciplines or inter-disciplines is placed with priority if the
disciplinary difference between this two candidate micro OERs is obvious.

6. Otherwise the recommended micro OER list is randomly ordered if none of the
above rules applies.

4.2 Learning Path Establishment

Candidate learning path solutions (chromosomes) are randomly generated where each of
them is a learning path with a series of micro OERs, rather than an individual micro
OER. For a chromosome, its violation degree is investigated by examining the relations
between each contiguously prior/posterior micro OER pair against the first 5 rules listed
in the previous Sect. 4.1, and then summing up. For such pair in a chromosome, its
violation degree, VD(MRt, MRt+1), is calculated by the weighted sum of its violations
against rule 2 to rule 5, respectively, where MRt is the tth micro OER in k and MRt+1 is
the t + 1th. The higher the violation degree is, the more serious the candidate’s learning
path violates the rules. The violation degree of a candidate learning path, k, is calculated
using the following Eq. (1)

VDk ¼
X

VDðMRt;MRtþ 1Þ ð1Þ

A given micro learning resource MRu’s real-time suitability for micro learning, RTu,
j, is calculated in a previous work [9]. We borrow the definition of this variable. Hence,
for the candidate learning path, k, RTk,j denotes the sum of the real-time suitability of
micro OERs it contains. Similarly, Pk,j sums up all the predicted preferences from the
learner Lj versus micro OERs that k contains.
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g ¼ minðaVDk þ bRTk;j þ c
.
P1
k;j þ d

�
Pk;jÞ ð2Þ

where a, b, c and d serve as weight for each variable and suggestively a > b > c > d,
P1
kj denotes the Lk’s preference value of the first micro OER in k. A heuristic algorithm

in [9] infers a few optimized learning paths, by minimizing the fitness of each.
A recommendation list is generated with a size of N, namely N learning paths with
lowest finesses are selected and their first micro OERs are placed in the recommen-
dation list. Once the learner makes his/her first option micro open learning, the fol-
lowing items in the same learning path will be adapted to him/her sequentially.

4.3 Optimization of Micro OER Similarity Calculation

Hereby, the similarity calculation among micro OERs is crucial to the quality of
item-based collaborative filtering approach. Using the Eq. (3), this calculation is not
only based on their Euclidean distance on educational settings, but also added a time
decay factor, which considers accumulation and attenuation of interest, and a penalty
term, which tackles the filter bubbles. These two operators are shown as the latter
multipliers in Eq. (3).

simMðn; gÞ ¼
X

ðjn; gjÞ � N0e
�kðt1�t2Þ � 1

logaðOj þ cÞ ð3Þ

where the t1 is the current time and t2 is the time when the existing micro OER, MRg,
was accessed. Oj refers to the times of a specific learner, Lj’s operation, retrieved from
the real-time MLaaS usage (as stated in Sect. 4). The constant c keeps the denominator
unequal to zero.

The Lj’s preference values are selected and evaluated to obtain their mean.
A K nearest neighbor (KNN) algorithm is able to cluster items with higher similarities
with the new micro OER, MRn. Its neighbors form as a set, G. Consequently, the
prediction for the Lj’s preference against a new micro OER MRn, is calculated by the
Eq. (4):

Pn;j ¼ Pj þ

P
g2G

simMðMRn;MRgÞ � ðPg;j � PjÞ
P
g2G

simMðMRn;MRgÞ ð4Þ

4.4 Inserting New Micro OERs into Established Learning Path

The new items will be inserted into established learning paths according to the
Algorithm 1:
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A Hill Climbing algorithm effectively abandons the learning paths with poor fitness
by searching locally and reduces the times of iterations [14]. This approach does not
examine throughout all elements in all matrices, hence its computing complexities and
running time are acceptable for online computation which is in demand of fast
response.
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5 Evaluation

In this section we evaluate the qualities of generated learning path with newly pub-
lished micro OERs inserted. We borrow the concept of 10-cross validation, by dividing
the micro OERs in the relevant fields into two portions, in a ratio of 1:9. Learning paths
were generated among the nine-tenth micro OERs. For each learning path, one micro
OER from the rest is selected and treated as a newly published micro OER in the
experiment. In total, 3674 micro OERs in the information technology field, 4479 micro
OERs in the business field and 3254 in the social science field are picked up as
candidates; and 366, 448 and 325 of them were selected out as test items, respectively.
The Algorithm 1 is executed to find a place for each new member to the majority.

The Fig. 2 gives the violation degree (i.e. VD as defined in the Sect. 4.2) for the
learning paths with new micro OERs inserted generated by using MLaaS approach
against those generated by using the shortest-path approach [15] and competency-based
approach [16]. In the information technology field 2044 new learning paths come out,
while in the business and social science fields the numbers are 3746 and 2329. This is
because one or more places are found for a new micro OERs; or according to the
Algorithm 1, two new learning paths are generated when there is a ‘Recom-
mendedSequence’ relation. The shortest-path (SP) approach and competency-based
(C-based) approach are executed as well to put newly published micro OERs into
places among or in parallel with items in established learning paths. Actually, the
working principles of SP and C-based are not finding a place for the newly published
micro OER within the established learning path, while rebuilding a new learning path
thoroughly. According to the Fig. 2, the average violation degrees of the learning paths
generated separately by the three approaches are compared in terms of the three dis-
ciplines. It can be found that MLaaS approach outperforms SP and C-based approach
overall, as average VDs of MLaaS-generated learning paths in each discipline are far
less than the others. Also, the SP approach is difficult to identify a reasonably learning
path provided that there are many micro OERs loosely correlated (i.e. with the weak
order RecommendedSequence).
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Afterwards, we evaluate the best solutions that are produced by MLaaS, SP and
C-based. Therein, one test micro OER is only allowed to be involved in one learning
path; and for each test object, the new learning path with lowest VD value is selected.
This is to eliminate the potential influences brought by the loose coupling of
prior/posterior micro OER pairs. In this case, the amount of the nominated learning
paths exactly equals to the amount of test micro OERs, namely 366, 448 and 325,
respectively.

The results in the Fig. 3 show same observation that the MLaaS approach surpasses
the other two approaches, by finding better places to insert newly published micro
OERs meanwhile breaking the rules (as described in Sect. 3) less times. It is worth
noting that the average violation difference is considerably larger in the information
technology discipline. This is probably because the learning paths in this field are
relatively longer. In other words, an individual learning path that goes through a
complete information technology knowledge area consists of more micro OERs than
those of business and social science. In addition, all of the three approaches produce
learning paths with higher violation degrees in the business discipline. It can be
potentially attributed to that micro OERs having other OERs as knowledge
pre-requirement, and one micro OER being closely related to more than one of the
others, are more often found in the business discipline.

6 Conclusion

In this paper we have introduced a heuristic approach to overcome the new-item cold
start problem in micro OER recommendation. The newly published micro OERs are
evaluated using an optimized similarity, by considering the accumulation and attenu-
ation of interest and filter bubbles. Experiment results have proved that the proposed
approach can generate learning paths with higher conformity with heuristic rules, hence
finding more appropriate places in established learning paths for new items.
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Abstract. We investigated how college students’ (n = 40) different levels of
action unit 4 (AU4: brow lowerer), metacognitive monitoring process use and
pre-test score were associated with metacognitive monitoring accuracy during
learning with a hypermedia-based ITS. Results revealed that participants with
high pre-test scores had the highest accuracy scores with low levels of AU4 and
use of more metacognitive monitoring processes, whereas participants with low
pre-test scores had higher accuracy scores with high levels of AU4 and use of
more metacognitive monitoring processes. Implications include designing adap‐
tive ITSs that provide different types of scaffolding based on levels of prior
knowledge, use of metacognitive monitoring processes, and emotional expres‐
sivity keeping in mind that levels of emotions change over time, and therefore
must be monitored to provide effective scaffolding during learning.

Keywords: Affective and metacognitive processes · Hypermedia-based ITS
Process data · Self-regulated learning

1 Introduction

Self-regulated learning (SRL) implies students play an active role during learning, as
opposed to being passive recipients of information and involves the use of cognitive,
affective, metacognitive, and motivational (CAMM) processes [1]. However, students
do not typically deploy effective CAMM SRL processes during learning [1], and as such,
researchers have designed ITSs, which focus on fostering specific CAMM processes.
Limited research has investigated participants’ use of multiple CAMM processes (e.g.,
emotions with metacognition) during learning with ITSs. Therefore, for this study, we
examined how students’ emotions impacted the use of metacognitive processes during
learning about the circulatory system with an ITS.

1.1 Previous Research

Studies have investigated the relationship between cognitive and metacognitive SRL
processes with ITSs, such as metacognitive monitoring accuracy and regulatory strat‐
egies [2]. In addition, studies have investigated students’ emotions during learning with
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ITSs [3]. However, few studies have investigated both metacognitive and affective
processes during learning with ITSs [4]. Studies have also examined how action units
(AUs), which identify facial areas associated with emotions and learning outcomes (e.g.,
AU4 with frustration; [5]).

Research has investigated how frequency of use of SRL processes and prior knowl‐
edge impacts learning with MetaTutor, however studies have not investigated how
different levels of emotions interact with metacognitive process use and prior knowledge
to impact SRL, which is the goal of the current study.

1.2 Theoretical Frameworks and Current Study

We included two theoretical frameworks: (1) the Information Processing Theory (IPT)
[6], as it is the only model of SRL that views SRL as an event that unfolds over time
and has been used to understand cognitive and metacognitive processes during learning
with ITSs, but does not include emotions; and (2) the Model of Affective Dynamics
[7], as it focuses exclusively on emotions during learning with ITSs, but does not include
SRL. These models are appropriate since we examined how metacognitive monitoring
and emotions impacted SRL during learning with an ITS.

We used pre-test score to examine prior knowledge. We examined instances of using
metacognitive monitoring processes, and defined metacognitive monitoring process use
as the order the process was used (i.e., a score of 4 means it is the 4th instance). To
examine emotions, we assessed the evidence score of AU4 (brow lowerer) during each
instance of metacognitive monitoring, where evidence score is defined as the likelihood
of a human coding for the presence or absence of the AU. We examined the correctness
of each metacognitive process using a correctness score ratio.

Our research questions were: (RQ1): Is there a relationship between metacognitive
monitoring process order number and correctness score ratio of metacognitive moni‐
toring processes, and does this relationship depend on pre-test ratio?; (RQ2): Is there a
relationship between AU4 evidence score and correctness score ratio, and does this
relationship depend on pre-test ratio?; and (RQ3): Does the relationship between meta‐
cognitive monitoring process number and correctness score ratio depend on AU4
evidence score and pre-test ratio?

We hypothesized (H1): A significant interaction: participants with the highest
correctness score ratio would use more metacognitive monitoring processes and have
higher pre-test ratios; (H2): A significant interaction: participants with the highest
correctness score ratio will have higher evidence scores of AU4 and high pre-test ratios;
and (H3): There will be a significant three-way interaction: participants with the highest
correctness score ratio will use more metacognitive monitoring processes, have high
AU4 evidence scores, and high pre-test ratios.
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2 Methods

2.1 Participants and Materials

401 undergraduate students (55% female) from a North American university participated
(Mage = 19.8, SDage = 2.13) in this study. They were compensated $10/hour.

We administered pre- and post-tests, and self-report questionnaires on emotions and
motivation. The tests were 30-item, multiple-choice tests on the circulatory system. Pre-
test scores ranged from 7 (23%) to 23 (77%), M = 17.3 (58%), SD = 4.22.

2.2 MetaTutor

MetaTutor is a hypermedia-based ITS that teaches participants about the circulatory
system [1] while supporting their use of cognitive and metacognitive SRL processes.
The environment contains 47 pages of text and static diagrams, where participants could
navigate to accomplish their overall learning goal of learning as much as they could
about the human circulatory system. The interface (Fig. 1) was designed to foster the
effective use of planning, monitoring, and strategizing [1].

Fig. 1. Screenshot of the MetaTutor interface.

MetaTutor has four pedagogical agents (PAs), who are each responsible for one
aspect of SRL. Gavin the Guide administers questionnaires. Pam the Planner assists with
setting sub-goals. Sam the Strategizer helps participants use cognitive strategies (e.g.,
summarizing). Mary the Monitor focuses on metacognitive monitoring, and assists
participants with judging how well they understand the content (judgment of learning
JOL), assessing if they had already seen content before (feeling of knowing; FOK),
evaluating the relevancy of the current page and image to their current sub-goal (content
evaluation, CE), and monitoring if they read sufficient information to complete their

1 This is a subset of a sample of 62 participants, as we did not include participants who did not
have facial expression data.

How Do Different Levels of AU4 Impact Metacognitive Monitoring 225



sub-goal (monitoring progress towards goals; MPTG). One PA is present at a time, based
on the activities participants are engaging in, and the level of involvement depends on
the assigned experimental condition (see below).

2.3 Experimental Procedure

MetaTutor is a 2-day study, where on day 1, participants completed a consent form,
demographics questionnaire, self-report questionnaires, and the pre-test. On day 2,
participants learned with MetaTutor. First, the equipment was calibrated. Next, they
viewed introductory videos about how to use the system and use SRL processes. Partic‐
ipants then completed the sub-goal setting phase, followed by the 90-min learning
session. Once the learning session ended, participants completed the post-test and ques‐
tionnaires, were debriefed, thanked for participating, and paid for their time.

Participants were randomly assigned to one of two conditions. In the prompt and
feedback condition, the PAs prompted participants to engage in SRL processes, and
provided feedback on their performance. In the control condition, the PAs did not
provide any prompts or feedback.

2.4 Coding and Scoring

We collected multi-channel process data during learning, including (1) log files, which
captured input into the system (in ms); and (2) video recordings that were run through
facial recognition software to determine the emotions participants expressed.

Log files included each instance of metacognitive monitoring process use. We exam‐
ined each instance of when participants used JOLs, FOKs, CEs, and MPTGs (see Meta‐
Tutor section), and assigned a correctness score ratio to each instance, resulting in each
participant having multiple rows of data, depending on the number of metacognitive
monitoring processes (M = 14, SD = 9.54). Correctness score ratio was calculated based
on each process. Specifically, page quizzes (taken after JOLs and FOKs) included three
multiple choice questions, and were scored using weighted correctness (out of 3), sub-
goal quiz scores (i.e., MPTGs) included 10 multiple-choice questions, and were scored
using weighted correctness (out of 10), and CEs were scored based on the correctness
of participants’ relevancy judgments. For example, if both text and diagram were rele‐
vant and they answered ‘both’, they received a score of 1 (0.5 for knowing it was rele‐
vant, and 0.5 for naming both relevant items), however if they answered ‘page only’,
they received a score of 0.75 (0.5 for knowing it was relevant, but only 0.25 because
they only named one relevant item). We used pre-test score ratio to examine how pre-
test related to the use of metacognitive monitoring processes and levels of emotions
during learning.

We used Attention Tool 6.1 to obtain evidence scores for specific action units, which
are designated areas on the face that contribute to facial expressions of different emotions
(e.g., eyebrow lowerer). Evidence scores are values that indicate the likelihood of an
emotion or action unit being present or absent as would be coded by a human coder,
which increases exponentially. An evidence score of 1 indicates that 10 human coders
are likely to code for that emotion or action unit, a score of 2 indicates a likelihood of
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100 coders, etc. As the data is collected at a frequency of 30 Hz, we averaged evidence
scores for the duration of each metacognitive monitoring process.

Preliminary analyses using four learning-related AUs [8] indicated a significant
association between AU4 (brow lowerer) and correctness score ratio (p < .05), however
AU5 (upper lid raiser), AU14 (dimpler), and AU15 (lip corner depressor) were not
significant predictors of correctness score ratio. Thus, for subsequent analyses, we only
included evidence score for AU4 (brow lowerer) (Fig. 2).

Fig. 2. Participants expressing AU4 while using MetaTutor.

3 Results

For this study, we used multi-level modeling (MLM). We did not include experimental
condition or session duration because preliminary analyses revealed they were not
significant predictors (p > .05). A fully unconditional model (no predictor variables)
revealed significant between- (τ00 = .012, z = 2.38, p = .0086) and within-subjects (σ2 = .
098, z = 16.28, p < .0001) variance in correctness score ratio. The intraclass correlation
coefficient (ICC) revealed 11.1% of the variance was between- and 88.9% of the variance
was within-subjects.

3.1 Is There a Relationship Between Metacognitive Monitoring Process Use and
Correctness Score Ratio of Metacognitive Monitoring Processes and Does this
Relationship Depend on Pre-test Ratio?

We ran a non-randomly varying slopes model with metacognitive monitoring process
use and pre-test ratio as the level 1 and 2 predictors, respectively, and correctness score
ratio as the dependent variable. This model used the following equations, where i = the
individual, and m = metacognitive monitoring:

Level 1:

ScoreRatioim = β0im + β1im(MMUse) + rim (1)

Level 2:
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β0i = γ00 + γ01(PreRatio) + u0i (2)

β1i = γ10 + γ11(PreRatio) (3)

Results revealed an increase in metacognitive monitoring process use was associated
with an increase in correctness score ratio; γ10 = .027, t = 2.32, p = .021; an increase in
pre-test ratio was associated with an increase in correctness score ratio; γ01 = .94,
t = 4.72, p < .0001; and a significant cross-level interaction, such that participants with
the highest correctness score ratios had high numbers of metacognitive monitoring
process use, but low pre-test ratios; γ11 = −.049, t = −2.40, p = .017 (see Fig. 3). This
model accounted for 54.88% of the between-subjects variance and .62% of the within-
subjects variance in correctness score ratio.

Fig. 3. Cross-level interaction with metacognitive monitoring processes and pre-test ratio.

3.2 Is There a Relationship Between AU4 Evidence Score and Correctness Score
Ratio, and Does this Relationship Depend on Pre-test Ratio?

We ran a non-randomly varying slopes model with AU4 evidence score as the level 1
(within-subjects) predictor, pre-test ratio as the level 2 (between-subjects) predictor, and
correctness score ratio as the dependent variable. This model used the following equa‐
tions, where i = the individual, and m = metacognitive monitoring:

Level 1:

ScoreRatioim = β0im + β1im(AU4Evidence) + rim (4)

Level 2:

β0i = γ00 + γ01(PreRatio) + u0i (5)

β1i = γ10 + γ11(PreRatio) (6)

Results revealed an increase in AU4 evidence score was associated with an increase
in correctness score ratio (γ10 = .37, t = 1.95, p = .05), an increase in pre-test ratio was
associated with an increase in correctness score ratio (γ01 = .64, t = 4.77, p < .0001),
and a significant cross-level interaction (γ11 = −.84, t = −2.50, p = .013). Specifically
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(Fig. 4), participants with high pre-test ratios performed better on metacognitive moni‐
toring processes with low evidence scores of AU4 (i.e., lower evidence of eyebrow
lowering), however participants with low pre-test ratios had higher metacognitive moni‐
toring correctness scores with high evidence scores of AU4. This model accounted for
57% and 1.4% of the between- and within-subjects variance in correctness score ratio,
respectively. In sum, this means that accuracy of using metacognitive monitoring
processes was highest for students expressing low levels of AU4 when they had high
prior knowledge, however the opposite was the case for low prior knowledge, where
accuracy in metacognitive monitoring processes was highest when experiencing high
levels of AU4.

Fig. 4. Cross-level interaction with AU4 evidence score and pre-test ratio

3.3 Does the Relationship Between Metacognitive Monitoring Process Use and
Correctness Score Ratio Depend on AU4 Evidence Score and Pre-test Ratio?

We ran a three-way cross level interaction model with number of metacognitive moni‐
toring process use and AU4 evidence score as the level 1 predictors, and pre-test ratio
as the level 2 predictor. We used the following equations, where i = the individual, and
m = metacognitive monitoring:

Level 1:

ScoreRatioim= β0im + β1im(MMUse) + β2im(AU4EvidenceScore) +
β3im(MMNumber * AU4EvidenceScore) + rim

(7)

Level 2:

β0i = γ00 + γ01(PreRatio) + u0i (8)

β1i = γ10 + γ11(PreRatio) (9)

β2i = γ20 + γ21(PreRatio) (10)

β3i = γ30 + γ31(PreRatio) (11)
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Results revealed no significant association between monitoring process use and
correctness score ratio (γ10 = .0002, t = .14, p = .89), no significant association between
AU4 evidence score and correctness score ratio (γ20 = −.038, t = −.54, p = .59), however
there was a significant association between pre-test ratio and correctness score ratio
(γ01 = .66, t = 4.83, p < .0001). Additionally, results indicated a significant interaction
between metacognitive monitoring process use and AU4 evidence score (γ30 = .049,
t = 2.79, p = .0055), and a significant three-way cross-level interaction (γ31 = −.097,
t = −3.06, p = .0023). Specifically, participants with the lowest correctness score ratios
had low pre-test ratios, high metacognitive monitoring process use and low AU4
evidence scores, compared to participants with the highest correctness score ratios who
had high pre-test ratios, high uses of metacognitive monitoring processes, and low AU4
evidence scores (Fig. 5). This model accounted for 54% and 1.9% of the between-and
within-subjects variance in correctness score ratio, respectively.

Fig. 5. Three-way cross-level interaction on correctness score ratio.

4 Discussion

Results from our study revealed participants with high pre-test ratios had the highest
correctness score ratios when they used more metacognitive monitoring processes with
low evidence scores of AU4 (Fig. 5, right), however participants with low pre-test ratios
had the highest correctness ratios if they used more metacognitive monitoring processes,
but high evidence scores of AU4 (Fig. 5, left). This suggests that emotions can impact
students differently based on prior knowledge and metacognition.

Our first research question revealed participants with low pre-test ratios and use of
many metacognitive processes had the highest correctness score ratios. This partially
supports H1 as we predicted higher correctness ratios to be associated with high numbers
of metacognitive processes and high pre-test ratios. Research question 2 revealed that
the highest correctness score ratio was associated with high pre-test ratios and low
evidence scores of AU4. This partially supports H2 as we predicted higher correctness
ratios to be associated with high pre-test ratios, but low levels of AU4. Research question
3 revealed when combining all variables, the highest correctness ratios were for partic‐
ipants with high pre-test ratios, high numbers of metacognitive processes, and low levels
of AU4. This partially supports H3 as we predicted high levels of pre-test ratios and
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metacognitive processes, however we also predicted high levels of AU4. These results
demonstrate the importance of investigating variables simultaneously, which is more
representative of learning as these factors play a role together.

4.1 Designing Intelligent Tutoring Systems

Our findings not only demonstrate how emotions (i.e., AU4) impacted the accuracy in
metacognitive monitoring processes, but also how high vs. low evidence scores of AU4
and pre-test ratios impacted metacognitive monitoring accuracy. Therefore, these find‐
ings indicate the importance of investigating not only the presence of emotions, but also
levels of experiencing them. Future studies should investigate how levels of emotions
impact learning so we can determine how different levels of AUs signify different
emotions. For example, what does low vs. high AU4 mean? Are different levels of these
AUs indicative of different emotions, or different intensities of the same emotion? Are
students with high prior knowledge experiencing low levels of confusion, or low levels
of mental effort [5], which they do not need to exert because they already know the
content, or are these low levels of AU4 indicative of emotion regulation? In contrast,
are high levels of AU4 for low prior knowledge students indicative of high levels of
confusion, or do other emotions play a role? Future studies are needed to investigate
levels of AUs to determine how these different levels are interacting with other variables
to impact student performance in different ways.

These results lead the way for the design of ITSs that are adaptive based on students’
emotions, use of metacognitive processes, and prior knowledge, using affective
computing [9]. ITSs should also be designed to be adaptive to processes in addition to
affect, for example cognitive, metacognitive, and motivational processes. During
learning with MetaTutor, participants can engage in cognitive (e.g., taking notes,
creating summaries) and metacognitive processes (JOLs, FOKs, CEs, and MPTGs) by
clicking on the SRL palette as they read. Based on their performance on these processes,
their evidence scores of influencing AUs or emotions and their levels of prior knowledge,
the ITS can provide them with the appropriate feedback.

When designing these ITSs, we must also keep in mind that different types of vari‐
ables do or do not change over time. Specifically, if an ITS is adaptive based on levels
of prior knowledge, this score does not change, however the number of metacognitive
monitoring processes used will change, as can emotions. For example, at the beginning
of the learning session when participants with low prior knowledge have used fewer
metacognitive processes, low levels of AU4 will be more advantageous, however later
in the session, when participants have used more metacognitive processes, the ITS
should explain that high levels of confusion can be beneficial, and can help provide
strategies on how to resolve that confusion. In contrast, for participants with high prior
knowledge, different types of scaffolding might be provided at different times during
the learning session, such that early in the session, they might benefit from high levels
of confusion. Therefore, research needs to continue investigating the different impacts
on learning with ITSs, and the levels of these variables. We can develop more ITSs that
are adaptive to the many student characteristics that have been found to play an integral
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role in learning. Thus, we can ensure that all students are learning the most effectively
and efficiently with these environments.
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Abstract. The goal of this study was to examine 38 undergraduate and graduate
students’ note taking and summarizing, and the relationship between emotions,
the accuracy of those notes and summaries, and proportional learning gain, during
learning with MetaTutor, an ITS that fosters self-regulated learning while learning
complex science topics. Results revealed that students expressed both positive
(i.e., joy, surprise) and negative (i.e., confusion, frustration, anger, and contempt)
emotions during note taking and summarizing, and that these emotions correlated
with each other, as well as with proportional learning gain and accuracy of their
notes and summaries. Specifically, contempt during note taking was positively
correlated with proportional learning gain; note taking accuracy was negatively
correlated with proportional learning gain; and confusion during summarizing
was positively correlated with summary accuracy. These results reveal the impor‐
tance of investigating specific self-regulated learning processes, such as taking
notes or making summaries, with future research aimed at examining the differ‐
ences and similarities between different cognitive and metacognitive processes
and how they interact with different emotions similarly or differently during
learning. Implications of these findings move us toward developing adaptive ITSs
that foster self-regulated science learning, with specific scaffolding based on each
individual student’s learning needs.

Keywords: Cognitive learning strategies · Facial expressions of emotion
Latent semantic analysis · Process data · Self-regulated learning

1 Introduction

Self-regulated learning (SRL) involves the monitoring and control of cognitive, affec‐
tive, metacognitive, and motivational (CAMM) processes [1]. Research has indicated
that although these processes can enhance learning, students often fail to deploy SRL
processes effectively and efficiently. Therefore, to foster effective SRL, researchers have
developed ITSs that scaffold the use of CAMM processes during learning and complex
problem solving [2]. According to the information processing theory of SRL [3],
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learning occurs through four cyclical phases in which information processing and SRL
occur. SRL is viewed as an event that unfolds over time, and is impacted by students’
cognitive, metacognitive, and motivational processes. However, the model does not
focus on the affective component of SRL, thus we rely on the model of affective
dynamics [4] that focuses on emotion transitions that occur when students learn with
ITSs. The model is based on resolving cognitive disequilibrium that arises when students
encounter an impasse (i.e., confusion), which if not resolved, can lead to frustration, and
ultimately boredom (and task disengagement). We employ both models as they both
address the temporal nature of CAMM SRL processes and learning with ITSs and how
they change over time.

Research on ITSs has consistently demonstrated that emotions play a critical role
during learning. For example, specific emotions (i.e., confusion and joy) have found to
contribute to higher learning outcomes, while the presence of more negative emotions
(i.e., frustration and boredom) have found to deleteriously impact learning outcomes
with ITSs [1, 5]. As such, there has been a growing movement within this literature
towards designing more affective-aware advanced learning technologies (AALTs) that
can detect and respond to the presence of learner-centered emotions (confusion, frus‐
tration) or induce other emotions (e.g., joy) during learning [5].

Despite advancing our understanding about the influence of key learner-centered
emotions on students’ learning outcomes with ITSs, this area of research is still limited
in certain ways. Specifically, much of this research focuses on detecting and responding
to key emotions as assessed by students’ self-reports. This is problematic, as self-reports
cannot only interrupt students during learning, but are also subject to possible bias and
error (e.g., social desirability effects). Additionally, this literature has not examined
emotions during specific learning activities (e.g., summarizing and taking notes) and
has instead focused on the cumulative impact of certain emotions on students’ learning
outcomes with these systems. As such, we address these gaps in the literature by focusing
on how emotions (collected unobtrusively, by analyzing students’ facial expressions)
are associated with specific cognitive learning strategies (i.e., summarizing and taking
notes) during learning with MetaTutor.

1.1 Current Study

The goal of the current study was to examine the relationship between students’ notes
and summaries, the accuracy of those notes and summaries, and proportional learning
gain (PLG) with the emotions they experienced while taking those notes and creating
summaries, all during learning with MetaTutor, an ITS that fosters students’ SRL while
learning about the human circulatory system. We focus on note taking and summarizing
because they are common cognitive learning strategies students engage in and are
supported by teachers, and allow students to organize and understand their thoughts as
opposed to relying on memorizing the content they read [6].

We posed the following research questions: (RQ1): What is the distribution of
average evidence scores of emotions during note taking and summarizing? (RQ2): What
is the relationship between evidence scores of emotions, accuracy score of notes and
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summaries, and PLG during note taking and summarizing? (RQ3): Is there an
association between evidence scores of confusion and accuracy score of summaries?

We hypothesized that (H1): There will be higher evidence scores of positive
emotions and lower evidence scores of negative emotions during note taking and
summarizing. (H2): Evidence scores of positive emotions expressed during note taking
and summarizing will be positively correlated with accuracy score of notes and summa‐
ries and PLG. (H3): An increase in confusion will be associated with a decrease in
accuracy score of summaries.

2 Methods

2.1 Participants and Materials

38 undergraduate and graduate students majoring in Education at a large North American
university (87% female) participated (Mage = 23.1, SDage = 4.42). Of this sample, 21
students took notes, and 19 made summaries. They were randomly assigned to 1 of 2
conditions, and were paid $10/hour for participating in the 2-day study.

Students completed a 30-item multiple choice pre-test on the circulatory system at
the beginning of the study, and a counterbalanced, 30-item post test at the end of the
study. They also completed self-report questionnaires on motivation, emotions, and
overall system feedback at the start and end of the study.

2.2 MetaTutor: An ITS that Fosters SRL During Science Learning

MetaTutor is an ITS that fosters learning of complex science topics (circulatory system)
by promoting the use of cognitive and metacognitive SRL processes during a 90-min
learning session with the overall goal of learning as much as possible about the human
circulatory system [1]. The system (see Fig. 1.) contains 47 pages of text and static
diagrams along with other interface elements (e.g., timer, table of contents, and SRL
palette) that were strategically designed to foster SRL.

Fig. 1. Screenshot of the MetaTutor interface with notes open
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The system contains four pedagogical agents who are each responsible for a different
component of SRL. Gavin the Guide introduces the environment and administers self-
report questionnaires. Pam the Planner assists with activating prior knowledge and
setting and managing sub-goals. Mary the Monitor fosters metacognitive monitoring
processes, such as judging one’s own understanding of the content and evaluating the
relevancy of the content in relation to one’s current sub-goal. Sam the Strategizer focuses
on cognitive learning strategies such as taking notes and summarizing. Each agent is
present one at a time depending on the student’s actions.

Students were randomly assigned to one of two experimental conditions prior to
learning. In the prompt and feedback condition, students received prompts from the
agents to engage in cognitive and metacognitive SRL processes, and received feedback
from the agents based on their performance on these processes. In the control condition,
the agents did not actively prompt students or provide them with any feedback. In both
conditions, students could self-initiate the use of SRL processes by clicking on the SRL
palette. For this study, we included note-taking or summarizing instances (user- or
system-initiated) as we wanted to determine the accuracy of the notes and summaries,
regardless of who prompted it.

2.3 Experimental Procedure

The study lasted 2 days. On day 1, students completed consent and demographics forms
and self-report questionnaires on emotions, motivation, personality, and epistemic
beliefs, followed by the 30-item pre-test.

On day 2, the experimenter began by calibrating students’ video of facial expression
of emotions by having them sit still in a neutral position. Next, students were shown
introductory videos, which introduced the MetaTutor system as well as the importance
of using SRL processes during learning. Students then set two sub-goals with Pam the
Planner (i.e., sub-goal setting phase). Once they set 2 sub-goals, they began learning
with MetaTutor for a total of 90 min. During learning, they could select content to read
along with viewing the respective diagrams while also engaging in SRL processes, such
as taking notes and making summaries. Students could engage in these processes
multiple times during learning. Once the learning session was complete, students took
the 30-item counterbalanced post-test, followed by more self-report questionnaires on
emotions and feedback about the agents and the system itself. Students were then
debriefed, paid, and thanked for participating.

2.4 Data Coding and Scoring

We collected multichannel data during learning: log files, videos of facial expressions
of emotions, eye tracking, and electrodermal activity. For this study, we used log files
(i.e., all student input into the system, such as quiz or test responses and content of notes
and summaries typed, as well as their timestamps, at the ms-level) and videos of facial
expressions (i.e., evidence scores) of emotions only.

To calculate proportional learning gain (PLG), we used the formula from [7], which
used pre- (M = 18.38, SD = 4.73, range: 9–28 out of 30 for students who took notes;
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M = 18.74, SD = 4.99, range: 9–28 out of 30 for students who made summaries) and
post-test (M = 21.95, SD = 3.06, range: 16–29 for students who took notes; M = 21.90,
SD = 3.30, range: 16–29 out of 30 for students who made summaries), accounting for
the increase in correct responses from pre- to post-test.

To determine the accuracy of students’ notes and summaries during learning with
MetaTutor, we conducted latent semantic analysis (LSA; [8]). We used a one-to-many
comparison approach, allowing us to compare notes and summaries to the topic page
they used to make these notes and summaries. The semantic space that we selected was
‘General reading up to first year of college’ (http://lsa.colorado.edu/). The output
semantic vectors were used to assess the accuracy of students’ notes and summaries,
with higher values indicating more semantic overlap with the target text (i.e., higher
quality, where 1 = 100% overlap), and lower values indicating less semantic overlap
(i.e. lower quality). Of the students who took notes and made summaries, their mean
LSA scores were .68 (SD = .29) for notes, and .60 (SD = .34) for summaries.

To extract emotions, we used FACET, an empirically tested [9] automatic facial
expression detection software from iMotions (https://imotions.com/facial-expres‐
sions/). Students’ facial expressions recorded using a webcam were provided as input
to the iMotions facial expression analyzer. The iMotions software extracted facial
features to predict Action Units (AUs) [10] using a support vector machine algorithm
(SVM) [11]. The facial expression software provided evidence values (defined as the
log (base 10) likelihood of human coders coding for that emotion; i.e., a code of 1, 2, or
3 is the likelihood of 10, 100, or 1000 human coders coding for that emotion, respec‐
tively) associated with the students’ facial expressions. This was done for six basic
emotions (joy, anger, surprise, fear, disgust, and sadness) along with additional charac‐
terizations, such as confusion, frustration, contempt, and neutral. We investigated joy,
anger, surprise, contempt, confusion, and frustration for our analyses because they relate
closely to learning with ITSs.

The input video to the iMotions software contained 25 frames (photos) per second.
The classifier analyzed these frames and predicted the value of a learner’s emotions for
each frame. Hence, the raw output file from iMotions contained 25 evidence score values
for the 10 emotions listed above per second. We preprocessed the raw output files to
aggregate emotion values per second and transformed the evidence score to a represen‐
tation that could be easily used for our analysis. Our preprocessing step is briefly
described below:

1. Based on our consultation with experts from iMotions, we replaced the non-zero
values in the raw data to zero.

2. The standard feature rescaling process was applied to convert the evidence values
of each emotion to scale the range in [0, 1]. The formula used for rescaling was:

rescaled(x) =
xi − min(x)

max(x) − min(x) (1)

3. To remove the noise in the data represented as a sudden spike of evidence score for
an emotion, we applied a median filtering process, using a window size of 10 obser‐
vations. The center evidence value in the window was replaced with the median of
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all the evidence values in the window. The window size was selected after several
iterations with varied window size.

4. To remove noise and to smoothen the data we applied a standard mean filter, with a
window size of 25. The window size covered a one-second interval. The mean
filtering replaces the center evidence value in the window with the mean score of all
the evidence values in the window.

5. The evidence values of emotions per second were computed as the mean of all
evidence value observations over a period of one second.

3 Results

3.1 Research Question 1: What Is the Distribution of Average Evidence Scores
of Emotions During Note Taking and Summarizing?

Histograms (Fig. 2) revealed both note taking and summarizing had similar distributions,
with anger scoring the highest evidence value, followed by confusion, frustration,
surprise, joy, and lastly contempt. There were similar evidence scores for anger, confu‐
sion, frustration, and surprise, however there here higher evidence scores for joy and
lower evidence scores for contempt during note taking compared to summarizing.

Fig. 2. Distributions of emotions during note taking (left) and summarizing (right)

3.2 Research Question 2: What Is the Relationship Between Evidence Scores of
Emotions, LSA Score, and PLG During Note Taking and Summarizing?

We ran two correlations: one for note taking and one for summarizing, with PLG score,
LSA score, and average evidence score for joy, anger, surprise, contempt, confusion,
and frustration. Results revealed that for note taking, many emotions were correlated
with each other (see Table 1). Contempt correlated positively with PLG (r(19) = .46,
p = .035), and LSA score was negatively correlated with PLG (r(19) = −.51, p = .018).

For summarizing, we again found emotions to be correlated with each other (see
Table 2). In addition, results revealed a significant positive correlation between confu‐
sion and LSA score (r(17) = .47, p = .042), such that higher levels of confusion were
associated with higher LSA scores on summaries.

238 M. Taub et al.



Table 1. Correlations between PLG, LSA score, and emotions for note taking

1. 2. 3. 4. 5. 6. 7. 8.
1. PLG –
2. LSA score −.51* –
3. Joy .32 −.17 –
4. Anger −.26 −.11 .19 –
5. Surprise −.07 −.13 .23 .41 –
6. Contempt .46* −.40 .59** .19 −.04 –
7. Confusion −.01 .10 −.05 .49* .09 .08 –
8. Frustration .11 −.22 .37 .71*** .09 .55* .53* –

*p < .05, **p < .01, ***p < .001

Table 2. Correlations between PLG, LSA score, and emotions for summarizing

1. 2. 3. 4. 5. 6. 7. 8.
1. PLG –
2. LSA score −.21 –
3. Joy .27 .04 –
4. Anger −.41 .41 .15 –
5. Surprise −.24 .02 −.05 .25 –
6. Contempt .24 −.07 .67** −.18 .07 –
7. Confusion .04 .47* .11 .49* −.16 −.22 –
8. Frustration .23 .19 .60** .59** −.08 .23 .63** –

*p < .05, **p < .01, ***p < .001

3.3 Research Question 3: Is There an Association Between Evidence Scores of
Confusion and LSA Score During Summarizing?

We examined each instance of engaging in summarizing, and the evidence and LSA
scores that were associated with each of those instances. We used multi-level modeling
to examine the association between evidence score of confusion and LSA score (as they
were significantly correlated). We did not examine PLG because our sample size was
too small, thus these models did not converge.

Results from our one-way ANCOVA with random effects model did not yield a
significant effect (γ10 = .54, t = 1.61, p = .11), revealing that confusion did not predict
LSA score during summary instances.

4 Discussion and Future Directions for ITSs

The goal of this study was to investigate students’ emotions during note taking and
summarizing while they learned with MetaTutor, and how these emotions were associ‐
ated with the accuracy of their notes and summaries, and proportional learning gain.
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Results from our first research question revealed that students facially expressed a range
of different emotions during note taking and summarizing, with high levels of anger,
confusion, and frustration and lower levels of surprise, joy, and contempt. This did not
confirm H1 because we found higher (not lower) levels of negative emotions during
note taking and summarizing, which can be attributed to the fact that FACET observed
more negative than positive emotions. This result contributes to research on the presence
as well as benefits of negative emotions expressed during learning. For example, there
is evidence that all students express these emotions during learning, and specifically
during note taking and summarizing, and that these negative emotions are not necessarily
detrimental to learning [12]. Additionally, these findings highlight the contribution of
the role of negative emotions during strategies involved in knowledge construction
activities and metacognitive monitoring, and take away from knowledge acquisition
processes including reading and inspecting diagrams.

Our second research question revealed that evidence scores of emotions correlated
with each other during both note taking and summarizing. Contempt was positively
correlated with PLG and LSA score was negatively correlated with PLG during note
taking, and confusion was positively correlated with LSA score during summarizing.
This did not confirm H2 as we found positive (not negative) correlations between
emotions, and between PLG and LSA score, but we did not find significant correlations
between most emotions and PLG or LSA score. This negative correlation between LSA
score and PLG during note taking might indicate that students were devoting too much
time to their notes, which could have negatively impacted their learning outcomes
because the content they were summarizing did not cover all the content on the post-
test. Alternatively, the post-test themselves might not be correctly assessing all the
content provided to the students to read during the learning session, leading to a
mismatch between page content and post-test. Future studies should aim to match the
summaries they made to the content on the post-test to investigate this further.

Our third research question revealed that confusion did not predict LSA score during
summarizing, which did not confirm H3, as we predicted a significant association
between these two variables. Possible statistical explanations for this result could be due
to our small sample size. Lastly, it is possible that it may be that students’ confusion
was elicited by the summaries they were writing, and not the other way around, resulting
in a non-significant model.

These findings have implications for understanding the complex nature of SRL as
an event that unfolds over time, and how different SRL processes can be from each other
(i.e., notes vs. using metacognitive monitoring). For example, by assessing instances of
note taking and summarizing, we investigated how students used cognitive strategies
during SRL and how their accuracy and levels of emotions during note taking and
summarizing were associated with each other. Future studies should examine metacog‐
nitive processes and emotions exhibited while engaging in these processes, as emotions
might play a different role (e.g., confusion correlating negatively with metacognitive
processes as opposed to the positive correlations found in this study).

Furthermore, we demonstrate the importance of examining process, as opposed to
product data whereby examining PLG informs us of the overall product, compared to
investigating LSA scores, which reveal the process of how students’ notes and
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summaries are accurate during learning with MetaTutor. By doing so, this allows us to
assess how students’ SRL unfolds over time. Additionally, the nature of our analysis
included assessing the qualitative nature of students’ notes and summaries as opposed
to quantitatively examining frequency of cognitive strategies (e.g., [13]).

Lastly, our study also demonstrates the usefulness of including multichannel data to
investigate cognitive, affective, and metacognitive SRL processes during learning with
ITSs, as opposed to using traditional self-report measures that rely on students’ subjec‐
tive feelings that do not investigate behavioral actions (i.e., from log files and videos of
facial expressions of emotions).

4.1 Future Directions: Towards Adaptive ITSs

Future research should develop ITSs that foster not only cognitive processes, such as
taking notes and making summaries, but also affective processes, such as confusion
during learning. Specifically, ITSs can assess the accuracy of notes and summaries by
scoring their LSA in real time and providing these scores to students as adaptive scaf‐
folding and feedback to improve the accuracy of strategy use. In addition, the ITS can
also measure students’ emotions in real time (e.g., [5]) and suggest the appropriate
emotion regulation strategies (e.g., [14]) so students can express emotions that can
enhance their note taking and summarizing (e.g., confusion). This can ensure that
students are using the appropriate CAMM SRL processes during learning with ITSs.

Lastly, these results can further the development of ITSs that adapt based on students’
cognitive and affective processes, such that the systems can foster SRL based on the
accuracy of students’ notes and summaries and how they might be impacted based on
their levels of emotions. For example, based on findings from this study, we found a
positive correlation between confusion and LSA score. Adaptive ITSs, therefore, can
aim to foster confusion for students with low levels of it (i.e., by providing discrepancies
in the text and diagram; [15]) to ensure their notes and summaries are accurate. Thus,
this study can contribute to the overarching goal of developing ITSs: to foster effective
SRL for all students.
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Abstract. We developed a system for programming practice that pro-
vides adaptive feedback based on the presence of confusion on the stu-
dent. The system provides two types of adaptive feedback. First, it can
control the complexity of the exercises presented to the student. Second,
it can offer guides for the exercises when needed. These feedback are
based on the presence of confusion, which is detected based on the stu-
dent’s compilations, typing activity, and facial expressions using a hidden
Markov model trained on data collected from introductory programming
course students. In this paper we discuss the system, the approach for
detecting confusion, and the types of adaptive feedback displayed. We
tested our system on Japanese university students and discuss the results
and their feedback. This study can lay the foundation for the develop-
ment of intelligent programming tutors that can generate personalized
learning content based on the state of the individual learner.

Keywords: Affective feedback · Programming · Education

1 Introduction and Related Studies

Computer programming is now a core competence in various professions in the
21st century. According to a 2017 report by Digital Promise, several states in
the USA have already taken steps to include computer science in K-12 education
[13]. In a 2015 report by European Schoolnet, sixteen countries in the EU have
already integrated coding in their curriculum in the national, regional, or local
level [7]. Japan aims to include computer science education starting in primary
schools by 2020 [4].

With the rise of the number of people learning how to code, there is also
a need for the development of tools and resources that support programming
education. Currently, there are several initiatives with varying goals that support
learning programming. Online websites such as Codecademy [2] and Code.org [3]
introduce coding to a wide audience. Applications such as Alice [12], Scratch [31],
and Reduct [6] use visual representations of programming concepts to introduce
children to coding. Intelligent programming tutors (IPT) such as Programming
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Tutor [23], Code Adviser [5], ITAP [32], and Ask-Elle [19] provide customized
feedback to students like a human tutor.

One characteristic of human tutors is their ability to respond to the emotions
of learners. For example, a confused student may be given hints, while a student
who is frustrated may be given empathy and encouragement. Emotions play
an important role in the learning process. It is said that positive emotions can
enhance memory performance and improve reasoning, while negative emotions
can disturb the memory retrieval process [17]. Recently, some intelligent tutoring
systems have been designed to respond not only to the student’s cognitive state,
but also their affective state, with promising results. In AutoTutor, a tutor avatar
that responds to the emotion of the student during learning was shown to have
better results in terms of knowledge transfer [15]. Similarly, in Wayang Tutor
[38] and Genetics with Jean [35], interventions are given based on student affect,
such as providing encouragement in the case of low confidence.

In the domain of intelligent programming tutors, work on providing feed-
back based on affective states is relatively limited. In the work of Grafsgaard et
al., facial expressions and postures of students were analyzed while working on
programming activities with emotions induced from interactions with a human
tutor in another room [20–22]. Java Sensei is an intelligent programming tutor
for Java that includes an affective module. The student’s emotion is detected
based on facial expressions using neural networks. Based on this a tutor avatar
may give feedback, empathetic responses, or interventions [11]. This work only
considered basic emotions such as joy and anger, and not academic emotions
such as confusion and boredom.

Rodrigo et al. has shown that some emotions experienced by novice program-
ming students during coding sessions are correlated with their midterm exam
performance [33]. Confusion was found to have a significantly negative correla-
tion with achievement, suggesting that students who experience sustained confu-
sion throughout coding sessions are likely to perform poorly in exams [26]. Thus,
it is important for tutors to recognize confusion and resolve it. In this paper, we
discuss a system that can generate programming exercises and guides based on
the presence of confusion on the student.

2 System with Adaptive Feedback Based on Emotion

We developed a system for coding practice that displays adaptive feedback based
on the emotion of the student. Practice is crucial in learning programming. An
international survey by Lahtinen et al. shows that computer science teachers
and students perceive that programming is learned better in self-study sessions
than in classroom lectures [24]. A study by Barros et al. shows that encour-
aging students to do more practice increased the retention rate of students in
programming courses [8]. Moreover, learner-centered teaching setups like flipped
classrooms are recently getting more and more attention, where students are
expected to learn actively on their own while human teachers serve more as a
guide than a source of information [18].



Feedback Based on Emotion in a System for Programming Practice 245

Fig. 1. Diagram of system flow

Fig. 2. Left: a student using the system, right: a screen shot of the system

Adaptive feedback is defined as a dynamic kind of feedback, wherein differ-
ent learners receive different kinds of instruction or content based on certain
factors [25]. In our system, adaptive feedback is based on the presence of confu-
sion, which is detected based on the compilations, presence of typing, and facial
expressions of the student. Currently, our system presents two kinds of adaptive
feedback. First, the system can adjust the complexity of the exercises presented
to the student. Second, the system can display exercise-specific guides in the
form of a visualization.

Our system is intended to be used with a web camera, as it uses facial expres-
sion information as a feature in the detection of emotion. Figure 1 shows a dia-
gram of the system flow and Fig. 2 shows a student using our system.

We used Java as the programming language because it is commonly-used
in introductory programming classes. The system generates a series of coding
exercises in which the student must write the body of a function that performs
a specified task. The system provides an interface for the student to write code,
test it by providing values for the function arguments, and submit it for check-
ing. Once submitted, the system can automatically check the code by running
it against a set of test cases and matching the return value of each test case
with the expected return value. If the student submits a correct solution to the
exercise, the system generates the next exercise. If the student is unable to solve
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an exercise for seven minutes, an option to give up and get an easier exercise
becomes available.

According to cognitive disequilibrium theory [30], when a learner enters a
state of confusion, a tutor should provide interventions to encourage the student
to continue working and resolve the confusion before the student gives up [14]. In
our system, the system detects the presence of confusion every 10 seconds using
hidden Markov models trained from Japanese university students [36,37]. This
detection process is discussed in more detail in Sect. 3. If confusion is detected,
the system offers a guide to the student. If accepted, the system displays a
visualization of the exercise, which shows the individual steps of the exercise
presented in the form of a flowchart. The student can select an individual step
and see a text hint of how to perform that step. Visualization has been used to
improve student understanding in computer programming [9,28]. Figure 3 shows
a screen shot of the system with a guide displayed for the exercise.

Fig. 3. Screenshot of the system for programming practice with guide displayed

When the system starts, it generates a coding exercise. The complexity of the
succeeding exercise is adjusted based on the student’s acceptance of guide offers.
We measure complexity as the number of operations needed to solve it. If the
student solves two problems without accepting any guide offer, the complexity
of the succeeding exercise is increased. If the student accepts a guide offer, the
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complexity remains the same. The complexity is decreased when the student
gives up on an exercise. Adjusting content based on domain mastery is one of
the factors in adaptive learning environments [29] and has been implemented in
tutoring systems in other domains [27,34].

3 Detection of Student Emotion

In this section we discuss our approach for emotion detection. We used hidden
Markov models built from compilations, typing activity and facial expressions
to detect the presence of confusion.

3.1 Data Collection

We built models for recognizing confusion based on data collected from 11
Japanese freshmen students of Future University Hakodate. Each of the stu-
dents has around 2 months of programming experience. All of them were taking
a course on introductory programming during the time of the data collection.

Each test subject took part in the data collection process individually. Each
participant was asked to solve a series of programming exercises of increasing
difficulty. In each exercise, they had to write the body of a function that is
supposed to perform a given task. The exercises covered introductory program-
ming concepts which are variables, expressions, conditional statements, iterative
statements, and arrays. Table 1 shows the exercises that were given during the
session.

Table 1. Problems given to the students

No Problem description

1 Display/return “Hello World”

2 Given the price and the money paid, compute the change

3 Given a temperature value in degrees Celsius, convert it to degrees Fahrenheit

4 Given a score, display/return “passed” if it is at least 60 or “failed” otherwise

5 Compute the amount due after applying rules for discounts

6 Compute the average of a list of scores

7 Given an integer, compute the sum of all the even digits

8 Determine if a number is prime or not

The session lasted for 45 min, or until the subject has solved all the exercises
correctly. The subject was not allowed to move on to the next exercise until
a correct solution has been submitted. The participants wrote their code in a
special application. In this application, the student can write his code on the
text editor, test his code by providing values for each function parameter, or
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submit the code for checking. The system checked if the submission is correct
by running the code against a predefined set of test cases and checking if the
return values match the expected outputs.

Throughout the entire session, all the keystrokes, compilations and a video
feed of the student’s face were logged. We used these data as features for detect-
ing student emotion. Facial expressions have been used in several studies as an
indicator of human emotion. Ekman, et al. presented a mapping of facial action
units to basic emotions such as joy and anger [16]. Aside from facial expressions,
we also added typing and compilation activity as possible indicators of emotion
in a programming context, based on our idea that the occurrence of these events
may vary depending on the student’s emotion.

We were able to collect around 8 h of session data in total. From this, we
reconstruct each session based on the logged keystrokes and video data so that
the entire session could be replayed to the student. We asked each test sub-
ject to go through the entire session, mark time intervals and annotate them
based on the emotion that they were feeling at that time. The student was given
the freedom to decide which parts of the session they wanted to annotate. For
this study, the labels we considered are based on the common emotions experi-
enced by students during programming from the work of Bosch [10]. These are:
engaged, confused, frustrated, and bored.

Majority of the reports were either “engaged” or “confused”. This was prob-
ably because the short time of the data collection did not allow for confusion
to prolong and transition to the other more undesirable emotions. Because of
this, we focus on engagement and confusion only for this study. We consider
engagement as the ideal state and confusion as the undesired state. Although
we do not specifically detect other emotions such as frustration and boredom,
we hypothesize that these emotions will more likely be classified as “confused”
than “engaged”.

3.2 Building Hidden Markov Models for Classifying Emotion

A total of 20 intervals labeled “confused” and 24 intervals labeled “engaged”
were collected. We treated each interval as a Markov chain by dividing it into a
sequence of discrete states. First, we treated code compilations as a compilation
state. Next, parts of the interval where the student was typing were treated
as a typing state. A threshold of 3 s was used to determine the boundaries of
the interval (i.e., if the student did not type anything for 3 s that means that
the “typing state” has already ended). Finally, all the remaining parts of the
sequences were treated as idle states.

We treated the problem as a binary classification problem, “given a sequence,
does it represent a time where the student is confused or engaged?” To build a
classifier for this, we use all the sequences labeled as “confused” and trained a
hidden Markov model (HMM) that represents confusion. We did the same thing
for all sequences labeled as “engaged”, training another HMM that represents
engagement. The best fit model for each classification was chosen based on the
number of hidden states that yielded the highest likelihood. Using the two HMM
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models, an unknown sequence can be classified by computing for the likelihood
that it was generated by the confusion model and the engagement model and
choosing which yields the higher value. We repeated this process again with the
facial expression information. Figure 4 shows an example HMM sequence.

To get the facial expressions from the video feeds, we use Affectiva SDK [1] to
automatically extract the Facial Action Coding System (FACS) points from the
video and recognize the presence of different action units (AU). The FACS points
are critical points that indicate facial muscle movement. Certain configurations
of FACS points correspond to an action unit, which represents a single unit of
movement such as raising the eyebrow or opening the mouth. Affectiva processes
a video feed frame by frame and uses its model to infer the presence of different
AUs by assigning integer scores from 0 to 100, representing its confidence that
each AU has occurred in that frame.

Fig. 4. An example state sequence from the collected data. The text in italic describe
a possible scenario that could be happening at that time

We found that the most common AUs that occurred in general across all sub-
jects are dimpler (AU16), lip press (AU24), lip suck (AU28), eye widen (AU5),
and mouth open (AU27). Dimpler refers to the tightening of the corners of the
lips. Lip press refers to pressing the lips together. Lip suck refers to pulling the
lips and sucking the adjacent skin in the mouth. Eye widen refers to raising
the upper eyelids such that the eyes appear bigger than normal. Mouth open
refers to lowering the lower lip such that the lips are not touching one another.
Examples of these facial expressions are shown in Fig. 5. These AUs in discussed
more detail in [36,37].

Fig. 5. From left to right: lip suck, lip press, eye widen, and mouth open

We incorporated these facial expressions into the classification process by
training five pairs of HMM models, one pair for each AU. We follow the same
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process discussed above, but for each idle and typing state, we differentiated
between those states where the AU has been observed at least once, and where
the AU has not been observed (i.e., instead of having one state for long idle, we
now have a state for long idle with the AU, and one state for long idle without
the AU). We say that the AU has been observed if Affectiva’s assigns a score of
more than 50 to that AU in any of the frames within that interval. This increases
the number of discrete states from 6 to 10.

Table 2 shows the accuracy of the models using leave one out cross fold vali-
dation. True positive (TP) refers to the number of intervals labeled as confused
that are correctly classified as confused. False positive (FP) refers to the num-
ber of intervals labeled as engaged but incorrectly classified as confused. True
negative (TN) refers to the number of intervals labeled as engaged that are cor-
rectly classified as engaged. False negative (FN) refers to the number of intervals
labeled as confused but are incorrectly classified as engaged.

Table 2. Results of leave-one-out cross fold validation

AU TP FP TN FN Accuracy Kappa

no AU information 14 10 14 6 63.64% 0.28

dimpler (AU16) 13 7 17 7 68.18% 0.35

lip press (AU24) 12 6 18 8 68.18% 0.35

lip suck (AU28) 13 9 15 7 63.64% 0.27

eye widen (AU5) 9 10 11 14 45.46% −0.08

mouth open (AU27) 15 8 16 5 70.46% 0.41

In the system for programming practice, to detect confusion in the system
for unknown state sequences, we represent the unknown sequence of states and
feed it to each of the five pairs of HMM models (dimpler, lip press, lip suck, eye
widen, and mouth open) and get the majority result.

4 Evaluation

In this section we discuss the evaluation of the system. The purpose of the
evaluation is to determine whether the exercises that were generated can be
helpful in programming practice, and whether adaptive feedback based on the
presence of confusion has a positive impact on the learning experience.

4.1 Experiment Design

We tested our system on 35 Japanese university students from Future University
Hakodate, Japan. The students were from different year levels, from freshmen
students to graduate school students. The students were divided into two groups,
labeled Mode A (17 students) and Mode B (18 students). Students were divided



Feedback Based on Emotion in a System for Programming Practice 251

such that each group had a balanced representation in terms of year level, age,
sex, and months of programming experience. Each student was asked to use the
system for 40 min. Students in Mode A used a version of the system that does
not offer any guide, even when confusion is detected, and the problems generated
were of random complexity. Students in Mode B used a version of the system
that offers a guide whenever confusion is detected. Furthermore, the complexity
of the exercises was controlled based on the guide acceptance as described in
Sect. 2. The system was translated to Japanese for the evaluation.

4.2 Results and Discussion

At the end of the session, we asked the students to rate the exercises on a Likert
scale from 1 to 5, with 1 being “very much”, and 5 being “not at all” based
on how fun the exercises were, and how helpful the exercises were in practicing
programming. For each criterion, students can also leave optional qualitative
feedback. Table 3 shows the responses of the subjects.

Table 3. Responses on how fun and how helpful the exercises were

Group How fun? How helpful?

1 2 3 4 5 1 2 3 4 5

Mode A 2 7 3 5 0 2 8 4 3 0

Mode B 4 9 2 3 0 2 12 3 1 0

Total 6 16 5 8 0 4 20 7 4 0

62.68% of the test subjects across the two groups thought that the exercises
were “very fun” or “fun”. There were more students in Mode B who thought the
exercises were fun, but the difference among the two groups is not significant.
It should be noted that some students in Mode B cited the progression of the
exercises from easy to difficult as a factor for how fun it was to answer them,
thus showing the importance of progression in student engagement. In general,
students who thought the exercises were not fun cited the fact that the problems
were not interesting enough or felt too similar with one another. 68.57% of the
students across the two groups thought that the exercises are “very helpful” or
“helpful” in programming practice. The most common feedback included how
the exercises helped them review the concepts that they already forgot.

Students in Mode B solved considerably more problems than those in Mode
A. A 90% trimmed mean shows that students in Mode A solved an average of
6.33 problems, while students in Mode B solved an average of 13.5 problems.
Furthermore, students in Mode A clicked the “give up” button more times than
students in Mode B. In total, students gave up 36 times in Mode A, but only 10
times in Mode B. These show that the adaptive feedback used in Mode B has
had some effect on the number of exercises that were successfully solved by the
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students, although it is unclear how much of this is contributed by the guides
and how much is contributed by the controlled problem complexity.

To evaluate the detection of confusion, we logged the instances in the session
where the system detected confusion. If confusion was detected multiple times in
a single exercise, we only considered the first instance. We showed these a replay
of each of those instances starting from 30 s before the confusion was detected
up to the point that it was detected. We then ask the student what he felt at
that time, to which they could respond “very confused”, “somewhat confused”,
or “not confused at all”. To avoid biased responses, the student was not informed
that these points in the session were points where the system detected confusion.
Overall, 77.78% of all the instances where the system detected confusion match
the actual emotion of the student (“very confused” or “somewhat confused”), as
shown in Table 4 (left).

Table 4 (right) shows the number of times the students in Mode B accepted
the offer for a guide. In moments where students were very confused, they were
very likely to accept the guide that was offered (82.61%). Interestingly, in 65%
of the instances where students reported that they were not confused at all, they
also accepted the offer of a guide. Most of these instances happened in the earlier
parts of the session, so it was possible that the students were simply curious to
see what the guides are like.

Table 4. Students actual emotions in times where system detected confusion (left)
and acceptance rate of guides (right). VC, SC, and NC stand for “very confused”,
“somewhat confused”, and “not confused” respectively. A and NA stand for “accepted”
and “not accepted” respectively.

VC SC NC
Mode A 26 19 10
Mode B 23 37 20
Total 49 56 30

A NA Total
VC 19 4 23
SC 19 18 37
NC 13 7 20
Total 51 29

Out of the 38 times the students accepted a hint when they felt “very con-
fused” or “somewhat confused”, a correct submission was made within 3 min
since the guide was accepted 26 (68.42%) times. On the other hand, the student
eventually gave up in 6 instances (15.79%) even after the guide was accepted.
This shows that the hints, in most instances, were effective in resolving student
confusion. 16 out of the 17 students (94.12%) who received hints said that while
they did not learn anything new, the system was helpful in enabling them to
practice on what they already know. 1 student (5.89%) said the hints were not
helpful but did not provide any reason why.

Overall, our evaluation shows that adaptive feedback based on emotion has
a potential in helping students learn or practice coding. Majority of the students
reported having fun in solving the exercises and reported that the exercises can
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be helpful in programming practice, and the guides offered show positive effects
on the experience of each student.

5 Conclusion

In this paper we have presented a system for coding practice that provides
adaptive feedback based on the presence of confusion on the student. We show
that there is potential for such kind of feedback to positively affect the experience
of students in practicing programming.

There are several directions that could be explored for future work on this
study. We made several assumptions in this study. Complexity was defined to be
the number of operations in the exercise, which may not be the best indicator
of complexity in practice. Confusion was also addressed in a general sense. In
succeeding studies, different types of confusion can be identified to present more
effective feedback. Other affective states such as frustration and boredom could
also be considered, as well as other types of feedback.
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Abstract. Digital doppelgangers are virtual humans that highly resem-
ble the real self but behave independently. An emerging computer anima-
tion technology makes the creation of digital doppelgangers an accessible
reality. This allows researchers in pedagogical agents to explore previ-
ously unexplorable research questions, such as how does increasing the
similarity in appearance between the agent and the student impact learn-
ing. This paper discusses the design and evaluation of a digital doppel-
ganger as a virtual listener in a learning-by-explaining paradigm. Results
offer insight into the promise and limitation of this novel technology.

Keywords: Pedagogical agent · Learning by explaining
Rapid Avatar Capture and Simulation

1 Introduction

Pedagogical agents are embodied animated virtual characters designed to help
students learn [1]. Over the past two decades, since Herman the Bug [2] and
Steve [3], researchers have studied many aspects of pedagogical agents, includ-
ing animation [4], gesture [5], voice [6], and social intelligence [7], and role [8],
to facilitate student learning across a great number of domains. As embodied
virtual characters, one of the first decisions pedagogical agent designers have to
make is what the agent looks like. Research on a pedagogical agent’s appearance
has indicated the impact of such design decisions on learning outcome [9], includ-
ing recall [10] and transfer of learning [11] (for review see [12]). Research into
appearance similarity between the agent and the learner mainly focused on eth-
nicity and behaviors consistent with such appearance (e.g., the use of dialect)
[13]. Research questions further along the dimension of agent similarity with
the learner have been left largely unanswered because of the need to generate
c© Springer International Publishing AG, part of Springer Nature 2018
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such agents for a large enough population and at sufficient speed to accom-
modate experiment sessions of limited duration. An emerging technology, the
Rapid Avatar Capture and Simulation (RACAS) system, enables low-cost and
high-speed scanning of a human user and creation of a fully animatable virtual
3D “digital double” of the user. This allows researchers to explore a previously
unexplored research question: how does increasing the similarity in appearance
between the agent and student impact learning. In this paper, we discuss the
design of a digital doppelganger as a virtual listener and the evaluation of such
an agent in a learning-by-explaining paradigm.

2 Explaining to a Digital Doppelganger

Digital doppelgangers are virtual humans that highly resemble the real self but
behave independently [14]. The RACAS system, described in detail in [15], makes
the digital doppelganger a more accessible reality. We designed a virtual listener
and incorporated digital doppelgangers created by RACAS to embody the lis-
tener. A human speaker can converse with the agent and the agent can respond
with conversational backchannel feedback [16]. The feedback is generated based
on analysis of the speaker’s nonverbal behavior, such as head nods, prosody,
etc. [16]. Previous research has shown the value of such feedback in creating
rapport with the human speaker [16]. The current work focuses specifically on
examining the impact of agent appearance on measures related to student learn-
ing. We hypothesize that teaching a virtual listener who looks just like oneself
can impact a learner’s motivation and self-regulation in learning (e.g. persisting
in a learning task), and ultimately improve learning outcomes. Specifically, we
hypothesize that, in a learning-by-explaining paradigm:

H1: A virtual listener that shares the appearance of the learner can improve
learner motivation to teach the agent.

H2: A virtual listener that shares the appearance of the learner can improve
student learning of domain knowledge through teaching the virtual agent.

H3: A virtual listener that shares the appearance of the learner can improve
student self-efficacy through teaching the virtual agent.

3 Evaluation

Design. We conducted a study with the digital doppelganger serving as a virtual
listener in the task of learning-by-explaining. In this task, a student first reads
a passage on the human circulatory system, then verbally explains the topic to
the virtual listener. The study is a between-subject design with two experiment
conditions: the Digital Doppelganger condition and the virtual human condition.

– Digital Doppelganger In this condition, a virtual listener was constructed
at the beginning of each experiment session using RACAS, thus sharing the
appearance of the participants.
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– Virtual Human In this condition, a virtual listener with a photo-realistic
appearance not based on the participant was used. To control the realism of
the virtual listener used in both conditions, the agent in this condition was
generated using captures of non-participants obtained with RACAS through
the same process used in the other condition (Fig. 1). The virtual listener was
gender-matched to the participant, e.g., male participants interacted with a
male virtual human. Aside from the difference in appearance, both virtual
listeners responded to the participants with the same behaviors, described in
Sect. 2.

Fig. 1. Virtual human listeners, captured using RACAS, from the control condition.

Population and Procedure. We recruited 41 student either from the Psy-
chology Department subject pool (received course credit) or via fliers posted
on campus (received $10) at the University of Southern California. Participants
first read an informed consent. Then the experimenter completed face and body
scans of the participants, in both conditions. The full-body scan was captured
with an iPad equipped with a specialized structure sensor. The face scan was
captured using an Intel webcam with depth sensors. Next, the participants filled
out a Background Survey and Pre-Test, then read a tutorial on the human circu-
latory system (adopted from [17]) on a web browser. The participants were told
that they would later have to teach the material to a virtual student. Then, the
participants sat in front of a 30-inch computer monitor with the display of the
virtual student, and were told that the virtual student would represent him/her
in a competition against other virtual students in a quiz on the same subject.
Two cameras were fitted on top of the monitor: one recorded the participants’
face, and the other served as input to the virtual listener. Participants then ver-
bally explained what they had learned from the tutorial to the virtual listener.
Finally, the participants filled out a Post-Interaction Survey and Post-Test. Each
session was designed to last one hour.
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Measures. The Background Survey included measures of demographic, edu-
cation, Rosenberg Self-Esteem Scale [18], Adolescent Body Image Satisfaction
Scale (ABISS) [19], Anxiety scale [20], and Self-Efficacy in domain knowledge
(designed by the research team). The Self-Efficacy scale included items such as
“If there is a quiz on human circulatory system, I expect to do well on the quiz”.
The Post-Interaction Survey included measures of Presence (constructed using
items from [21,22]), Avatar Similarity (“To what extend do you feel that the vir-
tual avatar resembled you?”), Desired Avatar Similarity (“If you had to design
your own avatar for this task, how similar to your real appearance would you
make your avatar?”), a repeated measure of Self-Efficacy in domain knowledge,
and Self-Efficacy in the virtual student (“I think the avatar I just taught will do
well in the competition.”). In the Pre-Test, participants were asked to described
10 concepts on the human circulatory system and the path of blood through
the body. The Post-Test included the Pre-Test questions and questions adopted
from previous studies on human tutoring [17].

4 Results

Data from all 41 participants (26 female, 15 male, Mage = 21.5, age range: 19.7–
29.7 years) are included in the analysis. The participants came from a variety
of majors, ranging from psychology to fine arts, to biology, and many more.
One participant had a graduate degree, while all other participants had some
college education. Participants were randomly assigned to an experiment condi-
tion. While a balanced assignment was desired, in the end, 17 participants were
assigned to the Digital Doppelganger condition and 24 to the Virtual Human.

Learning Domain Knowledge. An expert on the human circulatory system
from the research team graded the Pre- and Post-Tests. On the Post-Test, we
separated the score on questions that were repeated from the Pre-Test (Post-
Test-Repeat) and scores on the rest of the questions (Post-Test-NonRepeat).
We conducted an ANOVA with scores on Pre-Test and Post-Test-Repeat as a
repeated measure and the experiment conditions as the Between-Subject factor.
The result shows that there was a significant within-subject effect between Pre-
and Post-Tests (p < .001, F = 91.404), while the between-subject effect due
to the experiment manipulation was not statistically significant (p = .308, F =
1.069, see Fig. 2 for means). Although there is a noticeable difference on Pre-Test
scores between the two experiment conditions, the difference is not statistically
significant (p = .308). We also conducted an Independent Sample T-Test on
the scores on Post-Test-NonRepeat and found no significant difference (p =
.821,MV H = 32.33,MDD = 33.12, 62 total points available). This suggests that
Hypothesis 2 regarding agent appearance and learning of domain knowledge is
not supported.

Self-Efficacy. We conducted an ANOVA with self-efficacy before and after the
study as the repeated measure and experiment condition as the Between-Subject
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Fig. 2. (a) Comparison of Pre-Test and Post-Test-Repeat scores (maximum score
was 28) (b) Comparison of Self-Efficacy (7-point Likert scale) before and after study
between experiment conditions.

factor. The result shows that there was a significant within-subject effect before
and after the study (p = .003, F = 9.78), while the between-subject effect due to
the experiment manipulation was not statistically significant (p = .891, F = .019,
see Fig. 2 for means). Additionally, we analyzed the participants’ self-efficacy in
the virtual listener, whom they taught and thought would represent them to
compete with other agents. Again, we did not find any significant difference
between the two experiment conditions (p = .561,MV H = 3.17,MDD = 3.53).
This result suggests that Hypothesis 3, regarding the similarity of agent appear-
ance and learner’s self-efficacy, is not supported.

Motivation to Teach the Virtual Listener. We analyzed the time par-
ticipants spent explaining the material to the virtual listener. An Independent
Sample T-Test shows that there is no significant difference between the two
conditions (p = .105,MV H = 277.88,MDD = 208.63,Min = 55,Max = 645, in
seconds). This result suggests that Hypothesis 1 regarding the similarity of agent
appearance and motivation to learn (and to explain and teach) is not supported.

Further Analysis. Because the results suggest that there is no statistically sig-
nificant difference between the two experiment conditions, we conducted further
analyses to examine why that was the case. We first performed a “manipulation
check” on the Avatar Similarity scale. We expected the Avatar Similarity to be
much lower in the Virtual Human condition, compared to the Digital Doppel-
ganger condition. Independent-sample T-Test shows that it is indeed the case
(p = .004). Figure 3 shows that participants from the Virtual Human condition
did not perceive the agent’s appearance to be similar to themselves. However,
participants from the Digital Doppelganger condition did not think the virtual
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listener looked like them either (rated 3.76 on a 7-point Likert scale). Further-
more, we compared the Desired Avatar Similarity. The difference, as shown in
Fig. 3, is marginally significant (p = .077). In particular, participants in the
Virtual Human condition, who did not see their digital doppelganger, wished
the virtual listener would look like them. Conversely, participants in the Digital
Doppelganger condition, after seeing their own image manifested as an animated
character, reported that they would rather the virtual listener not look like them.

Fig. 3. Left: Comparison of the perceived similarity of the virtual listener’s appearance
to the participant’s and the participant’s desired level of such resemblance (7-point
Likert scale). Right: Digital Doppelgangers that had pronounced imperfections, such
as lighting, face mis-alignment, and missing pixels.

We then conducted pair-wise correlation tests of these two variables and the
dependent variables we tested for the main hypothesis. The Desired Avatar Sim-
ilarity is positively correlated with post-interaction Self-Efficacy (r = .334, p =
.033), but not with the other dependent variables. This indicates that par-
ticipants who were more confident in their domain knowledge had a higher
desire for the virtual student to share their appearance. This resonates with the
results on general self-confidence and confidence in one’s appearance: the Desired
Avatar Similarity is positively correlated with the Rosenburg Self-esteem mea-
sure (r = .399, p = .01) and the self-image measure—ABISS (r = .436, p = .004).
The perceived Avatar Similarity, on the other hand, is positively correlated with
the post-interaction Self-Efficacy in the agent (r = .359, p = .021), but not with
the other dependent variables. This indicates that the more the participants per-
ceived the agent to resemble themselves, the more confident they felt about how
well the agent, whom they taught, would do in competitions and quizzes.

5 Discussion

In this paper, we discussed the design of a pedagogical agent for the learning-
by-explaining paradigm. We applied a novel character-animation technology,
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RACAS, to create agents that share the physical appearance of a human learner.
Evaluation of such agents showed that such resemblance did not significantly
impact student learning of domain knowledge, their motivation to teach the
agent, or their own self-efficacy. Further analysis indicates that when students
are confident about their knowledge, they would like the agent to look like them.
And the more the agent shared their appearance, the more confident they felt
about the agent’s future performance, as a result of their teaching. While the
investigation did not yield a statistically significant result, it is worth noting
that this is the first investigation of its kind. The process to scan, reconstruct,
and animate a virtual agent, particularly one with an animatable face, in such
rapid fashion has rarely been attempted before. The pedagogical agents created
through such process are understandably less than perfect (see Fig. 3). Even very
slight glitches in the virtual agent’s appearance (e.g., misalignment of face and
body) or animation (e.g., slight shift of the face when the eyes open/close) can
distract the learner and interfere with engagement in the learning task.

The interaction with the digital doppelganger is short. Thus a novelty effect
may have played a role in the study. Participants, especially the ones in the Dig-
ital Doppelganger condition who had never seen themselves transformed into a
digital character before, may have directed much of their attention to visually
inspecting their own avatar. Such activity, again, may have distracted the par-
ticipants from the learning activity, both the recalling and the explaining. The
distractions may have ultimately impacted the learning outcome. Future studies
can allow learners to interact with their own avatar for longer periods of time,
beyond the initial influence of the novelty effect. Additionally, previous studies
on virtual listener agents have identified behavioral indications of when partici-
pants were distracted by the agent’s behavior, e.g., speech disfluencies and gaze
aversions. Linguistic and video analyses can be carried out on the participants’
explanations and videos of their face to test this hypothesis on distraction. Since
the study concluded, great improvements have already been made to RACAS
that allow even faster capture of higher fidelity and more accurate 3D scans
[23], all of which provide great promise for future studies on the appearance of
pedagogical agents.
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Abstract. Accurate classification of learner responses is a critical com-
ponent of dialog based tutoring systems (DBT). Errors in identifying the
intent and context of responses can have cascading effects on the ongo-
ing interaction thereby affecting the learning experience and outcome. In
this paper we attempt to quantify the impact of Tutor misclassifications
on student behavior by analyzing differences across our hypothesized
conditions namely, no-misclassification vs. misclassification using vari-
ous dialog metrics. We find that not only are there significant changes in
behavior across the two groups but that Tutor errors related to misun-
derstanding of Intent - although fewer in occurrence, appear to have a
higher impact than a misclassification of a valid student answer. We also
see some evidence of the effectiveness of scaffolds like FITBs in sustaining
dialog thereby mitigating the effects of a Tutor error.

1 Introduction

ITS offer an effective mode of instruction by virtue of their ability to provide
adaptive learning through personalized scaffolding and formative feedback [6,7].
A special case of ITS is Dialog-based Tutoring (DBT) which is based on the
socratic principle of cooperative dialogue (e.g. AutoTutor [5]). A conversation is
triggered when the Tutor poses a question which typically leads to a series of
dialog turns directed towards finer reasoning on relevant concepts. The goal is
to scaffold knowledge and provide constructive remediation akin to expert one-
one human tutoring. We have built a DBT that facilitates a conversational style
assessment of learners mastery on domain knowledge. The DBT is currently live
and has been accessed by over 200 students at the time of this study. As part of
the ongoing iterative assessment of the DBT we analyze the conversational tran-
scripts obtained during live interaction with students. In this paper we report
some initial findings on student behavior related to the effect of errors and mis-
classifications by the DBT. Specifically, we explore the impact of Tutor accuracy
on student engagement measured in terms of pre-defined dialog metrics signi-
fying behavioral changes. We find that both the incidence as well as the type
of errors have a significant effect on conversation completeness and discourse
patterns. The immediate application of these results is to build a disengagement
c© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 267–273, 2018.
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prediction model using the relevant dialog metrics as features. This would help in
timely identification of learning impasses so that appropriate interventions can
be launched. In general, these findings quantify the impact of misunderstanding
user utterances and are therefore of relevance to chat-bots used in other domains
also.

Prior works have used time, performance and problem-specific features as
well as mouse movements for automatic detection of off-task behavior, gaming
or disengagement in ITS for example [1–3]. These have mostly used logs of
student-tutor interactions synchronized with observation-based assessments as
ground-truth for modeling and have shown promising results. This work differs
on two fronts. Firstly, it attempts to determine the impact of Tutor accuracy
on student behavior and is therefore novel in its purpose. Secondly, it helps in
revealing high-level interpretable features to drive future efforts in automatic
prediction of disengagement. Specifically, the effect of Tutor misclassifications is
studied in terms of specific response and discourse patterns like typing speed, use
of I don’t knows (IDKs), request for Hints, etc. Acknowledging the limitations of
current natural language techniques (NLP) techniques, this helps in identifying
opportunities of intervention or remedial action to keep the learner engaged.

2 Description of the Tutor

Our DBT provides remediation to learners through natural language discourse.
Systematic turn-taking engages learners in a conversation style assessment of
their mastery on a topic. The Tutor tracks the learners progress during the
course of interaction and launches appropriate interventions according to pre-
defined dialog strategies. The main components of our DBT are shown in Fig. 1.
The most significant part of the DBT is the Natural Language Response Classi-
fier with two primary sub-components: Intent Classifier and Student Response
Analyzer (SRA). The Intent Classifier identifies a student utterance as either a
valid on-topic answer, a request for hint/help, a valid question, direct feedback
to the Tutor or an out of context response. This level of response classification
is crucial to the effective working of the Tutor as an error at this stage can have
cascading effects on the entire dialog flow. Student response analysis (hence-
forth SRA) is the task of labeling student answers with categories that can help
a dialog system to generate appropriate and effective feedback on errors [4]. The

Fig. 1. Simplified architecture diagram
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SRA takes the valid student answer and evaluates it against the model reference
answer into one of 3 categories: correct, partial or incorrect. It also performs a
gap analysis on the students answer against the expected one to generate fill in
the blank (FITB) style prompts dynamically. The SRA in our DBT uses state
of art machine learning techniques to perform classification with an accuracy
of about 78%. The output of the Natural Language Response Classifier is used
to drive the Tutor strategy by continuous evaluation against the domain model
and estimates of mastery from the learner model. It is the importance of this
unit to the overall functioning of the DBT that motivated us to experimentally
analyze the effect of errors at this stage on student experience and behaviour.
The DBT works in the typical ITS Outer and Inner Loop iterations to drive
adaptive learning.

3 Study Design and Data

As the Tutor is built from limited training data its performance is susceptible to
the open style natural language dialogue permitted in our DBT. Given the diver-
sity of human language and technical limitations in achieving perfect language
comprehension, NLP is still a challenging problem. In a DBT its accuracy deter-
mines the dialog flow and directly impacts learner engagement. This motivated
us to study and quantify the impact of Tutor accuracy on student behavior.
Our hypothesis was that misclassification of student utterance by the Tutor will
result in decreased engagement that can be implicitly captured through dialog
metrics and natural language cues.

We randomly selected 130 transcripts between the Tutor and Students for
our study. Each transcript corresponds to a unique Tutor-student dialog ses-
sion. Conversations having more than 4 turns were retained in order to filter
out trials and inadequate learning sessions. This resulted in a sample set of 117
conversations with an average turn length of 9. For each conversation the dialog
metrics listed in Table 1 were computed. Only 26 conversations had no Tutor
error as compared to 91 that had at least one occurrence of Tutor misclassifica-
tion. Table 1 shows a comparison of the average values for the metrics across the
data splits. Though all metrics differ across the two sets of conversations over-
all, this comparison is not adequate because we cannot directly attribute this
difference to Tutor error which is our aim. So to truly understand the impact of
Tutor error we look at how the metrics vary within a conversational context. For
this we exclude the conversations with zero misclassifications (N = 26) and take
only the sample set with at least one Tutor error (N = 91) for the remainder of
our analysis. We assume that a misclassification effect sets in when the student
encounters a misclassification in the conversation. The turns following the Tutor
error are supposed to be under its influence until an accurate classification takes
the student back on track. This implies that the turns preceding the first Tutor
error and the turns between a correct classification and an incorrect classifica-
tion are not under misclassification effect and should have significantly different
metric values. Our analyses confirms our assumptions. The important findings
are discussed in the following section.
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Table 1. Dialog metrics grouped by data splits

Metric Avg. Description All data
(N = 117)

With error
(N = 91)

No error
(N = 26)

Turns The number of student turns
in a conversation

9.07 10.07 5.58

Tutor errors Count of misclassifications in
a conversation

2.32 2.98 0

Response time Time taken by a student to
answer

12.46 14.43 5.56

Response length The number of characters in a
response

340.84 378.33 209.62

Typing speed Ratio of response
length/response time

70.87 72.11 66.54

Help requests Occurrence of IDKs (I don’t
know), IDUs (I don’t
understand), or similar help
requests

0.39 0.36 0.5

ToTutor responses Utterances that are explicitly
targeted at the Tutor like ‘I
don’t like you’, ‘You’re wrong’,
‘I already said that’, etc

0.33 0.43 0

Dialog Completion Whether a conversation is
completed or not

0.74 0.76 0.65

Fill in the blanks No. of fill in the blanks
(FITB) or prompts

0.88 0.96 0.62

4 Findings

Tutor Errors Cause Significant Changes in Behavior. Table 2 compares
the metrics in the error and no-error conditions within a conversation. Consid-
ering each dialog metric as a dependent variable (DV) with respect to Tutor
accuracy as independent variable (IV) we analyzed if the difference between
metric values (DV) is significant when compared in no-misclassification versus
misclassification (IV) conditions. As the distributions are not normal, we use the
Wilcoxon signed-rank test to compare the differences across the metrics in the
two conditions. We find that all metrics show statistically significant differences
at p< 0.01. Specifically, the response length, response time and typing speed
show a decreasing trend in the face of an error. This suggests that an erroneous
classification by the Tutor impacts the manner in which students frame subse-
quent responses. One explanation for this could be that students take more time
to think and formulate their answers resulting in a slower typing speed. A lower
response length could be an indication of disinterest. Interestingly, the number
of IDKs and To-Tutor responses both show a statistically significant increase
in the misclassification condition. This could be attributed to the expression
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Table 2. Comparison of dialog metrics in conversational context (N = 91)

Metric Tutor error M,
SD, Median

No error M,
SD, Median

Wilcoxon signed rank
test Z, p< 0.01

Response length 130.41, 244.4, 50 247.92, 232.5, 180 −4.69

Response time 4.52, 15.8, 0.94 9.91, 35.42, 2.58 −3.91

IDKs 0.24, 0.58, 0 0.12, 0.43, 0 −1.75

To-tutor responses 0.34, 1.31, 0 0.09, 0.28, 0 −2.17

Typing speed 64.11, 43.71, 60.23 83.29, 57.31, 68.52 −2.83

of disagreement with the Tutor, annoyance at getting a right answer wrong or
general remarks on inability instigating an explicit feedback to the Tutor. Refer
here to Table 1 where the number of To-Tutor responses in case of conversations
having no error is nil. Considering that there is a significant positive correlation
between number of IDKs and To-Tutor responses (r = 0.2, p = 0.02 ), an increase
in the frequency of explicit feedback to the Tutor together with the number of
IDKs can be considered as an indication of students disengagement to serve as
a prompt for launching interventions.

Tolerance to Tutor Errors Depends on the Type and Timing of Mis-
classification. We approximate tolerance to Tutor error by looking at dialog
completion rate with respect to occurrence of misclassification. We see a sig-
nificant negative correlation r =−.24, p = 0.01 implying that Tutor errors do
impact the completion of a dialog. When considering the type of error, we find
that the negative correlation is more pronounced for Intent errors (r =−.31,
p = 0.003 ) than those of SRA (r =−.22, p = 0.03 ). To further explore the impact
of type of error we consider the dialog completion rates versus the turn at which
the error occurred. Specifically, we analyse whether a Tutor error in the initial
few turns has an impact on student engagement. Considering that the average
turn length of our sample set is 9 we look at the completion rates in four buckets
corresponding to student turns less 2, between 2 and 5, between 5 and 9, and
those greater than 9. Figure 2 shows how the dialog completion rate changes
when sampled at these turn buckets. The trend shows that students are more
tolerant to SRA errors occurring later on in the dialog as compared to early
encounters with the same. This is an interesting finding as it seems to imply
that the more time students have invested in the Tutor the more permissive
they are to Tutor errors when it comes to understanding their answers. How-
ever, the opposite is true in the case of Intent misclassification. Although the
results do not show significant differences the trend shows that the dialog com-
pletion rate decreases under the effect of Intent misclassification. This may imply
that as the conversation progresses students are more sensitive to Intent misclas-
sification and could be put off to the extent of exiting midway from the tutoring
session. This is a very significant result, especially considering that the number
of Intent classification errors are far less compared to the overall SRA errors. In
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Fig. 2. Conversation completion rate with respect to turn

our original sample set of 117 conversations, there were a total of 215 response
classification errors compared to only 56 intent classification errors.

Scaffolds Like Fill in the Blanks Improve Student Engagement. We find
that the dialog completion rate is significantly higher when a student encounters
a scaffolding prompt like a FITB (82%) as against a sharp correct or incor-
rect misclassification (61%), t(111.3) = 2.14, p = 0.03. There is also a significant
positive correlation between the dialog completion rate and number of FITBs,
r = 0.22, p = 0.03. We analyse this further by distinguishing between incorrect
FITB generation versus correct FITB generation. A correct FITB is gener-
ated when the Tutor rightly classifies a student response as partially correct
whereas an erroneous FITB can be triggered because of Tutor misclassifying a
response as partial. We observe that the completion rate on encountering at least
one correctly generated FITB is significantly higher (M = 0.96) than when no
FITB is generated following a Tutor misclassification (M = 0.68), t(65.48) = 2.15,
p = 0.03. The same effect is not observed in case of an erroneous FITB.

5 Conclusions

Natural language classification is a critical component of conversational systems
as understanding student intents and correctly scoring valid student responses is
the very basis for driving an effective tutorial strategy. Given the limitations of
NLP techniques it would be beneficial to implement interventions or scaffolds to
alleviate the effects of Tutor misclassification of student utterances. To enable
this we need to first understand how Tutor errors impact the conversational
behavior of students so that these can be formalized as features for prediction
modeling. This paper describes our analyses to do precisely this confirming our
hypothesis that there are significant differences in student behavior based on
the incidence and type of misclassifications they encounter. Going forward we
aim to use a wider sample set to do a more fine-grained analysis and build a
disengagement prediction model for just-in-time remediation.
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Abstract. While prior research has typically treated student self-confidence as
a static measure, confidence is not identical in all situations. We study the degree
to which confidence varies over time using entropy, investigating whether high
variation in confidence is more characteristic of highly confident or highly uncer‐
tain students, using data from 118,000 students working within 8 courses within
the LearnSmart adaptive platform. We find that more confident students are also
more consistent in their confidence. Confident students were more likely to
answer correctly but also more likely to be overconfident, making unexpected
mistakes. Finally, we develop interpretable clusters of students based on their
confidence entropy, degree of over/underconfidence, and related variables.

Keywords: Confidence · Variance · Entropy · Adaptive learning · Clustering

1 Introduction

As academic work becomes more and more reliant on remote or out of classroom partic‐
ipation, being able to account for learner characteristics that can affect their motivation
and performance becomes vital. One of such motivational variables is one’s self-belief
expressed as self-confidence. As defined in research, confidence refers to one’s beliefs
in oneself and one’s perceived abilities to succeed in a specific activity. Confidence
refers to the strength of one’s belief or the degree of confidence in a judgement.

Considerable research has shown connections between confidence and knowledge
and has shown that confidence influences academic performance and outcomes [6]. Prior
research has typically treated confidence as static, looking at overall levels of confidence,
or confidence measured at a single time point. However, confidence is not identical in
all situations, even for a given topic. Instead, it may be warranted to study the degree to
which confidence varies over time and understand how variation in confidence relates
to its overall levels. One possible way to represent how values vary is standard deviation,
but this metric is poor at handling high variation and non-normal data. Other ITS
researchers have used dynamic analyses to capture the variance of different student
characteristics across contexts [9], but have not yet applied this method to study variation
in student confidence over time. In this study, we investigate whether studying confi‐
dence entropy can enhance understanding of student performance. Confidence entropy
could be beneficial to analysis of ITS in several ways, including the analysis of how it
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relates to learning and performance, and also through incorporating it into clusters of
students that can be used to differentiate learning experiences for different groups of
students. As such, this paper will investigate whether confidence entropy can be a mean‐
ingful contributor to a successful and predictive set of clusters.

Thus, the goal of this paper is to better understand student confidence entropy and
how it can contribute to enhancing clustering of students into meaningful groups. More
specifically we plan to investigate the following:

• Is there variance in student confidence (confidence entropy) reports or do students gener‐
ally experience and report consistent confidence levels over time? How does this variance
correlate to students’ average confidence level and to performance more broadly?

• Does confidence entropy meaningfully contribute to student clustering based on
performance?

We hypothesize that student confidence entropy will contribute to a better-quality
set of clusters that has better goodness metrics and can better predict student accuracy.

2 Data Set and Content

Our data comes from the LearnSmart adaptive platform that offers personalized learning
and self-assessment adaptive paths. The platform provides immediate feedback on the
accuracy of each answer along with an explanation of the correct answer. If the learners
understand the content and are able to demonstrate knowledge, they progress quickly.
If the learners are lacking knowledge, they will need to spend more time working through
the questions. Since the courses we studied did not have a final grade within the platform,
we used students’ overall accuracy score instead, which is the ratio of student’s correctly
answered questions to their total number of questions answered.

LearnSmart measures student confidence by asking the learner to self-report their
confidence after each question. Immediate ratings of confidence are used to reduce the
frequency of inaccurate responses as a result of recall bias due to retrospection [5]. With
each question, the platform prompts the student to select one of the confidence buttons
from a four-level confidence scale: “I know it”, “Think so”, “Unsure”, “No Idea”. The
system records these reports as “3”, “2”, “1”, “0” respectively.

For this study, we harvested data from eight courses from the Spring 2015 academic
semester. We selected four humanities/social science courses and four physical/life
science courses both with the largest usage. Additionally, we verified that the selected
courses were comparable in terms of the number of total questions answered throughout
the semester. Hence, the participants in the current study included 118,291 college
students who took one of the eight courses taught via LearnSmart. Combined, these
students completed 93,800,984 million questions.

3 Analysis 1: Confidence Entropy

Our first analysis attempts to better understand the variation of confidence, operation‐
alized as Shannon entropy to find the distribution of confidence across its possible values
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[3]. The Shannon entropy equation provides a way to estimate the average minimum
number of bits needed to encode a string of symbols, based on the frequency of the
symbols. The entropy index is calculated by the following formula:

h(p1,… , pa) = −

a∑

i=1

pi log(pi)

When entropy is zero, the learner’s confidence never varies. If the entropy is the
maximum value (2 in our case – the base-2 logarithm of the four possible outcomes),
the learner used the four confidence levels in the same proportion; there is maximal
uncertainty as to the student’s confidence. In other words, higher entropy means higher
variability in confidence reported, and lower entropy indicates consistency in the learn‐
er’s confidence. Note that entropy calculation does not consider order.

In LearnSmart, the average confidence entropy was 0.78, suggesting that students’
self-reported confidence does not vary much. It was also more common for a student to
have very low entropy (0.1 or lower), 8.5% of students, than very high entropy (1.8 or
higher). Only 2% of students have exactly 0 entropy. Of those 2% of students, 93%
reported the highest confidence for every question, just under 7% reported the middle
two confidence levels, and only 3 reported the lowest confidence. Students with 0
entropy also had a higher average accuracy than those with entropy above 0.

Across the distribution of students, a student’s confidence entropy correlated to
several other metrics. More confident students varied less in their self-reports: Confi‐
dence entropy and average confidence were correlated at r = −0.66. The majority of the
learners who report only one level of confidence are also the learners who report high
confidence. There is, however, a second group of low-entropy students who have an
average confidence in the middle. Relatedly, students who varied less in their self-report
were more likely to answer correctly; there was s a negative correlation between confi‐
dence entropy and student accuracy (r = −0.35). Previous research [1] found that
learners with higher accuracy are also likely to have higher average confidence, as well
as a higher proportion of overconfidence.

4 Analysis 2: Confidence Entropy

4.1 K-means Clustering Method

In our second analysis, we investigate whether students separate into relatively distinct
groups based on their confidence entropy and other relevant performance characteristics
captured by our set of variables. Thus, we use clustering analysis to build groups from
the set of variables described below without including student accuracy, as we will
correlate the clusters to this metric afterwards. We engineered performance features for
each learner as input for this analysis. We chose the following features that are descrip‐
tive of a learner’s performance but not dependent on their accuracy score:

1. Confidence entropy - variation of confidence described in analysis 1.
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2. Overconfidence ratio - the proportion of incorrectly answered questions where the
student reported the highest confidence.

3. Underconfidence ratio - the proportion of correctly answered questions where the
student reported the lowest confidence.

4. Average confidence – mean confidence values for each student
5. Average number of questions answered - depending on the accuracy of their answer,

each student may see 1 or more questions per learning objective
6. Average time taken to respond to the question (in 1/100ths of a second)
7. Average time taken to report confidence (in 1/100ths of a second) after prompt is

displayed (after the student answers the question)

When using a clustering approach, several issues must be considered: the selection
of clustering algorithm, the number of clusters, the statistical difference between clus‐
ters, cluster stability, and the interpretation of the clusters. Prior to including #5 as a
feature, we verified that it was not a proxy for student accuracy (r = −0.16). To group
the students into clusters we used the K-means clustering algorithm, which partitions
the input into k distinct groups based on cluster centroid locations. We compared cluster
consistency of the k-means to hierarchical clustering using silhouette validation [2] and
k-means outperformed hierarchical clustering. Additionally, we used one-way ANOVA
to compare the cluster mean for each feature in each cluster to make sure the average
values of each cluster’s features are significantly different from each other to render
meaningfully different groups. Finally, for interpretation we came up with descriptive
labels for each cluster and computed the average accuracy scores for each cluster to see
whether the scores matched with our interpretation of the cluster performance based on
the cluster characteristics.

4.2 K-means Cluster Results

Our cluster features had different scales, so prior to using the k-means algorithm, we
converted them to z-scores. We used within-set sum of squared error between points in
clusters to choose our cluster number. As a result, 4 was the highest number of clusters
where within-set sum of squared errors was decreasing substantially. It also has reason‐
ably-sized clusters. We then conducted one-way ANOVA. All 4 of our clusters are
significantly different from each other on all seven of the features (all feature means had
p < 0.01). Given that the probability of this pattern being obtained by chance is 0.0142,
further post-hoc correction is not needed. Finally, in order to enhance interpretability,
we assigned low, medium, high, very high to the average values for each feature within
each cluster based on their value (see Table 1).

Enhancing the Clustering of Student Performance 277



Table 1. Mean and (standard deviation) of features for each cluster.

Based on Table 1, Cluster 1 students (“Rapid & Thoughtless”) show signs of low
effort, both on answering questions and reflecting on their confidence, spending the
lowest amount of time thinking about the questions. These students do not appear to be
realistic in their expectations as they have one of the highest average confidence scores,
despite being required to complete double as many items as other students due to making
many errors, and had the second-highest overconfidence ratio. Cluster 2 students (“Real‐
istically Inconsistent/Entropic”) have the lowest average confidence among all the Clus‐
ters, are least likely to be overconfident, and most likely to be underconfident (although
underconfidence was still rare). In addition, these students have the highest entropy,
varying considerably in their answers about their confidence, and using the middle
confidence buttons more often than the extremes. Cluster 2 students spend an adequate
amount of time answering questions but make many errors and have to answer more
questions than average. Students in Cluster 3 (“Realistically Knowledgeable and
Thoughtful”) completed chapters with the fewest number of questions of any cluster but
spent the longest responding to questions, suggesting that these students put extra effort
into their work. These students are confident, but unlike Cluster 1, have high entropy in
their reports of their confidence. Finally, Cluster 4 students (“Consistently Confident”)
have the highest confidence and the lowest entropy, mostly choosing the highest confi‐
dence button. On average these students answer a relatively small number of questions
per chapter, due to successful performance. These students spend a moderate amount of
time answering questions. However, these students had the highest overconfidence ratio
by a substantial amount.

After labeling the groups, we correlated cluster membership to students’ actual
accuracy. As Table 1 shows, Cluster 4, Consistently Confident, had the highest mean
accuracy, 72.6 (SD = 11.88), a finding in line with their very high average confidence,
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low entropy, and a very high overconfidence ratio (overconfidence has been found to be
associated with good academic performance [1]). Cluster 1, Rapid & Thoughtless, was
the lowest performing group, unsurprising given their low average time spent per ques‐
tion and very high average number of questions answered per chapter. Clusters 2 and 3
were in the middle. These findings suggest that our clustering approach including
entropy led to a meaningful and interpretable set of clusters that corresponded closely
to student accuracy, despite not having actual accuracy information to cluster on.

5 Discussion and Future Work

In this paper, we explored students’ confidence variability, operationalizing this as
confidence entropy. We then examined the variability of students’ self-confidence, and
analyzed its relationship with performance and confidence strength. Our results show
that average confidence and confidence entropy are highly negatively correlated,
suggesting that more confident students are also more consistent in their confidence.
More consistent confidence is also associated with higher accuracy. We then developed
meaningful, interpretable clusters using entropy in combination with other behavior
variables. Confidence and confidence entropy could be used in several ways in future
ITS research and practice, including using time-based confidence entropy to predict if
a student is losing interest or changing their outcome expectations. The clusters devel‐
oped here could also be used to provide differential learning experiences. Future work
should take context into account as well, investigating if some students’ confidence
varies more in specific situations or for specific material. As such, the work here is only
a step towards better understanding how confidence shifts over time, and how this
understanding can be used to improve learning.
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Abstract. Virtual Reality is gathering increasing popularity for Intel-
ligent Tutoring Systems. We introduce an approach that improves the
baseline VR experience for ITS by enabling access to open educational
resources and more intelligent navigation with the support of multiple
artificial intelligence algorithms. A preliminary user study result not only
reveals the potential of the proposed method, but also helps to identify
the clues to improve the current design.
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1 Introduction

There are a growing number of research publications in the recent years on using
Virtual Reality for Education [8,9]. Virtual reality (VR) refers to technology
that presents a three-dimensional environment via a head-mounted display. The
display presents a slightly different image to each eye, creating an effect called
binocular disparity that matches how we perceive the real world. The result is a
convincing feeling of immersion, also called presence, that makes virtual environ-
ments feel real. By contrast, a virtual environment displayed on a conventional
display is perceived as a flat image because it lacks binocular disparity.

For Intelligent Tutoring Systems (ITS), VR provides students with immersive
experience, so that they can focus more on learning goals and gain knowledge
that is hard to be learned from traditional training or from simple 2D visual-
izations. Among the various possibilities that VR ITS could provide, anatomic
structure education has been one of the popular domains, e.g., [11]. It is due to
the fact that the domain requires multi-dimensional representation of the objects
(i.e., anatomic organs) with the ability to dissect those objects to better learn
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about them [5]. A large amount of the information it should deliver to the stu-
dents also fits well with the immersive nature of the approach. However, we also
feel that simple utilization of the 3D VR technology is insufficient to efficiently
educate the required knowledge, considering the amount and the diversity of the
learning materials.

In this paper, we introduce an approach to promote the use of VR in biol-
ogy education, by linking the VR technology with various artificial intelligence
and cognitive technologies such as exploratory search [7], recommendation, and
adaptive navigation to open educational resources (OER) [3]. Several related
approaches have been introduced for adaptive learning and hypermedia. For
example, Chittaro and Ranon’s approach [4] is very similar to ours. They dis-
cuss the adaptivity in the context of 3D Web sites and with respect to Web-based
hypermedia, disassembling a particular object based on the ontology and pro-
viding educational resources to the learner. However, it is not an immersive
VR representation as introduced in this paper. Brusilovsky [2] describe adap-
tive navigation support technologies that support user navigation in hyperspace,
by adapting to the goals, preferences, and knowledge of the individual user.
Kaufmann et al. [6] describe a 3D geometry construction tool specifically for
mathematics and geometry education, based on mobile collaborative Augmented
Reality. It promotes and supports dynamic exploratory behavior.

Inspired by these previous endeavors, we propose a novel VR Intelligent
Tutoring System that supports direct manipulation and exploratory navigation
of anatomic sub-structures and accessing open educational resources with the
help of various artificial intelligence techniques. The adoption of those technolo-
gies on top of the VR interaction layer is critical in order to provide a better
learning experience through more powerful search and navigation towards rich
resources. We also provide a preliminary use case and user feedback results.

2 System Design and Implementation

We have designed a prototype system following the flow in Fig. 1. A learner
interacts with a 3D frog model in a VR space. The model is comprised of hier-
archical parts of a frog, which are viewed and manipulable from all directions
and selected by a leaner using a pointer. An avatar provides verbal descriptions
using Text-to-Speech (TTS) about a selected part so that the learner can learn
about the characteristics of the part. A video content about the part is displayed
on a virtual screen as well.

In addition to providing prescribed instructions about the frog organs, the
system allows users to search for open educational resources and get recommen-
dations from the system. It is known that users tend to provide too short queries
(2 or 3 words) and not good at expressing their information needs with higher
quality queries. It may be even more challenging to receive effective user queries
in a VR environment where users’ expressive capacity is limited than conven-
tional web environment. Therefore, a mechanism to increase the search power of
original queries is required by expanding them [12]. We employed an amphibian
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Fig. 1. VR ITS system flow. A learner interacts with a 3D model in VR and learns
about a frog part through Text-To-Speech. She requests for related open resources
about the part or recommendation for other related parts. The task is done by looking
up the ontology, extracting concepts, and running search against online databases.

ontology (Amphibian Gross Anatomy Ontology (https://bioportal.bioontology.
org/ontologies/AAO) [10]) and IBM Watson Natural Language Understanding
(NLU) service [1]. Using the ontology, additional cues instead of a simple part
name can be achieved. The ontology we used provides definitions of a specific
amphibian part and information about the hierarchical relationships of it. The
NLU module we used can extract concepts, keywords, and entities from any
given texts, so we could select better query terms from the ontology information
by avoiding noises. The expanded and refined queries are run against internal
or third-party search engines and retrieves related resources. At the same time,
related organs or parts can be recommended using the same information used
for the search.

Figure 2 shows a screenshot of the prototype. The digital environment and
interactions were created in the Unity3D (https://unity3d.com) game engine and
rendered on a high-end desktop computer with a GTX 1080 graphics card. Users
wore an HTC Vive (https://www.vive.com/us) headset to view the environment,
which enables full rotation and position tracking in a room-scale (15’x15’) space.
Users interacted with objects by using wireless controllers included with the HTC
Vive. The VR experience had users examine the skeletal and biological structure
of a frog. A virtual avatar (Fig. 2(a)) guided the user through the experience by
delivering verbal instruction via a cognitive Text-To-Speech service. Responses
were pre-scripted and triggered by user interaction. For example, when the user is
prompted to “look at the [frog’s] right eye”, the next verbal guidance is delivered

https://bioportal.bioontology.org/ontologies/AAO
https://bioportal.bioontology.org/ontologies/AAO
https://unity3d.com
https://www.vive.com/us


Intelligent Virtual Reality Tutoring System Supporting OER Access 283

Fig. 2. VR ITS space screenshot. An anatomic structures of a frog is displayed in a
3D VR space. A learner explores the space, selects a part using a pointer, and learns
about it. A Virtual Avatar plays a role of a tutor by providing verbal instructions or
explanations.

only when the user rotates their headset in the direction of the relevant 3D
model. Another interaction prompts the user to “select the skull” and proceeds
only once the user has touched the frog skull with the motion controller (b).
A virtual screen (c) floating in front of the user displayed supplemental video
content to enrich the experience. Users could view a whole frog and then separate
it into labeled (e) sub-structures (d). Users could also view a semi-transparent
‘X-ray’ version of the frog that made visible its biological substructures.

3 Prototype System User Study

We defined two research questions and conducted a preliminary user study about
the prototype introduced in the previous section:

1. Is it easy to use the interactive elements (visual, voice, and the video record-
ing) of the prototype while exploring the VR space?

2. Is it helpful to have access to adaptive navigation features such as OER
resource search and related part recommendation?

For the study, twenty researchers were recruited within our institution. All
the participants are experts in education technology research and development.
In the first part of the user study, we presented a video recording showing the
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interaction use case of the prototype to the participants. The actual VR expe-
rience could not be provided due to the limited resources and the participants’
locations but the user study was to test the visual aspects of the prototype
and the lack of virtuality and the interactivity does not bias the results. It also
ensures all participants having exactly the same experience to form their evalua-
tions. In the second part, we asked each participant to try 3 queries against our
frog part search facility that makes use of the AI technology-based query expan-
sion and searching external resources. After the two trials, the participants were
asked to answer a survey about the features of the prototype using a 5-point
Likert Scale.

About the VR experience, the first group of the questionnaires asked about
the effectiveness of the visual elements of the prototype: 3D frog parts, frog part
labels, and the overall layout of the parts. The second group is about the audio
related features such as voice instructions and explanations. The last group is
about the OER access: related materials and navigation. Table 1 summarizes
the results. Overall, the participants expressed positive experiences about the
system (average score = 4.0 out of 5.0). They were satisfied with the quality
of the TTS features (4.13 and 4.07) and gave high scores to the possibility of
the OER resource search and the navigation feature (4.07 and 4.20). However,
the visual elements needs improvements. Especially the layout of the frog parts
recorded the lowest (2.93). This may be because the parts were scattered around
the space for exploration but cluttered the space at the same time. A better
approach needs to be developed that can adaptively locate, reduce clutter, and
decide more efficient layout of the objects in the virtual space.

Table 1. User feedback on VR interaction

Visual TTS Resources

Parts Labels Layout Video Instruction Explanation Related materials Navigation Overall

4.13 3.93 2.93 4.07 4.13 4.07 4.07 4.20 4.00

The second part that asked about the effectiveness of the query expansion
and searching is less satisfactory (Table 2). We asked the participants to rate
the quality of the expanded query and the search results. The scores are slightly
above the neutral which reflects dissatisfaction from some of the participants.
After examining the search log, we found that only 7 out of 35 queries entered by
the participants were expanded using the ontology and the NLU. Several queries
(part names) did not match with the ontology headings due to the difference
of the languages and that lead to the failure to apply the NLU service and
eventually may have affected the final search results.
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Table 2. User feedback on query expansion and searching

Query expansion quality Search quality using the expanded query

3.60 3.31

4 Conclusions

In this paper, we introduce a Virtual Reality based Intelligent Tutoring System
that teaches amphibian anatomy. In addition to the conventional VR experi-
ence, we attempt to empower the VR with an ability to navigate and access
open educational resources with the help of artificial intelligence technologies. A
prototype was designed and implemented, and a preliminary user study was con-
ducted to answer initial research questions. The participants of the user study
provided important information on improving the current implementation as
well as supporting the potential of our approach. We plan to enhance the visual
layout of the learning objects within the VR space by developing adaptive lay-
out methods within the VR space. We also plan to address the issues of our
educational resource access algorithm discovered during the user study.
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Abstract. The performance and reactions of an individual in urgent situations
vary according to his emotional states, which are subject to sudden changes. In
medical situation, when patient’s life is in danger, the doctor’s emotional states
are provoked and could affect his decisions. Virtual reality environments repre‐
sent immersive situations in which we can dynamically simulate medical cases
and particularly emergency cases. Using virtual reality and EEG devices, we can
analyze the doctor’s emotional state and behavior without risk. In this paper, we
propose to generate medical cases that can induce frustration or stress which can
be at the origin of mistakes from the student. For that, we created a neurofeedback
system named “Hypocrates” composed of a virtual reality environment, a medical
cases generator and an intelligent agent. An experimental study involving 15
students in medicine was conducted to evaluate our approach. Results show that,
the mistakes generally increase the frustration of medical students and decrease
their performance.

Keywords: Virtual reality · Neurofeedback · Intelligent agent
Emotional intelligence · EEG · Simulation-based learning · Medicine

1 Introduction

The emotional state of human beings changes regularly and sometimes suddenly. In
order to study the changes of emotional states, it is better to interact with a virtual world
in which we can modify several parameters freely and without constraints. Several
researches focused on studying and analyzing the emotional states of human beings in
the fields of advertising [1], video games [2], etc. but few researches focused on
analyzing the emotional states in the field of medicine, despite the challenges and risks
of this field.

Physiological measurements, like cerebral activity (EEG), electrodermal activity
(EDA) and eye tracking allow a better understanding of the user’s emotional reactions
while interacting with the environment. Virtual reality environments can generate
extreme emotions due to the sense of presence and, therefore, physiological sensors are
indispensable in order to study and analyze the evolution of users’ emotional state. In
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addition to physiological measurements and virtual reality, neurofeedback helps further
understanding of emotions because it gives a real-time feedback of what the user feels.

In this paper, we propose to analyze the behavior and reactions of medical students
by analyzing their emotional states, before and after two types of events: (1) a sudden
evolution of the patient that will cause stressful situations due to a new emotional state,
and (2) a mistake of the student in the clinical reasoning.

Therefore, we combine virtual reality technologies with physiological measurements
and neurofeedback. Our main hypothesis is the following: “Emotional situations can
have an impact on physician’s decision-making abilities”.

The rest of this paper is organized as follows. An overview of the related work is
given in Sect. 2. In Sect. 3, we present “Hypocrates” our neurofeedback system, which
contains a medical cases generator and a neural agent in addition to the virtual reality
environment. Section 4 details the experiment, which led to the results presented and
discussed in the final section.

2 Related Work

2.1 Virtual Reality

Thanks to remarkable progress in the recent years, virtual reality started to be used in
many fields. In fact, this technology which keeps on progressing every day, has a lot of
advantages. The main advantage of virtual reality compared to other interactive envi‐
ronments is that the user is isolated from external visual distractions. The immersion
can make the user believe that he is in a real world [3]. This technology has been applied
in the field of psychology, to treat various disorders including brain damage [4], anxiety
disorders [5] and alleviation of fear [6].

2.2 Neurofeedback

Neurofeedback is a type of biofeedback that measures brain waves to produce a signal
that can be used as feedback. When measured activity is brain activity, biofeedback is
called neurofeedback [7]. Neurofeedback has been used in the field of video games. Ben
Abdessalem and Frasson [8] have proposed a neurofeedback approach to adapt video
games to players according to their cognitive and emotional states. In their work, they
proposed to follow and adapt in real-time the parameters of the video game according
to the level of frustration and excitement of the players.

2.3 Brain Assessment

Most studies in the brain assessment field have relied on EEG signals to detect, analyze
and evaluate emotions and mental states. Some researchers used EEG data in the detec‐
tion of emotions for improving learning. In the field of emotions’ detection, there is a
study that has been designed to detect the real-time valence (positive or negative
emotion) of participants while they were watching videos [9]. Moreover, Ghali et al.
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[10] have proposed to improve intuitive reasoning through help strategies in a virtual
reality game. In fact, they assessed participants’ mental states by considering their
engagement and frustration in the game using EEG.

3 “Hypocrates”: A Neurofeedback System

Our goal is to track in real-time the emotional state of medical students and intervene
in the virtual environment in order to change their emotional state and analyze subse‐
quently their reactions after mistakes in clinical reasoning or after interventions of an
intelligent agent able to create a stressful situation. For this purpose, we created “Hypo‐
crates”, a neurofeedback system composed of three main parts: the virtual reality envi‐
ronment, the Medical Cases Generator, and the neural agent (see Fig. 1).

Fig. 1. Architecture of “Hypocrates”

“Hypocrates” contains three databases: (1) a medical cases database that contains
different correct medical cases, (2) a medical data which contains extra medical data,
(3) a solved cases database that contains the different cases solved by the students.

3.1 Virtual Reality Environment

In order to test our approach, we started by creating an interactive environment. This
virtual reality environment is a dynamic system able to present various medical cases
in real-time and produce realistic 3D objects and sound in order to be immersive. This
environment is an important component in our system because it is what the student can
constantly see. In this environment, the medical student is immersed in several scenes.
He initially goes through an introductory scene in which we expose and explain how to
interact with this virtual environment. Subsequently, he is exposed to a virtual operating
room or a doctor’s office, depending on the type of the medical case to solve. In each
case, the medical student looks at the panel displayed in the environment which contains
the symptoms of the patient and information, a reliability score gauge, an “Analysis”
and a “Diagnosis” buttons (see Fig. 2). The medical student has to read the displayed
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symptoms, then asks for analysis if needed (a panel containing a list of analysis will
appear) and the results of demanded analysis appear. Next, he selects a medical diag‐
nosis. Once the choice of diagnosis is selected a series of panels appear, each one
containing three possible actions, (one correct, and two wrong). The number of these
panels depends on the number of actions to perform in the current medical case. The
participant interacts with the virtual environment through a virtual reality headset and
a gamepad.

Fig. 2. Example of a problem case

3.2 Medical Cases Generator

This component handles the coordination between the two databases and the virtual
environment. The role of the medical cases generator is to generate a problem case to
be submitted to the student. Therefore, it combines each medical case with extra medical
data to generate the problem case. The goal is to produce a case with correct and wrong
data so that the student should select only the correct data. Then, it sends this problem
case to the virtual environment in order to be exposed to the student. Figure 2 illustrates
the problem case generated by the medical cases generator and displayed in the virtual
reality environment.

3.3 Neural Agent

The neural agent is an intelligent agent that tracks the emotional state of the student and
intervenes on the virtual reality environment in order to modify the student’s emotional
state. It uses a measuring module, which handles the detection of different mental states
and emotions through EEG capture [8]. The neural agent modifies the problem case in
a way to provoke the student, for instance, adding “internal bleeding” as a new symptom
(which should provoke student’s stress). After that, the agent analyzes the result of the
intervention and could intervene again on the virtual reality environment in order to
adapt it to the user.
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4 Experiment

In order to study the effectiveness of our approach we experimented our system on 15
participants (8 males and 7 females, mean age 25.66, SD age = 4.31). The goal of this
experiment is to confirm our research hypothesis using “Hypocrates”. Our strategy is to
use “Hypocrates” and intervene in the virtual reality environment in order to increase
frustration of the medical students. We aim to check the reliability of the student’s deci‐
sion in emotional situations. The experimental protocol is the following. In the first step
of the experiment, the participant signs an ethic form which explains the study and fills
a pre-session form. In the second step, we install an Emotiv EPOC headset. In the third
step, the participant is equipped with the FOVE VR headset and we give him a wireless
gamepad to interact with the environment. After these steps, we start the “Medical Cases
Generator”, the Neural Agent and the virtual reality environment.

5 Results and Discussion

To confirm the effectiveness of our approach and to study the emotional reactions of the
participants, we analyzed their frustration before and after they made a mistake. In fact,
we calculated the average of frustration, 5 s before the mistake and the average of frus‐
tration 5 s after the mistake.

We conducted a paired-samples t-test to compare the frustration of the medical
student before and after the mistake. We note that participants made 180 mistakes.
As shown in Table 1, result shows that the average frustration after the mistake
compared to the average frustration before the mistake went from 0.441 to 0.551,
t(179) = 11.0075 and p = 0.000 * < 0.01. This result is significant and we can confirm
that the average frustration state of medical students after the mistake is greater than
the average frustration before the mistake by 11%. Therefore, when the participants
made a mistake their level of frustration increases and that could affect their deci‐
sions. Thus, it is very interesting to analyze the impact of the increased frustration on
their decisions.

Table 1. T-test results (before and after a mistake)

Before a mistake After a mistake
Mean (frustration) 0.4419 0.5513
SD 0.1662 0.1951
N 180 180
T 11.0075
P 0.0000*

As explained in the methodology, the neural agent intervenes in the virtual reality
environment to provoke the medical student, so we compared the wrong decisions of
the participants before and after these interventions. An example of intervention consist
on adding new serious symptoms like “internal bleeding” in addition to sound effects,
so the student should react quickly to save the patient. Results show that, before the

Emotional State and Behavior Analysis in a Virtual Reality Environment 291



agent’s intervention, the average of the successive wrong decisions of the 15 participants
is 2.13, whereas, after the intervention of the agent and the increase in the level of
frustration, the average of the successive wrong decisions becomes 3.67. These results
show that the performance of medical students can decrease with the increase of frus‐
tration.

6 Conclusion

In this paper, we presented “Hypocrates”, a neurofeedback system in order to analyze
the emotional state and behavior of medical students in reasoning situations. For that,
we created a virtual reality environment to dynamically present medical cases able to
be remotely modified by the neural agent. We conducted experiments and tests.
Results showed that, on one side, the mistake of medical students affects their level
of frustration, and on the other side, the level of frustration affects the decision-
making process of the students and can lead to mistakes. Further work will aim to
learn the behaviors and reactions of the students using machine learning techniques
and our database of solved cases in order to predict actions and warn the students in
advance for possible mistakes.
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Abstract. This paper explores the application of deep learning in automated
essay scoring (AES). It uses the essay dataset #8 from the Automated Student
Assessment Prize competition, hosted by the Kaggle platform, and a state-of-the-
art Suite of Automatic Linguistic Analysis Tools (SALAT) to extract 1,463
writing features. A non-linear regressor deep neural network is trained to predict
holistic scores on a scale of 10–60. This study shows that deep learning holds the
promise to improve significantly the accuracy of AES systems, but that the current
dataset and most essay datasets fall short of providing them with enough expertise
(hand-graded essays) to exploit that potential. After the tuning of different sets of
hyperparameters, the results show that the levels of agreement, as measured by
the quadratic weighted kappa metric, obtained on the training, validation, and
testing sets are 0.84, 0.63, and 0.58, respectively, while an ensemble (bagging)
produced a kappa value of 0.80 on the testing set. Finally, this paper upholds that
more than 1,000 hand-graded essays per writing construct would be necessary to
adequately train the predictive student models on automated essay scoring,
provided that all score categories are equally or fairly represented in the sample
dataset.

Keywords: Deep learning · Automated essay scoring · Writing analytics

1 Introduction

Monitoring the writing process of students and offering valuable formative feedback, in
real time, to students in need has long been an aspiration of teachers. Given that the
linguistic analysis of any piece of writing, both formative and summative, relies heavily
on its writing construct (the writing context), automated essay scoring requires deeper
understanding and application of both data science and English teaching. However,
teachers wishing to implement data science-based and individualized analytics solu‐
tions, the requirements, benefits, and risks often remain vague. For example, what should
the machine learn from its human counterpart, how reliable are the grades or feedback
provided by an automated essay evaluation system both in the eyes of a teacher and a
student, or what are the consequences of misleading a student with incorrect scores or
inappropriate live feedback? These issues depend mainly on the capacity of technology
to mimic the human know-how. This research paper explores the application of the most
recent technologies in natural language processing and deep learning and provides
insight as to whether they improve the accuracy of machine scoring compared to
previous research in the area. In addition, this paper aims to determine the number of
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sample hand-graded essays necessary per writing construct to obtain reliable levels of
performance in automated essay scoring.

2 Research Question and Methodology

Central to this study is one of the eight essay datasets (dataset #8) created in the setting
of the 2012 Automated Student Assessment Prize (ASAP) contest hosted by the Kaggle
platform and sponsored by the William and Flora Hewlett Foundation. The essays were
among the most difficult to predict according to a previous study (Shermis 2014) and
had the greatest average number of words. It is important to note that the ASAP datasets
are widely used to benchmark the performance of state-of-the-art AES systems (Kumar
et al. 2017; Shermis 2014; Zupanc and Bosnić 2017). This study compares the perform‐
ance of the proposed writing analytics tool against the performance of previously bench‐
marked AES systems. Other corpora were also available such as the British Academic
Writing English (BAWE) corpus, the TOEFL (Test of English as a Foreign Language)
corpus, the Cambridge English Corpus, and the International Corpus of Learner English.
However, most of them were inadequate when it comes to AES because either (1) they
were not free, (2) the scoring grid was not elaborate enough, (3) no grade was provided
at all, or (4) contained writings from disparate contexts.

This study explores whether the state of the art in natural language processing and deep
learning can improve the capacity of computers in determining the holistic scores of 722
Grade 10 persuasive/narrative/descriptive essays. The essays were written in the setting of
a state assessment in the United States. Each essay was graded by two human professional
graders using a grid of four rubrics (ideas and content, organization, sentence fluency,
conventions). The final score, also called the holistic score, was determined by weighing
and summing the rubric scores of the two graders. Special adjudication rules were appli‐
cable in certain cases (Kumar et al. 2017). Hence, holistic scores ranged from 10 to 60,
inclusively. Figure 1 shows the distribution of essays per score. As it can be noticed, the
distribution is biased toward low-quality essays since approximately 73% of the essays
have a holistic score between 30 and 40 (40% and 60%). Moreover, the essays have an
average number of words of 622.13 words and a standard deviation of 197.08 words.

Fig. 1. Essay score distribution with a strong majority (530/722 essays) ranging 30–40 (40–60%).

Each essay was then parsed by the Suite of Automatic Linguistic Analysis Tools
(SALAT) (Kyle 2016a) to extract a set of 1,463 baseline writing features1. SALAT’s

1 Dataset and code are available at: https://1drv.ms/u/s!ApcQo2VlCqiPmXGh2_zjgDLnPzKp
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tools used in this analysis include TAACO, TAALES, TAASSC, and SEANCE
(Crossley et al. 2016, 2017; Kyle 2016b; Kyle and Crossley 2015). Essentially, the tools
extract and measure (a) 150 indices of local and global cohesion (TAACO), (b) 400
classic and new indices of lexical sophistication (TAALES), (c) many indices related to
syntactic development, including classic indices of syntactic complexity and fine-
grained indices of phrasal and clausal complexity (TAASSC), and (d) 254 core and 20
component indices based on recent advances in sentiment analysis (SEANCE).

3 Analysis and Results

The first step in this analysis was to normalize the quantitative values of the 1,463 writing
metrics (Ng 2017; Rosebrock 2017). The metric distributions were transformed so that the
means are 0 and their variances are 1. The goal is to facilitate the convergence of the
gradient descent toward optimal local minima in the parameter landscape. The samples
were then shuffled and assigned to an 85%-training and 15%-testing dataset. As for the
validation set that would drive the tuning of hyperparameters, 5-fold cross-validation was
opted for to maximize the number of samples in the training set (Guestrin and Fox 2017)
and to balance more fairly the non-uniform distribution of essay scores among the folds.

Next, after having noticed that the trained models suffered from a severe lack of
generalizability, the number of writing features was reduced to 128, 96, and 64, those
features having the strongest correlations with the essay scores, which resulted in
Spearman rank correlation coefficients ranging between 0.30 and 0.50. As for the
topology of the neural networks, it varied from 3 to 12 hidden layers and from 64 to
1,024 neurons for the widest hidden layer. At the end, the best neural network architec‐
ture consisted of one input layer (96 nodes for the 96 most grade-predictive writing
features extracted by SALAT), seven hidden layers (96-64-32-32-16-16-8 for a total of
264 nodes), and one output layer, which predicted the holistic score of an essay (10–
60). The loss function underlying the optimization problem was the mean squared error
function. Various optimizers were tested including Adam, SGD (Stochastic Gradient
Descent), RMSprop, and Adagrad. Learning rates tested included 0.001, 0.005, 0.01,
and 0.1, while learning rate decay was set to 0.00025 when applicable. Parameter
weights were initialized using techniques such as Xavier/Glorot, He, and normal
randomization. Both ReLU (rectified linear unit) and ELU (exponential linear unit)
activation functions were tried. Finally, the models were trained during 200–500 epochs,
while gradient descent was tested using batch sizes of 4, 8, 16, 32, and 64.

Interestingly, deep learning allowed to train perfect non-linear regressors on the training
set. Although the mean squared error was the loss function that drove gradient descent, the
performance of models was measured using four other metrics: the quadratic weighted
kappa, the percentage of exact matches, the percentage of ±1 adjacent matches, and the
percentage of ±2 adjacent matches (Kumar et al. 2017). Thus, it was possible to overfit
models to the training dataset and reach a quadratic weighted 𝜅 value of 1.0 and 100%
exact matches and adjacent matches. Obviously, this overfitting was accompanied by a
blatant lack of generalization, which was seen by quadratic weighted 𝜅’s ranging between
0.0 and 0.2. This meant that the trained models were close to assigning random grades
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between 10 and 60 to essays it did not learn from. To counter this situation, regularization
techniques were leveraged to increase the training error and reduce the validation error. A
dropout layer was inserted between the first and second hidden layers with a ratio of 0.5,
and L2 regularization with a value of 0.01 was applied to every hidden layer except the
first hidden layer.

Table 1 displays the results of 5-fold cross-validation showing the mean squared
error, the quadratic weighted kappa, and percentages of exact and adjacent matches for
every fold. The quadratic weighted 𝜅 ranges between 0.46 and 0.74, the percentages of
exact matches vary from 5.7% to 12.3%, the percentages of ±1 adjacent matches are
located between 26.2% and 31.1%, and the percentages of ±2 adjacent matches lie in
the 41.5%–47.5% range. Table 1 also displays the same metrics for the overall training,
validation, and testing sets. The validation entry averages all the values of every metric
for every cross-validation fold. It is interesting to note the importance of measuring the
performance of predictive models using more than one metric. For instance, Fold 3 has
equal or even better performance than Fold 4 for the exact and adjacent match metrics,
while having a much lower 𝜅, that is, 0.46 versus 0.65. It shows that inaccurate predic‐
tions are much more off the mark in Fold 3 than in Fold 4. Again, from Table 1, it can
be seen than the quadratic weighted kappa value significantly decreases from training
to validation passing from 0.84 to 0.63 and from validation to testing (from 0.63 to 0.58),
while maintaining approximately the same percentages of exact and ±1 adjacent
matches, that is, 6.7% to 8.8% for exact matches and 26.6% to 29.5% for ±1 adjacent
matches. On the other side, the percentages of ±2 adjacent matches also decrease signif‐
icantly (53.0% to 38.5%) suggesting and confirming that inaccurate predictions are
farther away from actual essay scores for lower quadratic weighted 𝜅’s. As an additional
resort to improve the predictive performance of the writing analytics tool, an ensemble
(bagging) was created out of the five models trained during cross-validation, tuned with
a modified dropout rate of 0.25. The ensemble generated a 𝜅 of 0.80, 13.8% of exact
matches, 37.6% of ±1 adjacent matches, and 57.8% of ±2 adjacent matches.

Table 1. Performance on the training, validation (including cross-validation), and testing sets.

K-fold MSE 𝜅 Ex. mat. (%) ±1 adj. mat. (%) ±2 adj. mat. (%)
1 19.4 0.649 10.6% 30.1% 41.5%
2 21.3 0.637 8.1% 28.5% 43.1%
3 38.7 0.455 7.3% 26.2% 41.8%
4 21.7 0.649 5.7% 26.2% 41.8%
5 16.8 0.737 12.3% 31.1% 47.5%
Training 10.3 0.843 6.7% 29.5% 53.0%
Validation 23.6 0.625 8.8% 27.7% 42.9%
Testing 24.1 0.582 7.3% 26.6% 38.5%

Figure 2 draws the training and validation error curves, showing that there is a risk
to overfit the neural network model. The validation error curve reaches a plateau at the
mean squared error around 25, while the training error curve continues to fall even after
200 epochs of training. Figure 3 displays the learning curves of various training set sizes
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(73, 235, 398, 560, 722) obtained by using the same hyperparameters of the best model
and 10-fold cross-validation. It confirms that the training and validation error curves
reach mean squared errors around 10 and 25, respectively, when training with all the
722 essays. It also seems possible to get a slight improvement, although limited, by
increasing the training sample size.

Fig. 2. Training and validation error curves. Fig. 3. Learning curve vs. training set size.

4 Discussion and Conclusion

The ASAP essay datasets hosted by Kaggle have often been used in the past as a bench‐
mark dataset to measure the performance of automated essay scoring software. Recently,
Zupanc and Bosnić (2017) have developed an automated essay evaluation tool with
semantic analysis (a novelty), which included 72 linguistic and content metrics, 29
coherence metrics, and 3 semantic consistency metrics. They tested various regression
models such as linear regression, regression tree, neural network, random forest, and
extremely randomized tree (ERT). They reported a quadratic weighted kappa value of
0.72 for the neural network for the essay dataset #8, while ERT generated the highest
𝜅, that is, 0.78. It is not clear, however, whether the reported 𝜅 values originated from
the training, validation, or testing set although they reported having performed a 10-fold
cross-validation. The process and results of this cross-validation do not seem to appear
anywhere in the paper. Furthermore, the ASAP competition was held in 2012 and since
then the validation and testing datasets are no longer available for benchmarking, leaving
a dataset of only 722 essays. Originally, the dataset consisted of 1,527 essays, of which
304 essays were used for the testing set and 305 essays were used for the validation set.
This certainly impacted the results of the current study as well as the performance
reported by Zupanc and Bosnić (2017). In contrast, this study set aside a testing set from
the 722-essay dataset and performed 5-fold cross-validation on the training set. This
paper reported benchmarks for all three datasets. As indicated in the analysis section,
from a mere training perspective, this paper’s approach could perfectly predict the
holistic scores of the 722 Grade 10 essays. From a validation and testing perspective,
the lower performance could be attributed to the small sample size and to the distribution
of essay scores biased toward low-quality essays. Only 3 out of 722 essays had scores
greater than 80% (51 out of 60 or higher).
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Shermis (2014) reports the results of commercial vendors in the setting of the ASAP
competition. Shermis shows that the level of agreement (quadratic weighted kappa) among
human raters and the resolved scores (actual essay scores derived by reconciling the disagree‐
ment among multiple raters) for dataset #8 is between 0.74 and 0.75. The mean 𝜅 for all
commercial vendors is 0.67, ranging from 0.60 to 0.73. Using an ensemble technique
(bagging), the deep neural network proposed in this paper exhibits a level of agreement (quad‐
ratic weighted 𝜅) with essay scores of 0.80. Again, it is important to note that all participants
in the ASAP contest had access to a greater sample size than was possible for this study.

The objective of this paper was to provide insight as to the performance that can be
expected by applying deep learning in automated essay scoring systems. In addition, it
aimed at enlightening the teacher community as to the minimal numbers of hand-graded
essays (estimated at between 1,000 and 2,000 essays depending on the score distribution)
required per writing construct to craft successful predictive student writing models that
could provide real-time tutoring to students. This work also questions whether AES can
be deployed in small-scale settings such as a classroom or a school because of the
significant workload that would be imposed per teacher, suggesting that such writing
analytics tools might be better suited for school boards or large-scale curricula.

References

Crossley, S.A., Kyle, K., McNamara, D.S.: The tool for the automatic analysis of text cohesion
(TAACO): automatic assessment of local, global, and text cohesion. Behav. Res. Methods
48(4), 1227–1237 (2016)

Crossley, S.A., Kyle, K., McNamara, D.S.: Sentiment analysis and social cognition engine
(SEANCE): an automatic tool for sentiment, social cognition, and social order analysis. Behav.
Res. Methods 49(3), 803–821 (2017)

Guestrin, C., Fox, E.: Machine Learning: Regression. Coursera (2017). https://www.coursera.org/
learn/ml-regression. Accessed 22 Mar 2018

Kumar, V., Fraser, S.N., Boulanger, D.: Discovering the predictive power of five baseline writing
competences. J. Writ. Anal. 1(1), 176–226 (2017)

Kyle, K., Crossley, S.A.: Automatically assessing lexical sophistication: indices, tools, findings,
and application. TESOL Q. 49(4), 757–786 (2015)

Kyle, K.: Suite of Automatic Linguistic Analysis Tools (SALAT) (2016a). http://
www.kristopherkyle.com/. Accessed 25 Apr 2018

Kyle, K.: Measuring syntactic development in L2 writing: fine grained indices of syntactic complexity
and usage-based indices of syntactic sophistication. Doctoral Dissertation (2016b). http://
scholarworks.gsu.edu/alesl_diss/35

Ng, A.: Improving Deep Neural Networks: Hyperparameter tuning, Regularization and
Optimization. Coursera (2017). https://www.coursera.org/learn/deep-neural-network.
Accessed 22 Mar 2018

Rosebrock, A.: Deep Learning for Computer Vision with Python, 1st edn. PyImageSearch (2017).
https://www.pyimagesearch.com/deep-learning-computer-vision-python-book/. Accessed 22
Mar 2018

Shermis, M.D.: State-of-the-art automated essay scoring: competition, results, and future
directions from a United States demonstration. Assess. Writ 20(1), 53–76 (2014)

Zupanc, K., Bosnić, Z.: Automated essay evaluation with semantic analysis. Knowl.-Based Syst.
120, 118–132 (2017)

Deep Learning in Automated Essay Scoring 299

https://www.coursera.org/learn/ml-regression
https://www.coursera.org/learn/ml-regression
http://www.kristopherkyle.com/
http://www.kristopherkyle.com/
http://scholarworks.gsu.edu/alesl_diss/35
http://scholarworks.gsu.edu/alesl_diss/35
https://www.coursera.org/learn/deep-neural-network
https://www.pyimagesearch.com/deep-learning-computer-vision-python-book/


A Hybrid Architecture for Non-technical
Skills Diagnosis

Yannick Bourrier1,2(✉), Francis Jambon2, Catherine Garbay2, and Vanda Luengo1

1 Sorbonne Université, CNRS, LIP6, 75005 Paris, France
vanda.luengo@lip6.fr

2 Univ. Grenoble Alpes, CNRS, Grenoble INP, LIG, 38000 Grenoble, France
yannick.bourrier@lip6.fr,

{francis.jambon,catherine.garbay}@imag.fr

Abstract. Our Virtual Learning Environment aims at improving the abilities of
experienced technicians to handle critical situations through appropriate use of
non-technical skills (NTS), a high-stake matter in many domains as bad mobili‐
zation of these skills is the cause of many accidents. To do so, our environment
dynamically generates critical situations designed to target these NTS. As the
situations need to be adapted to the learner’s skill level, we designed a hybrid
architecture able to diagnose NTS. This architecture combines symbolic knowl‐
edge about situations, a neural network to drive the learner’s performance eval‐
uation process, and a Bayesian network to model the causality links between
situation knowledge and performance to reach NTS diagnosis. A proof of concept
is presented in a driving critical situation.

Keywords: Neural networks · Bayesian networks · Ill-defined domains

1 Introduction

The goal of our work is to design an Intelligent Tutoring System for learning of NTS in
front of critical situations. Learning takes place within virtual environments involving
advanced sensing and simulation devices. Two application fields are considered, namely
driving and midwifery. NTS are metacognitive abilities that complement technical skills
and contribute to safe and efficient task performance [1]. For the learner confronted to
critical situations, the challenge is (i) to maintain his/her technical skills and (ii) to main‐
tain the situation’s criticality within acceptable bounds, as failure to mobilize NTS is the
cause of many accidents [1]. Our team built an ITS that combines knowledge in
psychology and computer science to teach NTS to non-novice learners, by making them
face a variety of dynamically generated critical situations. We focus in this paper on two
main challenges, related to the ill-defined task of learner NTS diagnosis [2, 3]. Firstly, to
ensure the soundness of situations, for both learner and machine, by driving the simu‐
lator towards situations that lead to accurate experience for the learner and accurate set-
up for the machine to learn. Secondly, to cross the semantic gap, i.e. drive the building of
the learner’s model, from low-level time-stamped indicators to high level diagnosis of
NTS. Considering this semantic gap, a hybrid architecture [4] is proposed, combining a
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neural network (NN) to drive early diagnosis toward performance evaluation, and a Baye‐
sian network (BN) to drive performance evaluation toward NTS evaluation (explain the
variation of performance in terms of NTS deployed to cope with criticality). Section 2
first provides an overview of the domain and the main design choices, then describes the
proposed architecture. Section 3 presents a use case for a critical learning situation in
driving. We conclude by a recapitulation of the paper’s contribution and by suggesting how
this model can be used for generation of new, adapted learning situations.

2 Architecture

In both midwifery and driving, diagnosis of NTS is an ill-defined task [3], which has
the following characteristics. (1) There are indefinite starting and ending points of a
learning situation and overlapping subproblems, since the learner’s activity inside the
ILE mediates the evolution of the situation. For example, in driving, the initial speed of
the driver may change the starting point of a critical situation, and whether a driver
decides to overtake an obstacle may expose him to a new danger, such as a car coming
from the opposite direction. (2) Technical and non-technical skills overlap. Perceptions
and actions are markers of the learner’s technical skills being applied in response to a
situation, but also of his or her underlying cognitive processes. (3) There are no domain-
specific markers of NTS. These markers do exist, but they must be identified by experts
beforehand [1]. The architecture we built is designed to handle these ill-defined char‐
acteristics. It is a hybrid architecture constituted of three modules, each using a different
approach given the nature of the problem it is facing.

2.1 Selecting Time Windows for Performance Analysis

This module allows to target learning situations that we are interested to observe. It uses
domain knowledge to select the time windows (called learning situation) where diag‐
nosis will be performed. Two kinds of semantic information are used. First, triggers, are
objects of the world (from the virtual reality simulator) whose state is expected to
provoke a stereotyped technical response by the learner (e.g.: a red light, or a pedestrian
crossing the street). The trigger targets a technical response during a period which we
called a phase, the basic time unit where performance is evaluated. Evaluation being
framed on these small time periods, it avoids the appearance of long term effects which
would complexify it. As such, triggers provide a solution to overlapping subproblems
during the learning session. To identify the more “knowledgeable” phases where this
evaluation can provide relevant information about the learner’s NTS, we introduced a
second semantic criterion: precursors of critical situations. These precursors are events
provided by the scenario generation module, designed to target the learner’s NTS by
raising the situation’s criticality, without changing which technical response is appro‐
priate. A broken sensor in the birth room, or a father disturbing the midwife’s work are
good examples of precursors. Contexts where a precursor can be generated define the
boundaries of a learning situation. The triggers inside this learning situation define the
phases where diagnosis of NTS is performed.
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2.2 Analysis of Performance Variations

Studies have shown that increased or decreased worker technical performance during a
critical situation, in comparison to the same worker’s usual performance during non-
critical situations, can be explained by the good or the bad mobilization of the relevant
NTS for this situation [1]. This module analyses the variations in a learner’s technical
performance during normal situations and critical situations, since these variations can
be explained by NTS. Technical performance is analyzed using a NN trained using
supervised regression, through experts’ rankings of learner performance during a phase.
This process is replicated for each phase, and separate rankings of the learner’s percep‐
tions and actions are obtained. More information about these rankings can be found in
[3]. To provide the baseline for performance comparison, a learner’s technical perform‐
ance scores are initially obtained through a bootstrapping period at the beginning of the
learning session (that is composed of several learning situations). The learner is
confronted to situations during which the precursors do not appear, i.e. the situations
are not critical. His perceptions and gestures are analyzed phase after phase. The
resulting rankings are averaged to provide the baseline value. Once enough information
is acquired to obtain the baseline, precursors can now be generated, so the learner starts
facing critical situations. The same process is done during these new situations. The
difference between the baseline value and the performance value obtained during a crit‐
ical situation is computed for both perceptions and actions. Two continuous values are
obtained, providing information about the learner’s fluctuations in perceptions and
actions when facing criticality. These values are integrated in module 3 as evidence
nodes to reach NTS diagnosis Fig. 1.

Fig. 1. Meta-model and example of the BN for NTS diagnosis. Evidence nodes are represented
in grey, skill nodes in blue. The same inference process takes place for each temporal NTS node.

2.3 Bayesian Network for NTS Diagnosis

This module uses knowledge about the learning situations to explain a learner’s varia‐
tions in performance by several underlying cognitive processes, and reach NTS diag‐
nosis, through a dynamic BN, which is updated phase after phase. It accumulates
evidence about the learner’s variations in perception and action performance, to diag‐
nose the learner’s NTS and their temporal evolution. We used two kinds of important
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information which are modelled in our BN. (1) Evidence about the nature of a critical
situation, as identified by researchers in psychology and ergonomic [5], and (2) Flin
et al’s taxonomy of NTS cognitive sub processes [1].

The BN uses two different kinds of evidence nodes. Firstly, Learner Nodes provide
information about the learner’s actions. They are of two kinds. Performance variation
nodes are obtained through module 2. Non-technical markers (NTM) provide additional
evidence in the form of a Boolean value, about the good or bad mobilization of certain
subskills, when the learner faces well known critical situations where experts were able to
perform CTA. Secondly, Situation Nodes provide information about the phase in which the
learner’s behavior is taking place. They filter the cognitive processes which are relevant for
diagnosis in that phase. Situation knowledge is modeled as a two-dimensional value, char‐
acterized by the nature of its criticality, and the nature of its precursor. Each generated
critical situation is defined by this couple and is designed to target specific subskills. The
precursor node provides information about the kind of precursor which is currently being
used. A precursor can be of three kinds: direct (can be seen by the learner), indirect
(hidden, must be deduced from the context), or internal (triggered by the learner’s actions).
The criticality node provides information about the nature of the criticality which is faced.
Researchers identified six different criticality dimensions which can be generated by the
scenario generation module: dilemma, socio-cognitive load, ambiguity, rarity, gravity, and
impermissibility [5]. Skill nodes allow the BN to model the causal dependencies sepa‐
rating learner performance and NTS. Flin et al’s taxonomy [1] is widely used by domain
experts in the medical domain, to describe lower level cognitive processes, which are easier
to identify than high level skills when performing CTA. For example, a skill such as situa‐
tion awareness can be decomposed into three sub processes, which are: (i) gathering infor‐
mation, (ii) recognizing and understanding information, and (iii) anticipating future states
[1]. Relations between these sub-skills and NTS are easy to represent inside a BN.
However, it is more complex to cross the gaps between these subskills and the evidence
nodes about the variations in perception and action performance. Therefore, we included
an intermediate set of nodes which we call behavioral nodes: perceive, understand, and
act. These nodes improve the hierarchical structure of the BN and clarify the relations
between sub-skills and variations in performance. Moreover, they are an intermediate step
whose high semantic significance allow to represent links between different NTS sub-
skills. Skill nodes can take three values: applied correctly (APC), applied incorrectly
(APIC), or not relevant in this phase (NA). Information determining the probability tables
for each skill node comes from evidence nodes.

3 Proof of Concept for an Ambiguous Driving Situation

Figure 2 represents a critical learning situation in driving. The association of a truck and
a crosswalk is a precursor, raising the situation’s ambiguity. Module 1 separates this
critical learning situation in 2 phases, given the situation’s triggers. Phase 1 starts when
the first trigger (the truck) is on sight. Phase 2 begins when the second trigger (the
pedestrian) is not dissimulated by the truck anymore and ends once the pedestrian has
finished crossing the street. Module 2 analyses performance at the end of each phase,
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given the learner’s traces inside the VRE and from the eye-tracking device. The two
values are compared to the learner’s performance baseline. The resulting values are
provided as evidence nodes to the BN. Table 1 presents the results provided by the BN
for the first phase of the situation presented in Fig. 2, given different degrees of learner
performance. For this situation, the criticality node was filled at “ambiguity” and the
precursor node at “indirect” as per identified by experts for this set-up.

Fig. 2. Representation of the learning situation and the two phases based on the trigger states.

Table 1. Examples of values obtained for phase 1 of the situation presented in Fig. 2. Three
degrees of performance variations are tested. Learner1 reacted accordingly to the critical situation,
learner2’s performance was notably worse than his baseline results, and learner3’s actions and
perceptions were strongly perturbated. For each learner, three cases are proposed. The 1st case
shows the resulting diagnosis when no NTM are used. The 2nd case considers one NTM correctly
applied by the learner. The 3rd case considers the same NTM incorrectly applied.

The BN provides an estimation of a learner’s NTS given his performance during
various situations having different characteristics. In the example of Table 1, diagnosis
strongly variates given different performances and given the presence or absence of a
NTM, which suggests that the model is already quite sensible even though multinomial
nodes were used as input. Moreover, the presence of a NTM strongly influences the
target probabilities. This is to be expected as NTMs are related to sub-skills which makes
the information propagate more easily towards NTS nodes. Finally, we can observe that
most of the variations take place for situation awareness, and not decision making,
because the information provided by the situation nodes (i.e.: nature of precursor being
“indirect” and nature of criticality “ambiguous”) were described by experts as more
influential towards situation awareness sub-skills than decision making.
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4 Conclusion

We presented an architecture able to diagnose NTS from a learner’s perceptions and
actions, in technical domains where critical situations occur. We first described the ill-
defined aspects of this design task, and then presented a hybrid approach of three
modules designed to handle these problems. The main limitation of this architecture is
its focus on situation awareness and decision making, as these NTS have a similar
importance in the two domains we applied our architecture to. Social skills, at the oppo‐
site, have very different degrees of importance between medicine and driving. Moreover,
they may require different tools to be correctly analyzed, such as speech recognition
modules for example. A first next step is to replace the currently filed-by-expert condi‐
tional probability tables of the BN by more accurate parameter learning. The biggest
next step is to make use of the diagnosis process described in this paper for our system
to make decisions about the kinds of feedback which should be given to the learner, and
the generation of the next learning situation. We currently aim at exploring the associ‐
ation of a short-loop feedback system, able to provide real-time feedback during the
experience of a learning situation, and a long-loop feedback able to consider the learner
model and knowledge about the situations to improve post-situation feedback, and to
generate new critical learning situations.

Funding. This research is funded by the French National Research Agency (ANR) via the
MacCoyCritical Project (ANR-14-CE24-0021).
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Abstract. The learning early-warning is an effective way to optimize the
teaching effect and teach students in accordance of their aptitude. At present, the
learning early-warning faces low accuracy, high value of MSE and MAE. We
propose a novel learning early-warning model: LEWM-RFA. The model divides
students’ learning behaviors data into three dimensions: knowledge, behavior
and attitude. Then the model uses random forest algorithm to extract features that
can affect students’ grades, and then predicts students’ final exam scores. Stu-
dents are divided into three warning levels according to their grades. Compared
with the model based on the linear regression algorithm, the LEWM-RFA’s MSE
decreases by 27.498% and the LEWM-RFA’s MAE decreases by 26.960%.

Keywords: Learning early-warning � Random forest algorithm
Prediction

1 Introduction

Learning early-warning model collects and analyzes the data of learning process to
accurately determine the student’s learning situation and status. It can timely detect
learning problems and warn [1]. It is a set of mechanisms, including procedural pre-
diction, evaluation and processing [2]. This method can solve the problem of shortage
of teachers and help teachers to accurately grasp the student’s situations and learning
status. Then, it can provide students with early-warning and targeted intervention.
Thus, we can achieve the effect of individualized teaching. In the process of learning,
teachers can fully grasp the students’ learning situation and we cannot ignore the effect
of targeted early-warning and intervention on the students. The random forest is an
integrated classifier composed of a set of decision tree classifiers. Under given inde-
pendent variables, each decision tree classifier determines the best classification result
by voting [3]. The random forest algorithm can effectively extract the highly influential
features from the structured data, and can quickly obtain the influence weight of each
feature. There are two contributions of this paper: (1) we design an off-line and on-line
data collection method to fully obtain the students’ knowledge, behaviors and attitudes;
(2) we design a learning early-warning model based on the random forest algorithm
(LEWM-RFA). The validity of the model is verified by the application in actual
environment. Compared with the learning early-warning model based on linear
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regression algorithm (LEWM-LRA), the mean square error reduces by 27.498% and
the average absolute difference reduces by 26.960%.

2 Related Works

There are two approaches of studying early-warning model, namely post-warning and
pre-warning. Post-warning means that alert would be triggered if the value is more than
or less than the preset threshold. It can be divided by two ways, and the first type is to
set thresholds respectively for each course grades, times of absenteeism, financial
situation and school attendance each day [2, 4, 7]. Considering students’ data of daily
study, course selection, attendance, performance and psychological status compre-
hensively, students can be divided into three ranges, corresponding to three different
warning signals [5, 6]. Pre-warning refers to predicting students’ learning behavior
performance or academic success, identifying students at risk in advance based on the
student’s historical data. Various approaches have been trialed by scholars on the study
of pre-warning. The first way is the Course Signals Project developed at Purdue. The
main idea of SSA gives the weights to curriculum performance, curriculum effort,
pre-academic achievement and the student’s characteristics and obtain the final forecast
score. Secondly, the main online behaviors extracted from students’ behavior data to
establish a relevant index structure. The combination of fuzzy theory and the Analytic
Hierarchy Process (AHP) was used to build a predictive model to sure the student’s
performance and find out the “difficult” student in advance [8].

3 Learning Early-Warning Model

The learning early-warning is based on the data mining of knowledge, behavior and
attitudes generated by students’ learning process. It uses learning and analysis tech-
niques to understand students’ learning situation and assess students’ learning status.
Learning early-warning aims to identify the “learning crisis” which predicts students
may fail in the final exam as early as possible, find out the students who have learning
crisis to alert themselves and improve the passing rate of the course. In this paper, the
aim of learning early-warning model is to improve the students’ scores and passing rate
of courses. Based on the goal, we design the model as follows.

• Extract early-warning features
In the random forest classification prediction, an important task is to find relevant
important features. By comparing the importance of features generated by random
forest, all features are ranked. We use the sequence backward search method when
searching for a subset of features that achieves the maximum classification accuracy
rate. Sequencing backward search method refers to sorting features using the
variable importance metric of random forest algorithm, removing one least signif-
icant feature from the feature set, iterating one by one, and calculating the classi-
fication accuracy, finally getting the least number of variables, the highest
classification accuracy as the feature set. The specific feature extraction process is as
follows.
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Input: raw data set Data0
Output: maximum classification accuracy AccruacyMax and the corresponding
characteristic variable RFSort

Step 1: Original data set is divided into the training set Train0 and the test set Test0;
Step 2: Set the initial classification accuracy Accruacy0 = 0, the maximum clas-
sification accuracy AccruacyMax;
Step 3: Run the RFA on Train (i) to build the algorithm model RFModel (i);
Step 4: Use RFModel (i) to perform the classification process on the test set Testi;
Step 5: Calculate the accuracy of this round of classification Accuracy (i);

if (Accuracy (i) > AccuracyMax)
AccuacyMax = Accuracy (i);

Step 6: Sort the feature variables by importance to get RFSort (i), remove the least
important variable;
Step 7: Get new data set Data (i + 1) and re-divide it into Train (i + 1) and Test
(i + 1);
Step 8: Perform Step 3.

• Construct a learning early-warning model

(1) Divide the data set. In this paper, the students’ learning data and test scores
extracted from the feature are divided into two data sets according to the student
ID, 70% for the training set and 30% for the test set. The students’ learning data
and course test scores are used to train LEWM-RFA. The test set is used to
compare with the results generated by model and evaluate the model.

(2) Train the model. (a) Training set is sampled by the bootstrap method to form a
new training set. (b) Use the CART algorithm to set a complete decision tree
without pruning. (c) Repeat (a) and (b) until establish K decision trees. The
random forest structure is completed.

(3) Forecast score. (a) Predict the performance of each variable x of the test set. Each
one of the k decision trees votes on the performance of variable x. (b) Calculate all
votes H(x). The average of H(c) is variable x’s final forecast. The output is the
predicted score for each variable x in the test set.

(4) Classification of warning levels. According to the model results, we can obtain
the influence weights of how grades of students are affected by the warning
factors used in LEWM-RFA. The highest N influence weight variables are
important aspects of warning object for teachers to focus on. Mean absolute error
(MAE) of random forest learning prediction model prediction results is as shown
in formula (1):

MAE¼ð D1j j þ D2j j þ . . .þ Dnj jÞ=n ð1Þ
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In (1), △ is mean absolute error; △1, △2…, △n are respectively the absolute error
measured by the model. The passing score of the course is Passing-Score, abbreviated
as PS, and the full course is Full-Score, abbreviated as FS. There are some errors in the
prediction results of early warning model. [(PS − MAE), (PS + MAE)] is the range of
forecast scores where real scores are near to the pass line. [0, (PS − MAE)] is the range
of forecast scores where the failing rate of real scores is extremely high. [(PS + MAE),
FS] is the range of forecast scores where the failing rate of real scores is extremely low.
According to the results, the warning levels are divided into three levels: red, yellow
and green, and the rules are shown in Table 1.

According to the results, the warning levels of the students are computed in the test
set, and then the students with different warning levels are given different degrees of
warning and targeted guidance based on the previous results.

• Evaluate the learning early-warning model

The evaluation indexes of the learning early-warning model can be listed as fol-
lows: the accuracy rate of predicted warning degrees naming Accuracy, the Mean
Squared Error (MSE) of predicted scores and MAE. The Accuracy is the ratio of the
number of correct warning degree predictions to the total number of predicted students,
MSE can be provided by the model directly, and MAE is calculated by formula (1). We
can also evaluate the LEWM-RFA in the practical application by the increase of
passing rate and the feedback of the early-warning object.

4 Application and Verification

• Application environment

The application environment is a hybrid learning environment that combines online
learning platform with offline class. There are 59 s bachelor degree students of Peking
University and the course is Software Engineering which is compulsory for the major
SE.

Table 1. Classification of warning levels

Classification
of warning
levels

Red alert level Yellow alert level Green alert level

Meaning of
each level

There is a great learning
crisis, a great probability of
failure

There is a learning
crisis, there may be
failure

Minimal learning crisis,
minimal probability of
failure

Forecast range
of grades

[0, (PS − MAE)] [(PS − MAE),
(PS + MAE)]

[(PS + MAE), FS]

Warning
degree

Strongest warning &
guidance

Moderate warning
& guidance

Weakest warning and
guidance
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The actual data is the learning data of 7 weeks from April 13 to June 1, 2017. The
students’ learning activities data recorded by the online learning platform and the data
of the offline learning were considered as potential learning early-warning factors.

• Extraction of early-warning features

The practical approach uses the variable importance measure of the random forest
algorithm to sort the features. The sequence backward search method is used to remove
the least important feature (the least importance score) from the feature set, calculate
classification accuracy, and get the smallest number of variables which is the highest
classification accuracy of the feature set as a feature selection result.

• The construct of learning early-warning model

The division of the data set: 59 students have studied this course. 58 students have
got the real grades with one absence in the final exam. The 58 students’ learning data
and the final grade data are divided into two sections, the training set (Train): data of
No.1–No.40 students and the testing set (Test): data of No.41–No.57 students.

(1) The division of the warning levels. According to the standard of our test:100 is
the max score, 60 is the passing score, MAE value is 6.7 and red, yellow, green
warning intervals are: Red: [0, 52.3] Yellow: [52.4, 66.7] Green: [66.8, 100];
Listing the warning interval for the predicted and true scores of the testing set, as
shown in Table 2.

(2) Evaluation of learning early-warning model. Based on the same application
data and settings, we use LEWM-LRA to predict the results, and the MAE in
LEWM-LRA is 9.173, the red-yellow-green interval is [0, 52.7] [50.827–69.173]
[69.173, 100]; The results is shown in Fig. 1.

In our case Accuracy is defined as the ratio of the number of samples correctly
sorted by the classifier to the total number of samples for a given test dataset. In this
application, we correctly classify 16 samples with a total forecast of 18, so the
Accuracy value is 16/18 = 88.89%. Identically the Accuracy value of LEWM-LRA
was 16/18 = 88.89%. Indices of LEWM-LRA and LEWM-RFA are showed in
Table 3. In the MAE comparison, the MAE of the LEWM-RFA is 6.7, which is

Table 2. Comparison between real score and predictive score of LEWM-RFA

Student
ID

Real
score

Predictive
score

Student
ID

Real score Predictive
score

Student
ID

Real score Predictive
score

754 92[Green] 85.3[Green] 764 100[Green] 94.3[Green] 772 85[Green] 85.8[Green]

756 84[Green] 88.0[Green] 765 96[Green] 89.1[Green] 773 91[Green] 91.3[Green]

757 94[Green] 89.6[Green] 766 47[Red] 74.1[Green] 776 84[Green] 89.4[Green]

759 92[Green] 88.6[Green] 769 83[Green] 83.6[Green] 777 88[Green] 85.6[Green]

760 83[Green] 89.6[Green] 770 93[Green] 90.3[Green] 778 63
[Yellow]

86.6[Green]

763 85[Green] 90.4[Green] 771 68[Green] 77.1[Green] 779 82[Green] 88.7[Green]
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significantly smaller than EWM-LRA. The MAE value is 9.173, which is 26.96%
lower than the other one. As for the MSE value, the MSE value of this model is 94.833,
which is obviously smaller than EWM-LRA. The MSE value is 130.801, which is
27.498% lower. Thus, LEWM-RFA has a better performance.

5 Conclusions and Future Work

We present a novel model of learning early-warning: LEWM-RFA. It extracts features
used random forest algorithm, predicts students’ final exam results, divides students
into three early-warning levels according to the prediction, presents different levels of
warning to different levels of students, and finally enhances the pass rate of the course.
Comparing with the LEWM-LRA, LEWM-RFA’s MSE is reduced by 27.498% while
the MAE reduced by 26.960%. The effect of model LEWM-RFA is still available.

Acknowledgements. This paper was supported by National Key R&D Program of China (Grant
No. 2017YFB1402400), National Natural Science Foundation of China (Grant No. 61402020),
and CERNET Innovation Project (Grant No. NGII20170501).
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Fig. 1. Real score and predictive score. (Color figure online)

Table 3. The accuracy, MAE and MSE of LEWM-LRA and LEWM-RFA

Index set LEWM-LRA LEWM-RFA
Total <50.827 50.827–

69.173
69.173–
100

Total <53.3 53.3–
66.7

66.0–
100

Accuracy 88.89% 0 50% 100% 88.89% 0 50% 100%
MAE 9.173 6.700
MSE 130.801 94.833
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Abstract. Researches in areas such as neuroscience and psychology
indicate that emotions directly impact learning. So, adapting to the
learners’ affective reactions became a requirement and also a challenge
for building a new generation of affect aware computing learning environ-
ments. In this paper, we present a hybrid approach for inferring learn-
ing related emotion that combines cognitive and physical data, gath-
ered using minimal or non intrusive methods. In an initial experiment
with students in a real education environment it was possible to obtain
promising results when comparing some usual performance metrics with
correlated works. In this study we achieved accuracy rates and Cohen’s
Kappa near to 65% and 0.55, respectively. Furthermore, considering the
open and expansible nature of this proposal, we believe that this results
could be improved in the future by adding new data or new sensors to
the model, for example.

Keywords: Affective Computing · Emotion Inference
Emotion and Learning · Adaptive Systems

1 Introduction

One of the main limitations currently presented by educational software like
Intelligent Tutoring System (ITS) is the lack of features to adapt to students’
emotional states [1,5]. Much of nowadays ITS pay little or no attention to the
emotional experience of students and because of this do not reach the full level
of interactivity as humans tutors can do [3]. This limitation becomes relevant
considering the inextricable relationship between emotions and learning [12].

Advances in the area known as Affective Computing have motivated a grow-
ing body of research in an effort to develop systems that could recognize and
adapt to students’ affective states [7]. Despite these advances, accuracy of
inferred emotion are not yet sufficient to be used as the bases for adaptation, par-
ticularly in real classroom learning environments [3]. There is also the practical
challenge of deploying some of the physical affective sensors [1,3].
c© Springer International Publishing AG, part of Springer Nature 2018
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In this context, this paper presents a proposal and implementation of a
Hybrid Inference Model of Learning Related Emotions - ModHEmo. This pro-
posal stand out by presenting an approach that combines physical and cogni-
tive data, gathered with minimally or non intrusive sensors that could be easy
deployed out-of-the-lab. This approach is grounded on the fact that emotions
in humans are strongly related with some physical reactions, but also include a
rational and cognitive process [12].

2 Hybrid Emotion Inference Model

As this proposal focus on educational software, we need to deal with emotion
that impact and correlate with learning outcomes. Priors works [2–4,8,11] show
that there is no consensus about a specific set of learning related emotion. So,
to choose the set of emotions to infer we used as conceptual foundations the
work of [14]. This work is based on two consolidated theory: the ‘circumplex
model’ [13] and the ‘spiral learning model’ [9]. These theories define a two dimen-
sional space in which the emotions of a student could dynamically move during
learning. Based on these references, we decide to implement the inference process
considering not a specific set of emotions, but grouping them into quadrants.

Figure 1 shows the approach used in this work to represent the learn-
ing related emotions in a two dimensional space. In this proposal the
‘Valence’(horizontal axis) and ‘Arousal’(vertical axis) dimensions are used to
position the emotions in the “Q1”, “Q2”, “Q3” and “Q4” quadrants, more a
“Neutral” state named “QN”. These quadrants played the role of classes in the
classification processes performed by the ModHEmo that will be described in
the next section.

Fig. 1. Quadrants and learning related emotions
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Fig. 2. ModHEmo’s structure and sub-components (labeled with capital letters)

The Fig. 2 schematically presents ModHEmo where the inference process is
divided into two main components: physical and cognitive. The final inference of
probable students’ affective state is made by combining the information of these
two components.

The physical component inference is based on the classical Ekman’s model
[6] and include the eight basic emotions, which are: anger, disgust, fear, happy,
sadness, surprise, contempt and neutral. In the cognitive component were con-
sidered the eight emotions of the Ortony, Clore and Collins - OCC theory [10]
that have impact on the agent itself (e.g. student) and that are triggered as
valenced (positive or negative) reaction in response to events. The eight cogni-
tive emotion are: joy, distress, disappointment, relief, hope, fear, satisfaction and
fears confirmed.

The cognitive component, based on OCC theory, is responsible for handling
relevant events in the computing environment. The physical component deal with
observable reactions, using students’ face images gathered using a standard Web-
cam, after the occurrence of a relevant event. These two components returns scores
for each emotions of the physical and cognitive components. Further, each one
of the components perform a mapping of the emotions’ scores for the respective
quadrants (see Fig. 1 based on the values of the valence and arousal dimensions.

The final fusion process is accomplished by creating a single dataset contain-
ing quadrants scores of each component. After the fusion, this dataset contains
10 attributes (5 physical + 5 cognitive) with scores of quadrants (plus Neutral)
for each component. The Class obtained through the labeling process (to be
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described in the next section) is also part of the dataset. Based on this dataset,
we train and test two classification algorithms which perform the inference of
the final result of the model.

3 Experiment Design and Results

To check the ModHEmo’s performance in a real educational environment, an
experiment was conducted with 15 elementary students (ages between 11 and
15 years). In the experiment, the students used a customized version of the
educational software ‘Tux, of Math Command’ or TuxMath1. TuxMath is an
educational game that allows kids to exercise their mathematical reasoning.

While students used TuxMath, some of the main events of the game were
monitored. When a monitored event occurs, an image of the students’ face was
captured and used as the input to physical component of ModHEmo. The kind
of event serves as input for cognitive component.

After completing the game, students labeled the events using a customized
tool in order to build a ground truth dataset. This tool allows the student to
review the game section, synchronized with a video that shows their facial reac-
tions captured by the webcam. The tool automatically stop the video when some
monitored event has occurred and ask students to select a quadrant (represented
by emoticons) that best describe their affective state at that moment.

A ground truth with 935 instances of monitored events was created and the
classes distribution was 141, 188, 173, 130 and 303 for Q1, Q2, Q3, Q4 and
QN, respectively. These dataset was used for training and testing (10-fold cross
validation) the classification algorithms RandomForest and IBK using Weka2.
These algorithms were chosen due their simplicity and performance. The algo-
rithm RandomForest achieve accuracy rate of 64.81% and Cohen’s Kappa of
0.545. The IBK accuracy rate was 63.53% and Cohen’s Kappa 0.532.

Another useful tool to analyze classifiers performance are ROC (Receiver
Operating Characteristic) curves that depict the performance of a classifier with-
out regard to class distribution or error costs. The Fig. 3 depict the ROC curves
for the five classes obtained by the RandomForest algorithm (the curves for IBK
are very similar). This figure also show the Area Under Curve (AUC) computed
in Weka.

In this work, we considered the premise that the combination of the physical
and cognitive components could be an effective approach to improve the inference
results. Thus, tests were performed to verify the impact in the inference process
of using each of the components individually.

To perform this test we created two datasets: one with physical and other
with cognitive attributes only. Using only cognitive attributes, the accuracy was
respectively 39.25% and 40% for RandomForest and IBK. With only physical
attributes the accuracy as respectively 55.29% and 52.19% for RandomForest

1 http://tux4kids.alioth.debian.org/tuxmath/index.php.
2 https://www.cs.waikato.ac.nz/ml/weka.

http://tux4kids.alioth.debian.org/tuxmath/index.php
https://www.cs.waikato.ac.nz/ml/weka


Improving Inference of Learning Related Emotion by Combining Cognitive 317

Fig. 3. ROC curves and AUC for RandomForest algorithm

and IBK. This result indicates that the combination of the two ModHEmo’s
components was important for improving the inference accuracy.

The results achieved in the experiment with ModHEmo presented above show
some improvements when compared with [2,3,11]. In our experiment, Cohen’s
Kappa index was 0.545 and 0.532 for RandomForest and IBK, respectively and
AUC value was between 0.843 and 0.888 (see Fig. 3).

4 Final Considerations, Limitations and Future Works

Inferences obtained with this model could be very useful for implementing learn-
ing environments or ITS able to appropriately recognize and respond to learners’
emotional reactions. The model described in this paper stand out by presenting
a method to combine quite distinct information (physical and cognitive) that is
little explored in the research community nowadays.

Even considering some limitations, the initial results obtained can be consid-
ered promising, since the results obtained are similar or superior to the state of
the art. Furthermore, we believe that our hybrid approach resembles the natural
process of emotions inference, thus presenting promising opportunities for future
improvements by adding new data or sensors.

As future work wed intend to expand the current experiment involving more
students with other age groups and also other types of educational environments.
It is also intended to evaluate the result of the adding new information in the
physical and cognitive components.

Acknowledgments. Authors would like to thank the IFRS and UFPR for financial
support of this work.
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Abstract. Personalised recommendations feature prominently in many
aspects of our lives, from the movies we watch, to the news we read,
and even the people we date. However, one area that is still relatively
underdeveloped is the educational sector where recommender systems
have the potential to help students to make informed choices about their
learning pathways. We aim to improve the way students discover elec-
tive modules by using a hybrid recommender system that is specifically
designed to help students to better explore available options. By combin-
ing notions of content-based similarity and diversity, based on structural
information about the space of modules, we can improve the discover-
ability of long-tail options that may uniquely suit students’ preferences
and aspirations.

Keywords: Recommender systems · Content-based filtering
Diversity · Collaborative filtering · Module recommendations
Elective modules

1 Introduction

Today’s students enjoy a wide variety of options regarding the availability of
courses and modules, encouraging students to broaden their horizons, explore
their interest and strengths, and develop new skills. One such opportunity offered
in many universities is the possibility to freely choose elective modules from out-
side a student’s main area of study. The taking of such elective modules is often
a mandatory requirement of programmes of study, and can have a significant
impact on students’ academic experience and overall performance.

Unfortunately, in practice, student choices are often limited by discoverability
challenges and overcrowded modules as students flock to popular options. As a
result many students follow the crowd or their peers’ recommendations when
selecting electives. This trend was confirmed to exist in a preliminary exploratory
data analysis of the Computer Science undergraduate students in our institution.
An analysis of historical student data revealed an imbalance in elective module
allocations. The percentage of students choosing modules outside of Computer
c© Springer International Publishing AG, part of Springer Nature 2018
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Science decreased rapidly over time; instead, students selected from a limited set
of popular modules. This lead to many unsuccessful allocations (given constraints
on enrolment numbers), obliging students to settle for their second or third
elective module choices. We hypothesise that one of the reasons for these trends is
the low discoverability of elective modules, especially those outside of a student’s
core area. Therefore, our main objective is to support students in discovering
elective modules outside of their main field of study.

The need for a recommender system for academic guidance has been estab-
lished over ten years ago. Previous research has shown the possibilities and
requirements for such systems [2,4,11]. More recently, the interest in recom-
mender systems for the educational sector has grown and studies agree on
the benefit of recommender systems for module exploration [1,5]. However, the
majority of this research focuses on grade prediction or the use of grades as an
indirect way of measuring students’ ratings of modules [3,6].

Although we agree that success in a module is an important factor for stu-
dents to choose their modules, in this work we focus on the content of a module
and its relevance to students’ interests. We focus on supporting students in find-
ing modules that are related to, but outside, their main area of study. We devel-
oped a prototype application that includes a personalised recommender system
which helps students to discover lesser known elective modules by introducing
diversity into the recommendation process.

In this paper we briefly present the current prototype and the underlying
recommender system techniques and discuss the results of a preliminary offline
study.

2 User Interface Prototype

To help students discover suitable elective modules we developed a prototype
web application as shown in Fig. 1. The application includes a personalised

Student Module  
History  

& Module Selection
Discovery Slider

Elective Module  
Recommendations

Fig. 1. Screenshot of the recommender system part of the prototype
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recommender system where students can choose modules from their module
history and receive elective module recommendations based on their choice. A
slider allows students to control the degree of discovery in the recommendations
that are made. Moving the slider introduces diversity into the recommender sys-
tem algorithm and acts as a natural explanation for the recommended modules.
Thus, students are facilitated to gradually explore modules outside of their field
of study and to broaden their knowledge about available modules in different
areas.

3 Module Recommendation Approaches

In this section, we describe the proposed hybrid approach to elective module rec-
ommendation used in the application. We further briefly describe a collaborative
filtering approach that is used to evaluate our results. The following notation
is introduced. Let S and M denote the set of students and modules in the sys-
tem, respectively. Each student, si ∈ S, is profiled by a subset of the modules
which they have previously taken. Let Pi denote the profile of student si, where
Pi = {m1,m2, . . . ,ml} and mj ∈ M denotes a particular module. Based on
the modules in the profile, candidate elective modules (i.e. all elective modules
offered by the university) are ranked and a top-N list of recommendations is
returned for student si.

The proposed hybrid recommender consists of two components to produce
recommendations. The first component prioritises candidates that are similar in
content to those in the student’s profile; for this purpose, a traditional content-
based (CB) recommender is used. The second component prioritises candidates
from outside the student’s programme area; in this case, a hierarchical taxonomy
of the available programmes of study and associated modules is created, and can-
didates which are furthest from those in the student’s profile are recommended.

Content-Based Recommender. Each module has a descriptor which provides a
textual description of its content, aims and learning outcomes. Thus, modules can
be viewed as documents made up of the set of terms contained in their descrip-
tors. Using the Vector Space Model (VSM) [9], each module is represented by a
vector in an n-dimensional space, where each dimension corresponds to a term
from the overall set of terms in the collection. Standard preprocessing of docu-
ments is performed, such as tokenisation, stop-words removal, and stemming [7].
Each module is represented as a vector of term weights, where each weight indi-
cates the degree of association between the module and the corresponding term.
For term weighting, we employ TF-IDF (Term Frequency-Inverse Document
Frequency) [8], a commonly used scheme in information retrieval. The intuition
behind TF-IDF is that a term which occurs frequently in a given document (TF),
but rarely in the rest of the collection (IDF), is more likely to be representative
of that document. Given the vector space representation the similarity between
two modules is computed using cosine similarity [8].
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The rank score of a candidate elective module, mc, for student si is cal-
culated as the mean cosine similarity between mc and each of the modules in
the student’s profile, Pi, as follows: scoreCB(si,mc) = 1

|Pi|
∑

mj∈Pi
sim(mc,mj).

Candidates are ranked in descending order of score.

Taxonomy-Based Recommender. In order to recommend modules to students
from outside their programme of study, an approach based on a hierarchical
taxonomy of the academic structure of our university is used. Briefly, there are
six Colleges, each with a number of constituent Schools. Each School offers a
number of programmes of study, and each module is associated with one or
more of these programmes.

While more sophisticated approaches are possible, here we make the general
assumption that modules from the same programme are more closely related
than those from different programmes. The following approach to used to calcu-
late the rank score of a candidate elective module mc for a given student si with
profile Pi: scoreTB(si,mc) = 1

|Pi|
∑

mj∈Pi
rel(mc,mj), where rel(mc,mj) is 0 if

both modules belong to the same programme; 0.33 if the modules are from dif-
ferent programmes offered by the same School; 0.66 if the modules are offered by
different Schools in the same College; and 1 if the modules are from programmes
offered in different Colleges. Using this approach, higher scores are assigned to
candidate modules which are further from those in the student’s profile, thereby
facilitating the student to broaden their learning experience.

Hybrid Recommendation Ranking. The above provides two alternatives to elec-
tive module recommendation. The former prioritises candidates which are sim-
ilar to a student’s profile, while the latter prioritises candidates which are
furthest from a student’s core programme of study. These approaches can
be combined to allow students to better explore the wide range of elec-
tive module choices available from across the university. An overall score
for a candidate elective module mc is calculated for student si as follows:
score(si,mc) = α scoreCB(si,mc) + (1 − α) scoreTB(si,mc), where the param-
eter α can be varied to influence the diversity of elective modules recommended.

Collaborative Recommender. We also consider a neighbourhood-based collabo-
rative filtering (CF) approach [12]. As before, each student si is profiled by a
subset of previously taken modules, Pi. The neighbourhood for a given student
si is determined based on profile similarity, where the similarity between two
profiles, Pi and Pj , is calculated using the overlap coefficient [13]. Once the k
most similar students to student si are identified, a top-N list of elective module
recommendations, ranked by their frequency of occurrence in neighbour profiles,
is then returned to the student. Using this approach, the elective modules which
are popular among students with similar profiles are recommended.

4 Evaluation

We randomly selected 100 Computer Science students from the historical data
set. Each student is represented by an average of 20 core modules, from which
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we randomly select three as the input to the recommender system, mimicking a
student’s input into the web application.

We conduct a leave-one-out test [10] and generate a top-10 recommendation
set for each student for each recommendation approach: a pure content-based
approach (α = 1), three hybrid approaches (α = [0.25, 0.5, 0.75]), and the collab-
orative filtering method (CF ). To evaluate the offline results we are not using
a classic accuracy score as we hypothesise that our ground truth, that is the
set of elective modules actually taken by students, is skewed due to the reasons
explained above (i.e. students largely following peer recommendations or simply
choosing popular modules). One of our main objectives is to broaden the range
of modules that students are aware of. Hence, we evaluate our results comparing
the number of distinct modules recommended over all users, and the number
of distinct subjects covered by these recommendations. To evaluate relevance,
we use sim-to-core (StC ), a metric that determines the average similarity of the
most similar module in the student’s profile, Pi, to each module in the recom-
mendation set, Ri, as shown in Eq. 1:

StC(Pi, Ri) =

∑
mk∈Ri

simmax(mk, Pi)
|Ri| , (1)

where Ri = {m1, ...,mr} is the set of elective module recommendations and
simmax(mk, Pi) returns the maximum similarity between the recommended elec-
tive module mk and the modules in the student’s profile.

4.1 Results and Discussion

Firstly, we consider the overlap coefficient [13] of the recommendation sets pro-
duced by the various approaches (Table 1). As expected, as more diversity is
introduced into the recommendation process (i.e. as α is decreased), a decrease
in overlap between the recommended sets is observed. For example, an overlap of
76.5% in recommended sets is seen between the pure content-based recommender
(α = 1) and the hybrid approach with α = 0.5. Comparing the recommendations
made by the collaborative filtering approach, we see approximately only 3% of
the same modules being recommended; since this approach operates over the
limited set of largely popular modules actually selected by students, this result
is also to be expected.

Table 2 shows that there is a gradual increase in both the number of distinct
modules (D. Mod.) recommended and the number of distinct subjects covered
(D. Sub.) as diversity is introduced (i.e. as α decreases). Moreover, the percent-
age of in-programme (Computer Science) modules (% IPE) recommended also
reduces, while the reduction in the sim-to-core (StC ) metric is less pronounced.
The results also show that the collaborative filtering approach produces rec-
ommendations with the lowest number of distinct modules and subjects cov-
ered, while the percentage of IPE modules recommended is the highest. Thus, it
can be seen that the hybrid approach can successfully improve recommendation
diversity, without significantly compromising relevance, while the collaborative
filtering approach recommends from a relatively small set of modules.
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Table 1. Overlap of the recommended
module sets by the different approaches.

α 1 0.75 0.5 0.25 CF

1 1.000 0.901 0.765 0.626 0.031

0.75 1.000 0.862 0.724 0.032

0.5 1.000 0.860 0.033

0.25 1.000 0.034

CF 1.000

Table 2. Evaluation results for the dif-
ferent approaches.

α D. Mod. D. Sub. % IPE StC

1 149 31 24.1 0.012

0.75 156 34 21.1 0.011

0.5 157 37 17.9 0.009

0.25 154 44 12.3 0.008

CF 60 28 26.7 0.002

5 Conclusion and Future Work

The application of recommender systems seems opportune given the increasing
tendency of our university’s students to select from among a limited number of
popular elective modules. We have shown that module descriptions can be used
to make meaningful recommendations. While collaborative filtering approaches
will give accurate results in a traditional sense, it will not help the problem of
discoverability of modules as it promotes primarily already popular modules. We
have shown that the proposed hybrid recommender system can add diversity to
the set of recommendations. While the taxonomy-based recommender represents
a first step, nonetheless it is capable of facilitating the discoverability of modules
outside of the students’ core area of study. In future work we plan on further
developing our approach as well as conducting a live user study to understand
how students will interact with the system and whether it leads to students
choosing from among a more diverse range of elective module options.
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Abstract. Many activities, such as learning a craft, involve learning how
to manipulate physical objects by following a step-by-step procedure.
In this paper we present our ongoing work on development of TUMA:
an intelligent tutoring system for manual-procedural activities. We first
introduce the notion of manual-procedural activity and then argue about
the opportunities for creating intelligent tutors for manual-procedural
activities. Such an intelligent tutoring system can be used in domains
like teaching crafts, that involve acquiring cognitive knowledge along
with specific motor skills. TUMA unifies the research from three different
communities: intelligent tutoring systems, human motion tracking, and
assistance systems for manual assembly in manufacturing. We describe
the vision and the requirements of TUMA and its functional architecture
inspired by high-level components of intelligent tutoring systems. Finally
we report on our research road map for implementing a proof-of-concept
and evaluating its impact.

Keywords: Intelligent tutoring systems
Manual-procedural activities · Hand tracking · Skill acquisition
Activity tracking · Manual assembly · Crafts training

1 Introduction

Many activities, such as crafts and manual work in factories, involve learning a
step-by-step procedure for manipulating physical objects. Common to perform-
ing all these activities is (a) manipulating physical objects either directly by
hands, or indirectly using tools; and (b) following steps of a given procedure,
either by looking it up in the instruction manual, or knowing it by heart, or
imitating an instructor. We propose the notion of a manual-procedural activity
(MPA) to distinguish these kinds of activities.

A manual-procedural activity consists of multiple steps that must be per-
formed in a specific order, and each steps involves manipulating physical objects,
possibly by using tools. activities. Learning a MPA involves acquiring procedu-
ral knowledge about the steps of a procedure and the domain of the task, as
well as motor skills for manipulating objects and using tools. We can consider
c© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 326–331, 2018.
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a spectrum for classification of MPAs based on two dimensions: (a) how clear
are the step boundaries, (b) how complex are the required hand skills (Fig. 1,
left). This classification helps us better analyze the requirements of an ITS for
manual-procedural activities.

Fig. 1. Left: the spectrum of manual-procedural activities with examples. Right:
TUMA as intersection of three research areas.

The goal of TUMA, an intelligent tutoring system for manual-procedural
activities, is to help workers and trainees learn a manual-procedural activity.
The vision is to develop a system that acts as a trainer in learning of a manual-
procedural activity. Similar to a human trainer, our system should guide the
apprentice through the learning of a craft by telling him how to do the steps
towards a goal, track his performance, and give him individualized feedback
on his mistakes, until a desired level of mastery in both procedural and motor
skills is achieved. We limit the scope of the project to those activities that are
performed on a workbench.

In the rest of this paper we first argue that by unifying the research findings
from three communities, intelligent tutoring systems (ITS), assistive systems in
manufacturing, and human motion tracking, it is possible to build an intelligent
tutoring system for manual-procedural activities. We then propose a functional
architecture of such an ITS and explain our research roadmap for measuring its
effectiveness in learning different MPAs.

2 Background and Related Work

Bloom’s taxonomy [7], categorizes the learning objectives into three main
domains of cognitive, affective, and psychomotor. The cognitive domain involves
knowledge and targets acquiring mental skills required to solve intellectual prob-
lems, like solving a mathematical equation. The affective domain involves emo-
tions and targets acquiring skills that shape feelings, values, motivations, and
attitudes. The psychomotor domain involves physical movements of the body
and motor and coordination skills.

Learning a MPA involves both cognitive and psychomotor domains. On the
one hand, the trainee should learn about the steps of procedure, the objects,
materials, and tools involved, and the theories behind the actions. On the other
hand, he should acquire the required motor skills to use tools and manipulate
objects. In the following, we provide a brief overview of three research areas
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that are relevant for teaching the cognitive and psychomotor skills of a manual-
procedural activities: intelligent tutoring systems, human motion tracking, and
assistance systems for manual assembly. Each of these areas contributes to parts
of the requirements of an ITS for MPA. We consider therefor the TUMA as an
integrating work at the intersection of these research areas (Fig. 1, right).

There is a large body of research on computer-based training and Intelligent
Tutoring Systems (ITS). An ITS supports learning by providing instructions and
real-time personalized feedback to the students by applying different pedagogi-
cal methods and following different pedagogical strategies [5]. An ITS typically
has four main components: domain model contains the information about the
domain of the task; the student module is responsible for tracking individual
performance of the student and providing individually tailored instructions and
feedback; the pedagogical module contains models of different pedagogical strate-
gies and methods and is responsible for guiding the learning path by selecting
the appropriate instruction and exercise; and the communication module is the
interface between the student and the ITS and is responsible for collecting input
and presenting the instructions, exercises, and feedback to the student. The
research on ITSs has so far mainly focused on the cognitive domain of learning
and the psychomotor domain has been mostly neglected [2,6]. This might be
due to the challenges involved in tracking and interpreting body movements in
a format that is appropriate for the reasoning of an ITS.

Nevertheless, we argue that the advances in the state of the art in human
motion tracking using computer vision and body-attached motion sensors pro-
vide the opportunity for creating ITSs that address psychomotor learning. Cur-
rently, there exists a large body of work on tracking physical movements of
humans for different purposes, such as rehabilitation, measuring the perfor-
mance, feedback on body posture, learning sign language [1,4]. These works
however often do not consider the pedagogical advantages of intelligent tutoring
systems, specifically the adaptive, personalized feedback [6].

Assistance systems in industrial settings, specially for manual assembly, is
another area of research that has focused on guiding a worker through a com-
plex manual procedure [3]. These systems also often use simple form of activity
tracking, but their focus is mostly on guiding the worker through the process and
do not consider pedagogical aspects of learning the process or the psychomotor
skills. Furthermore, the principles of assembly-oriented design suggest designing
products in way that require least degree of complex hand movements.

Our proposed system is inspired by and overlaps with research in these three
areas. Applying pedagogical methods and strategies, tracking individual perfor-
mance of trainees and providing individual feedback and instructions is inspired
by intelligent tutoring systems. The guidance and the applications of the sys-
tem, specially for manual-procedural activities with clear step boundaries and
simple hand articulations leans on the research in the assistance systems for
manual assembly. And finally, teaching complex hand articulations and motor
skills is based on the state of the art in vision-based and body-sensor-based
human motion tracking.
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3 TUMA: An Intelligent Tutoring System for
Manual-Procedural Activities

At the highest level, an ITS for manual-procedural activities should provide:

– guidance and step-by-step walk-through of a procedure (similar to assistance
systems in manual assembly),

– tracking of the hand movements, detecting the gestures and tool usages and
evaluating their quality (similar to human motion tracking), and

– detection and explanation of mistakes and adaptive personalized instructions
and feedback to the learner by following different pedagogical strategies (sim-
ilar to ITS).

A major challenge in development of ITSs is authoring. TUMA addresses
the problem of authoring of the ITS for manual-procedural activities by apply-
ing a Programming-by-Demonstration approach. Clearly, the domain model and
the pedagogical component need to be authored separately. However, the expert
model of the hand movements is recorded using the tracking component and
used later as the reference to determine the quality of trainee’s movement. Fur-
thermore, for MPAs that have a more clear step boundaries, the steps of the
process and the objects and tools involved in each step can also be captured
automatically. The expert can then edit and enhance this automatically cap-
tured workflow for guiding trainees through the process.

Fig. 2. Left: camera-projector setup with RGB-D camera. Right: step instructions are
projected on the table.

TUMA should provide two working modes. In execution mode the trainee
learns the MPA by performing it as the system guides him through the activ-
ity and gives personalized adaptive feedback on his the performance. In the
authoring mode the system tracks and records the performance of the activity
as the trainer demonstrates it. This mode involves creation of the expert model
of performing the task as well as model of the expert hand movements in psy-
chomotor phase of the task. What has been recorded during the authoring mode,
i.e. the steps of the procedure, the object manipulations during each step, and
the hand articulations involved in the performance of each step, will be used in
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Fig. 3. Components of TUMA.

the execution mode to compare actions of the trainee with the model of expert
actions and to provide feedback to the trainee based on this comparison.

To guide the trainees through a manual procedure that involved physical
objects, TUMA should support multi-modal natural user interaction. We use
a projector-camera setup for realization of TUMA (Fig. 2). The depth camera
allows for tracking the hand movements. The instructions for each step and the
feedback information are projected on the table. Speech interaction as well as
motion sensor based tracking of hand movements will be added to this setup in
next iterations of the project. Figure 3 shows the components of TUMA adapting
the main components of an ITS. Considering the physical nature of an MPA, we
need to extend the general model of the ITS with a component that is responsible
for monitoring and perception of the user’s environment. We call this component
the Environment Module. The Environment Module is mainly responsible for
detection and tracking of objects manipulated and tools used during a step
of the workflow. Additionally, depending on the task domain this module is
responsible for sensing different parameters of the environment, e.g. reaching a
target temperature.

4 Research Roadmap

The evaluation of TUMA is formed around the three main questions:

(a) To what extent can we build a system that supports learning of manual-
procedural activities, adhering to the pedagogical requirements?
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(b) How effective is such a system in achieving the pedagogical goals of learning
manual- procedural activities?

(c) To what extent can we facilitate as well as automate the process of authoring
of instructional content for manual-procedural activities?

To the first question, we first collect the pedagogical requirements of learn-
ing manual- procedural activities. Beside reviewing of the related literature, we
intent to do field observation and interviews with trainees and training personnel
in the institutions where these trainings happen, such as factories and institu-
tions for craftsmanship training. Based on the collected requirements we build
the system and evaluate it against the collected set of the requirements.

To the second question, we focus our evaluation on three aspects of perfor-
mance, retention of knowledge, and transfer of learning. In different case studies
(e.g. manual assembly, cooking, crafts) we show the effectiveness of the system
with regard to these three dimensions by comparing the effect of learning using
TUMA with paper and video based baselines with regard to different metrics
such as time to accomplish the task and number of errors.

Towards the third we evaluate to what extend the automated tracking and
recording of the expert’s actions (i.e. automated tracking of hand movements,
object manipulations, tool usage, as well as the extracted sequence of actions)
are enough and effective for authoring manual-procedural activities. To this end,
we evaluate the system by applying the recorded MPAs to the execution mode
of TUMA and measure the learning effect.
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Abstract. We propose a method using eye-gaze tracking technology and
machine learning for the analysis of the reading section of the Scholastic Aptitude
Test (SAT). An eye-gaze tracking device tracks where the reader is looking on
the screen and provides the coordinates of the gaze. This collected data allows us
to analyze the reading patterns of test takers and discover what features enable
test takers to score higher. Using a machine learning approach, we found that the
time spent on the passage at the beginning of the test (in minutes), number of
times switching between the passage and the questions, and the total time spent
doing the reading test (in minutes) have the greatest impact in distinguishing
higher scores from lower scores.

Keywords: Eye-gaze tracking · SAT reading · Machine learning · Analysis
Reading pattern

1 Introduction

The SAT is a standardized test that American students choose to take in order to
enroll in some of the more prestigious universities. Students need to know how to
perform well; however, currently, there are no non-intrusive methods to help estab‐
lish this knowledge. Previous analysis of the SAT reading section has utilized post-
test surveys, which are highly subjective and depend completely on the students’
biased answers [1]. Therefore, a more objective analysis of the SAT reading section
needs to be conducted in order to provide students with the most reliable techniques
for reading the passages. Inexpensive and accurate eye-gaze tracking technology, like
the Ey-Tribe eye tracker, has recently become readily available to the general public.
Data collection using this technology is simple, non-intrusive, and objective. Using
this technology and Khan Academy official SAT practice tests, we were able to
collect data whilst maintaining a natural test-taking environment. Data collected from
the eye tracking device allows us to analyze and identify different reading patterns,
as well as uncover features that have a significant impact on scores of test takers.
After the collection of the initial data, we bifurcated the dataset into students who
scored greater than or equal to 9, and students who scored less than 9, in order to
identify any statistically significant habits in each respective group. With our new
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bifurcated dataset, we built and trained a model to predict whether a student can
achieve a score of 90% or above on a passage. Our predictive model can be applied
to any data set gathered using our method and can be used as a tool to allow educa‐
tors to correct students’ behaviors in order to maximize test scores prior to taking the
official SAT.

2 Related Work

Traditionally, College Board collects data about the SAT using qualitative post-test
surveys. This has created a very unreliable and hard-to-analyze data set, as these
post-test surveys are subjective and do not provide individualized feedback that the
student can use to improve. Currently, post-test surveys are only used by College
Board to improve the test or test-taking experience, and not student performance.

One method to reduce bias is to use a device that will collect data automatically and
non-intrusively. Extensive research has been performed to verify the accuracy of eye-
gaze tracking devices with respect to new sources of data including [2, 3]. In [2], Ooms
et al. the experimenters verified that low-cost eye-gaze tracking devices can have
comparable precision with the most well-established devices, given the correct setup
and choice of software. Moreover, there is research in both [3, 4] that has proved that
eye-gaze patterns are related with reading comprehension; however, the papers, respec‐
tively, lack a real-life application and deeper analysis.

Our methodology aims to give students a more comprehensive and detailed way to
further improve their test scores. In our previous paper [4] we described a method using
correlation coefficients to analyze how reading pattern features correlate with scores.
However, a major weakness in the previous method was that the correlation coefficient
method was unable to show the difference between the reading methods of high
achieving students and those of low achieving students. In addition, the correlation
coefficient method does not show causality, and thus fails to achieve further insight into
reading pattern behaviors. In this paper, we present a new method to further analyze the
dataset using statistical tests and machine learning models. Our proposed method can
show the significant difference in reading pattern features between students who have
higher scores and those who do not and our machine learning model can give insight
into how to achieve the best possible scores.

3 Proposed Method

This experiment used eye-gaze coordination data points in the form of time-series data
in order to infer the reading patterns of SAT test takers. From the reading pattern features,
we built a machine learning model to predict the outcome of the test. We interpreted
that model and found the relationship between the reading patterns of the SAT test takers
and their results. In the following subsection, we will explain each step we performed
in order to achieve our results, from data collection to the creation of our prediction
model.
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3.1 Data Collection Method

We used Khan Academy’s official practice SAT as the environment [5], where the
passage was on the left side and the questions are on the right side of the screen. Students
were required to take the test online while the eye-gaze tracking device was collecting
the data. The coordinates of where the students were looking were stored in a CSV file
for analysis. We started collecting the data when the student began the test and we ended
the collection process after the student answered all of the questions pertaining to a single
passage. Figure 1 shows the visualization of a test taker’s heat map of eye gaze on the
Khan Academy interface.

Fig. 1. Heat map of eye gazes on Khan Academy’s SAT passage test interface

In addition, we manually took note of the number of correct answers, incorrect
answers, and unanswered questions as the ground truth information of the analysis.

3.2 Feature Extraction

Collected eye-gaze data were in a time-series format. From each sequence, we extracted
12 features from the raw coordinates of eye-gazes [4]. Table 1 below lists the 12 features.
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Table 1. List of reading pattern features and their explanation

No. Feature name Explanation
1 Total time Total time to complete one passage (in

minutes)
2 Percentage of total time looking at the

passage
Percentage of total time looking specifically
at the passage (in percent)

3 Percentage of total time looking at the
questions

Percentage of total time looking specifically
at the questions (in percent)

4 Total switch count Total amount of times the subject switches
from looking at the passage to looking at the
questions or vice versa (in times)

5 Time passage beginning Amount of time spent solely on reading the
passage at the beginning of the test (in
minutes)

6 10-sec intervals passage reading Number of ten-second intervals which have
80% or more of the ten seconds spent on
reading for the passage (in times)

7 10-sec intervals question reading Number of ten-second intervals which have
80% or more of the ten seconds spent on
reading for the questions (in times)

8 Percentage of time looking at the passage in
first 4 min

Percentage of time in first four minutes spent
only on reading the passage (in percent)

9 Percentage of time looking at the questions
in first 4 min

Percentage of time in first four minutes spent
only on reading the question (in percent)

10 Percentage of time looking at the passage in
last 4 min

Percentage of time in last four minutes spent
only on reading the passage (in percent)

11 Percentage of time looking at the questions
in last 4 min

Percentage of time in last four minutes spent
only on reading the question (in percent)

12 Speed of reading the passage The speed at which the test taker reads the
passage measured by the distance between
two pixels in a fixed interval

3.3 Machine Learning Model

Typically, a machine learning model is trained from past example data and has the
capability to predict an unseen dataset. However, we had a different approach. We
trained a machine learning model and analyzed how the model learns to make the deci‐
sions in order to extract insights on the model. We split the data into two groups based
on the results of the reading test: those that answered correctly 9 or 10 out of 10 questions
(high score), and those that answered correctly lower than 9 out of 10 questions (low
score). We chose a simple decision tree classifier to train a classification model. The
decision tree used the above features and learned how to determine whether the outcome
of the test would result in a high score or low score. We used the whole dataset for
training because our purpose was to extract the decision processes of the model not
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predict future occurrences. We also reported how well the model can perform on the
same training dataset.

4 Experimental Settings

We used an EyeTribe as our eye-gaze tracking device. The EyeTribe’s sampling rate is
30 Hz. On average, for each reading test with one passage, we had around 12,000 coor‐
dinates in total.

Our test takers ranged in age from 14 to 18 years old: the ultimate beneficiary ages
of this experiment. We asked them to read a passage and answer all the questions on the
screen with no guidance on the reading method. After the first test, the students took the
test two more times, but with a certain level of guidance. The first time, they were asked
to read the passage first, and then move to the questions. The second time, they were
asked to do the same method but in reverse order.

We collected a dataset of 30 native English speaking students from 10 different coun‐
tries. In total, we had over 1000 min of reading data on 90 reading tests. Each test was
associated with a particular score that they achieved for that test, ranging from 0 to 10.

5 Results

After training the decision tree model to classify whether a test was a high score or low
score, we realized that the decision tree had stopped using more features after four splits.
Our decision tree used entropy as the criterion for measuring the quality of a split. The
three features used by the decision tree were time passage beginning, total time, and
total switch count. The feature at the root of the decision tree had the highest information
gain. The decision tree is illustrated in Fig. 2.

Fig. 2. Decision tree classification model decision processes
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If the test taker reads the passage for 25 s or more at the beginning of the test, he or
she will be most likely to score higher (23 cases out of 34 cases). For those who read
the passage for less than 25 s at the beginning of the test and have his or her total time
either equal to 10.49 or be greater than 10.49 min, he or she will most likely score higher
(6 cases out of 9 cases). A student who switches fewer than 155 times but more than
106 times between the passage and the questions will also be more likely to have a higher
score.

The decision tree had an accuracy of 76.67% predicting its own training dataset. The
confusion matrix of the decision tree is described in Table 2 below.

Table 2. Confusion matrix of the decision tree classification model

Prediction Ground truth
Higher-score Lower-score

Higher-score 33 17
Lower-score 4 36

According to the results, we can infer some of the following insights: (i) A test taker
should spend 25 s or more reading the passage at the beginning; (ii) a test taker should
spend as much time as possible on a single passage (10.49 min or more), but pace them‐
selves efficiently because one is only allotted 65 min for 52 questions; and (iii) a test
taker should not switch between the questions and the passage too many times.

6 Conclusion

We have proposed a method to analyze the reading patterns of SAT reading test takers
from raw eye-gaze tracking data. From the analysis, we can extract the reading pattern
features and use them in a machine learning model. The machine learning model we
chose is the decision tree classification model. This model gives us insights on how to
improve student performance on the reading section of the SAT. Based on the results
of the trained model, the features such as spending time on reading the passage at the
beginning, the total time to take the test, and the number of switches between the ques‐
tions and the passage are found to have a significant impact on SAT reading performance.

We plan to collect a bigger dataset in order to expand the research and use the
predictive model in a more real-life application to help improve SAT reading test
performances.
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Abstract. Assessment of skills and process knowledge is difficult and
quite different from assessing knowledge of content. Many assessment
systems use either multiple choice questions or other frameworks that
provide a significant amount of scaffolding and this can influence the
results. One reason for this is that they are easy to administer and the
answers can be automatically graded. This paper describes an assessment
tool that does not provide scaffolding (and therefore hints) and yet is able
to automatically grade the free form answers through the use of domain
knowledge heuristics. The tool has been developed for a tutoring system
in the domain of red black trees (a data structure in computer science)
and has been evaluated on three semesters of students in a computer
science course.

Keywords: Assessment · Computer science
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1 Introduction

One of the keys to developing effective tutoring systems is the ability to deter-
mine what a students knows or understands both before and after a tutoring
session. Without this capability, we would be unable to either develop effec-
tive tutoring strategies or to evaluate the efficacy of any teaching or tutoring
approach. However assessing a student’s knowledge, skills or conceptual under-
standing can be a difficult task. It’s not enough to determine what they can or
cannot do but if we are to help students improve, we have to be able to narrow
down to the specific issues that are a problem and also the contexts in which
they occur.

This paper describes a tool that accurately assesses student knowledge and
skills without needing any scaffolding that would bias the assessment. The tool
consists of two modules that provide a non-scaffolded test taking environment
and corrects the student answers to the tests. The grading module identifies
(1) correct and incorrect answers, (2) where the first error occurs in incorrect
answers and (3) the type of error in the majority of the cases. The tool and the
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associated tutoring system have been implemented for the domain of balanced
binary trees, an important data structure in computer science. The tool has been
successfully used to assess three semesters of students taking the data structures
class at our institution.

2 Problem Domain: Balanced Binary Trees - Red Black
Trees

Binary trees are a fundamental data structure in computer science and are com-
monly taught in the second computer science course (CS2). Balanced binary
trees are a natural extension of binary trees and provide good performance for
sorting and searching regardless of how the input data is arranged. Red black
trees are one particular type of balanced binary trees - others include AVL [4]
trees and 2–3 trees [1]. With data structures like these, students have to know
how to program them (use them) also have to understand the underlying con-
cepts underlying the operations. The basic insertion and deletion operations are
much more complex when compared to those of a standard binary tree.

A red black tree is a self balancing binary search tree that has the following
properties [5]:

1. The nodes of the tree are colored either red or black.
2. The root of the tree is always black.
3. A red node cannot have any red children.
4. Every path from the root to a null link contains the same number of black

nodes.

The top-down algorithms [5] to insert or delete a value from a red-black tree
starts at the root and, at every iteration, moves down to the next node, which
is a child of the current node. At each node, it applies one or more transfor-
mation rules so that when the actual insertion (or deletion) is performed no
subsequent actions are needed to maintain the tree’s properties. Other types of
balanced trees also use a similar approach. In our work we used red-black tree
as an exemplar to evaluate our ideas and implementations, but they should be
applicable to balanced trees in general. The transformation rules for insertion
are called color flip, single rotation, double rotation, simple insertion, and color
root black. There are more rules for deletion and they are called color flip, single
rotation, double rotation, simple deletion, switch value, drop, drop&rotate and
color root black.

3 Assessment and Related Work

Many tutoring systems have designed tests that accept answers in a restricted
input language (e.g., numerics only). This leaves the problem with a large solu-
tion space that renders guessing ineffective. Previous work on developing assess-
ment tools in unscaffolded environments used domain knowledge to infer struc-
ture and reasoning. For example, the PHYSICS-TUTOR system [2] used knowl-
edge of basic physics to heuristically determine the intent of students when
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they are solving mechanics problems in introductory physics courses. They used
domain knowledge, algebraic knowledge and heuristics to accurately determine
correctness and errors even if there were missing equations or factors and the
answers contained numbers instead of variables.

In the red black tree domain students are assessed not for their knowledge
of content but their skill in applying the insertion and deletion algorithms both
of which require that a student knows how to apply the transformations and
can recognize when they are applicable. In addition, students can either com-
bine several base (canonical) steps into a larger one or can change the order in
which transformations are applied (typically with a color flip). Multiple choice
questions are not a good mechanism for assessing skills in this domain. The ideal
assessment tool would handle these issues and provide an environment similar to
a test where students are provided with a blank sheet of paper and free response
questions. The questions would test the students understanding and the tool
would allow the students to make the same mistakes that they would make on
the paper test. The tool would also be able to grade the exam and determine
each student’s problem areas.

4 The Tutoring and Assessment Interfaces

The system has 3 sections - the pre-test, the tutor, and the post-test. In the
test sections, a typical insertion (deletion) problem for red-black trees involves
inserting a sequence of numbers to a starting tree (or deleting from it). Students
have to show the state of the tree after every insertion/deletion; they are also
encouraged to show any intermediate states (the trees that are created along the
path to the solution). To this end, the test interface displays a “blank” binary
tree canvas of 31 empty nodes. The student can click on any node to specify its
value and color - submitting a tree is therefore equivalent to placing all of its
nodes in the appropriate position in the tree canvas; nodes that are left empty
are assumed to be null black nodes. The interface is designed to look like a sheet
of paper with blanks to fill in - in this way, we ensure that the system does not
provide any hints or clues as to what the desired answer would be.

In the tutoring section, students perform the same task of inserting to (or
deleting from) a starting tree. However, a node-by-node modification of the cur-
rent tree is not required; instead, students only need to select a node and the
transformation to apply at that node from a drop-down list. The tutoring system
follows the granularity approach and requires the student to always select a node
and then a transformation. If the student’s selection is incorrect, the system will
immediately display an error message and provide feedback. If the selections are
correct, the system will apply the chosen transformation and update the trees -
the student does not have to manually update the tree.

5 The Assessment Tool

Assessment is more than just determining whether an answer is correct or incor-
rect. A good assessment tool will also produce information about the type of
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error and the context to help the instructor or tutoring system determine how
to best help a student resolve the error in her knowledge. The answers generated
by a student when taking a test (pre or post) in our system are input to the
grading tool which analyzes them and reports whether the student’s answer(s)
were correct or incorrect and additionally where the first error occurred, the type
of error and the context in which the error was made. This information is used
to help us build a model of the student’s knowledge and the work on building
and using the student model is reported in a companion paper [3].

There are three different types of possible errors: (i) incorrect node selection,
(ii) incorrect transformation selection, and (iii) incorrect transformation appli-
cation. Furthermore, some tree transformations can be applied in more than one
context; for example, color flip at the root node is performed differently from
color flip at a non-root node. The student might know how to correctly select
and apply a transformation in one context but not in a different context. For
each error, we would therefore also like to know the context in which it occurred.

The grading algorithm uses the constraints imposed on binary search trees
(ordering and relationship of nodes) and its knowledge of red black trees to con-
struct the canonical solution sequence. The key assumption is that the algorithm
has a sufficient set of transformations (both primitive and those that are com-
binations of primitives) to recognize all transformations that a student might
make. The algorithm assumes that a student will never combine more transfor-
mations than the system has. Thus the algorithm does not have to consider any
intermediate steps that the student makes. If there is a step that the system does
not recognize, then the step is skipped and the next step is checked to see if it
is the result of some step or combination of steps. The result of the comparison
steps is a sequence of transformations that the algorithm has identified. This
sequence is compared to the sequence from the solution to try and find a match
taking into account that a different ordering of transformations can also lead to
a solution. This approach is sufficient to determine whether an answer is correct
in all the cases that we have evaluated. If the answer is incorrect, the algorithm
then proceeds (starting from the first step) to compare the answer and the solu-
tion step by step. Heuristics are used to modify the canonical solution to take
into account macro-steps and reordered steps. These heuristics are sufficient to
analyze most of the student answers that we have seen.

6 Data and Analysis

We evaluated the grading tool on three semesters of student data - Fall 2016,
Spring 2017 and Fall 2017 - from a data structures class at our instituion. There
was a total of 105 students from the three semesters.

The concepts underlying insertion were taught in lecture for one week and
in the next week the students were evaluated over two days. On the first day,
the students were given a pre-test for thirty minutes followed by a session with
the tutoring system. Two days later, they were given the post-test which was
a duplicate of the pre-test. The number of unrecognized errors is approximately
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10% in the pre tests and 4% in the post tests. We analyzed the unrecognized errors
by hand and found that in most cases we (the human graders) were also unable
to determine the error type. Many of these errors were generated by students
who were “gaming” the system to finish the tests faster by making random
selections and then submitting the random answer. The data shows that the most
common error was committed when selecting the appropriate transformation to
apply. This error is caused by the student either (1) selecting the wrong node
as the current node or (2) not correctly recognizing the preconditions for each
transformation. The data provided in the student answers is insufficient for us
to disambiguate between those two errors.

Table 1 shows a breakdown of the data by the type of transformation. The
largest number of errors were made in applying the color flip transformation.
This is one of the simpler transformations in that the colors of three nodes (cur-
rent node, two children) are flipped. Most of the errors occurred due to the
students not recognizing the applicable preconditions and selecting the transfor-
mation. Note that the grading tool only grades up until the first error so that
if students were to make subsequent errors those errors would not be detected.
This explains why the errors in single rotation and double rotation do not appear
to decrease significantly (in some cases they increase) between the pre and post
test. The color flip transformation frequently leads to a succeeding rotation and
if a student does not apply the color flip they will not be tested on the second
transformation. The tutoring helps the students recognize when to apply the
color flip (decrease in errors between pre and post tests) and that leads them to
an error in the subsequent rotation.

Table 1. Errors for each type of insertion operation

Semester Color flip Single rot Double rot Insertion Recolor root Unrecog

Pre F16 42 19 13 12 2 7

Post F16 15 16 17 6 1 2

Pre S17 67 25 19 30 3 13

Post S17 26 24 19 7 2 6

Pre F17 20 11 5 2 8 4

Post F17 12 6 9 3 1 4

Deletion operations are more complex than insertion operations and what
makes it more difficult is that many of the operations share the same name as the
insertion operations even though the preconditions and semantics are different.
Just like for insertion, the most common error was committed when selecting
the appropriate transformation to apply. The grading tool was able to correctly
determine the type of error in approximately 90% of the pre and post test errors.
Table 2 shows a breakdown of the data by the type of transformation. The largest
number of errors were made in applying the drop&rotate transformation. This is
a case that is poorly explained and illustrated in the textbook.



344 C. W. Liew and H. Nguyen

Table 2. Errors for each type of deletion operation

Semester Color
flip

Single
rot

Double
rot

Deletion Recolor
root

Switch
value

Drop &
rotate

Unrecog

Pre F16 1 15 19 4 6 11 50 9

Post F16 2 10 10 3 12 3 31 6

Pre S17 3 37 36 2 3 20 72 14

Post S17 1 18 22 2 10 5 63 13

Pre F17 0 14 14 0 1 19 35 11

Post F17 3 5 4 1 12 3 33 3

7 Conclusion

This paper has described an a tool for assessing student skills on red black
tree (specialization of binary search tree) insertion and deletion algorithms. The
advantage of the tool is that it provides a scaffolding-free (thus realistic) evalu-
ation environment while still being able to accurately determine the correctness
of student answers. In addition, it can classify 90% of the first error found in
each student’s answer. The tool uses strong domain knowledge and heuristics to
determine the likely type of error in each case and has been evaluated on three
semesters of student data from a data structures class. A companion paper shows
how the analysis from the assessment tool can be used to construct an effective
Bayesian student model.
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Abstract. This paper examines the use of “pacing plots” to represent
variations in student learning sequences within a digital curriculum. Pac-
ing plots are an intuitive and flexible data visualizations that have a
potential for revealing the diversity of blended classroom instructional
models. By using curriculum pacing plots, we identified several common
implementation patterns in real-world classrooms. After analyzing two
years’ worth of data from over 150,000 students in a digital math cur-
riculum, we found that a PCA and K-Means clustering approach was
able to discover pedagogically relevant instructional practices.

Keywords: Curriculum analytics · Curriculum pacing
Sequence mining · Clustering · Visualization

1 Introduction

New data instrumentation methods have enabled digital learning products to
capture large amounts of fine-grained data describing student behavior (e.g.,
clickstream data.) However, it is still a challenge to transform big educational
data into real-world benefits for students and teachers. It is common for large-
scale analyses to rely on simple, aggregated metrics like average score, total
events, or total usage time. While these metrics are essential, they do not make
use of the temporal dynamics of student actions present in the data and actual-
ize the potential for big data in digital learning [9]. Our study was motivated by
the potential to determine correlations between temporal trajectories of learners
and various outcome measures such as student and teacher engagement, imple-
mentation fidelity, learning gains, fluency etc.

Different methods have been used to analyze educational sequence data,
including association rule mining, sequential pattern mining, and process min-
ing [10]. As we expand our capacity to analyze sequence data, certain challenges
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arise. For instance, because of the diversity of usage behaviors, sequence mining
techniques can produce overly complex and hard-to-interpret “spaghetti” mod-
els. Although these complex models can be used for predicting student actions
over time more precisely, they have little interpretability. In this case, rather
than analyzing sequence data directly, we can use clustering methods to group
similar sequences together and analyze them separately [3,8].

Sequence data from learners provide new opportunities to make data-driven
intelligent tutors. For example, clickstream data have been used to produce
next-step recommendations [7], induce reinforcement learning teaching strategies
[12], and build data-driven pedagogical models [2]. These studies show that it
is possible for intelligent tutors to base their recommendations upon models of
sequential (or temporal) data.

2 Curriculum Pacing

One temporal aspect of classroom activity is what educators refer to as pacing,
which has been described as “the rate at which new instructional material is
introduced to students” [1]. This definition of pacing is, however, somewhat
limiting, as it is common for students to revisit learning materials to ensure
mastery before moving on to more advanced concepts. Thus, we define pacing
as “the progression through curriculum over time.” This definition attempts to
include all aspects of instruction over time in the construct of pacing. Although
we have analyzed pacing in digital classrooms, we note that a great deal of
classroom activity cannot be represented by the clickstream data.

It is straightforward to build a representation of pacing by using timestamped
logs of student use of different curricular activities within a digital learning
system. In addition to timestamps, the only other requirement is that learning
activities should have attached metadata that indicate where the activity falls
within a linear curriculum (e.g., unit 1, unit 2, unit 3, etc.) The notion of a
linear curriculum remains inherent and central to the construct of pacing, which
tells us how a student goes through the curriculum over time. However, even in
cases where the curriculum is not entirely linear, pacing plots can still be used.
For instance, each activity can be tagged with the average time when it is used
in the curriculum. This approach can capture the linearity of activities that are
used in sequence.

Our visual model of curriculum pacing aims to present student activity in the
curriculum over time. This model has two dimensions: X dimension representing
time (e.g., number of weeks) and Y dimension representing distance through the
curriculum (e.g., unit 1, unit 2, etc.) Fig. 1 presents three examples of pacing
plots. Pacing plots examples shown in Fig. 1 are just an instance of a broader
visual design space. We explored various values for different design factors of
the plot, including Data (single student, all students in a class,) X-axis (# of
weeks, calendar data,) Y-axis (lesson number, average week used,) Plot type
(scatter plot, heatmap,) and Fills (usage, score, percentile.) These variations
were used to help identify different classroom implementation models across
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(a) A pacing where the
curriculum is covered in a
linear fashion

(b) An accelerated pac-
ing where the curriculum
is covered quickly during
middle of the year

(c) A pacing with “icicles”
where the older content is
revisited

Fig. 1. Examples of pacing plots. Each plot corresponds to a unique trace that one or
more students left in the digital learning system. X-axis represents week of usage, and
Y-axis represents the digital curriculum chapter numbers. Cells of the plot indicate
whether student accessed the curriculum chapter in the given week or not.

a school district. The addition of score or percentile information can help to
indicate where students or entire classrooms have struggled in a curriculum.
We also found it useful to combine or average multiple plots to produce an
aggregated pacing plot; e.g., to represent an entire district’s “typical” pacing.

3 Meaningful Characteristic Variations

Classrooms have a great deal of diversity, and this variation is bound to appear
in the pacing plots. During our initial review of pacing plots, we identified several
characteristic variations in the form of the plots. These variations appeared to
represent different classroom conditions and implementation approaches.

The most notable of all the patterns that appeared in these plots were vertical
lines indicating that students are revisiting previous topics (e.g., “icicles”) and
horizontal lines indicating that students are practicing the same material over
and over again (e.g., “ruts”.) We identified several patterns that were likely to
appear in classrooms: Lockstep pacing, a pattern where all students used the
same material, represented as a tight pacing line; Flexible pacing, a pattern
where there was variation in the material used, represented as a fuzzier pacing
line; Icicles, a graph feature that appeared to occur when classes would engage
in review; Cram-to-complete, the common tendency for an accelerated pace
at the end of the school year; and Glaciers representing students entering at a
later time during the year and catching up.

These variations were identified in a relatively small subset of data (< 100
classrooms.) To explore these variations at a larger scale, we surmised that a clus-
tering method might be helpful for automating the identification and quantifica-
tion of these pacing patterns. Effective clustering should be capable of revealing
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the patterns already identified and also, potentially, capable of revealing new
patterns. We had two hypotheses for our study:

– H1: Clustering will identify previously known curriculum pacing variations
that are meaningful to experts.

– H2: Clustering will identify previously unknown curriculum pacing variations
that are meaningful to experts.

4 Participants and Method

For our analysis, we used anonymized data from a large-scale online math cur-
riculum that has been used by more than 150,000 students across the United
States. The curriculum is divided into topics and subtopics; within each subtopic,
there are a variety of activities such as videos, scaffolded practice quizzes, for-
mative assessments, and homework assignments. The program is designed to go
from the start to end in a linear fashion. Teachers assign resources to students,
and students turn them in after completion. Using clickstream data from this
program, we extracted pacing plots for individual students. Plots that were the
same were merged. This deduplication reduced the size of the dataset by approx-
imately 20% (N = 121,502). This produced a dataset with unique instructional
patterns as data points, instead of students. This meant that we clustered differ-
ent usage patterns, giving all the patterns same weight regardless of the difference
in their frequencies.

To cluster pacing plots, we used K-Means clustering. Clustering high dimen-
sional data can lead to the curse of dimensionality [5], where a large number of
clusters is needed to discover meaningful patterns. Indeed, each of our pacing
plots had 5824 features (52 weeks × 112 digital book chapters,) so we reduced
the dimensionality of these data points using PCA as a preprocessing step. We
used 212 principal components that explained 50% of the variance in data.

5 Results

We ran K-Means clustering on 121,502 unique instructional sequences using their
lower dimensional representations. We chose a total of 50 clusters (K = 50,) which
produced a model capturing 26.5% of the variation between the clusters. As the
number of clusters was large, many clusters exhibited similar patterns, but this
allowed us to find both unexpected and nuanced patterns. A large number of
patterns did not have any characteristic variations in them. We found smaller
clusters that identified both known and unknown characteristic variations in
student learning sequences. We also found that many small clusters had little
difference between them. Only a fraction of clusters are shown here.

In Fig. 2a, we see a group of instructional patterns where students accessed
the same material with minimal variation (Lockstep pacing.) Fig. 2b shows a
“fuzzier” pacing line, indicating that students who followed these patterns did
different things in the same week (Flexible pacing.) Fig. 2c captures patterns
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(a) A cluster of lockstep
pacing patterns (N = 377)

(b) A cluster of flexi-
ble pacing patterns (N =
1482)

(c) A cluster with icicles
(N = 78)

(d) A cluster with cram-
to-complete pattern at
the end (N = 101)

(e) A cluster where cur-
riculum was followed in an
unexpected manner (N =
66)

(f) A cluster where cur-
riculum was accessed in
bursts (N = 100)

Fig. 2. Visualizations of clusters from resulting analysis. Each plot is a combination of
all data points in the cluster. Many of the patterns in the dataset had minimal usage,
and meaningful clusters were smaller in size.

where, at the end of the year, previous chapters of the textbook were reviewed
(Icicles,) and Fig. 2d shows patterns where materials were covered quickly at the
end of the year (Cram-to-complete.) We did not find any clusters representing
Glaciers, potentially due to our use of relative time in the pacing plots. Together,
these clusters provide evidence that partially supports H1, that clustering will
identify known curriculum pacing variations.

Figure 2e shows a group of unexpected instructional patterns: most of the
curriculum was covered but in an unusual sequence. Some later topics were
covered first, and some earlier topics were visited later. Figure 2f shows a group
of patterns where the material was covered in bursts. These findings provide
some evidence in the support of H2, that clustering will identify previously
unknown pacing variations.

6 Discussion and Conclusion

Our approach shows how digital curriculum pacing plots might provide insight
into variations in classroom instruction. Although we found evidence in sup-
port of our hypotheses, this preliminary work is limited. While clustering helped
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identify novel behavioral patterns, we have not evaluated their meaningfulness
with, for instance, teachers who participated in those classrooms. We also sus-
pect that the clustering techniques were unable to identify certain variations
that were common in our classroom-level analyses. For instance, in our initial
observations, we characterized different classrooms as “lockstep” or “personal-
ized,” based on the presence of “icicles”; these icicles appear to be cases where
teachers were helping students by assigning them prerequisite skills. Why were
these not observed in our clustering attempts? This may be because personal-
ization behaviors were observed at a classroom level, whereas our analysis was
focused on individual students. Alternatively, the dimensionality reduction app-
roach that we took for clustering might be washing out finer details of the plots.
This can be investigated in future analyses.

We expect that variations in pacing will predict variations in student out-
comes [4,11]. In our future work, we will investigate the addition of student per-
formance data in the pacing plots, which can illustrate nuances in instructional
success at every step of the curriculum. These future approaches are intended
to help understand and support classroom instructional practices at scale. One
future possibility is that these models could support teacher-facing adaptive rec-
ommendation systems [6] that could help teachers learn from the aggregated
decision-making of thousands of other teachers.
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Abstract. Programmers use Integrated Development Environments (IDEs) to
write and test software, and students use them while learning programming. We
explore the approach of embedding a tutoring companion inside Eclipse, a popular
IDE. The embedded tutoring companion aims to be comparable to having an
actual teaching assistant present all the time with each student throughout a
course. The embedded tutoring companion tracks student’s actions while solving
a problem (coding, compiling, running) and collects metadata including the time
spent, the correctness of the work, and the amount of copied or auto-generated
code in the work. Then it can determine the practical understanding of the topics
and concepts associated with the presented problem, it can assist the student by
providing immediate feedback, and it can help instructors by reporting real-time
information about students’ performance. Our companion, implemented as an
Eclipse plug-in, was evaluated with undergraduate students enrolled in a Java
programming course.

Keywords: Companion · Teaching programming · Eclipse IDE

1 Introduction

Formative assessment (feedback for learning) helps the students to improve their under‐
standing of the associated concepts. This statement holds true even more in the context
of programming courses, as the student has to understand a concept properly in order to
apply it or understand the successive concepts. Challenges in providing formative
assessment by the instructors of a programming course include: (1) prompt assessment
of a student’s work and feedback delivery due to the limited amount of time per class
session, besides the fact that instructors are not available 24/7; and (2) being aware of
every student’s individual performance due to the high number of students per class.
These challenges can be addressed by automatizing the process of assessing students’
work and then (1) automatizing the process of generating feedback and (2) keeping
instructors informed of individual and group performances. A step towards this goal is
presented here for a Java programming course. We propose an Eclipse-based tutoring
companion that gathers data from students, provides feedback in real-time, and informs
instructors about student and class performance. In the following sections, we present
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the previous work in this domain (Sect. 2), define the architecture of our tutoring
companion (Sect. 3), describe experiments conducted with the participation of under‐
graduate students, their results, and their implications (Sect. 4), and discuss the future
work (Sect. 5).

2 Background

Using tutoring systems for complementing human teaching and as companions has been
reported. For instance, Eitelman [1] discusses complementing human teaching with
automated tutoring for teaching programming, examines reasons for the lack of exten‐
sive success of automated tutoring, and argues about the importance of a problem-based
learning approach. In addition, Yang [2] describes the evolution and growth of intelligent
tutoring systems as extracurricular assistants along with tutoring paradigms, student
modeling, instruction modeling, adaptive curriculum planning, and user interfaces.
Itkonen [3] reports preliminary experience using a test-driven lecturing approach to
entwine assessment into course execution and argues that it allows early actions to
improve learning. Ahankari and Jadhav [4] use e-rubrics as formative and summative
assessment tools to evaluate the knowledge, understanding, and skill level of students.
Fisher et al. [5] have explored the positive impact associated with the usage of online
programming tools and have found that online programming tools have a quantifiable
effect on the understanding and performance of students. Cain and Babar [6] discuss the
usage of constructive alignment with formative feedback to help instructors gain better
understanding of the level of students’ knowledge in the course and to work towards
improving that level.

The implementation of tutoring companions and systems for programming education
has seen considerable success. Fernandes and Kumar [7] propose a tutor to teach the
concept of static and dynamic scope in programming languages. The tutor evaluation
shows considerable improvement in the overall retention of the concept by the students.
Higgins et al. [8] report on the design, implementation, and usage of a course-based
assessment system (CourseMarker). Students used it to solve programming exercises
and submit their solutions. It is a heavy tool with multiple subsystems. Koh et al. [9]
propose a cyber-learning tool that features so called real-time assessment of computa‐
tional thinking. It enables educators to identify which concepts the students have
mastered and which concepts the students are struggling with.

We propose a tutoring companion designed for Java based programming courses
where Eclipse was already being used as the IDE. This solution, grounded in previous
works, addresses two challenges: (1) making the use of the tutor natural and familiar by
embedding it in the students’ normal working environment, and (2) reducing installation
lead-time. The solution implemented as a plug-in in the widely-used Eclipse IDE [10]
does not ask the students to learn a completely new ecosystem in order to utilize the
benefits of a tutoring companion. Moreover, the tutoring companion installation is the
same as that for any other of the multiple plug-ins available for Eclipse IDE – a simple
process guided step-by-step by in the IDE. Therefore, the students simply work on their
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tasks and activities without bothering about any additional steps they need to do because
of the newly introduced tutoring companion.

3 Architecture

Our system architecture, depicted in Fig. 1, comprises three parts as follows:

Fig. 1. Architecture including student front-end, server, and an instructor front-end.

Front-End for the Students. It implements the GUI for the tutoring companion as a
plug-in. It shows assignments to the student and captures metadata associated with
student’s work. The plug-in will always prompt for a student ID and a course ID upon
launch. Once student ID and course ID are entered, the student can move to the “Java
perspective” (Fig. 2). In the Java Perspective, the student finds the “Assignment Ques‐
tions View” at the bottom section of the window. Initially, there is no content in the
view. The Assignment Questions View contains two buttons: “Refresh Action” and
“Delete Action”. A student clicks “Refresh Action” button to download active assign‐
ments, which are then listed in the Assignment Questions View. The student clicks
“Delete Action” button to delete an assignment from the view and local machine.
Double-clicking on any of the assignments listed in the Assignment Questions View

Fig. 2. GUI for the student front-end running inside the Eclipse IDE.
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opens a new Editor View that shows the instructions for the assignment and opens a new
Java project in the Package Explorer View. While a student works on the Java project,
editor actions, run and debug actions, and console messages are captured continuously
and sent to the back-end server. The server will store them on the database and use them
to infer feedback. After completing the assignment, a student clears the local data by
deleting the project from disk and clicking on “Delete Action” button.

Back-End Server. It hosts a Web API connected to a MongoDB. Instructor accesses it
to add and/or remove assignments for any number of courses. Assignments have a time
constraint parameter to restrict the availability for download and timeframe for metadata
capture. When the “Refresh Action” button is clicked on the Eclipse plug-in, assign‐
ments associated with the provided course and abiding to the time constraint are down‐
loaded into the Assignment Questions View. The Eclipse plug-in reports the collected
metadata to the API.

Front-End for the Instructor. The front-end, developed as a Web dashboard, allows
instructors to monitor student and/or class performance per assignment and/or per topic.
The dashboard is built on HTML5, CSS3, and JavaScript AJAX calls. The charts on the
visualization view are drawn using D3.js and Google’s Charts.js. The single page dash‐
board has two views: “Visualization View” and “Student View”. The “Visualization
View” interprets and represents the captured data across a class for a specific assignment
question in five reports: student participation and success report, a pie chart depicting
success and failure of the participating students in number; lines of code report, an area
chart depicting the total lines of code in each participant’s submission; number of run
attempts report, a column chart depicting the number of times a student ran the program;
submission time and compilation report, a line chart illustrating the time when the last
metadata was captured; and runtime errors report, a bubble chart showing the compila‐
tion and runtime errors captured across all the students in a course for a specific question,
which provides an insight into the areas where students are struggling. The “Student
View” displays information about the course assignments that were downloaded by a
student and provides detailed information about all the assignments completed.

4 Usage and Discussion

Two experiments were conducted: a first one for identifying and fixing problems in the
server and the tutoring companion interface, and a second one for gathering data.

Experiment 1. Twenty-five sophomore undergraduate students participated in this
experiment. They were asked to complete four simple Java programming questions
taken from LeetCode, a popular platform to practice coding. The assignments were Hello
World, Degree of Array, Length of Last Word, and Valid Palindrome. Issues identified
include: the plug-in is unstable on Eclipse Oxygen and on Eclipse Neon 3 running on
Mac OSX; older versions of Java do not support the plug-in; and a bug allowed some
students to access questions from wrong courses. Plug-in was updated and bug fixed but
constrained to run on Java 8 and Eclipse Neon 3 recommended for Experiment 2.
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Experiment 2. One hundred forty-five junior undergraduate students participated in
experiment 2. They were asked to complete a Hello World program and four Java
programming questions taken from LeetCode. The assignments were Hello World,
Longest Subsequence, Ransom Note (Strings), Valid Anagram, and Valid Parentheses
(Stacks). Participants were constrained to not print anything to console unless explicitly
mentioned in the assignment.

Visualization View. The captured data supports a preliminary empirical assessment for
the instructor front-end and possible inferences to be reported to the tutoring companion.
For example, in the “student participation and success” report, the chart for the Ransom‐
Note assignment (shown in Fig. 3a) points the instructor to make a preliminary assump‐
tion about whether the participating students have understood the concept of Strings; in
the “lines of code” report, the student ID highlighted in the chart shown in Fig. 3b has
significantly more lines when compared to her/his peers – reviewing such code and
helping in refactoring it can improve the student’s approach towards the next assign‐
ments; in the “number of run attempts” report, the student ID highlighted in the chart
shown in Fig. 3c has a curiously high number of run attempts, which implies poor
understanding of the question or the associated concept – the student can be helped by
providing more practice problems in the domain; in the “submission time” report, a chart
that portrays too many plots at the end of the deadline could imply lack of clarity on the
topic, a problem that is too lengthy or too complex, or student procrastination – the chart
in Fig. 3d has a good mix of submission times, suggesting that the duration for the
assignment work was sufficient; in the “compilation and runtime errors” report, shown
in Fig. 3e, the ArrayIndexOutOfBoundsException was encountered 262 times, a consid‐
erable number – a drawback of the current implementation of the chart is that it displays
insignificant errors, as well.

Fig. 3. Top-down and left to right: (a) Student participation & success chart for RansomNote,
(b) lines of code chat for LCIS, (c) number of run attempts chart for ValidAnagram, (d) submission
time chart for ValidParantheses, (e) compilation & runtime errors chart for LCIS and (f) student
view with details for a participant.
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Student View. A full report of a particular student including all the assignments. For
instance, Fig. 3f depicts the details of a RansomNote assignment question for a student
who completed the question successfully, wrote 86 lines of code, ran the program 2
times, did not debug the code, submitted it a day before the deadline, spent more than
15 h on the IDE (not necessarily coding), did not copy/paste or auto-generate any code,
and got the same compilation and runtime error 3 times each. Duration details list the
time spent on all the files of the assignment question.

5 Conclusion and Future Work

The tutoring companion has the potential to become a dexterous tool in the learning
process. Currently the tutoring companion is capable of tracking a student’s actions and
inferring the student’s proficiency. There is no overhead on students to learn a
completely new system since they have to do nothing more than installing a plug-in into
an IDE that they already use. Future work in the short-term includes: (1) the improve‐
ment of the algorithm for establishing the legitimacy of the work done, for instance, by
improving how to distinguish user-written code and copy/pasted code or auto-generated
code; (2) tracking the keystrokes in the editor to clearly identify the time spent on coding
vs. the time the editor was left idle; (3) generating lists of courses, assignments, and
student IDs in the dashboard to provide ease of access; and (4) changing the run attempts
count to better depict the student’s confidence in her/his work. Long-term goals aim for
a greater scope and scale including: (1) improving the check for correctness by adding
checkpoints in assignment’s life cycle; (2) building more visualizations that provide
further insight into the work done; and (3) generating patterns from the data gathered
across multiple semesters to build a coursework that enhances the learning further.
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Abstract. In communities of practice (CoP), learning occurs through
constant interactions of their participants. The social aspect is funda-
mental for the construction of knowledge. This work uses semantic web
technologies and ontologies to structure and represent the interactions
of CoPs participants around a dynamic user profile. This user profile
describes a set of dispersed properties and relationships in CoPs, allow-
ing collaborative trajectories recovery in these learning environments.
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1 Introduction

Communities of Practice (CoP) consist in groups of people who share a common
interest and learn through continuous interactions [1]. The learner is an active
agent that establishes relations, produces and socializes knowledge [2]. The social
character of a CoP is fundamental to the knowledge construction process. It is
through user interactions that bonds are created, experiences are shared, and the
knowledge is explicited. For this reason, this work investigates how the dynamics
of CoPs can be represented to describe collaboration trajectories in the context
of learning, and try to answer the following question: is it possible to build a
knowledge base capable of capturing the dynamic and distributed aspect of the
interactions in communities of practice?

In order to answer this research question, we propose the use of semantic
web technologies and ontologies to describe the relationships between the CoPs,
their collaboration tools, contents and participants. The construction of this
knowledge base will be explored to define a user profile that evolves while the
participants interact and learn through regular exchanges. This dynamic profile
allow us to represent collaboration trajectories, which map a group of proper-
ties and describe the forms of relationships that may occur in communities of
practice, according to the 3C Collaboration Model [4].
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2 Background

User profile is the process of managing and maintenance information associated
with the user [5]. Studies involving information retrieval [6], content recom-
mendation [7], adaptive virtual learning environments [5] and intelligent tutor
systems [8] concentrate their efforts on this development. Knowledge, goals,
interests, experiences and context are some of the information represented in
user models. In the context of CoPs, the user interactions will be captured in
order to follow, trace and analyze their learning path. The purpose of this app-
roach is to identify the collaboration degree and the intensity of relations about
CoPs participants in collaborative activities. The dynamic user profile consists
in the semantic representation of the user interactions and involves the infor-
mation sources relationship to their activities in the community. The capture
and description of these actions will be used to represent the user collaboration
trajectory in a given community.

Several researches use semantic web technologies to formalize user profiles
[7,10,13], communities of practice [11,12] and collaboration in online communi-
ties [14,15]. The reuse of ontologies like FOAF (Friend of a Friend) and SIOC
(Semantically-Interlinked Online Communities) also contribute to promote the
information interoperability [13,15]. FOAF ontology [17] allows representing peo-
ple and their social relationships. SIOC ontology [16] provides a vocabulary to
represent online communities and user-generated content.

In this work we have applied semantic web technologies and an ontological
representation, reusing FOAF and SIOC, in order to achieve a profile interoper-
ability. This approach extends the information exchange possibilities and allows
services sharing between applications.

3 A CoPPLA Ontology

In [2] a communities of practice framework is proposed with the objective of
providing a semantic knowledge representation model for any CoP Platform
(CoPPLA). In [3] a reference ontology was proposed in order to describe a gen-
eral user profile in CoPs. This model focus on communities representation, its
participants, interest profile and domain. The user profile has an identity, inter-
actions, interests, roles and skills, classified in two levels: static and dynamic
profile. An expanded CoPPLA ontology (Fig. 1) was conceived through studies
on the real model of CoPs to represent the knowledge in a web CoP platform
[18]. The relationships proposed are derived from actions that users can perform
in the CoPs. The schema also includes FOAF and SIOC concepts.

In this ontology, the semantic structure of a community of practice (Commu-
nityOfPractice) is a subclass of a community (sioc.Community). The community
has a set of practices (has practices, Practice) related to a domain of interest
(related domain, Domain). An online community (sioc.Community) has associ-
ated users (has user, sioc.UserAccount) and a user is an extension of the seman-
tic representation of SIOC online user. In addition, the user is associated with
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Fig. 1. CoPPLA ontology.

an FOAF representation (account of, foaf.Person). Users (sioc.UserAccount)
create content (has creator, sioc.Item) in the CoPs’ spaces for collaboration
(sioc.Container). In these spaces the actions (Action) of the users (agent,
foaf.Person) happen. These actions may be related to interaction (Interaction-
Action), search (SearcAction), organization (OrganizeAction), update (Update-
Action) or access (ConsumeAction) to the contents of a CoP. The user activity
in a CoP is the result of an action that is part of a relationships set of the CoP-
PLA platform. Therefore, the action class (Action) is fundamental to this work
because it is from the user’s actions that the dynamic profile, the interaction
history and the collaboration trajectory are constructed.

4 User Profile and Collaboration Trajectory

The dynamic profile is the result of user actions on the platform. The semantic
description of these actions increases the expressiveness and the ability to repre-
sent the information, allowing reasoning and inferences that may be explored to
find complex relationships distributed in the environment. A simple information
that can be retrieved from this representation is the user interaction history.
This result can be obtained by means of an all-action query (Action) where the
agent is an user in question. The representation ability and the dynamic aspect
of the profile becomes apparent when it is possible to associate information to
its history, such as the number of views of a particular content, the number of
users that interacted in the same context, and related subjects and contents.

According to the 3C Model, in order to collaborate, individuals
must exchange information (communication), operate together in a shared
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environment (cooperation) and organize themselves (coordination), assigning
responsibilities and supervising each other [4]. Therefore, collaboration includes
reciprocity and interdependency between pairs. Based on this definition, this
work models an user collaboration trajectory as a historical set of communica-
tion actions among participants of CoPs in the same context. The availability
of different tools for collaboration, as well as the ability to share and access
content in CoPs, provide the necessary resources for communication and coop-
eration actions. Coordination occurs implicitly by organizing tools and CoPs
structures and the commitments, conventions and vocabularies defined by the
participants themselves during communication.

The identification of collaboration in communities of practice is done through
a semantic query to relate users only in contexts where more than one participant
has interacted by means of communication actions (CommunicateAction). In
a semantic query that retrieves communication actions in the same context,
the relations between the participants become apparent. This query highlights
users who interacted with each other, while describing the path taken by the
participant when navigating in the environment. In this way, the collaboration
trajectory of a user is inferred from the relationships among participants on the
same content, be it through sharing or discussions about a resource.

In this experiment we used the Communities of Practice Platform CoPPLA1,
that consists in a set of communication and collaboration tools for virtual CoPs
instrumentalization. These tools involve the manipulation of texts, images, web
pages, links, events, chats and spaces for learning experiences. Participants are
able to create and manage their communities as a space to share knowledge
involving learning activities [3].

This query definition allow us to follow the collaboration trajectory from the
perspective of individual users, but also, the association with the other collab-
orative activities in the various contexts of a CoP, representing the collective
production of the participants and the community of practice, displaying its
practice and domain.

For a basic example, using CoPPla ontology our semantic server environ-
ment may serve a query like: “SELECT ... WHERE ?user a foaf:Person .
?user foaf:topic interest ?topic . ... ?action coppla:context ?resource . ?type
rdfs: sub-ClassOf* coppla:Action . ... FILTER(?user = <URL.../coppla/author/
John>)...”, in order to get John’s collaboration trajectory as illustrated in
Table 1.

5 Results and Discussion

This work propose a mapping of relationships among CoPs, collaboration tools,
participants and their interactions, proposing a semantic representation for the
dynamically constructed knowledge in CoPs. The proposed solution establishes
services for the acquisition, persistence and recovery of interactions in CoPs.

1 http://www.coppla.com.br/.

http://www.coppla.com.br/
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Table 1. Example of John’s Collaboration Trajectory.

context title user1 type action1 user2 type action2

Collaborative filtering John Share Rosa Comment action

Collaborative filtering John Reply Rosa Comment action

FOAF/SIOC ontologies John Reply Matheus Comment action

FOAF/SIOC ontologies John Reply Rosa Reply action

FOAF/SIOC ontologies John Reply Matheus Share action

OBAA pattern John Comment Clara Comment action

OBAA pattern John Comment Clara Share action

OBAA pattern John Comment Jose Reply action

A semantic server stores the RDF triples described with the CoPPLA, FOAF
and SIOC ontologies, allowing the execution of semantic queries and inferences.
These queries retrieve information from the users and their dispersed interactions
in the various collaboration tools of a CoP. This information can be used to find
interests, historical interactions, and collaboration trajectories in CoPs.

The first contribution of this work was the adequacy of ontologies and the
use of semantic web technologies to formalize the environment information.
From the CoPs knowledge formalization, the information interoperability was
improved and semantic queries and automatic processing became possible to be
performed. The user profile with associated semantics is able to store informa-
tion that was previously scattered among different CoP collaboration tools. The
ability to track user interactions, capturing different aspects of their interactions,
and representing them with semantic value allows to combine, reuse, and share
the knowledge dynamically constructed during exchanges between participants.

Semantic queries have the ability to retrieve information related to the static
and dynamic aspects of the participants. The proposed representation is capable
of organize information that is linked to both the user and their relationship
network. Thus, the dynamic profile is updated according to the user’s actions
and with their colleagues actions. To these actions it is possible to associate
the context and the moment in which they occurred, the participants involved,
the type of action executed and the collaboration tools used. These information,
organized from an individual perspective, allows the retrieval of interaction his-
tories and collaboration trajectories. This may be explored to understand how
knowledge is built on CoPs and allows the construction of new collaboration
tools based on the behavior pattern of each participant.

Future work intends to evolve the user profile and aspects related to the
performance, security and privacy of semantic queries. The use of the seman-
tic web also allows the execution of federated queries that can access resource
descriptions on external semantic bases. Thereby, it is possible to search for new
relationships and combine information to generate new knowledge. Finally, the
organization of the user actions in a formal representation allows the execution
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of complex queries, retrieving and combining information, including incomplete
ones, to discover new knowledge. From this information, it is possible to cre-
ate interactive dashboards combining user actions, contexts, other participants
who interacted in the same resource, related materials and related topics. The
dynamic user profile evolves as the interactions occur in the CoPs and may be
explored to adapt the platform and to improve recommendation systems.
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Abstract. In the present paper we present analysis of gaming actions with
MathSpring, an established ITS for mathematics for high school students. Our
findings indicate that both student and problem features were similarly predic-
tive of gaming behaviors, as well as that gaming was associated with lower
excitement and lower learning gains.
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1 Introduction

A student is said to be gaming an intelligent tutoring system (ITS) when “they attempt
to succeed in an educational task by systematically taking advantage of properties and
regularities in the system used to complete that task, rather than by thinking through
the material” [1]. Since the seminal gaming work by Baker et al. [1], there have been
various studies exploring the causes of gaming and/or ways to detect it (e.g., [2, 3]), as
well as ones investigating the impact of gaming on learning [4–6]. In this paper, we
focus on whether it is the student or the ITS design that drive gaming behaviors, but
also do explore the impact of gaming on learning.

What is a stronger predictor of gaming, student traits or ITS features? On the one
hand, research on individual differences suggests that student traits should be highly
predictive of gaming (given that the definition of gaming indicates this behavior is the
result of a student trying to avoid thinking). For instance, seminal work on self
explanation indicates that while some students spontaneously think constructively
about instructional material (e.g., by making inferences over and beyond the presented
text), others resort to shallow reading strategies like skimming text that avoids thinking
too deeply about the material [7]. As another example, studies involving tutoring
systems demonstrate that under some conditions, students prefer to copy solutions from
examples rather than generate the answer themselves [8]. Beyond student character-
istics, however, the learning context itself, such as a tutoring system or classroom
activity, also has an impact on how students interact with it [2, 9]. For instance, if a
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tutoring system facilitates shallow behaviors through poor design of hints or problems,
then students will abuse the corresponding functionalities by gaming [2].

Prior work within the specific context of ITSs has examined the question of what
drives gaming behaviors, student traits vs. ITS features, by labeling student actions
within an ITS as gamed or not, and subsequently analyzing what type of feature best
predicts gaming actions [2, 9, 10]. The findings have been mixed. Some analyses have
shown that gaming is best predicted by the features of the ITS (as opposed to the
student). For instance, the model in [2] that used a set of tutor-related features
explained 56% of the variance in gaming, higher than previous attempts to explain
gaming. In another study, Baker [11] directly compared student vs. ITS features as
gaming predictors and found that the latter were a better predictor. Recently, research in
[12] suggested that tutor features had a larger impact than student features on how
students game the system (i.e., patterns of gaming behaviors) [12]. In contrast, Muldner
et al. [10] found that the student working on a given problem was almost twice as
strong a predictor of gaming as compared to the problem being worked on. This data
came from a study involving a physics ITS called Andes used by college students.
However, they also found in a secondary analysis with the Cognitive Tutor ITS and
middle school students that both student and ITS features were similarly strong pre-
dictors of gaming. In general, these variations in findings point to the need for more
research.

Other work focused on student emotion as a potential predictor of gaming. For
instance, Baker et al. [13] found that boredom was the primary predictor of gaming,
which in turn diminished learning gains.

In the present analysis, we revisit the question of gaming predictors and outcomes.
We follow the methodology in [10] but apply it to a different ITS and population.
Muldner et al.’s [10] primary analysis involved data from the Andes ITS. Andes,
shown in Fig. 1 (left) made gaming of some solution entries difficult, since they cor-
responded to physics equations that students free-typed into the interface (and thus
systematically guessing to arrive at the solution was not productive). However, Andes
did provide gaming opportunities through hints (abstract features of hints is one of the

Fig. 1. The Andes ITS (left) and the MathSpring ITS (right)
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features of ITS design that promote gaming [2]). In the present analysis, the data came
from a different ITS, namely MathSpring, and a younger population (middle school
students) rather than the college population in [10]. The following research questions
guided our analysis:

(1) What is a stronger predictor of gaming (the student or the ITS features)?
(2) Is gaming associated with reduced excitement or interest?
(3) Is gaming associated with diminished student learning?

2 The Data and the Gaming Detector

The data for the present analysis comes from a prior study with grade seven students
(N = 191) using MathSpring [14]. The study was conducted within the students’
school and spanned three consecutive school days – details are in [14]. All problems in
MathSpring used the multiple-choice format with four options for each question;
MathSpring provided immediate feedback by coloring an entry red (incorrect) or green
(correct), at which point the student moved on to the next problem. MathSpring also
made hints available, accessed by clicking on the hint button. To obtain information on
how students were feeling as they solved problems, MathSpring prompted students to
self-report their affect at regular intervals on two target emotions: interest and excite-
ment (see [14] for details).

Given that the primary goal of the present analysis was to compare the predictors of
gaming with results in [10], we followed that prior methodology for the construction of
the gaming detector. Thus, the gaming detector was based on analyzing the time
between a series of tutor-student action pairs in the target ITS, where (1) tutor actions
corresponded to providing feedback by coloring a student entry red or to providing a
hint and (2) student actions corresponded to either generating a new solution attempt,
or asking for a hint. Given this framework, we labeled the following three primary
tutor-student pairs as gamed for the present analysis: (1) Guessing: the tutor signals an
incorrect entry, and the student quickly generates another entry (see ‘G – incorrect’ and
‘G – correct’ cells in Table 1); (2) Skipping a hint to ask for another hint: the tutor
presents a hint and the student skips the hint by quickly asking for another hint (see
‘S1’ cell in Table 1); (3) Skipping a hint in the context of solution generation: the tutor
presents a hint and the student quickly generates a solution entry (see ‘S2’ cell in
Table 1). This action could be indicative of a student ignoring the hint to guess instead
at the answer.

An important aspect of gaming detection pertains to the time threshold used to
identify whether an action was gamed - we used the method in [10] to determine this
threshold by visually inspecting the time distribution of each tutor-student pair under
consideration. The thresholds used to distinguish gamed pairs from not gamed pairs
corresponded to ones used by the Andes detector, because the distributions for the
present data indicated they were appropriate (skipping hints in the context of a hint
series (S1) < 3, guessing < 4 s; and skipping hints in the context of solution generation
(S2) < 4 s).
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3 Results

We begin with the descriptive data. Following the approach [10], we used problem as
the unit of analysis, and calculated the percentage of gamed tutor-student action pairs
on a given problem (this is preferable to using raw values, since it normalizes the
gaming data making it comparable across students and problems). The overall mean
percentage of gaming per student across all problems was 13.8%. Table 1 shows the
distribution of gaming behaviors (collapsed across students to make it comparable to
[10]). Guessing leading to correct solutions is quite a bit higher than it was in the Andes
data (see the G – correct) - 15% in the present analysis vs. 5% in the Andes data. This
is not surprising given that the MathSpring uses a multiple choice format, making this
type of guessing feasible in MathSpring than in Andes.

What is a Better Predictor of Gaming, Student or Problem (RQ1)? To see if
student or problem features better predict gaming, we followed the approach in [10] by
obtaining measures on gaming as follows:

(1) PercentageGamings p Percentage of gaming by a student s on a problem p
(2) Pp¼N

p¼0
PerGamings p=N

Average gaming by a student s across all problems p solved
by that student

(3) Ps¼N

s¼0
PerGamings p=M

Average gaming on a problem p across all students s

We then conducted a linear regression with percentageGaming as the outcome
variable (Eq. 1) and as its two predictors, the average gaming by a student across all
problems (Eq. 2, referred to as student below) and the average gaming on a problem
across all students (Eq. 3, referred to as problem below). The resulting model explained

Table 1. Gaming opportunities for Tutor–Student pairs (cells corresponding to gaming are
shaded). Each cells shows the mean % of responses over all the students (note that this is not per
student), and in parentheses the mean % of a student response for that row’s tutor action.

(a) Student: Hint Request (b) Student: Entry
fast slow fast slow

Tutor: Hint S1: 11 (28)% 19 (46)% S2: .4 (1)% 10 (25.3)%

Tutor:

Incorrect

.2 (0.4)% 1.5 (2.5) G - correct

15 (26)%

G - incorrect

10 (16.7)%

32(54.3)%

Legend: fast: student action < gaming threshold; slow: student action >gaming threshold
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17.7% of the variance (R2 = 17.7)1. In this model, both student and problem are
significant predictors of gaming (p < .01) but their standardized coefficients are close in
magnitude: student = .309, vs. problem = .271). This suggests that both student and
problem are comparable predictors of gaming in MathSpring, in contrast to what was
found in [10] for the Andes data, where student was almost twice as strong a predictor
as problem.

Is Gaming Associated with Reduced Excitement or Interest (RQ2)? To answer
RQ2, we conducted two partial correlations between gaming (formula 2 above) and
each of the two emotion variables (excitement, interest), after controlling for pre-test
(this was done to control for a priori knowledge, since this could be another factor
influencing gaming frequency). We found that gaming was negatively associated with
excitement, r(129) = −.20, p = .024, with students who gamed more self-reporting
lower excitement. The same pattern emerged for the interest variable, although this
trend did not reach significance, r(136) = −.13, p = .14.

Is Gaming Associated with Diminished Student Learning (RQ3)? To answer our
third research question we correlated gaming frequency (formula 2 above) with
learning gains (post – pre). Gaming was negatively associated with learning, r
(139) = −.25, p = .002, with students who gamed more obtaining lower pre to post
gains.

4 Conclusion and Future Work

In the present analysis, we build a gaming detector and used its output to show that
(1) both students and the problems they solved were comparable predictors of gaming,
(2) gaming was associated with lower excitement and interest, and (3) gaming was
associated with less learning (as measured by pre to post test gains).

Here, we focus our discussion on result (1), since this corresponds to our primary
analysis. In prior work [10], the student solving a given problem in the Andes ITS was
a stronger predictor of whether the problem would be gamed than the problem being
solved. This opened up the possibility student characteristics are a stronger predictor of
gaming. In contrast, in the present analysis we found that both the student and the
problem the student was solving were comparable predictors whether a tutor-student
pair would be gamed. The present result may be a function of the ITS, in that Math-
Spring offers multiple choice questions that may be tempting for students to abuse by
guessing instead of by deriving the solution on their own, which in turn could explain
the discrepancy between the current and prior results. However, students in the present
analysis gamed less overall than in the Andes data set. This suggests that the population
using the ITS has a role in what influences gaming: the present analysis involved
students in middle school, which was also the target population in other gaming studies
that found ITS features to be strong gaming predictors [2, 9], as compared to college

1 This analysis uses dependent samples, which impacts the validity of the p value. While p < .001 in
our analysis, this is not our focus – we are interested in the model parameters, and these will still be
valid under the conditions of the present analysis (e.g., A. Field, 8.3.2.1, Discovering Statistics).
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students (the target population for the Andes detector). Thus, it may be that even
though overall younger populations tend to game less than older populations, when the
former do game, they are more swayed by ITS features, for instance because they have
not yet developed their mega-cognitive skills needed to engage in effective learning
behaviors.

The gaming detector used in the present study was based on a prior methodology
[10] because we wanted to compare our results to its results. This detector focuses on
tutor-student action pairs, such as tutor provides hint – student skips hint. The fact that
such quick action pairs should be considered gaming is not controversial, but more
complex patterns of patterns of gaming have been proposed by human coders in other
research (e.g., [9]). These action patterns go over and beyond the essentially baseline
analysis provided by the detector used in the present study, and so an interesting
avenue of future work involves seeing how the current results apply using human
coders of gaming.
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Abstract. E-learning systems based on a conversational agent (CA) provide the
basis of an intuitive and engaging interface for the student. The goal of this paper
is to propose a method for detecting conversational interaction behaviors of
learners and CAs, using an agent-based framework, for the purpose of improving
the communication between students and CA-based intelligent tutoring systems.
Our framework models both the student and the CA and uses agents to represent
data sources for each. We show how the framework uses the detection of conver‐
sational behaviors to initiate interventions to improve student conversational
engagement. The results of initial user testing are reported.

1 Introduction

Conversational agents (CAs) provide users with the ability to interact with computer
software using natural language. CAs embedded within e-learning applications have
potential to provide an intuitive, user-friendly interface that engages students [1].

We seek to improve the interaction between students and e-learning CAs through
maintaining student engagement. Evaluating user engagement typically involves
devices for sensing verbal and non-verbal behavior cues [2]. Eye trackers [3], cameras
[4], and EEG headsets have been employed but non-intrusive collection of data is
required to make engagement-aware applications a practical reality [5].

One of the least intrusive approaches to evaluate engagement is the analysis of the
conversation between the user and the CA [6]. This has not been explored extensively
in the literature, despite the substantial amount of research associated with text-based
affect detection. [7] describes a technique for measuring cognitive engagement based
on Turney’s level of word abstraction dictionary to distinguish between forum posts
which are more descriptive and those that are more interpretive [8]. Our research breaks
new ground by detecting users’ engagement based on a real-time analysis of contribu‐
tions made to the conversation by the user.

Specifically, we propose a method for improving student conversational engagement
by identifying student conversational behaviors through analysis of the conversational
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log, using text-analysis techniques. We derive appropriate interventions for delivery by
a CA, and test the method using online psychology students.

2 Student Conversational Behavior Identification

For a CA-based intelligent tutoring system (ITS) focusing on the conversational inter‐
face, it is important to measure if conversation is being used effectively for the learning
task. As with human-human conversation, when students converse with a CA-based ITS
it is important to evaluate if they are engaged in: the “act” of conversing; the topic or
task associated with the conversation; and creating responses relevant to the CA’s
comments. Ideally, the software should be able to monitor these factors and make a real-
time assessment of “how the conversation is going”.

We describe a method of judging the quality of the students’ conversational
responses with a CA-based ITS, and demonstrate this on a CA that simulates chatting
with an historical figure. We generated algorithms to categorize student input by iden‐
tifying conversational behavior patterns. Identifying problematic conversational behav‐
iors allows for targeted interventions to repair or improve the conversation.

2.1 Algorithms

Algorithms were based on data from previous research using a CA simulating an histor‐
ical figure, Sigmund Freud [9]. To learn more about Freud, students chat with Freudbot
using text input, as if interviewing him. Freudbot responds in first person to questions
and comments about Freud’s life, family, theories, and colleagues, and follows rules of
conversation, such as turn-taking, and repairing misunderstandings.

Conversational logs of previous interactions with the CA were examined for
common patterns of user behavior. Behaviors of interest were: (1) robust, repeated
patterns of interaction; (2) detectable with data available to the CA (e.g. type of output
from the CA, user word count); (3) indicated how well the interaction was proceeding.

Three behaviors were identified:

Tryer: The user attempts to ask questions using reasonably full sentences on Freud-
related topics. They continue to do this despite little or no success in getting Freud-
related information from the CA. This trying behavior is characterized by relatively long
sentences, high number of no-match cases per inputs and possibly input words with high
abstractness value, a measure of cognitive engagement [7].

Keyworder: The user answers questions or responds to CA output with single words
or phrases associated with Freud or psychoanalysis. E.g. “ego”, “psychoanalysis”,
“anxiety”, typically jumping from topic to topic. This keywording behavior is detected
by low word count, non-repetition, and low number of no-match cases per inputs.
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Morer: The user discovers a word that leads to advancement through the narrative (e.g.
“ok”), and repeats that word. Moreing behavior can be detected by recognizing back‐
channel type words and phrases (“more”, “ok”, “I see”), and high consecutive repetition
of those words.

All three of the behaviors require recognizing a repeated pattern and therefore eval‐
uate over a period of time. For each user response to CA output, the CA text is catego‐
rized into one of 15 output types (e.g. yes/no question, domain content). User text is
checked for word count, ‘more’ type words, and repetition of the last response. Occur‐
rences of behaviours are counted based on these measures. If a behavior count exceeds
a threshold for that behavior type, the user is categorized accordingly. Thresholds were
tuned to reduce false positives with minimal false negatives. False positives are likely
to trigger inappropriate interventions. This is confusing to the user, and undermines the
perception of intelligence that plays a large part in student engagement.

To evaluate and optimize the algorithms, we manually rated 26 conversations (613
turn pairs) from the chat logs of a previous experiment [9]. Each conversation was
assigned a rating for each type of behavior: trying, keywording, and moreing. Results
from comparing the manual and automated ratings are shown in Table 1.

Table 1. Behavior algorithm testing

True
positive

True
negative

False
positive

False
negative

Total

Tryer 12 7 1 6 26
KW 3 17 6 0 26
More 2 23 0 1 26

2.2 Algorithm Evaluation

Table 1 provides numbers that were useful for tuning the algorithms and selecting the
best parameters. To verify the accuracy of the algorithms, chat logs from the current
study (see Sect. 3) were manually coded to identify the three behaviors. The human
coder read the entire log for a participant and assigned any behaviors observed, and a
confidence rating from 1 (low) to 3 (high) for each behavior.

The agent’s behavior assignments were compared against those of the human coder.
Observations with low confidence ratings were ignored. As anticipated, the algorithms
minimized false positives at the expense of false negatives, resulting in relatively high
values for precision and relatively low values for recall (Table 2). Accuracy ratings are
included but because there was a significant class imbalance for each of the behaviors
it is potentially misleading as a performance measure. (Of 56 participants, manual coding
found 48 tryers, 8 keyworders, and 21 morers.) F-scores, the harmonic mean of precision
and recall, provide an indication of whether the balance of the two is reasonable. The
F0.5 score is considered more appropriate because it weights recall lower than precision
(by attenuating the influence of false negatives) which is consistent with the design
objective of avoiding false positives ahead of reducing false negatives.
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Table 2. Algorithm performance

Accuracy Precision Recall F1 F0.5

Tryer 0.702 0.919 0.708 0.800 0.867
Keyworder 0.912 0.714 0.625 0.667 0.694
Morer 0.807 1.000 0.421 0.593 0.784

2.3 Application

The algorithms were implemented as software agents which parse and analyze the
conversation in real-time. Another agent used this information to direct the CA to inject
interventions into conversation and/or modify the CA’s responses. The multiple agent
framework [10] deployed the following interventions to improve engagement:

Tryer Intervention: The expected outcome is an improvement in the pedagogical
utility of the experience, i.e., the delivery of more educational (Freud related) content.
The user is conversationally engaged, but the CA is unable to deliver useful information,
due to typos, grammar, or poor CA performance. The strategy is to take some control
of the conversation and provide content, using a conversational approach. For example,
narrowing down the area of interest, and then suggesting a topic.

Keyworder Intervention: The desired outcome is to boost conversational engagement
by encouraging a more conversational approach. Students who exhibit keywording
behavior may receive the domain content, but are not taking full advantage of the capa‐
bilities of the interface, including the option to delve deeper into topics, change topics,
or ask analytical questions. If keyworder behavior is detected, the CA reminds students
they can explore a topic using phrases such as “Tell me more about…”.

Morer Intervention: The goal is for students to use conversational acts to drive how
content is delivered rather than relying on the systematic, ordered output of the narratives
of each topic. This serves to involve higher cognitive processes that consider different
branches in the structure of the topics. Morer behavior is similar to pressing a “next”
button, so there is little incentive for the student to use this tool over reading a text book.
The CA reminds students they can branch to other topics (“Tell me about”) or return to
a topic (“Tell me more about…”).

3 User Testing

A pilot study was conducted to verify the effectiveness of introducing interventions
triggered by real time identification of user interaction behaviors. 56 volunteer student
participants (13 men, 43 women, aged 18 to 63 with 63% under the age of 32) chatted
with the agent-based Freudbot CA described in Sect. 2 and [10]. Interactions were
carried out remotely by web interface. Participants were required to chat with Freudbot
for at least 10 min. An online survey collected feedback on the experience.
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3.1 Results

Student responses were compared to confirm the value of using student conversational
behaviors to initiate appropriate interventions to improve interaction. Three survey
questions related to the users’ perceptions of CA performance along three conversational
control dimensions: 1. How appropriate or useful were the suggestions regarding
conversing with Freudbot? (Intervention Rating); 2. Overall, how would you rate
Freudbot’s response when he did not appear to understand? (No-match Response); 3.
How would you rate Freudbot’s choice of topics? (Topic Suggest Rating).

Topic suggestions, and responses when user input is not understood, are adjusted
when one of the behaviors is detected, along with conversational suggestions. We
compared ratings for each conversational control mechanism against the participants’
declaration of whether they would choose to talk to Freudbot again. A Mann-Whitney
U test indicated that participants who would chat again rated conversational control
measures higher than those who would not (Table 3). This suggests these measures, and
therefore the interventions that affect them, are important to the user experience.

Table 3. Conversational control measures vs Chat Again - Mann Whitney U test

Chat Again N Mean rank U p
Intervention
rating

No 15 10.43 36.50 .000
Yes 17 21.85
Total 32

No-match
response

No 27 21.67 207.00 .001
Yes 29 34.86
Total 56

Topic suggest
rating

No 23 15.67 84.50 .000
Yes 25 32.62
Total 48

We looked next at the relationship between the interventions and perception of
learning utility. Two questions related to the participants’ perception: 1. How useful is
this activity for learning information about Sigmund Freud?; 2. How useful is this
activity for remembering information about Sigmund Freud?

These responses were compared to participants’ rating of the interventions. A Spear‐
man’s correlation test showed a significant correlation between those who rated the
intervention as good/appropriate and those who rated the value of the CA high for
learning (r = .38, p < .05) and remembering (r = .52, p < .005).

4 Discussion and Conclusion

The performance of the algorithms in recognizing three conversational behaviors related
to student interaction with a CA is comparable to that of human judgement. We demon‐
strated that these algorithms can advise a CA, using an agent-based framework, to initiate
interventions.
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Early results indicate the quality of these interventions influences whether students
find the CA to be useful for learning and remembering, and affect their overall rating of
the experience. A correlation was found between participants who rated interventions
as useful and/or appropriate and those who stated they would be willing to chat with the
CA again. Similar correlations to chat again were found for ratings of how the CA
responded to no-match cases, and the selection of topics suggested by the CA to keep
the conversation going.

We relied on participants’ declaration of whether they would choose to chat with
this CA again as a measure of overall satisfaction with the experience. This was justified
by a high degree of correlation between this measure and all other questions related to
overall rating of the CA. However, some participants who were familiar with chat bots
found Freudbot to be lacking by comparison, which affected satisfaction ratings. Other
comments indicated they saw no potential in the concept in general.

The pilot study provided data on how students interact with a CA and how it is
perceived. The next step is to design of a controlled experiment to compare learning
outcome measures for the agent-based system against one with no interventions.
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Abstract. Educational quizzes are useful not only to evaluate or test
the knowledge acquired by a learner, but also to help her/him to deepen
knowledge about a specific domain or topic in an informal and entertain-
ing way. The production of quizzes is a time-consuming task that can be
automated by taking advantage of existing knowledge bases available on
the Web of Linked Open Data (LOD). However, automatically extract-
ing from the LOD a knowledge graph composed by the information of a
set of resources which are relevant to a given specific domain or topic, is
a crucial phase for the automatic generation of quizzes.

To address this issue, we propose a heuristic that extracts from DBpe-
dia a set of resources related to a given specific domain. Such heuristic
has been implemented and used for the automatic generation of quizzes
in the geography and privacy domains. We report a comparative user
evaluation of it.

1 Introduction

Educational quizzes are useful not only to evaluate or test the knowledge
acquired by a learner, but also to help her/him to deepen knowledge about
a specific domain or topic in an informal and entertaining way. The so-called
Semantic Web introduces semantics into the Web to extend its capabilities. It
relies on the publication of structured data which can be viewed as a global
giant knowledge graph and on ontologies which capture the relations among
concepts [1] and provide the semantics that machines can understand and pro-
cess. The enormous and continuous growth of this global knowledge graph makes
it a rich source of structured data. As discussed in [2], the generation of quizzes
is a time-consuming task that can be automated by taking advantage of existing
knowledge bases available on the Semantic Web, for this, authors proposed an
approach that relies on the work of [3] on the generation of multiple choice ques-
tions from domain ontologies through queries. However, some of those available
knowledge bases (like DBpedia) may contain resources from different domains
or topics, thus the automatic extraction of a knowledge graph which contains
resources relevant to a specific domain or topic is a crucial phase for the auto-
matic generation of quizzes. By relevant resource, we mean a resource whose
c© Springer International Publishing AG, part of Springer Nature 2018
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information or content is related to a specific domain and therefore it is likely
to be used for the generation of questions of such domain.

The research work presented in this paper addresses the research question:
How to select a set of resources relevant to a topic or domain from a knowledge
base, and extract a knowledge graph in order to be able to automatically generate
quizzes from it?

For this, we have focused our study on the DBpedia knowledge base and we
have considered the definition of a topic or a domain as an input set of keywords
in natural language. As a result, we propose a heuristic that selects a set of
DBpedia resources that are relevant to the specified domain to generate a specific
knowledge graph with their structured information, from which the questions of a
quiz are generated. This heuristic finds an initial set of relevant resources through
a process of entity linking and then enriches them with additional resources
that are obtained through a filtering process applied to their wikilinks. We have
carried out a comparative evaluation of this heuristic against the baseline (a
heuristic that applies an entity linking process to the keywords that define a
domain) in terms of relevance. In addition, we have evaluated the relevance of
the questions generated from the knowledge graphs extracted by both heuristics.
By relevant question, we mean a question that requests information about a
specific domain or allows to verify knowledge about it.

The remainder of this paper is structured as follows: In Sect. 2, we present
and detail our proposed heuristic. In Sect. 3, we describe the implementation and
evaluation of the proposed heuristic. In Sect. 4, we present the related works.
Finally, conclusions and future work are presented in Sect. 5.

2 Proposed Approach

The selection of resources that are relevant to a specific domain or topic from a
dataset is the basis for automatically generating useful quizzes for the learners.
Since the knowledge bases on the Semantic Web use different ontologies and ways
of structuring their data, we decided to focus our study on DBpedia since it is
widely used and provides a large amount of resources from different domains.

We have considered that the simplest way to specify the domain or topic
for which we want to generate quizzes, is to start with a set of keywords. From
this set of keywords, in order to extract a subgraph from DBpedia with resources
relevant to the described domain, we have designed our proposed heuristic, whose
objective is (1), to be able to discover more relevant resources from DBpedia than
with the baseline, and (2) to limit the number of non-relevant resources that may
be discovered. This heuristic is inspired by the work described in [4]. We consider
as a baseline, an entity linking process applied to the domain-specific keywords,
such as applying DBpedia Spotlight1 to extract a set of resources and their
RDF triples to create a knowledge graph. Theoretically, it selects resources with
a greater precision and lesser recall.

1 http://www.dbpedia-spotlight.org.

http://www.dbpedia-spotlight.org
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We will report on two different experiences: In the first one, the domain is ini-
tially specified through a set of 107 keywords resulting from a process of manual
annotation of a representative set of 126 questions, extracted from the famous
French game “Les Incollables”2, about geography. In the second experience, the
domain is initially specified through a set of 240 keywords extracted manually
by an educational engineer, from resources of a MOOC about privacy3.

2.1 Named Entity and Filtered Category Extraction

Our proposed heuristic extracts a set of DBpedia named entities R from the
set of keywords that describe the targeted domain and enrich them with the
wikilinks of the those extracted resources having relevant categories. A set
of DBpedia categories C, is built with the result of a dedicated SPARQL
query on DBpedia searching for the value of the dcterms:subject property or
dcterms:subject/skos:broader property path of each resource in R. It considers
the most relevant categories of the domain CtopK to filter the wikilinks.

We define CtopK as a subset of C that has k elements, which are the most
relevant categories having the more related resources. The value of the number of
categories k is determined by a manual analysis of the relevance of the categories
with respect to the domain, allowing to discard some categories that may not
be relevant to the targeted domain. For the domains of geography and privacy,
the value of the threshold k was empirically fixed to 11 and 10 respectively.

As for the above-described heuristics, the set of triples describing the
resources in R are stored in a named graph NG. Theoretically, this heuristic
selects resources with a greater recall and lesser precision.

3 Empirical Validation of the Proposed Approach

We have applied the above described heuristics to the sets of keywords that
define the two domains considered: geography and privacy.

To validate our proposed approach to extract a knowledge graph from DBpe-
dia relevant to a given a specific domain to generate quizzes, we first evaluated
the relevance of the resources selected by the baseline and our heuristic, then we
measured the relevance of the questions generated from the different generated
knowledge graphs.

3.1 Evaluation of the Relevance of the Selected Resources

For the domain of Privacy, we have asked three students registered to the MOOC
about privacy (who were also familiar with DBpedia), to evaluate the relevance
of the resources selected. The list of all the resources selected by the baseline
and our heuristic (and merged to avoid duplicates) was presented to them into

2 http://www.lesincollables.com.
3 https://www.fun-mooc.fr/courses/course-v1:inria+41015+session01/about.
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a spreadsheet. Each resource was evaluated by the students on a scale of 1 (not
at all relevant) to 5 (very relevant). Again, considering that a relevant resource
is a resource related to the specific domain and therefore likely to be used in the
generation of a question.

Once the relevance of the resources was evaluated, we calculated the precision
and the recall of the baseline and our heuristic per user. We defined them as
the proportion of relevant resources among all the resources generated by a
given heuristic and the proportion of relevant resources generated by a given
heuristic among all the relevant resources generated by any of the two heuristics,
respectively.

According to the previous defined scale of relevancy, we considered that a
resource is sufficiently relevant if its score is greater than or equal to 3.

Finally the average precision and recall (considering the three evaluators) are
reported in Table 1. For the domain of Geography, we have asked three school
teachers to evaluate the relevance of the resources obtained. Similarly to the
previous experimentation, a list of resources was presented to the evaluators in
a spreadsheet, to be evaluated on a scale of 1 to 5.

The average precision and recall (considering also the three evaluators) are
also reported in Table 1.

Table 1. Precision and recall of each heuristics by domain

Privacy Geography

BL H BL H

Precision 0,567668401 0,572322652 0,957446809 0,906040268

Recall 0,34855581 0,712087542 0,25862069 0,775862069

3.2 Evaluation of the Relevance of the Generated Questions

After having conducted the evaluation of relevance of the resource selected by
each proposed heuristic, we have applied the quiz generation techniques proposed
in [2], to the DBpedia subgraphs generated by the baseline and our proposed
heuristic.

Finally, we have asked the evaluators to evaluate the relevance of the ques-
tions according to their corresponding domain, generated from each heuristic (on
a scale of one to 5, where 5 is the most relevant). For this, they have been pro-
vided with a list of 100 questions extracted randomly from the subgraph created
for each ontology and each domain.

The results of this evaluation are shown below in Table 2.

3.3 Discussion of the Results

The results of the evaluation of the relevance of resources for the Geography
domain are similar to those of the Privacy domain: our proposed heuristic
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Table 2. Average relevance of the questions per domain and subgraph

SubGraph BL SubGraph H

Geography 3.59 3.5

Privacy 4.2 3.62

obtains the highest recall while keeping an accuracy not so inferior with respect
to that of the baseline. Thus we can expect that our proposed heuristic is more
adequate than the baseline to generate the knowledge graph from which to gen-
erate questions.

This was confirmed by analyzing the relevance of the questions generated
from the two knowledge graph: the questions generated from the knowledge
graph generated by the baseline were those with the highest relevance. Never-
theless, the difference in relevance with respect to the questions generated from
the knowledge graph generated by our heuristic is not so great, thus our heuris-
tic can be considered as an excellent option since it is able to discover a larger
amount of related resources and therefore of questions with greater novelty.

4 Related Work

In [5], the authors propose an approach to identify a minimal domain-specific
subgraph by utilizing statistic and semantic-based metrics. This approach targets
DBpedia as a knowledge base and focuses on identifying entities and relationships
strongly associated with the domain of interest. They describe the domain of
interest through a main entity that represents it. In contrast, we present an
approach to describe a domain in a more complete and specific way.

In [4,6,7], the authors describe an approach to exploit semantic relations
stored in the DBpedia dataset to extract and rank resources related to the user
context given by the keywords she enters in a search engine to formulate her
query. Compared to this related work, our approach seeks to rely only on DBpe-
dia and does not consider external sources of unstructured knowledge. Addi-
tionally, it does not currently consider estimating the strength of the connection
between two resources linked through a wikilink property.

Authors in [8], present an approach to generate questions from the LOD
for the History domain. In contrast to this work, our approach allows to create
knowledge graphs about domains that can be defined in a more granular and
specific way through keywords, and we do not rely on the use of DBpedia classes,
but on entity linking combined with a process to discover related resources.

In [9], the authors present a list of state of the art works about resource
discovery and graph exploration.

5 Conclusions and Future Work

In this paper, we have presented an approach for the extraction of relevant knowl-
edge graphs from DBpedia in order to automatically generate quizzes on specific
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domains. For this we have proposed and detailed a heuristic that we have further
evaluated with two real life domains and educational contexts: quizzes to enrich
a MOOC on privacy and quizzes to populate a serious game on geography. We
have applied techniques of automatic generation of quizzes from the resulting
knowledge graphs to understand the impact of the heuristics chosen to generate
the input knowledge graph on the generated quizzes. The baseline heuristic con-
sists in considering the graph of the descriptions of the named entities extracted
in DBpedia from a set of keywords can be refined. The experiments showed that
(1) Enriching the knowledge graph with semantically related DBpedia resources
enables to increase the number of generated questions, and (2) Ranking the can-
didate related resources by their degree of relevancy to the domain enables to
maintain the precision of the generation of questions.

As future work we will seek to improve our heuristic, by considering the
participation of an expert user to the process of validating the automatically
extracted categories and eventually the ranking of resources. This should improve
the relevance of the generated quizzes to the domain or topic considered. Finally,
we plan to evaluate the heuristic with other domains or topics.
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Abstract. Teaching surgical decision making aims at enabling students to
choose the most appropriate action relative to the patient’s situation and surgical
objectives. This requires a deep understanding of causes and effects related to the
surgical domain as well as being aware of key properties of the current situation.
To develop an intelligent tutoring system (ITS) for teaching situated decision
making in the domain of dental surgery, in this paper, we present a planning-based
representation framework. This framework is capable of representing surgical
procedural knowledge with respect to situation awareness and algorithms that
utilize the representation to generate rich tutorial dialog. The design of the tutorial
dialogs is based on an observational study of surgeons teaching in the operating
room. An initial evaluation shows that generated interventions are as good as and
sometimes better than those of experienced human instructors.

Keywords: Surgical decision making · Situation awareness · Planning
Pedagogical intervention · Knowledge representation

1 Introduction

Teaching surgical decision making aims at providing students with the knowledge and
skills to choose the most appropriate actions relative to the surgical objectives and patient
state in routine and non-routine situations. This requires giving students a deep under‐
standing of causal relations in the surgical domain as well as the ability to monitor
important cues and interpret their meaning. This combination of skills is termed situation
awareness (SA), which is “the perception of the elements in the environment within a
volume of time and space, the comprehension of their meaning, and the projection of
their status in the near future” [1]. While a few simulators exist for teaching surgical
decision making, none focuses on teaching SA skills. In previous work, we showed how
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the Planning Domain Definition Language (PDDL) may be used to represent actions in
surgical procedures and elements of situation awareness [2]. PDDL can be used to
represent important aspects of surgical actions including action parameters and condi‐
tional effects. Its domain axioms can be used to model the process of comprehension of
perceived facts. The elements of the SA framework are clearly distinguished, enabling
reasoning at a level needed for generating causal explanations [3]. In this paper we
extend the previous work by adding a representation of how actions are structured to
form a surgical plan, including its hierarchical structure. We extend the previous plan
projection engine to generate plan traces and show how this enables additional important
teaching interventions identified in an observational study, in particular questions and
explanations concerning causal relations that span more than one action. Initial evalu‐
ation shows generated interventions are as good as and sometimes better than those of
experienced human instructors.

2 Surgical Procedure and Surgical Training

A surgical procedure is a hierarchical plan that consists of a sequence of tasks and
subtasks, and on the lowest level consists of a sequence of individual actions. Each task/
action is dependent on the current status of the patient and the effects of the previously
executed task/action, respectively. A surgical procedure requires a student to carry out
surgical tasks and during training a surgical expert may intervene in different ways such
as providing feedback and asking questions. These interventions are often related to
cause/effect relations. To understand the exact nature of and reasons behind expert
interventions, an observational study of nine teaching sessions of endodontic treatment
and interviews with dental instructors was conducted. Sixteen teaching strategies were
identified. Implementing these strategies requires a knowledge representation formalism
that (a) represents key elements in the surgical procedure: actions with parameters and
conditional effects, (b) represents the components in the SA framework including
perception, comprehension, and projection, (c) represents information relevant to the
procedure e.g., patient state information, (d) allows integrating available information to
derive new information (e.g., integrating perceptual facts with the user’s action to derive
action effects), and (e) supports generating tutorial dialog.

3 Related Work

A few ITSs use representations based on AI planning languages. Annie [4] uses a
STRIPS-like language to compute a directed graph that represents the space of all
possible plans from a given state in its game world. Annie uses this to prioritize and
sequence its strategies for guiding students to obtain the requisite knowledge. Roman
Tutor [5] is an intelligent simulator aimed to train an astronaut to operate an articulated
robot arm mounted on the international space station. PDDL is applied to represent
continuous shots in the camera planner for generating demonstrations. Students can ask
what-if and why-not questions and the tutor can provide illustrations and explanations
if the actions are not appropriate.
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Critiquing is one important type of tutoring feedback which has been extensively
studied in the area of plan critiquing. ATTENDING [6] critiques preoperative anesthetic
management plans by concatenating strings from an Augmented Transition Network.
Trauma-TIQ [7] applies a pure rule-based approach to critique a physician’s plan. There
is no explicit representation of a surgical procedure nor distinguished types of plan
components.

Computer Interpretable Guidelines (CIG) represent medical knowledge to share
across medical institutions for decision support [8]. Of the numerous CIGs available,
Asbru [9] is the closest to our work. It represents medical knowledge as a skeletal plan
with action effects but not conditional effects. This is due to the fact that Asbru, like all
CIGs, is designed for specification of prescriptive guidelines and thus just specifies the
conditions under which an action achieves its desired effect.

While a variety of representations have been used for ITSs, none of them fulfills the
requirements arising from the properties of surgical procedures and training (see above).
In rule-based models and model tracing [10], components of the surgical procedure and
SA framework can be represented via a set of facts, and their relations to the rules. These
facts do not explicitly represent components of surgical procedure and SA framework.
The constraint-based models [10] focus on the correctness of the solution represented
in a form of constraints rather than the sequence of performed actions; consequently,
action representation that is important for the surgical procedure is not explicitly found
nor conditional action effects. Even though the constraint-based model was demon‐
strated to represent the operator rules in model tracing via constraints [11], in the aspect
of surgical procedure, their notions are not distinguished to different components in the
surgical procedure, in particular an action representation, and SA framework. The qual‐
itative models [12] work well for describing indirect effects – changes of objects after
an action is executed. Work on qualitative reasoning about actions has integrated
TPLAN and STRIPS action representations with the qualitative models [13, 14].

4 Automated Tutor/System Implementation

4.1 Knowledge Representation

The PDDL representation from our previous work [2] of domain rules, action description
with conditional effects, and elements of SA framework does not provide a plan that
formulates of the structure of actions. We utilize the NPDDL plan representation [15]
to represent a sequence of tasks/actions in a surgical plan. This is a control structure for
the automated tutor to validate student’s actions with respect to given steps in a proce‐
dure. A procedure or a plan is divided into a sequence of sub-plans. Figure 1 illustrates
the structure of partial root canal treatment plan and a portion of its sub-plan - the rubber
dam application. A sub-plan can be optional for a particular condition (see: optional
at the local_anes_plan). The sub-plan is composed of actions arranged into a
sequence. Each action is described with a set of desired outcomes and one of them refers
to the main objective of the action.
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Fig. 1. The partial root canal treatment plan and its sub-plan – rubber dam application

4.2 Plan Projection Engine and Graph Representations

The patient’s initial conditions and their comprehension facts derived from domain rules
are formulated as an initial state. When the action is performed, the plan projection
engine uses forward chaining to project effects from the action conditions against the
current state and formulates a new state to evaluate if the executed action satisfy the
desired outcomes. A surgical procedure graph is created to represent the surgical proce‐
dural domain knowledge illustrating the SA elements and the plan components. The
student-executed action is represented as a subset of the surgical procedure graph (see
checked nodes). The projections of one executed action become part of the perception
of the next step. Figure 2 illustrates how an effect of an action “Insert rubber
dam” is related to the next action step “Drill to pulp chamber”.

Fig. 2. Partial surgical procedure graph of two adjacent steps with a student solution

4.3 Tutorial Intervention Generation

The surgical procedure graph and its subset the student performance graph were utilized to
generate tutorial interventions. We present two dialogues: First, a question about a hypo‐
thetical situation is generated to provide a broader understanding of the working proce‐
dure. For example, when the student successfully inserted the rubber dam using clamp
number 2 for a premolar tooth, the automated tutor looks for another similar action condi‐
tion node i.e., “tooth type = molar, tool type = Clamp, and tool size =
14”. Among these retrieved action conditions, the duplicated conditions such as “tool
type” are cleaned out. The perceptual information “tooth type” becomes a part of the
question. The student action detail “tool size” becomes the answer. The set of possible
answers is determined by other available values of tool size in the domain. Figure 3 shows
a sample of a hypothetical question of applying a rubber dam.
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Fig. 3. A question about a hypothetical situation

A student may correctly execute a task despite not fully understanding the rationale
of the task. A question about future consequence(s) is generated to raise an awareness.
For example, when the student failed to answer the question about the objective of the
task “Why did you insert the rubber dam?” the automated tutor negates the current
projected desired outcome “tooth is separated” as a key to search for action
condition nodes in the later steps to generate this question. The projection node of the
selected action condition “oral environment is not isolated” is the
answer, alternative choices are projection nodes randomly selected from the same step.
Figure 4 shows a question for raising awareness about future consequences.

Fig. 4. A question about future consequence(s)

5 Evaluation

We asked four endodontic clinical instructors, who had at least five years of clinical
experience to provide tutoring feedback for five different situations related to the stages
of selecting the local anesthesia solution and providing the rubber dam application.
These two steps are selected because the rubber dam application is mandatory while
selecting the local anesthesia can be optional. Five different situations include: (a) the
student selects the local anesthesia solution for a patient with pulpitis; (b) the student
prepares access without inserting the required rubber dam; (c) student correctly inserts
the rubber dam but fails to answer a question about the task objective “Why do you
insert the rubber dam?”; (d) the student correctly inserts the rubber dam and successfully
answers the same question from the situation (c); and (e) the student inserts the rubber
dam using the incorrect clamp number. The tutorial feedback from these four instructors
and the generated feedback from the automated tutor were blindly rated for appropri‐
ateness of interventions using a 5-point Likert scale and commented by two endodontic
experts, who had more than 10 years of clinical experience and are responsible for eval‐
uating the teaching performance of human tutors. A mean score for each instructor over
these five situations was computed. The mean scores of the human instructors are 4.8,
4.4, 4, and 3.6. The mean score of the automated tutor is 4.4, which is larger than the
average human score of 4.24 and close to the best human instructor.
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6 Conclusion and Future Work

We have provided a representation of surgical plans using PDDL and NPPDL. We use
this to generate plan traces that are used by a pedagogical module to generate a wide
variety of teaching dialog observed in teaching sessions in the operating room. Initial
evaluation indicates that the generated teaching interventions are as good as those of
human tutors. The evaluation also identified some dialog that can be improved such as
generation of good multiple choice questions. Future work will focus on improving the
generation of multiple choice questions, interfacing the pedagogical engine with the
simulator, and conducting a larger scale and more comprehensive evaluation.

Acknowledgments. This research project was partially supported by the Faculty of Information
and Communication Technology, Mahidol University.

References

1. Endsley, M.R.: Toward a theory of situation awareness in dynamic systems. Hum. Factors J.
Hum. Factors Ergon. Soc. 37, 32–64 (1995)

2. Vannaprathip, N., Haddawy, P., Schultheis, H., Suebnukarn, S.: Generating tutorial
interventions for teaching situation awareness in dental surgery – preliminary report. In: Phon-
Amnuaisuk, S., Ang, S.-P., Lee, S.-Y. (eds.) MIWAI 2017. LNCS (LNAI), vol. 10607, pp.
69–74. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-69456-6_6

3. Mccluskey, T.L.: PDDL: a language with a purpose? In: 13th International Conference on
Automated Planning & Scheduling, ICAPS 2003. AAAI Press, Trento (2003)

4. Thomas, J.M., Young, R.M.: Annie: automated generation of adaptive learner guidance for
fun serious games. IEEE Trans. Learn. Technol. 3, 329–343 (2010)

5. Beghith, K., Kabanza, F., Nkambou, R., Khan, M., Hartman, L.: Roman tutor: a robot
manipulation tutoring simulator. DEM 20 (2005)

6. Miller, P.L.: Critiquing anesthetic management: the “ATTENDING” computer system.
Anesthesiology 58, 362–369 (1983)

7. Gertner, A.S.: Plan recognition and evaluation for on-line critiquing. User Model. User-
Adapt. Interact. 7, 107–140 (1997)

8. De Clercq, P.A., et al.: Approaches for creating computer-interpretable guidelines that
facilitate decision support. Artif. Intell. Med. 31, 1–27 (2004)

9. Miksch, S., et al.: Asbru: a task-specific, intention-based, and time-oriented language for
representing skeletal plans. In: 7th Workshop on Knowledge Engineering Methods and
Languages, pp. 1–25 (1997)

10. Nkambou, R., Bourdeau, J.: Advances in Intelligent Tutoring Systems. Springer, Heidelberg
(2010). https://doi.org/10.1007/978-3-642-14363-2

11. Kodaganallur, V., et al.: A comparison of model-tracing and constraint-based intelligent
tutoring paradigms. Int. J. Artif. Intell. Educ. 15, 117–144 (2005)

12. Forbus, K.D.: Qualitative process theory. Artif. Intell. 24, 85–168 (1984)
13. Hogge, J.C.: Compiling expressed plan operators from domains recess theory in qualitative

to TPL. In: AAAI, pp. 229–233 (1987)
14. Forbus, K.D.: Introducing actions into qualitative simulation (1988)
15. Bertoli, P., et al.: Extending PDDL to nondeterminism, limited sensing and iterative

conditional plans. In: ICAPS 2003 Workshop on PDDL (2003)

A Planning-Based Approach to Generating Tutorial Dialog 391

http://dx.doi.org/10.1007/978-3-319-69456-6_6
http://dx.doi.org/10.1007/978-3-642-14363-2


Supporting Multiple Learning
Experiences on a Childhood Vocabulary

Tutoring Platform

Aditya Vempaty(B), Tamer Abuelsaad, Allison Allain, and Ravi Kokku

IBM Watson Education and Research, Yorktown Heights, USA
{avempat,tamera,acallain,rkokku}@us.ibm.com

Abstract. We present a unified learner modeling approach in a child-
hood vocabulary tutoring platform that enables learning continuum
across multiple learning experiences. By decoupling experiences from
learner modeling, multiple learning experiences can be developed inde-
pendently making learning approaches scalable in an inherently diverse
setting: each child, his/her family, environment, geography, cultural dif-
ferences can all make each learner really unique. By understanding the
information-theoretic equivalence of different assessment types, and map-
ping different play and learning activities to one or more of these types,
we can enable a rapid convergence of the learner model to better repre-
sent a young learner’s knowledge. More interestingly, when normalized,
different assessment types converge at different levels of the normalized
score.

1 Introduction

Childhood vocabulary learning happens organically across many experiences of
a young learner. As formal schooling begins, vocabulary acquisition continues
implicitly while listening and reading quality texts, and explicitly through word
instruction. Research suggests a correlation between early vocabulary acquisition
and ongoing academic success [1–3,8], and that the highest rate of vocabulary
development occurs during early childhood years [6]. Unfortunately, some chil-
dren arrive to school with less vocabulary knowledge, which could hinder their
ongoing academic achievement [7]. Despite this importance, researchers found
very few effective programs dedicated to early vocabulary instruction [9].

To this end, we enable an intelligent vocabulary tutoring platform, over which
one can build (i) multiple mobile applications, toys, and games for explicit vocab-
ulary instruction, (ii) automated assessments to continuously gauge a child’s
learning (while being organically or explicitly exposed to a variety of learning
experiences), and (iii) learner modeling that closely represents a child’s under-
standing of different word concepts, and updates the models based on informa-
tion from all learner-platform interactions. While designing the platform, assess-
ments are classified into different types for understanding a learner’s knowledge.
We identify that the learner knowledge information gained by a system from
c© Springer International Publishing AG, part of Springer Nature 2018
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a child’s assessment response depends on the assessment type. We develop an
entropy-normalization method to update a unified model of a child’s understand-
ing of a word, and enable assessments of multiple types.

Prentzas surveys popular educational technology tools for early childhood
learning [10]. Accomplishing individualization has been a key enthusiasm among
engineers of interactive learning environments and Intelligent Tutoring Systems
(ITSs). To accomplish one-on-one individualized instruction, fine-grained adap-
tation is required, which requires precise modeling of learners’ knowledge. Des-
marais and Baker [5] identify that the isolated nature of learner models is a
limitation in many widely used learning environments. For instance, rich repre-
sentations of learners’ knowledge are created and refined by teachers but dis-
carded at the end of the school year. A continuum of these learner models
could be extremely useful in future learning and in co-occurring classes, while
also enabling measurement and representation of implicit knowledge acquisition
in organic settings. Further, with increasing online education, a learner could
encounter content about a particular concept multiple times. Unified and shared
learner models would help prevent repetition, and only target areas of weak-
nesses.

2 Vocabulary Tutoring Platform Architecture

Figure 1 gives a high level overview of the architecture. At the base of the tutor
platform are knowledge maps that are words and their relationships, attributes
such as parts of speech, definitions and usage of the words, and links to learning
and assessment content for each word. At the core of the platform is the learner
model that represents the system’s confidence of a learner’s understanding of a
word; the confidence is derived out of the learner’s assessment responses over
time. The learning content is personalized based on the learner model to focus
remediations around only concepts that are weaknesses.

Fig. 1. Tutor platform with multiple activities

Young learners learn in a variety of settings and with a number of mobile
applications, toys, and games. Hence, a tutoring platform enabling continuous
learning via these activities, while maintaining a consistent view of the child’s
knowledge, helps in effective learning. For this purpose, the learner model cap-
tures several dimensions (such as listening, speaking, writing, and reading abil-
ity) of what it means to understand each concept in the knowledge map, and
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allows each assessment interaction a child does to record a normalized update in
the model. We identify that different assessment types provide different amount
of information gain on the learner’s understanding of a word. For instance,
single-answer multiple choice questions, multiple-answer multiple choice ques-
tions, blank filling, matching activities, etc. have different amount of information
gain mainly due to different probabilities of guessing.

3 Entropy-Based Normalization of Learner Model

To achieve normalization across assessment types providing different amounts
of information, we develop a common framework based on information theory
and entropy [11]. Consider a typical tutoring system [4] having N users trying
to learn a domain model of K words. The system updates learner model Li

for user i, for i = 1, . . . , N , using assessments of different types. Let there be
M assessments Aj , for j = 1, . . . , M , and each assessment has a corresponding
assessment type tj ∈ {1, . . . , T} where T is the number of distinct assessment
types. Each assessment Aj is also associated with a set of words Cj ⊂ {1, . . . , K}
that it tests. Following an assessment, we propose the following steps to be
undertaken for learner model update:

1. Identify learner id i and assessment Aj .
2. Identify the concept set Cj associated with the assessment Aj .
3. Identify the assessment type tj and the normalization parameter

wtj associated to the assessment type.
4. For each of the concepts in Cj , update its knowledge score using the normal-

ized version of received response to assessment Aj .

In the typical learner model update, assessment type is ignored and there is
no step 3. This step is typically ignored due to a couple of reasons. The tutor-
ing system either consists of only one assessment type or it does not explicitly
attempt to incorporate multiple assessment types. If we treat all assessments
as same, it results in incorrect learner model updates since different assessment
types provide different information. For example, a binary choice assessment
question is clearly easier than a multiple choice assessment with more than 2
choices.

Here, we introduce an additional parameter that incorporates the assessment
type and ensures normalized updates to a learner model. This parameter depends
on the information content in the assessments of a certain type. Let wt for t ∈
{1, . . . , T} be the parameter that quantifies the information content present in
the assessments of type t. The additional normalization step ensures the learner
model is updated consistently across the different activities/experiences that the
learner undergoes during the learning continuum. The normalization parameter
wt is a function of the information available in the assessments.
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4 Formative Assessment Prototypes

4.1 Multiple Choice Questions (MCQs)

The most common type of assessments are the MCQs with only one correct
answer. Figure 2(a) shows an example MCQ in vocabulary learning. The knowl-
edge of the word car is tested by giving multiple images to select, with one correct
image and two wrong images. For an MCQ with Q choices, we receive log2

1
pc

bits of information per assessment where pc is the probability of choosing the
correct answer. This probability pc depends on the quality of distractor choices.
Considering all choices would be equally probable, a random choice results in
pc = 1

Q . After choosing an exponential relation between normalization parameter
and information, we get wt = 1 − exp (− log2 Q) for MCQs with Q choices.

Fig. 2. Different types of assessment examples. (a) MCQ. (b) MRQ. (c) MTF.

4.2 Multiple Response Questions (MRQs)

A variant of MCQs which are typically considered more difficult are the MRQs.
MRQs are similar to MCQs as they have single question with multiple choices but
more than one correct choice. Figure 2(b) shows an example MRQ in vocabulary
learning where all images representing the word airplane are to be picked. Clearly
any number of the eight choices could represent airplane. For an MRQ with Q
choices, any of those could be a correct answer. Each such MRQ is equivalent to a
series of Q binary choice questions. Let q = 1, . . . , Q, be the index for the choices;
the response corresponding to binary choice q of the question is providing us with
log2

1
pq

bits of information, where pq is the probability that the correct selection
has been made for the choice q. For the case when all choices are of medium
quality, then each of them provides log2

1
0.5 = 1 bit of information. Therefore,

the learner model is updated by a series of Q binary responses (0/1 based on
the individual choice correctness), after weighing them by wt = 1 − exp (−1)
(using the same exponential function as before). For example, if the learner has
given P out of Q correct responses1 in MRQ, then update the learner model by
considering a series of P 1’s followed by (Q-P) 0’s, weighed by wt = 1−exp (−1).

1 A choice is wrong if it is the correct answer and is not selected, and vice versa.
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4.3 Match the Following

In a typical MTF assessment, R questions are provided along with Q answer
choices (Q ≥ R), with exactly one correct answer per question. The learner
matches questions and answers together by selecting question-answer pairs.
Figure 2(c) shows an example MTF for matching word-image pairs.

In MTFs, there are Q choices for the first of the R questions and the response
has log2 Q bits of information. Following the matching of the first question,
there are two possible assessment sub-types: where the previously chosen answer
choice is replaced with a new choice, thereby resulting in the second question
still having Q answer choices, or leaving the set of answer choices unperturbed
resulting in Q−1 choices for the second question. For each of the MTF sub-type,
the learner model is updated in a different manner. For the first sub-type, where
all R questions have same number of choices (Q), the learner model is updated
by a series of R MCQs with Q choices, and hence each of the updates would
use wt = 1 − exp (− log2 Q). On the other hand, for the MTF sub-type where
the answer choices remain unchanged for the entire MTF, the learner model is
updated with a series of MCQs with reducing number of choices. In other words,
the first of the R questions would have wt = 1 − exp (− log2 Q), and the r-th
question, for r = 1, . . . , R, would have wt = 1 − exp (− log2 (Q + 1 − r)).

4.4 Demonstration Using an Example Learner Model

Consider a learner model where every (learner, word) pair has an associated
learning score (between 0 and 1) that determines the confidence that the learner
knows the word. The learning score is updated based on incoming assessment
data on the (learner, word) pair using the exponentially weighted moving average
(EWMA) model given by ln+1 = αln+(1−α)xn where ln is the learning score at
time n, α is the EWMA parameter that can be interpreted as the learning rate,
and xn ∈ {0, 1} is the response to the assessment question. The normalization
parameter wt is incorporated into the update equation by re-writing the update
equation as ln+1 = αln + (1 − α)wtnxn where wt is the normalization weight
corresponding to the assessment An which depends on the type of assessment
(tn). This weight is a function of the amount of information provided by the
assessment type in units of bits and is between 0 and 1.

For MCQs, the update rule using wt becomes ln+1 = αln + (1 −
exp (− log2 Q))(1 − α)xn where xn = 1 only if the correct response is pro-
vided. For MRQs, the update rule using wt derived in Sect. 4.2 becomes
ln+1 = αQln + (1 − α)

∑Q
q=1 αQ−q(1 − exp (−1))xq where xq, for q = 1, . . . , Q is

the series of Q binary values with P 1’s followed by (Q−P ) 0’s. The above equa-
tion simplifies to ln+1 = (1 − exp (−1))αQ−P − αQ(1 − exp (−1) − ln) For MTF,
the update rule can be similarly written for the two sub-types using wt derived
in Sect. 4.3. The expressions are similar to the ones derived above depending on
the sub-type of MTF.

Figure 3 shows the evolution of the learner score for a learner who just mas-
tered a concept (and hence provides a series of correct responses to MCQs and
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Fig. 3. Learner score evolution. (a) For a series of MCQs. (b) For a series of MRQs.
(c) For a mixture of 6 MCQs and MRQs in comparison to the learner score achievable
with same number of only MCQs and only MRQs.

MRQs) as per the EWMA update rule using the described normalization.2 One
can observe that MRQs converge faster than MCQs but to a lower score due
to the small weights per unit choice in MRQs. Therefore, MCQs and MRQs
provide different kind of information. This observation highlights an interesting
tradeoff between (1) using the easier variants for assessing learners with more
engaging experiences, and (2) using the harder variants (such as blank filling
or open-ended questions) to converge to a higher score for better confidence on
knowledge of a concept. Figure 3(c) presents the learner score evolution for a
mixture of alternate MCQs and MRQs with fixed parameter of Q (Q = 3 for
MCQ and Q = 7 for MRQ). The learner score for the mixture converges to a
value higher than when the same number of only MCQs or MRQs are used.
The tutoring platform can decide on the choice of assessment types and order of
assessments in order to achieve rapid convergence while balancing engagement.

5 Discussion and Conclusion

Table 1 presents an example list of existing popular applications whose assess-
ments are relevant to early-learners. The assessments could be mapped to one
or more of the categories. For instance, the right column of the table shows the

Table 1. Existing early-age learning applications

Application Learning domain Assessment type

Duolingo Language MCQ (Q = 4)

Khan academy Vocabulary and math MCQ and MRQ

The phrasal verbs machine lite Verb-preposition MCQ (Q = 5)

Fish school Alphabets, colors, etc MTF

Stack the states USA geography MCQ (Q = 4)

2 For the simulations, α = 0.8 and l0 = 0.001.
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assessment types each of the applications cover. Besides the applications dis-
cussed in Table 1, there are others that use puzzle and sorting games, but they
are not focused towards assessing concepts but instead assess skills. Finally, this
work is a step towards enabling open and unified learner models for a vari-
ety of experiences young learners choose for learning, and more work is needed
to understand the generalization of this framework to other domains beyond
vocabulary. By developing theoretically-driven normalization parameters to the
learner model update rules, we ensure all assessment information from learner
is incorporated in an appropriate manner.
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Abstract. As a pathway for learning, remix has become one of the most
important practices within the field of open educational resources. In this study,
we investigate the searching and re-editing behavior of students in an online web
environment. Participants were asked to search and remix the retrieved web
information, which was based on the content of textbook. To explore learning
process in the remixing environment, the relationships among function of
thinking styles, the search behaviors, the edit behavior, pre-performance, and the
final remixing performance are analyzed. Various behavior data are recorded,
including web visiting log, interaction log and eye tracking data. The finding
provides insight into how to understand the behaviors associated with under-
lying cognitive and learning performances.

Keywords: Thinking style � Eye tracking � Remix � Learner cognitive

1 Introduction

Remix as the reworking and combination of existing creative artifacts is becoming one
of the most important practices within the field of open educational resources [1].
Remixing online is described as important learning, which represents a low-cost and
accessible form of participation. Many small contributions are aggregated and remixed
toward high quality information goods, and learning happens through the aggregation
process as a form of legitimate peripheral participation. The concepts in textbook are
sometimes too abstract and complicated to be comprehensible. Whereas, search and
retrieve process help students grasp the concept completely and accurately [2]. During
the remixing process, students reconstruct the selected information and connect the
pieces of knowledge to produce their own storytelling line. With an increasing number
of web information, students can potentially download and stream media whatever,
wherever and whenever they like, and affording great flexibility in learning experiences
[3]. This flexibility combined with the social tools can help to provide opportunities to
remix by taking the best from a range of approaches [4].
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Markham’s study [4] indicated that remix relies on sampling, borrowing, and
creatively reassembling to develop something that is used to persuade others. It allows
learners to directly edit and fully control the contents of their textbook. In this process,
students can conduct a series of cognitive activities such as self-monitoring, and they
may feel more confident if the remixed results are validated by teacher. While current
researches of remixing have explored methodologies for promoting remixing and
theories about the quality of remixed outcomes, we know little research that remix to
produce creative work based the content of textbook.

Information-seeking and remixing behaviors are complex cognitive processes.
Individuals’ differences in the remixing process are reliant on many factors, including
intellectual differences, beliefs, judgments, thoughts, emotional trends, attitudes, val-
ues, and experience from past. Some of the most important variables include
self-efficacy, critical thinking, and thinking styles [5]. Thinking styles, as an individual-
difference variable in human performance, have attracted the attention of many scholars
and educational psychologists [6]. Different with ability that refers to what one can do,
thinking style refers to how one prefers to use one’s abilities. As one of the most
famous theories of styles, Sternberg’s theory of mental self-government [7] describes
the function dimension (legislative, executive and judicial styles) of thinking styles.
The detail of the function dimension is as follows: (a) Legislative: They prefer the
problems which require them to devise, design, and giving commands. In other words,
they create their own laws; (b) Executive: Individuals with executive way of thinking
prefer to accomplish commands and instructions. They, therefore, like to be guided by
others. They would rather deal with administrative jobs and restricted laws; (c) Judicial:
The advocators of this style care about judgment and assessment of things. They prefer
problems that allow them to analyze and evaluate the attitudes and affairs [8]. Related
studies show that cognitive factors such as thinking style are influential in creativity
and performance [9, 10], thus in this study we focus on argue that thinking style are the
critical factors that influence remix behavior and performance.

In this paper, remix is used as a strategy for thinking about learning design while
using a high school research study to inform students’ behaviors before and during
remixing. We investigate students’ searching and editing behaviors when they remix
their own textbook after searching and retrieving. Through this remixing process,
students are able to reconstruct learned knowledge in cognitive from a perspective of
knowledge producer or creators. While thinking styles are considered to have influence
to the creating process and performance, we explore the effects of thinking styles on
behaviors and performances in this study.

2 Method

Seven participants were recruited from one class of the first grade students in a senior
high school located in northern Taiwan. Four of them were female, three were male,
and their age ranged from 14 to 15. All of them took Introduction to Computers courses
in the past two months and had sectional exam scores. Students had practiced basic
computer and web literacy skills and at least knew how to use web browsers and
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Microsoft sway. Therefore, they already possessed some prior knowledge and basic
skills for searching and re-editing the textbook.

Microsoft Sway is a presentation program that allows students to create a beautiful,
interactive, web-based expression of their ideas from browser. It provides a unique
storytelling series for participants to type, insert, edit, and format the content. The type
of content can be text, images, videos, and even Office documents. Participants are also
able to add content from various sources into their Sway presentations, including
YouTube, Facebook, Mixcloud and so on. Sway takes care of the design work and
helps students focus on the human part: their ideas and how they relate to each other.
This contributes to students’ engaging in construction. Students can preview their own
work at any time to see how it will appear to others during editing and later decide to
share their work with peers.

The student’s goal task is to rewrite a taught section of Introduction to Computers
textbook. When participants began the experiment, they are presented with a blank
sway temple and the textbook (.pdf) opened in chrome browser. They are given a total
of 30 min to complete their overall task through two sections: searching section and
editing section. Participants are first asked to explore the related content by searching
webpages within advised 10 min. In this section, they are required to leave seven pages
that they think most relevant for the following editing. After searching, students begin
to edit their story of the texture through the sway within remain time. They are required
to navigate through remain pages and the origin text content.

After task, participants filled out a demographic questionnaire and a thinking styles
questionnaire (TSI). The TSI was adopted from Sternberg’s Thinking Style Ques-
tionnaire—Functions Dimension (legislative, executive, and judicial styles) [11]. It
measured students’ mental self-government with 15 statements and 3 subtests. Each
subtest comprised of 5 questions that evaluate one thinking style. Each question uses a
7-point Likert scale (1-disagree to 7-agree). The Cronbach’s a of legislative type was
.65; executive type, .82; Judicial type, .89; and the whole scale, .90; these values were
regarded as acceptable. The higher the score is, the more the person is inclined to prefer
that thinking style. The mean scores of the subscale in our sample were legislative,
23.29 (SD = 5.25); executive, 27.43 (SD = 5.03); and Judicial, 22.57 (SD = 6.53).

The performance of each work submitted by the participants was graded by two
teachers and three peers. Teacher’s assessment consisted of 7 items with three items
asking about layout (Suitable graphic, creative, clear), three items asking about content
(complete, accurate and explicit), and one items asking about teaching availability. The
items of layout and content assessed by peers and teachers were identical. Peers were also
asked about their perception of own preferences to the works. All the items were rated
from 1 to 7 points. The score of the complete work of each participant is provided based
on the sumof all those items evaluated by teachers and peers, and by an equal split of both.

3 Behavior Data Analysis

When students searched and edited, we collected multi-channel process data, including
(1) interaction log files and (2) eye tracking data, using Ogama-plus, an open source
package for gaze data and interaction data analysis provided by NCTU DCS-LAB [12].
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The log file captures participants’ interaction with browser, such as browsing sequence
and mouse action type. The eye tracking data was collected using an Eye Tribe
Tracker, and take the form of fixations on a single point.

The search phase is defined from entering the first keyword to find the target
content; the edit phase is defined from entering the first word in the sway. The fol-
lowing are indicators that quantify learners’ search processes and editing process as
behaviors: (a) The total number of viewed webpages during the experiment, which
reflects the range of the information search; (b) The time spend during visiting each
webpage in searching and editing, i.e., the amount of time that participants spent
viewing each pages; (c) The number of strategy changes, i.e., the participants changed
from viewing a page to viewing another page. We further categorized the strategy
changes based on page content as follows: (a) the total number of page changes in
searching and editing; (b) the frequency of visiting textbook in both phases; (c) the
frequency of visiting the sway page in both phases; (d) Gaze behavior: the fixation
number and fixation duration for each visit in searching and editing phases; (e) Mouse
interaction logs: the number of left clicks and right clicks for each visit in searching and
editing phases.

4 Results

The results of the data pertaining to correlations are shown in Table 1. Significant
correlations were found only between the legislative thinking style and the total number
of webpage changes during editing (r = .773, p < .05). Significant correlations were
found between the executive thinking style and the right clicks each visit in searching
phase (r = −.820, p < .05), the fixation number each visit during editing (r = −.823,
p < .05), the fixation duration for each visit during editing (r = −.811, p < .05), the
right clicks each visit during editing (r = −.766, p < .01), and the content score of the
editing performance (r = .761, p < .05). In addition, significant correlations were found
between the Judicial thinking style and the time spend visiting each page (r = −.801,
p < .05), the total number of page changes during editing (r = .791, p < .05), the
frequency of visiting textbook in edit phase (r = .779, p < .05), sectional exam score
(r = .771, p < .01), and the content score of the final editing performance (r = .869,
p < .05).

The correlation results also show that significant negative correlations were found
between the numbers of right clicks for each visit during the edit phase and the pre
performance of the participants (r = −.787, p < .05). Significant negative correlations
were found between the amount of time for each visit during edit and the content score
of the final work score (r = −.784, p < .05). It also shows significant positive corre-
lations between the sectional exam score and the content of the final work (r = .789,
p < .01).
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5 Conclusion

This study explored how human thinking styles are associated with search behaviors,
edit behaviors, pre performance, and re-editing performance in online editing learning
environment. Our finding indicated that during search phase, executive style is related
to only one indicator, right clicks for each visit. Students with better executive ability
would use right clicks less during searching. As students use right clicks to download
the retrieve pictures or document, less right clicks indicate less download actions.
During edit phase, executive style is negative related with the both fixation indicators
and right clicks for each visit. Students with better executive skills tended to take less
time and less number gaze on each page, and less right clicks number. Legislative style
is positive associated with total number of page changes, which indicate that student
with better legislative skill tended to change the pages more frequency. Judicial style is
negative associated with time spend visiting each page. However, it is positive related

Table 1. The coefficient of the correlation between behaviors and learner thinking styles.

Behaviors Thinking styles
Legislative Executive Judicial

Search behaviors:
Time spend visiting each page (s) −.117 .250 −.141
Total # page changes/total search time (count/s) −.064 −.163 −.056
# view textbook/total search time (count/s) .069 −.043 .123
Gaze: fixation number each visit .244 −.529 −.034
Gaze: fixation duration each visit (s) .191 −.452 −.080
Mouse: left clicks each visit −.173 .217 −.158
Mouse: right clicks each visit −.436 −.820* −.533
Edit behaviors:
Time spend visiting each page (s) −.746 −.587 −.801*
Total # page changes/total edit time (count/s) .773* .413 .791*
# view textbook/total edit time (count/s) .753 .608 .779*
# visit sway/total edit time (count/s) .180 −.142 .151
Gaze: fixation number each visit .139 −.823* −.122
Gaze: fixation duration each visit (s) .134 −.811* −.141
Mouse: left clicks each visit −.636 −.332 −.537
Mouse: right clicks each visit −.191 −.766* −.429
Pre performance:
Sectional exam score .556 .714 .771*
Work performance:
Layout score .157 −.095 .248
Content score .688 .761* .869*
Total score .400 .453 .610
Other:
Total # viewed pages .266 −.352 .299
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with total number of page changes and number viewing textbook. Students with better
judicial skill also tended to score high in pre-performance and content performance in
remixing work. In the future, more discussion will be given to understand students’
behavior during remixing editing.
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Abstract. Revised Bloom’s Taxonomy (RBT) is hierarchical in nature
and it serves as a common vocabulary for the teachers to classify learning
objectives of a curriculum. In this work, we study the effects of using RBT
as a problem sequencing strategy on students’ learning. We compare a
blocking strategy based on RBT against the random strategy. We also
implement the reversed hierarchical order of this taxonomy as a strategy
to understand the effect of a contrast behaviour, if any. We also examine
both forward and reverse hierarchical orders by enhancing them with
interleaving behaviour. We use deep learning based knowledge tracing
model, Deep Knowledge Tracing to simulate the students’ behaviour.
We observe that forward hierarchical order yields a significant gain over
reverse hierarchical order. Interestingly, interleaving on RBT did not
outperform blocking strategy as expected [6].

Keywords: Deep knowledge tracing · Revised bloom’s taxonomy
Problem sequencing · Intelligent tutoring systems · Interleaving
Blocking

1 Introduction

A Revised Bloom’s Taxonomy (RBT) proposed in [1] is hierarchical in nature
like the original Bloom’s Taxonomy. The six major categories in RBT are -
Remember, Understand, Apply, Analyse, Evaluate and Create.

One difference between the two taxonomies is that the last two categories
are reversed in the RBT. Here too, like original taxonomy, the categories differ
in their complexities, Remember is less complex than Understand, Understand
is less complex than Apply, and so forth. Another difference in the Revised
Taxonomy is that the complexity of the six categories are allowed to overlap.
This relaxes the strict hierarchical assumption. But, nonetheless, the categories
do form a hierarchy [1, Appendix A].

We started the proposed study in a quest to jot down a strategy which will
enable us to lead our students to mastery. All students can achieve expertise in
a domain if two conditions are met [2]: (1) domain knowledge is appropriately
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analysed into a hierarchy of skills and (2) learning experience is structured to
ensure that students master prerequisite skills before moving on to higher order
skills in the hierarchy.

We would like to study the effects generated on student’s knowledge acquisi-
tion after training students in lower levels first and then moving on to a higher
level in the RBT. This type of strategy is termed as a blocking strategy, where
a student practices a skill in a block and then moves on to other skills.

Studies [6] have shown that students learn better when they are given
repeated exposure to different skills in an interleaved manner rather than block-
ing. In the proposed study, we also simulate interleaving strategies on the think-
ing levels of RBT and compare it with random strategy. This method of interleav-
ing helps us examine how necessary the second condition above is for students
to achieve expertise.

We also reverse the order of the RBT, and move students from higher order to
the lower order and see the effects of providing students with difficult questions
first and whether or not it improves their chances of solving lower level questions.

In funtoot [3], an adaptive learning platform, a sub-sub-concept (ssc) is a
smallest teachable unit. And problems are available for students to work on in
the sscs. Every problem in each ssc is mapped with the level in the RBT based
on the cognitive skill a problem requires. We call this tagging as btlo - Bloom’s
Taxonomy Learning Objective.

We have used a recurrent neural network based knowledge tracing model
called Deep Knowledge Tracing [5] to simulate the students’ behaviour in all the
problem sequencing strategies that we are interested in studying.

2 Dataset and Experiments

The dataset used in this study consists of 41.7 million data points involving
1,03,593 students and 10,158 problems in 536 sscs (having at least 2 btlos). A
data point here represents the interaction between the student and the given
problem.

We have trained a Deep Knowledge Tracing (DKT) [5] model on this dataset
for each ssc and they are based on their respective btlos (used as features). The
average AUC of the DKT models is 0.71 (σ = 0.06). We use this DKT model as
a virtual student to get the student responses for all the strategies in an ssc.

Each strategy delivers a total of 10 problems per btlo. Consider an ssc s
having three btlos: Remember (R), Understand (U) and Apply (Ap). Table 1
shows all the problem sequencing strategies that were simulated in an ssc for
this study.
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Table 1. Strategies

Strategy Description

Random a btlo is randomly sampled for which a problem is
presented, sequence in s:
U1 −R1 −Ap1 −Ap2 − U2 −R2 −R3 − ...

Interleaving-1 One problem is given to a student from each btlo in the
order of the hierarchy, sequence in s:
R1 − U1 −Ap1 −R2 − U2 −Ap2 −R3 − ...

Interleaving-2 Two consecutive problems are given to a student from each
btlo in the order of the hierarchy, sequence in s:
R1 −R2 − U1 − U2 −Ap1 −Ap2 −R3 −R4 − U3 − ...

Interleaving-5 Five consecutive problems are given to a student from each
btlo in the order of the hierarchy, sequence in s: R1 − ...−
R5−U1− ...−U5 −Ap1− ...−Ap5 −R6− ...−R10 −U6− ...

Forward Blocking Ten consecutive problems are given to a student from each
btlo in the order of the hierarchy, sequence in s:
R1−R2−...−R10−U1−U2−...−U10−Ap1−Ap2−...−Ap10

Reverse Interleaving-1 One problem is given to a student from each btlo in the
reversed order of the hierarchy, sequence in s:
Ap1 − U1 −R1 −Ap2 − U2 −R2 −Ap3 − ...

Reverse Interleaving-2 Two consecutive problems are given to a student from each
btlo in the reversed order of the hierarchy, sequence in s:
Ap1 −Ap2 − U1 − U2 −R1 −R2 −Ap3 −Ap4 − U3 − ...

Reverse Interleaving-5 Five consecutive problems are given to a student from each
btlo in the reversed order of the hierarchy, sequence in s:
Ap1 − ...−Ap5 − U1 − ...− U5 −R1 − ...−R5 −Ap6 − ...−
Ap10 − U6 − ...

Reverse Blocking Ten consecutive problems are given to a student from each
btlo in the reversed order of the hierarchy, sequence in s
would be like:
Ap1−Ap2−...−Ap10−U1−U2−...−U10−R1−R2−...−R10

3 Results and Conclusion

For a btlo, the average gain achieved by a strategy can be computed by taking
the difference of final and initial probabilities of that btlo.

Based on the average gains, we observed that forward blocking is much bet-
ter than reverse blocking especially in the higher order btlos. Forward blocking
performed better than forward interleaving strategies. Forward interleaving and
reverse interleaving gave similar gains. Hence, in conclusion, interleaving as such
did not outperform blocking as seen in the previous work [6].

This results are puzzling since our work in [4] has shown that Revised
Bloom’s Taxonomy does not have a strict prerequisite structure especially in
the higher order levels. Moreover, the findings indicate significant overlap even
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across non-adjacent levels. We need to study this further to investigate why for-
ward blocking performs well even though there is no strict hierarchical structure.

In this work, we have implemented interleaving on the levels of the hierar-
chy and we did not see any advantage of it over blocking. But in literature, the
interleaving technique is applied on the skills (not necessarily following the pre-
requisite structure). We need to study this in detail if this is the reason behind
interleaving not performing better than blocking.
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Abstract. MetaMentor is an interactive system designed to study, teach, train,
and foster self-regulated learning (SRL) for students and domain experts using
their multimodal data visualizations while they solve complex science problems
using multimedia materials. The system is based on contemporary theories of
SRL [1], research on human and computerized tutoring [2, 3], and emerging
interdisciplinary research on the use of multimodal data ([4] e.g., log files, eye
tracking, screen recordings, concurrent verbalizations, facial expressions of
emotions, physiological sensors) used to detect, track, model, and foster cog-
nitive, affective, metacognitive, and motivational (CAMM) SRL processes
during learning and problem solving with advanced learning technologies
(ALTs) such as intelligent tutoring systems (ITSs).

Advances in intelligent systems require extending current models and theories by
focusing on both students’ and experts’ multimodal CAMM SRL process data during
learning and problem solving, and instructional decision making. Despite the mounting
evidence regarding the importance of CAMM SRL processes for understanding human
learning and designing intelligent systems, there is no framework, model, or empirical
data on the (1) quantitative and qualitative changes in students’ multimodal data based
on experts’ real-time tutoring interventions and their impact on students’ developing
SRL competencies and domain knowledge; (2) the effectiveness of providing experts
with students’ real-time multimodal SRL data to augment their instructional
decision-making on (1); and (3) experts’ multimodal data during tutoring interactions
to (a) develop a model of experts’ CAMM SRL processes to (b) understand how they
self-regulate and how their monitoring and regulatory processes influences their
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understanding of students’ CAMM SRL processes and domain knowledge, which
ultimately influences their external regulatory processes. As such, this prototype system
will be tested extensively to collect rich temporally unfolding CAMM SRL multimodal
student and tutor data to facilitate the creation of an ITS capable of providing adaptive
real-time support for students and tutors.

The ultimate goal of MetaMentor is for it to become an intelligent system that is
capable of real-time interaction or prerecorded playback of previously collected mul-
timodal data and have tutors practice, train, and externally regulate the student’s
self-regulation and problem solving across complex science topics and ALTs. For
example, an intelligent version of MetaMentor could train a novice tutor or pre-service
teacher to externally regulate students’ negative emotions using cognitive reappraisal
by perceptually cueing students’ persistent facial expressions of frustration, high-
lighting erratic gaze behavior indicating a lack of attention to the relevant instructional
material, and displaying coded concurrent verbalizations revealing a lack of
metacognitive accuracy and how these three types of multimodal student data can be
externally regulated by using a script to downregulate the negative emotions via
cognitive reappraisal.

In this interactive session, we will do a live demonstration of the system with two
instrumented team members (one playing the student and the other playing the tutor)
simulating a tutoring session and illustrating their multimodal data. Our focus will be
on: (1) describing the architecture of the system, (2) presenting the analytical approach
to detecting and modeling multimodal data from the student and tutor, and
(3) describing how inferences made by the tutor based on (2) translate into real-time
external regulation and instructional decision making designed to foster student’s SRL
and domain knowledge. We illustrate a typical walkthrough with two figures below.

Figure 1 illustrates the students’ interface as he is learning about the human cir-
culatory system and has access to a timer and a learning goal, intelligent virtual human
(IVH) that facially expresses different emotions (e.g., confusion. joy, etc., controlled by
the human tutor) in response to students’ CAMM SRL processes, SRL palette where a
student can indicate which cognitive strategies and metacognitive processes they are
enacting (they can also verbalize these intentions), multimedia science content, and a
table of contents related to several body systems.

In contrast, Fig. 2 illustrates the tutor’s interface by showing five key interface
elements including (a) student’s real-time multimodal data including behavioral actions
(e.g., mouse movement) and gaze behavior (green dot) from the eye tracker (top-left),
(b) live video stream of student’s facial expressions (to detect and infer emotional
states; top-right), (c) list of metacognitive and cognitive processes the tutor can click on
as they are detected (and inferred) from the student’s multimodal data and also show
the tutor’s gaze behavior (bottom-left), (d) emote codes that allow the tutor to send
contextually and instructionally-appropriate facial expression(s) embodied in the IVH,
and (e) a text box that provides the tutor with all actions enacted by the learner with
chat box that allows that tutor to type and send messages to the student that embody
external regulatory moves (e.g., prompt the activation of relevant prior knowledge,
provide feedback on the accuracy of metacognitive monitoring, model strategy use,
induce positive emotions, and enhance task value and interest) and domain knowledge
(e.g., declarative and conceptual) (bottom-right).
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Fig. 2. MetaMentor’s main tutor interface.

Fig. 1. MetaMentor’s main student interface.
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Abstract. In this paper, we are particularly interested in analyzing learners’
visual behaviour and what can fixation-based metrics can reveal about students’
learning performance while solving medical cases. The objective of this study is
to analyze how the students visually explore the learning environment across
different areas of interest. Results showed that even so there is a specific area of
interest that has the greatest level of attention from the students, this area does
not impact students’ performance in the resolution of the clinical tasks. The
findings demonstrated that there are other areas of interest that are positively
correlated with the learners’ success.

Keywords: Eye movements � Students’ performance � Serious game

1 Introduction

The use of sensing technologies (e.g. facial expression, galvanic skin response, EEG,
eye tracking, etc.) has flourished in the past few years [1–3]. They have proven their
efficiency in human-computer interaction systems, especially in educational environ-
ments. Due to its ease of use, eye tracking technique has been a very useful tool to track
users’ eye movements and assess their visual activities, in an effort to understand how
students evolve through the learning process using different eye gaze metrics such as
saccade length and number of revisits [4–7]. Assessing students’ learning outcomes has
gained much interest in this last decade. In fact, computer-based adaptive learning
environments seek constantly to provide students with adequate help strategies in an
effort to foster their learning progress.

In this paper, we propose to use eye tracking to analyze students’ eye movements
and particularly where their visual attention is focused as they were interacting with a
medical serious game. We computed two fixation-based metrics namely; fixation
duration (F.D) and time to first fixation (T.T.F.F) to assess students’ visual behaviour
across different areas of interest and check whether there were particular areas that
contributed to the students’ success.

2 Method and Material

An experimental study was conducted where eye movements of 15 undergraduate
medicine students (7 females) aged between 20 and 27 (M = 21:8� 2:73) were

© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 415–417, 2018.
https://doi.org/10.1007/978-3-319-91464-0



recorded using a Tobii Tx300 eye tracker as they interacted with a medical serious
game. After the calibration process, the game was displayed with a brief introductory
scene recalling the main objectives of the game and the tasks they need to fulfil.
Participants were invited to interact with the learning environment called Amnesia
during 30–45 min.

Amnesia is a medical serious game developed to assess the cognitive abilities of
novice students through clinical problem-solving tasks that were validated by a medical
professional. The game features a virtual hospital where the players need to prove that
they do not suffer from amnesia by resolving six medical cases. For each case, students
are instructed to identify the correct diagnosis and the appropriate treatment. They were
given three attempts to find out the correct responses.

In order to obtain a detailed analysis of the students’ eye movements, specific areas
of interest (AOIs) representing task-relevant regions of the screen were created in each
medical case. Six AOIs were defined as follows: Information (I), Antecedents (A),
Symptoms (S) Analysis (N), Diagnosis (D) and Treatment (T). We were as well
interested by performing case-by-case analyses since the medical cases were different
in terms of their content.

3 Results and Discussions

Statistical comparison between the different areas of interest using mean values
(M) and standard deviations (SD) was performed. The results showed that the
Symptoms’ area was by far the most fixated zone by all the participants in all cases in
terms of fixation duration. The most prominent F.D was computed in the last case
(M ¼ 28:72; SD ¼ 17:48). In accordance with these findings, a one-way ANOVA
was conducted to investigate whether there were significant differences among all the
AOIs in terms of F.D. Statistically significant results (p\ 0:001) were found among all
cases. Tukey post-hoc tests were carried out where all areas of interest were compared
by pairs in order to identify which area of interest caught the most the students’
attention. The results indicated that the Symptoms’ AOI differed significantly
(p\ 0:05) from the other areas in almost all cases. Based on fixation duration, the time
dedicated to looking at the Symptoms’ area far exceeded the time dedicated to the other
areas (p\ :001).

Two case-by-case MANOVAs were conducted in terms of fixation duration and
time to first fixation. In the first one, we focus on the symptoms’ area. Results showed
no statistically significant relationship between the fixation duration and the identifi-
cation of the correct diagnosis in almost all cases. In the second MANOVA, we
considered all the remaining areas of interest to check whether there is such area that
does contribute to the students’ success. Case 1 was discarded since all participants
succeeded in identifying the diagnosis. Case 2 (F ð1; 8Þ ¼ 4:946) and case 5
(F ð1; 3Þ ¼ 0:084) showed no significant differences (p ¼ n:s) between the areas of
interest in terms of both fixation metrics. For the remaining three cases the results were
statistically significant in terms of time to first fixation. Post hoc tests were analyzed for
separate correlational analyses to show which AOI could potentially contribute to the
students’ success. Results showed that there was not a unique AOI that was associated
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with participants’ performance, but in each case, there were different areas. For case 3
and 6, a significant effect was found for all areas (p\ 0:05). In case 4, a unique
significant result was found for the Antecedents’ region (p\ 0:001) which is actually
prominent since this area contains clues that the students have to focus on to identify
the correct diagnosis.

In summary, we were able to identify a relationship between some areas of interest
and students’ outcomes using fixation-based metrics. These findings showed that the
symptoms’ area of interest caught the most the students’ interest, however, it did not
contribute to their success. In fact, longer fixations are note always indicators of
learning success. For the remaining regions, case-by-cases analyses revealed that dif-
ferent visual activities were found among the learners depending on the medical cases
solved. Our main objective in this research was to analyze the students’ visual attention
through their learning experience and what can eye movements reveal about learners’
performance. As future woks, we aim to integrate physiological variables with the eye
tracking technique in order to assess students’ engagement as well.
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1 Introduction

Physiological measurements such as brain activity (EEG) [1], electrodermal skin
activity (EDA) [2], and eye tracking [3] helps understand and assess the physiological
process of emotions. The use of virtual reality (VR) provide interactive systems that
offer to the user a high sense of presence and immersion in the virtual world [4]. Our
goal is to analyze the behavior and reactions of medical students in clinical reasoning
situations through a VR environment and emotional measures. We propose to follow in
real time the emotional state of medical students and to intervene in the virtual envi-
ronment in order to provoke the frustration or stress and analyze the impact on their
performance.

2 Method

2.1 “Hypocrates” System

The implementation of our system is made with the Unity 3D game engine. It contains
three main modules: a virtual reality environment, a manager and an intelligent agent.
Our goal is to track in real-time the emotional state of medical students and intervene in
the virtual environment in order to change their emotional state and analyze subse-
quently their reactions after mistakes in clinical reasoning (Fig. 1).

Virtual Reality Module. In this environment, the medical student is immersed in
several scenes. He initially goes through an introductory scene in which we expose and
explain how to interact with this virtual reality environment. Subsequently, he is
exposed to a virtual operating room or a doctor’s office, depending on the type of the
medical case to solve.

Manager Module. This component uses medical cases and additional medical data to
generate a problem case which is submitted to the student through the VR environ-
ment. The goal is to produce a case with correct and wrong data so that the student will
make mistakes if he does not select the correct data. Figure 2 shows such a problem
case.
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Neural Agent. The neural agent is an intelligent agent that receives the different
physiological measurements from the measurement tools (in our case, we will use the
EEG), uses a rules base to intervene on the virtual environment in order to change the
emotional state of the user [5]. In this work, the neural agent runs in real-time and
intervenes in the virtual environment in order to create stressful situations and provoke
the emotional state of the student in order to see the impact on his decisions.

2.2 “Hypocrates” Functionalities

The Manager extracts medical cases from the database, adds extra medical data and
sends it to the VR environment. Meanwhile, the neural agent is running for EEG data
capture and intervention in the virtual environment. While the student is interacting
with the virtual reality environment, EEG data are collected and saved every second in
a time-stamped log file. We also save each decision made by the participant, its type,
whether it is correct or incorrect, and the time at which it was made.

3 Experiment and Results

We conducted experiments involving 15 medical students in order to test their relia-
bility using “Hypocrates”. The medical student has to read the displayed symptoms,
then he asks for analysis if needed (a panel containing a list of analysis will appear) and
the results of demanded analysis will appear. Next, he selects a medical diagnosis.

Fig. 1. “Hypocrates” architecture

Fig. 2. Example of problem case

“Hypocrates”: Virtual Reality and Emotions Analysis 419



Once the choice of diagnosis is selected a series of panels, each one containing three
actions, (one correct two false), appear one by one. The number of these panels depend
on the number of actions to perform in the current medical case.

After the experiments, we conducted a paired-samples t-test to compare the frus-
tration of the medical student before and after the mistake. Results show that the
average frustration after the mistake compared to the average frustration before the
mistake went from 0.441 to 0.551, t 179ð Þ ¼ 11:0075 and p ¼ 0:000 �\0:01 . This
result is significant and we can confirm that the average frustration state of medical
students after the error is greater than the average frustration before the error of 11%.
We note also that participants made 161 correct choices. Results show that the average
frustration after the correct choice compared to the average frustration before the
correct choice went from 0.519 to 0.463, t 160ð Þ ¼ 7:3272 and p ¼ 0:000 � \ 0:01.
This result is significant and allows us to confirm that the average frustration of medical
students decreases by 5% after correct action. The neural agent intervenes in the virtual
reality environment to provoke the medical student, so we compared the wrong
decisions of the participants before and after these interventions. Results show that,
after the intervention of the agent and the increase in the level of frustration, the average
of the successive wrong increased. These results show that the performance of medical
students can decrease with the increase of frustration.

4 Conclusion

In this paper, we proposed a system that allows us to analyze the behavior and the
emotional state of medical students while solving medical cases in a virtual reality
environment. The results prove that it is possible to generate emotional situations
capable of testing decision-making abilities. Future work will aim to learn the behavior
and reactions of medical students, in order to predict their actions and warn them when
needed, using machine learning techniques and thus, personalized learning.
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Abstract. The paper introduces CloudCAST, a novel solution for mak-
ing speech technology tools available to developers of speech-enabled
applications, including intelligent tutoring systems (ITSs). The historical
goal of fully integrating speech into ITSs is considered in the current con-
text. Benefits of speech technology as they relate to ITSs are highlighted
and a method for making these tools available to users with no speech
technology expertise, through a remotely-located cloud-based platform
is proposed. The challenges and opportunities are discussed with a view
to reviving the interest of the developers of ITSs.

Keywords: Intelligent tutoring system · Speech technology
Speech recognition · Cloud-based speech tools · CloudCAST

The aim of this paper is twofold. Firstly, it puts forward the position that greater
acceptance of intelligent tutoring systems can be achieved by increasing the
incorporation of speech technology tools. Secondly, the paper seeks to introduce
an ongoing effort to develop the CloudCAST platform. CloudCAST is a resource
that will facilitate the inclusion of speech in ITSs by providing a range of cus-
tomisable speech technology tools that can be deployed by speech technology
experts, as well as users without a background in speech technology.

CloudCAST is an International Network (IN-2014-003) funded by the Leverhulme
Trust.

c© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 421–424, 2018.
https://doi.org/10.1007/978-3-319-91464-0



422 A. Coy et al.

It has long been the goal of researchers to develop an intelligent tutoring
system (ITS) that provides automated, customised and adaptive feedback to
learners. Recent advances in artificial intelligence (AI) has enabled the develop-
ment of advanced ITSs that offer the personalisation of learning at scale.

Though there has been significant progress, and considerable success with
ITSs in recent years, this has been somewhat limited by the exclusion of speech
input from the user. An ITS with speech-enabled dialogue has several advan-
tages, including: the provision of a more natural mode of communication for the
learner, as well as the detection of learner understanding and engagement, which
is gauged from the recognition of dysfluencies and learner affect.

Notwithstanding the obvious benefits to including a speech-enabled dialogue
interface in ITSs there is still some resistance. This is mainly due to the historical
performance of automatic speech recognition (ASR) systems [3], but also in
part due to findings that suggest no added value to a speech interface [2, 4].
Many of the objections are based on the past failures of ASR systems, however,
recent systems have been achieving remarkable performance, even in the most
challenging domains, such as children’s speech and achieving accuracy equal
to humans on specific datasets. While it has been shown that errors in ASR
transcription can ultimately lead to frustration with the ITS, analysis has shown
that ASR errors do not negatively impact learning if the user persists with the
tool, which is not a given.

This work makes the case for increasing the use of speech and language
tools in ITSs and outline a solution for making this a less daunting prospect
for ITS developers without a background in speech processing. It introduces the
CloudCAST platform and shows how it can be beneficial to developers of ITSs
that would like to exploit speech technology tools, but have no time or expertise
to develop them.

The early visionaries were clear about the role of speech in the intelligent
tutor. Two-way speech dialogues were seen as the ideal means of interaction
between the tutor and learner [1, 5]. This goal was not achievable at the time,
given the state of the art in speech technology, in particular, automatic speech
recognition. Since then, remarkable improvements have been to ASR technology,
which has advanced so significantly, that some commercial systems, such as
Cortana, Siri, Google and Alexa, have become household names and directly
impact our daily lives.

These developments in ASR technology have been generally ignored by the
ITS community; with few exceptions, ITS systems do not include ASR technol-
ogy. It is argued here that this should change, in part because research has found
that having a completely spoken dialogue system provides significant gains to
learning outcomes. It has been shown that: spoken communication between the
tutor and learner does more to engage the learner and encourage constructivist
learning; improvement in the student model, and the attendant improvement
in learning outcomes, can be achieved using speech, and finally, a speech-based
dialogue puts the student at ease, making the learning environment more social
and comfortable.
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The aim of the CloudCAST platform is to provide a suite of speech technology
tools that can be employed in a wide variety of applications that require a speech
interface. Developers of applications, including ITSs, would be able to use the
provided tools, or develop bespoke speech recognition systems that can then be
embedded in their applications. The platform is being developed in the cloud,
with free access, where possible, to the tools and easy to use interfaces that
will allow interested parties to use the tools with very little technical expertise
required. The platform allows for multiple user types to access and make use
of the tools provided. These groups include: Developers, who want to embed
the technology into their own applications; end users, for whom applications
are developed, e.g., children learning to read and speech technologists, who are
improving or adding to the platform itself.

The platform can also be used by speech experts in order to collect speech
data to build new recognition systems, if for instance a new technique is devel-
oped and the user wants to test it in their own application. Subject to ethical
consent, interactions with the platform can be recorded. Thus the data that
is collected can be used to retrain and improve the performance of the speech
recognition tools over time.

Advantages of the Platform
There are other platforms that provide cloud-based recognition services, Speech-
matics, Google’s Web Speech API and SoundHound, for example. The challenge
with these services include: the lack of customisation potential - the recognisers
provided are the only ones that can be used, the limited output returned from
the services and the lack of support for disordered and non-native speech.

By providing significant control over customisation and deployment, the pro-
posed service will allow for personalised recognisers to be trained, or adapted, by
the application developer and used by the learner. Functionality exists that will
allow the user to record their data through the proposed platform, which will
contribute to the effort to collect additional datasets, which will in turn assist
in the effort to improve recogniser performance for end-users.

For such an ambitious platform, there are challenges - some progress has been
made to date. These challenges are not insurmountable and can be overcome if
there is significant buy-in from the technical community, who would be willing
to contribute to the project in order to ensure its viability.
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Abstract. Users behavior has consistently been reported as a key of
effectiveness of the organization cybersecurity strategy. However, our
interest is to understand the user’s behavior and to influence on this
behavior through an E-learning system. We opt to an Opinion Leader
Agent O which exercises his influence on other users using an E-learning
system as a communication vehicle. The findings suggest that social influ-
ences through an E-learning system play an important role in the cyber-
security strategy efficacy.

Keywords: Cybersecurity · User’s behavior · E-learning
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1 Introduction

The global society is living in the electronic age where electronic transactions
such as e-mail, e-banking, e-commerce and e-learning are becoming more and
more prominent [4]. However, with this increasing proliferation of information
and communication technologies, organizations should secure their cyber infras-
tructures through an effective cybersecurity strategy.

Given the background that, the cybersecurity strategy value is realized only
when it is utilized by their intended users in a manner that contributes to its
efficacy, the main purpose of the study is to strengthen the users integration
in the cybersecurity strategy efficacy by proposing a new social influence model
named Opinion Leader Influence (OLI) based on an E-learning system.

2 The E-learning System

E-learning is also called computer-based learning, on-line learning, distributed
learning, or web-based training, has been defined differently in the literature.
However, in this study we focus primarily on user’s training development via
network technologies, where the purpose is to increase user’s knowledge and
skills by influencing on its behavior using the referents influence: the influence
of a minority of members in an organization possess qualities that make them
c© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 425–427, 2018.
https://doi.org/10.1007/978-3-319-91464-0



426 H. Elkhannoubi and M. Belaissaoui

exceptionally persuasive in spreading ideas to others in a specific context. Hence,
the E-learning system in our case can be defined as the development of the
information security background of user’s through awareness by using informa-
tion technologies to bring out instructions and information to the organization’s
employees. By farther, the instructors, lecturer or content creator is an influential
agent named Opinion Leader Agent O.

3 The Social Influence Theories

In one hand, the present study is influenced by the Social Cognitive Theory
(SCT) which is an empirically validated theory of individual behavior based on
Bandura’s [1] work. In the other hand, our contribution is relay on the social
power model developed by [2]. The social power of O/P in some system S is
defined as the maximum potential ability of the element O to influence on the
element P in S [2]. In our context, the agent O has an influence on the user P
and applies a social power through an E-learning system.

4 The Opinion Leader Influence Through an E-learning
System

In this study we hope to define the influence of an agent O named Opinion
Leader Agent on a simple user P , where the communication vehicle between the
agent O and P is an E-learning system developed by the agent O in a way to
spread some ideas, instructions and policies. Our model of social influence is
represented in Fig. 1:

P1 O P3

P2

P4

Fig. 1. The interaction graph (1)

The opinion leader agent O produces a
social influence on the simple users P1, P2,
P3 and P4, therefore, O is able to induce a
strong force on Pi to carry out an activity
related to the security of the organization’s
information system. This influence induced
by O don’t includes Pi’s own forces because
we assume that Pi is totally open to the O’s
influence. At this point, we assumed that O is
capable to exert this influence on Pi because
of some characteristics which he possesses.

The opinion change in structures of influential communication as presented
by Friedkin [3] describes the process of opinion change that occurs among the
members of a population about particular matter as formulated in the equation
(1), where mi(t+1) is the opinion of member i at time t + 1, N is the number of
members of the population, wij is the weight member i accords to the opinion
of member j, in other words is the effect of member j’s opinion on member i’s
opinion:

∀i ∈ N
∗+,mi(t+1) =

N∑

j=1

wijmj(t) (1)
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To validate our model, we work with the special case where the opinion leader
agent O accords some influence to Pi (wopi

> 0); however, Pi accords no influence
to O (wpio = 0). In this case our model will be showing in the equation (2)

Pi(t+1) = wppPi(t) + wopi
Ot (2)

Pi isn’t a stubborn users ,so, we ignore the weight accorded to Pi’s opinion
and we attache no weight to its own opinion (wpp = 0) because O exerts a power
on Pi and possesses all characteristics which make Pi open to its influence. In
such case the equation (2) simplifies to:

Pi(t+1) = wopi
Ot (3)

To summarize, we assume that after some units of time the opinion of Pi will
be totally influenced by the opinion of O and of course the behavior of Pi will be
influenced by the behavior of O, so, we can benefit from a successful cybersecurity
strategy if we create a social influence environment by the integration of the
opinion leaders agents who monitors an E-learning system into the organization.

5 Conclusion

The social influence model serves to enhance the users’ participation to the
organization information security through their compliance to the cybersecurity
strategy. Theoretically, the finding in this study suggests that social influence
plays an important role in the efficacy of the cybersecurity strategy through
the implementation of an E-learning system monitoring by an Opinion Leader
Agent.
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Abstract. A study of methods of evaluation in the field of AI in Education
shows great changes in a 15-year period. The percent of papers in two major
conferences that include some type of numerical evaluation, whether statistical
or not, increased from 6% in ITS 1996 to 94% in ITS 2010. This differs from
the pattern in the AAAI conference, which started with a higher baseline but
increased more gradually.
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Given the theme of ITS 2018, “A 30 Year Legacy of ITS Conferences,” we have
chosen to study changes over the lifetime of the field of AI in Education. In this paper
we show that the field has undergone a major change with respect to methods of
evaluation in the 15-year period from 1996 to 2010. To demonstrate this, we analyze
the proceedings of two major conferences in the field over that time period, including
ITS 1996 [1], ITS 1998 [2], ITS 2000 [3], AIED 2001 [4], AIED 2003 [5], ITS 2004
[6], AIED 2007 [7] and ITS 2010 [8]. We show that the percent of papers published in
major annual conferences that contain a statistical test has increased significantly in the
last two decades.

We counted the number of papers in the main session of each of the selected
conferences. We did not count invited talks, posters, papers in the student session or
workshop papers. We divided the selected papers into three categories: papers that
contained at least one statistical test, papers that contained a numerical evaluation but
no statistical tests, and papers that contained neither. Although a few of the latter
contained a mathematical derivation, including mathematical logic, most did not;
rather, they were descriptive papers. We counted as containing a numerical evaluation
any paper that had collected data on two or more categories where it would be possible
to do a valid statistical test.

The results are shown in Table 1. The Stat column contains the number of papers
containing a statistical test, while the Eval column contains the number of papers
containing some kind of numerical evaluation, whether statistical or not. The column
labeled None equals 100% minus the Eval column.

The results are shown graphically in Fig. 1. Each column of the graph shows a
percentage breakdown of the papers published in that year. For clarity, the Eval section
of each bar shows the percent of papers containing only a non-statistical evaluation.
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These data show the increasing importance of a numerical evaluation, preferably a
statistical one, in the field of AI and Education. In an earlier paper looking forward to
the year 2010, Cumming and McDougall state that “in the early days AIED was to
some extent computer scientists at play” [9]. This quote is borne out by the data we
analyzed. As further evidence for a shift in emphasis, in the early proceedings, there
was even an occasional paper in the “Evaluation” section that contained no statistics.

For comparison purposes we did the same evaluation on three annual conferences
sponsored by the Association for the Advancement of Artificial Intelligence (AAAI) in
the same timeframe, AAAI 1996 [10], AAAI 2002 [11], and AAAI 2010 [12]. Papers
were analyzed using the same criteria as the AI and Education papers. Since those
conferences were larger, we attempted to select a random subset of papers to analyze.
To this end we used the first paper listed under each subtopic in the table of contents.
The result of this study are shown in Table 2.

Table 1. Results from Selected AI and Education Conferences

AI and Ed Conf. Total Stat % Eval % None %

ITS 1996 69 3 4 4 6 65 94
ITS 1998 59 5 8 10 17 49 83
ITS 2000 61 6 10 15 25 46 75
AIED 2001 45 8 18 14 31 31 69
AIED 2003 40 15 38 18 45 22 55
ITS 2004 72 25 35 37 51 35 49
AIED 2007 60 37 62 46 77 14 23
ITS 2010 61 50 82 57 93 4 7

Fig. 1. Results from Selected AI and Education Conferences
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The AAAI data also show that the percent of papers containing no numerical
evaluation have dropped, but the baseline is smaller, so the decline is less severe. In
addition, almost all of the AAAI papers that contained no numerical evaluation con-
tained proofs, mostly logic proofs but a few numerical ones. Conversely, while a few of
the AI and Education papers contained a derivation using mathematical logic, almost
none contained proofs.

In future work, we would like to evaluate three hypotheses for these changes in the
field of AI and Education. Have individual projects moved from a planning stage to an
evaluation stage, i.e., what the early proceedings show is the startup phase of the field?
Or have publication criteria changed, so that a formal evaluation is required for pub-
lication as a full paper? Or has researcher interest moved from non-numerical methods
to numerical ones?
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Abstract. Full-duplex conversation where everybody can talk and hear at the
same time is made possible by typed-chat computer-mediated communication.
This experiment examines typing logs from students engaging in overlapping
dialogue chat in small-group problem-solving sessions. When students are
typing in the presence of overlapping dialogue there are measurable differences
in their typing behavior. A difference measured here is text-deletion behavior.
Deletions increase in the simultaneous typing regime. The reasons for this
difference remain to be explored.

Keywords: Typed-chat � Full-duplex dialogue

1 Background

1.1 Introduction

The COMPS project deploys and studies small-group collaborative problem-solving
exercises in college computer science and mathematics classes [3]. A striking feature of
the chat environment is it permits everybody to type and see and respond to each
other’s dialogue all at the same time. Full duplex typed computer chat differs from
ordinary computer chat [4]. Effectively there is no such thing as interruption. A second
person starting to type contributes to the conversation immediately, but in no way
affects the first person’s ability to type.

How students utilize this non-natural mode of communication when collaborating
in a problem-solving dialogue is still relatively unexplored. The hypothesis considered
in this paper is that since the communication medium does not impede simultaneous
chatting in the same way that person-to-person talking does, chat behaviors won’t differ
compared to when a single person has the floor.

This paper shows one measurable difference in editing behavior. Students delete
text more often when there are other students typing.
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1.2 COMPS Exercises

COMPS small-group problem-solving exercises [3] are designed to address student
conceptual knowledge through group cognition. The problems for discussion typically
have many parts, often with multiple-choice answers. The exercise protocol discour-
ages social loafing by requiring students to come to agreement at various points in the
conversation. There is an answer window where the students construct an answer
explanation for the TA, who must check it. The TA then engages with the students via
the typed-chat conversation, and assists if they are off track [3].

1.3 Simultaneous Chat

Allowing everybody to chat simultaneously could potentiate student engagement, as it
isn’t necessary to wait for one’s fellow students to relinquish the floor before con-
tributing one’s own thoughts into the discussion. Allowing everybody to chat simul-
taneously also should discourage social loafing, one student cannot dominate the
conversation by aggressively interrupting others. However the possibility exists that
absent enforced turn-taking, full-duplex communication enables students to ignore each
other and forego transactive conversation.

Earlier work from the COMPS project has shown that in the simultaneous typing
regime students still engage in transactive turn-taking conversational behaviors where
they respond to each other [1]. Interactions commonly take several forms [2], viz:

1. Student B responds to something that A just said, while A continues uninterrupted.
2. Students B and C both respond to student A’s utterance.
3. Students A and B utter unrelated dialogue turns, each continuing earlier discourse

threads by possibly other people.

What these behaviors have in common is a student does not need to respond to the
other person’s keystrokes in real time. An utterance usually responds to keystrokes that
happened before the utterance commenced. The novel medium of communication
therefore does not, in this aspect, produce novel discourse behaviors different from the
Initiate/Respond/Follow-up structure discovered by Conversation Analysis [5].

2 Experiment and Discussion

The data for this study were 56 small group conversations in a Java class of approx-
imately one hour each. Almost all conversation groups had 3 students, with one TA or
professor attending to the conversation part-time. Keystroke log records were separated
into those that occur when one person is typing (the “alone” condition) and when
several people were typing (the “simultaneous” condition). 2.0 s time separation from
all other participants was needed to characterize a keystroke as “alone.” Table 1
summarizes the results of tabulating deletion and non-deletion keystrokes in the alone
and simultaneous conditions. Considering overall averages among all participants in all
conversations, deletions increased from 8.9% to 13.9% of keystrokes when other
people were typing. A two-tailed pairwise Student’s t-test showed the difference was
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significant, with p < 0.001. The data were also analyzed as 163 separate pairwise
comparisons, each comparison representing the behavior of one person in one con-
versation who had contributed at least 80 keystrokes in both the alone and simultaneous
conditions. Paired t-test also showed deletions were significant with p < 0.001.

We have yet to explore whether one student’s increased deletions licenses other
student to start simultaneous dialogue, or whether the presence of other students on the
conversational floor permits one to spend more time editing. Earlier work showing that
pauses are transition-relevance points [5] permitting turn-taking suggests the former is
likely [2]. In addition, we have found changes in typing speeds which vary by indi-
viduals, so it is quite possible that deletion behaviors vary by individuals also. Cor-
relating full-duplex dialogue behaviors with transactive dialogue moves also remains to
be done.

Acknowledgment. Partial support for this work was provided by the National Science Foun-
dation’s Improving Undergraduate STEM Education (IUSE) program under Award
No. 1504918.
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Table 1. Deletions as a fraction of all keystrokes, typing alone and simultaneously.

N = 56 dialogs Alone Simultaneous

Keystrokes total 246274 47890
Mean keys/dialogue 4398 855
Deletion fraction 0.089 0.139
Std. Dev (N = 56) 0.034 0.077
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Abstract. We help advance the research on emotions with a preliminary
investigation of differences between 116 students’ typical studying emotions
and those they experienced while studying with an ITS. Results revealed that
students reported significantly lower levels of negative emotions while studying
with an ITS compared to their typical emotional dispositions toward studying.
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1 Introduction

Achievement emotions are critical because of the impact they have on our success and
failure in important and influential domains such as learning and success in school [1].
Emotions can support achievement by fostering motivation, focusing attention and
limited cognitive resources on achievement-related activities and promoting adaptive
information processing and self-regulation strategies [1]. While research has focused on
the emotions learners tend to experience while interacting with these systems, little is
known about how students general academic emotional tendencies compare with those
experienced during these, often novel, interactions [2]. Understanding how students
typically feel while studying is valuable because of its potential to inform user models
and design more adaptive ITSs [3]. Moreover, comparisons provide an affective
benchmark to help researchers appreciate affective benefits or shortcomings that sys-
tems have when compared to students’ academic status quo.

In this study, we investigated the effect of administering the achievement emotions
questionnaire (AEQ [1]) prior to learners’ interaction with MetaTutor and halfway
through their interaction with it on the negative emotions they reported experiencing.
We were particularly interested in learners’ negative emotions because of the delete-
rious impact they can have on learners’ experience with the system, self-regulated
learning skill use, and achievement. Our hypothesis was that learners would report
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lower intensity levels of these emotions while studying with MetaTutor on account of
lower appraisals of instrumental task value [4, 5]. In other words, because MetaTutor is
a low stakes studying environment, like many ITSs, students can focus on content and
process practice and mastery without concern for grades [3].

2 Methods

2.1 Participants and Experimental Conditions

One hundred and sixteen undergraduate students (N = 116, 17–31 years old,
M = 20.9 years, SD = 2.4; 64.6% female; 62.9% Caucasian) from two North American
Universities, studying different majors and with various levels of prior knowledge
participated in this study. Each participant received $50 upon completion of the study.

2.2 The ITS, Experimental Procedure, Measures and Data Sources

System Overview. MetaTutor [5, 6] is an ITS where four pedagogical agents
(PAs) help students learn by prompting them to engage in SRL processes. A table of
contents links to 38 pages (with text and images) on the human circulatory system.

Experimental Procedure. The experiment involved two different sessions separated
by one hour to three days. During the first one (30 to 40 min. long), participants filled
and signed a consent form and completed the AEQ trait questionnaire (see below), a
demographics survey, and a pre-test on the circulatory system. During the second
session (90 min. long), participants used MetaTutor to learn about the circulatory
system. Participants had exactly 60 min to interact with the content during which they
could initiate SRL processes or do so after a PA’s prompt. After MetaTutor offered
students a 5 min break (halfway through), it asked them to fill out the ‘during studying
state’ emotion subscale of the AEQ. At the end of the session, participants were given a
post-test. All participants completed their sessions individually.

Measures. The during studying trait emotions subscale (AEQ [1]) was used to measure
the emotions learners’ typically experience while studying. This AEQ subscale consists
of 45 items and measures anger (5 items; a = .81), anxiety (6 items; a = .78/.81),
shame, (7 items; a = .85/.89), hopelessness, (5 items; a = .86/.91), boredom, (9 items;
a = .89/.94). The same questionnaire was administered following the optional pause a
second time, with changes in wording (based on [1, 2]) to assess the emotions learners
experienced while they interacted with MetaTutor. Cronbach’s Alpha indicated that
internal reliability was acceptable for each subscale (admin 1/admin 2) for both
administrations of the AEQ.

3 Results

Five paired sample t-tests were run to examine whether significant differences existed
between learners’ typical emotions experienced during studying (AEQ 1) and the
emotions they reported while studying with MetaTutor (AEQ 2). Outlier screening was
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performed and outlying scores were replaced with the next most extreme score. AEQ 1
and 2 differed significantly for all negative emotions: anger, anxiety, shame, hope-
lessness, and boredom. Specifically, emotions were higher during typically studying
session than learners’ interaction with MetaTutor (see Table 1).

4 Discussion

Results supported our hypothesis that achievement emotions reported during learners’
interactions with MetaTutor would be lower in intensity than those reported beforehand
that reflected how learners typically felt while studying. Experiencing lower levels of
negative activating and de-activating emotions tends to be beneficial to students’
academic achievement. Future research should examine learners’ appraisals of value
and their relationships to achievement emotions in typical academic achievement sit-
uations (e.g., studying) versus interactions with ITSs.

Acknowledgements. Research supported by funding from NSF (DRL 1008282, DRL1431552,
DRL 1660878), SSHRC, and CRC program awarded to third author.
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Abstract. This study examined the effect of the quantity of weekly time 20
undergraduate students’ spent gaming on their performance, physiological
activation, and self-reported emotions while playing a game. Results revealed
that the average number of hours an individual spent playing games a week
influenced their physiological activation. Implications for educational games are
discussed.

Keywords: Emotions � Affect � Games � Serious games � Physiological data

1 Introduction

In serious games, one of the most important individual differences between learners is
their prior gaming experience. Educational games can take a wide variety of forms,
ranging from immersive, 3D virtual worlds to 2D puzzle games [1]. Prior gaming
experience influences learners’ experience with educational games because it can
provide them with procedural knowledge of game mechanics and influence their
learning trajectory, cognitive load, and mediate their emotional experiences with the
game [2]. Moreover, significant weekly investments in gaming are illustrative of high
intrinsic value, which can also influence one’s emotions during learning with serious
games [3]. Understanding individual differences is critical to inform user models and
design more adaptive, emotionally-aware systems [1]. In this study, we investigated the
effect that prior gaming experience had on users’ performance, emotional activation,
and self-reported emotions while they played a videogame. We hypothesized that
gamers who spent the greatest number of hours gaming a week would experience the
highest levels of emotional intensity because of investment in game achievement (i.e.,
high appraisals of intrinsic value; [3]).
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2 Methods

2.1 Participants and Prior Gaming Experience

Twenty undergraduate students (90% male; 50% Caucasian) and self-reported gamers
from the computer science department of a North American University participated in
this study. Participants had a mean age of 23.55. Participants were classified as follows:
a casual gamer played 5-hours or less a week (N = 7); a heavy gamer played more than
15 (N = 7); middle were classified as moderate gamers (N = 6).

2.2 Experimental Procedure and Game

The study took approximately one hour and involved participants interacting with
Assassin’s Creed: Unity, a game developed by Ubisoft. During the session participants
filled out a consent form, put on a Q-Sensor 2.0 bracelet (EDA), were introduced to the
game console (Xbox One) and controls, and played through a tutorial (approx. 6 min).
Users then watched a short in-game cut scene (movie) introducing the protagonist
reminiscing about the pocket watch his father gave him just before being assassinated.
The movie ends with the theft of the beloved pocket watch by a villain (Hugo). The
gameplay the study focused on was capturing Hugo and retrieving the watch. Once
users caught Hugo the game was paused and they filled out an emotion questionnaire.
Users were compensated $20 for participating at the end.

2.3 Measures, Materials, and Scoring

Achievement Measure. Achievement was measured as the time it took participants to
catch Hugo. It took players 1 min and 12 s on average to capture him (SD = 30 s); the
fastest player took 39 s and the slowest took nearly 3-min.

Self-report Measure. Users completed an emotion questionnaire (see Table 1)
immediately following Hugo’s capture. Items were based on [4] and assessed using a
5-point Likert scale ranging from “Strongly Disagree” to “Strongly Agree.”

Table 1. Descriptive statistics

Variable Gaming level

Casual Moderate Heavy
M SD M SD M SD

Achievement 76.29 29.35 55.83 3.98 65.14 1.50
Physiological arousal 0.40 0.26 0.11 0.01 0.57 0.28
Enjoyment 4.71 0.49 4.33 0.52 3.57 0.98
Frustration 2.00 1.15 1.50 0.55 2.00 1.15
Anxiety 2.71 0.49 2.50 1.38 2.14 1.07
Boredom 1.29 0.49 2.00 1.26 2.00 1.15
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Q-Sensor 2.0 EDA Bracelet and Physiological Data. Q-Sensor 2.0 was used to
measure players’ electrodermal activity (EDA); a signal commonly used to measure
physiological arousal. Measurements are understood in relative terms due to individual
differences in baseline EDA levels. Q-Sensor data corresponded to the analyses of the
10 s prior to capturing Hugo. EDA values were normalized on a 1–10 scale based on a
user-dependent model that took participants’ individual EDA ranges into consideration.
Normalized EDA values were between 0 and 1 and EDA scores were interpreted based
on proximity to these extremes. Procedures were based on [4].

3 Results

A one-way ANOVA was run to examine the effect of users’ prior gaming on their
achievement (time taken to catch Hugo), but failed to reveal a significant effect.
A one-way ANCOVA was run to examine the effect of users’ prior gaming experience
on their physiological activation while controlling for achievement. A significant main
effect of users’ prior gaming experience was observed, F(2, 16) = 6.78, p < .01,
n2p = .46. Pairwise Bonferonni comparison tests revealed a significant difference
between heavy gamers’ (M = .57; SD = .28) and moderate gamers (M = .11; SD =
.01) physiological activation (see Table 1). Data screening revealed that the
self-reported emotions were best examined descriptively in this study (see Table 1).

4 Discussion

Results confirm that prior gaming experience influences users’ physiological activation
and that heavy gamers—who spent a significant portion of their weeks playing games
—had the highest levels of physiological arousal. Heavy gamers did not, however,
report the highest levels of discrete emotions; casual gamers did. This effect may be due
to heavy gamers not wanting to acknowledge how they felt in an achievement task that
was important to them, whereas casual gamers may have had fewer qualms with
acknowledging their emotions—for better and worse—with a game. Moderate players
may have had the lowest levels of arousal because they were comfortably competent,
but not overly invested in their performance. Further research should examine users’
motivational goal orientations to test this interpretation. These results highlight the
influence of prior gameplay on users’ emotions and achievement—individual differ-
ences that emotionally-adaptive systems can leverage.
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Abstract. Problem-based learning (PBL) refers to small group collaborative
learning situations where students solve complex problems with the assistance
of teachers who serve as facilitators. Scaling PBL using technology requires
specific tools since online asynchronous PBL can increase the number of small
groups that engage in the curriculum but poses challenges to PBL teachers who
must attend to multiple groups. To address the problem, we have been
researching how technology can be used to develop specific tools to extend
expert teachers’ instructional capacities. Building on previous work, we present
the most recent design of a pedagogical dashboard used in an online asyn-
chronous PBL environment. We illustrate how the new pedagogical dashboard
visualizations can support PBL instructors observing individual student learning
activities, diagnosing group dynamics and intervening when necessary.

Keywords: Pedagogical dashboard � Learning analytics � Visualizations
Online asynchronous PBL

1 Problem Statement and Intended Goals

Problem-based learning (PBL) is an instructional design in which a group of students
co-direct and co-regulate their learning efforts and processes to address ill-structured
problems (Hmelo-Silver, 2004). Shifting focus to online contexts, PBL researchers find
asynchronous online PBL expands student participation and allows students to com-
municate beyond the boundary of different geographical limitation and to provide
in-depth, more thoughtful discussion (Lajoie et al., 2014). However, it challenges PBL
instructors, increasing their workload and requiring a higher pedagogical capacity to
monitor and diagnose student activities and interaction. The primary concern of the

© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 442–445, 2018.
https://doi.org/10.1007/978-3-319-91464-0



challenges is that PBL instructors have difficulty obtaining information concerning
students’ learning that is critical for making pedagogical decisions and provide
appropriate facilitation. To solve the problem, we propose a learning analytics peda-
gogical dashboard (LAPD) that intends to be an instructional tool analyzing
student-generated data to inform students’ learning actions and group dynamics to
instructors in online PBL contexts. The following sections will present the techniques
we applied in the LAPD together with our iterative design process.

2 The Learning Analytics Pedagogical Dashboard

The LAPD incorporates learning analytics and visualization techniques to effectively
present information related to student learning. Learning analytics involves tracking
and analyzing a collection of student-generated data and metadata through sophisti-
cated analytical techniques with the purpose to identify students’ actions and patterns
(Ferguson, 2012). The data can be visibly displayed through multiple visualization
tools. In our case, the LAPD is implemented in online asynchronous PBL which an
instructor facilitates multiple groups of medical students (Hmelo-Silver et al., 2016;
Lajoie et al., 2014). Two types of student data are critical for the facilitation. The data
capturing individual actions (e.g. the number of one’s posts and comments, the fre-
quency of words appearing in group discussion). In terms of understanding the group
dynamics, the dashboard centers on the data related to the conversation like the pro-
gression, the direction, the number of conversation turns, and the frequency of the chats
between two students. Similarly, we apply different visualization tools capturing stu-
dent individual actions (e.g. task progress bar) and interaction (e.g. social network
analysis chart).

We have made efforts to design and test the LAPD in the previous work. Despite
the positive perceptions regarding the dashboard ability to support instructors’ facili-
tation, the test also made clear that a number of improvements were needed (refer to
Hogaboam et al., 2016, Kazemitabar et al., 2016). The second version (Fig. 1)
incorporates Conversation Explorer, Social Network (SNA) View, Task Progress View
and Activity View. Conversation Explorer, located at the top of the dashboard, visu-
alizes students’ participation and interaction over time. The Conversation Exploration
illustrates group member interactions to gain insight into how a conversation devel-
oped. Meanwhile, data related to conversation contents are processed to generate a list
of frequently used words in conversations. The SNA view located underneath the
Conversation Explorer, contains several color-coded nodes and lines with arrow heads.
Node size represents the amount of textural output students produced in the discussion,
for example, the number of posts. The thickness of line suggests the extent to which
students converse with one another. The arrow head indicates the information flow.
The SNA view can illustrate group dynamics, for example, arrows flowing from larger
nodes to smaller nodes can indicate when a given student may be dominating the
discussion, the Task Progress View, relying on task completion, is illustrated in the
form of grids. The visualization. Once a task is submitted, the corresponding cell in the
grid will be highlighted in green. The Activities View on the bottom right. The x-axis
in the chart is time and the y-axis is a frequency count of either chat posts or the word
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counts from these posts. Each point on the chart is obtained by averaging over a
12-hour period. The word count could indicate one’s attention to learning process. We
replace the pie chart with the line graph because it is more intuitive to indicate the
developing process over time. Chat turns can reflect student participation. Student with
lower numbers of chat turns may be more likely to spend less time on learning or
almost drop out. This visualization can flag these students to prompt instructors to
investigate further.

3 Conclusion

The paper presents the design of the LAPD used for online asynchronous PBL. The
iterative design process leads us to adjustments to strengthen its values of enhancing
PBL instructors’ facilitation. To test the robustness of the new design, we will analyze
think-aloud data collected recently to understand instructors’ perceptions. In future, we
plan to test the dashboard with real students in an authentic world setting.
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Abstract. In this paper, we present a supervised machine learning
based recommendation strategy that analyzes Stack Overflow posts to
suggest informative sentences that is useful for programming tasks. We
have conducted several experiments and found that our approach can
successfully recommend useful information.
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1 Introduction

Stack Overflow has gained the reputation of being a reliable forum where users
get quick responses to their questions related to computer programming and
that too with high level of accuracy. Researches [1–3] related to stack Overflow
data have helped to understand the power of programming-specific Q&A forums
and how far these forums are serving as learning platforms. Researchers have
even deduced that the answers on Stack Overflow often become a substitute for
official product documentation – when the official documentation is sparse or
not yet existent [4]. Parnin et al. [2] claimed that Stack Overflow has grown into
a tremendous repository of user-generated content that complements traditional
technical documentations. In this paper we develop a supervised learning based
tool that exploits the knowledge repository available from the Stack Overflow
discussions to generate learning materials related to PHP and Python.

2 Methodology

Our proposed system consists of an interface module, a search module, a proces-
sor module and an input-output module. Stack Overflow makes its data publicly
available [8] in Extensible Markup Language (XML) format under the Creative
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Commons license. We downloaded a data dump containing a total of 3,34,56,633
posts, spanning from July 2008 to September 2016 and imported the XML files
into MySQL relational database.

2.1 Training and Test Set Generation

Supervised learning requires labeled data. We selected from the constructed
subset, a batch of 1,000 sentences and manually annotated them with a yes/no
rating to indicate whether it was informative. We define “informative sentences”
as the ones that are “meaningful on its own and conveys specific and useful
information”. During manual labelling, we followed a set of rules proposed by
Treude et al. [7]. The training set was excluded from the dataset obtained from
preprocessing and the remaining 7,18,614 sentences constituted the test set. In
the next step, we generated the Attribute-Relation File Format (ARFF) files
from the training and the test sets. This is the native format for the machine
learning tool we used.

2.2 Feature Extraction

We defined 18 attributes to characterize our data. The construction of our feature
set is based on careful inspection of our corpus. It is safe to say that our feature
set captures the structural, syntactic and metadata information of the dataset.
Out of these 18 attributes, three are related to the number of occurrences of
keyword terms in the question body and answer body of a post, four are related
to the presence or absence of source code in the question body and answer body
and the remaining ones are either directly obtained or calculated from the post
metadata.

2.3 Classification

To conduct supervised learning from our training dataset, we used the WEKA
workbench, which is recognized as a landmark system in data mining and
machine learning [9]. To remove the imbalance we applied the Synthetic Minority
Oversampling Technique (SMOTE) and increased the number of “informative”
instances by oversampling. We tested five different machine learning algorithms
on our training set.

2.4 Ranking and Categorization of Result

During the classification operation, WEKA measured a level of confidence for
each prediction made on the “never-before-seen” instances. We exploit this infor-
mation to rank the “informative” sentences extracted from our test set. To devise
a categorization rule in our framework, we followed the approaches used in [5, 6]
on topic-modelling.
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3 Experiments

To conduct evaluation of the classifier performance in our experiments we take
both accuracy and f-measure as a performance metric. Table 1 shows the accu-
racy, precision, recall, and f-measure for the classifiers mentioned in the previous
section.

Table 1. Performance of Different Classifiers

Classifier Accuracy (%) Precision Recall F–measure

Decision List 95.3093 0.953 0.953 0.953

Decision Tree 95.8763 0.959 0.959 0.959

k-NN 89.7938 0.901 0.898 0.898

Random Forest 98.3505 0.984 0.984 0.984

SVM 72.2165 0.723 0.722 0.722

4 Conclusion

Though the rise of social media has resulted in huge amount of information
for programmers on the Internet, very often it can be difficult for a coder to
determine where a particular piece of information is stored. In our work, we
have presented an approach to leverage the Q&A crowd knowledge.
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Abstract. We describe and illustrate factors that specify what it means for a
tutor to provide different “levels of support”, based on our analyses of models of
the levels of support provided during human tutoring and teacher-led small
group work. We then show how we used these factors to implement contingent
scaffolding in a tutorial dialogue system for physics.
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1 Introduction

Studies of human tutoring and teacher guidance of small group work have shown that
the extent to which support is contingent upon (i.e., tailored to) students’ understanding
and performance predicts achievement [e.g., 1–3]. These findings have prompted
educators and educational psychologists to operationalize “contingent scaffolding” in
order to effectively support students during classroom instruction, human tutoring, and
interactions with an automated tutor in tutorial dialogue systems. Achieving this aim
requires specifying what it means to provide the right level of support (LOS) to a
student, at just the right time.

We addressed this question in the process of developing Rimac, a tutorial dialogue
system designed to enhance students’ conceptual understanding of physics [e.g., 4].
Rimac engages students in reflective dialogues after they have solved a physics
problem on paper and have watched an annotated video of a correct solution. Rimac’s
dialogues are developed using an authoring framework called Knowledge Construction
Dialogues (KCDs), which engage students in a series of carefully ordered questions
known as a Directed Line of Reasoning (DLR) [5]. To our knowledge, Rimac is the
only tutorial dialogue system that implements a student modeling engine that drives
decisions about what content to address next during a dialogue and how to discuss
focal content—that is, through which scaffolding strategies and at what level of sup-
port? These decisions depend on the student model’s assessment of the student’s
understanding of the knowledge components associated with each step of a DLR.
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In order to specify decision rules that can tailor the support provided at a particular
step during a DLR to the student model’s predictions, we examined prior research
aimed at modeling the levels of support provided during tutoring and teacher-guided
small group work [6]. This poster illustrates factors that operationalize “levels of
support”, shows how we incorporated these factors into rules to drive contingent
scaffolding in Rimac, and describes an in-progress classroom study to evaluate the
tutor.

2 Factors that Adjust Support in Questions and Feedback

Several frameworks have been developed to model the different levels of support
provided in tutors’ (and teachers’) questions and feedback on students’ responses. It is
common for LOS framework developers to characterize their model in terms of broad
dimensions like different “degrees of tutor control” and “degrees of cognitive com-
plexity” [e.g., 2, 3, 7], such as the one posited by van de Pol et al. (2014) shown in
Table 1. However, a closer look at the description of each level in a given framework
revealed that tutor/teacher questions and feedback vary according to more specific
factors, which can be incorporated within dialogue decision rules. For example, in van
de Pol et al.’s LOS framework (Table 1), the “degree of teacher control” (TDc) de-
pends on factors such as response length (e.g., yes/no or choice of options, versus
elaborate response), how much information the teacher provides in a question or
feedback, and a question’s level of abstraction—for example, does the question pro-
vide a “hint or suggestive question” or more directive information?

Given the quantitative nature of our domain, we further specified level of
abstraction in terms of factors such as whether to refer to variables in abstract terms or
in terms of the problem (e.g., “velocity” vs. “velocity of the bicycle”), whether to
provide the name of a law or an equation (e.g., Fnet = m * a, vs. Newton’s Second

Table 1. A Sample Level of Support Framework

TDc1 Lowest control—teacher:
• Provides no new content
• Elicits an elaborate response
• Asks a broad and open question

TDc4 High control—teacher:
• Provides new content
• Elicits a response
• Gives a hint or suggestive question

TDc2 Low control—teacher:
• Provides no new content
• Elicits an elaborate response, mostly for an
elaboration or explanation

• Asks a more detailed but still open question

TDc5 Highest control—teacher:
• Provides new content
• Elicits no response
• Gives an explanation or the answer to a
question

TDc3 Medium control—teacher:
• Provides new content
• Elicits a short response (yes/no or choice)

Adapted from van de Pol (2012)
TDc = degree of teacher control
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Law), and whether to define the symbols in an equation (e.g., v = velocity). We then
used these factors to specify decision rules to adapt the tutor’s support to students’
knowledge level, according to their student model. For example, in Table 2, the rule for
providing a high LOS (left column) would produce a question like, “Using Newton’s
Second Law (Fnet = m * a) and knowing that the net force on the man in the elevator is
zero, let me ask you about the man’s acceleration. In which direction does the man’s
acceleration point”? In contrast, the rule for providing a low LOS (right column) would
produce, “In which direction does the acceleration point?”

3 Conclusion

Our review of level of support frameworks revealed that broad dimensions such as
“different degrees of tutor control” are too imprecise to guide the design of adaptive
support in a tutorial dialogue system. We therefore dug deeper into these frameworks
and uncovered factors that informed specification of decision rules to drive contingent
scaffolding in Rimac. An in-progress evaluation of the tutor at several high schools in
the Pittsburgh PA area, U.S.A., compares this dynamically updated, student model and
decision rule-driven version of Rimac with a prior version that provides a static, less
adaptive form of scaffolding based on students’ pretest scores [4].

Acknowledgements. This research, which was supported by the Institute of Educational
Sciences, U.S. Department of Education, through Grant R305A150155 to the University of
Pittsburgh. The opinions expressed are those of the authors.

References

1. Wood, D., Middleton, D.: A study of assisted problem-solving. Br. J. Psychol. 66(2), 181–
191 (1975)

2. Pratt, M.W., Savoy-Levine, K.M.: Contingent tutoring of long-division skills in fourth and
fifth graders: Experimental tests of some hypotheses about scaffolding. J. Appl. Dev. Psychol.
19(2), 287–304 (1998)

Table 2. Sample decision rules for question asking (differences italicized)

If the student’s probability of answering
the next question correctly is low:

If the student’s probability of answering
the next question correctly is high:

State quantities with reference to the
problem
Provide a hint or other type of support
Provide the name of the law/definition in
equation form
Do not define symbols and/or variables
Do not ask the question again if the response
is incorrect

Reference quantities in abstract terms
Do not provide a hint or other type of support
Do not provide the name of the law or
definition
Do not define symbols and/or variables
Re-ask the question if the response is incorrect
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1 Introduction

Balanced binary search tree is a domain where the inputs are graphical in nature.
Conventional question formats such as multiple-choice would therefore constrain
the student’s answers and allow for the possibility of guessing. We present a
tutoring system in this area, where the pre-tests and post-tests are designed to
minimize scaffoldings and simulate a real paper exam. The pre-test answers are
analyzed to construct a student model that represents the system’s probabilistic
understanding of student’s errors [8]. We evaluate the accuracy of the model by
using it to predict the students’ performance in a subsequent tutoring session.
Our results show that standard Bayesian models and techniques can still be
effective in this non-scaffolded environment.

2 Red-Black Trees

A red-black tree is a self balancing binary search tree that has the following
properties [4]:

1. The nodes of the tree are colored either red or black.
2. The root of the tree is always black.
3. A red node cannot have any red children.
4. Every path from the root to a null link contains the same number of black

nodes.

The top-down algorithm to insert or delete a value from a red-black tree starts
at the root and, at every iteration, moves down to the next node, which is a child
of the current node. At each node, it applies one or more transformation rules so
that when the actual insertion (or deletion) is performed no subsequent actions
are needed to maintain the tree’s properties. Other types of balanced trees also
use a similar approach. In our work we used red-black tree as an exemplar
to evaluate our ideas and implementations, but they should be applicable to
balanced trees in general.
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3 Student Modeling

Because of the non-scaffolded design of the test environments, we do not have
any knowledge about which node the student is at or which transformation
she is trying to perform. To extract relevant data, we have devised a grading
algorithm [6] that, given the problem prompt (a starting tree and the number to
insert/delete) and a sequence of trees that the student submitted, can determine
if the student is correct. In case there are errors, the algorithm also identifies
the location, type and context of the first error occurred.

Using this information, we build a two-part Bayesian network similar to that
of the ANDES physics tutor [3]. The domain-general network encodes long-
term knowledge and represents the system’s assessment of the student’s rule
mastery after the last performed exercise. The task-specific network encodes the
student’s rule mastery in a specific exercise. Each tree transformation gets one
representative Rule node, while the Context-Rule nodes are based on the error
contexts identified by the grading algorithm. At the end of each problem, the
task-specific network is discarded, but the probabilities of all Context-Rules are
saved to the domain-general network, so that they can be used as priors for the
next time these contexts appear. The mechanism to dynamically generate the
network structure would allow each student to have an individualized model and
the tutor’s framework to be more applicable in other domains.

4 Evaluation and Results

We evaluated our algorithm for constructing student models on data from stu-
dents in a computer science class at our institution. The data was taken from
three semesters - Fall 2016 (29 students), Spring 2017 (50 students) and Fall
2017 (26 students). The pre and post tests are identical in content, both consist-
ing of a small number of exercises in which students attempt to insert (delete)
a node, given a starting tree. The accuracy of our model in predicting student
performance is shown in Table 1.

When evaluating post-test answers, we identified error contexts in the same
manner as we did in the pre-test. For each error context, we check whether
that error has been identified in the student model before, and if it has, how
confident the model is in predicting that the student does not make the same
error again. Our results show that (1) there are no error contexts that have not
been previously identified in the tutor, (2) after the tutoring session, the mastery
probability of 70% of the error contexts are higher than 80%, and (3) in 91% of
the times, if the mastery probability of a context is higher than 80%, the student
does not make an error in that context in the post-test.

5 Conclusion

This paper describes an intelligent tutoring system whose assessment environ-
ments are designed to be consistent and without scaffolding. We have devised
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Table 1. Student model’s accuracy on the insertion tutor (top) and deletion tutor
(bottom). The columns, from left to right, respectively refer to the followings: semester
name, number of students, number of average and total correct predictions, mean accu-
racy, standard deviation of accuracy, lowest and highest accuracy across all students
in the semester. The mean values are averaged over all students in each semester.

Semester Mean.Correct/Total Mean.Acc Stdev.Acc Min.Acc Max.Acc
Fall 2016 268/372 72% 4% 63% 81%

Spring 2017 259/399 66% 8% 50% 86%
Fall 2017 267/371 72% 5% 62% 83%

Semester Mean.Correct/Total Mean.Acc Stdev.Acc Min.Acc Max.Acc
Fall 2016 270/383 70% 5% 64% 82%

Spring 2017 268/383 70% 4% 61% 80%
Fall 2017 351/461 76% 4% 68% 83%

a framework to automatically construct a student model from pre-test answers,
and to evaluate the tutor’s effectiveness based on post-test results. Our results
show that a student model built from non-scaffolded testing environments with
less data but more accurate information, can effectively predict students’ per-
formance, with an average accuracy of 70%. As the next step, we would like to
use the model’s knowledge to generate dynamic and individualized exercises for
each student in the tutoring session, thereby ensuring that the tutor can cover
all of the errors that the student has encountered.
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Abstract. Intelligent tutoring systems, having been relatively successful at
emulating the results of human tutors for certain learning domains, are now
being developed for intelligent team tutoring systems (ITTSs).With the addition
of multiple humans in the system, modeling the communication and coordina-
tion between the humans and the tutoring agent grows combinatorically and
presents significant challenges to ITTS development. Answers to some of these
challenges can be found in the research field of human-agent teamwork. This
paper applies common concepts in human-agent team literature (such as task
allocation, adaptive automation triggers, and behavior modeling), to steps used
to author a team tutor.This research should enable developers of ITTSs to draw
more efficiently on research from two otherwise separate research areas.

Keywords: Intelligent team tutoring systems � Intelligent tutoring systems
Intelligent team training systems � Human-agent teamwork
Human-agent collaboration � Adaptive automation

1 Introduction

An intelligent team tutoring system (ITTS) is one that focuses on improving teamwork
skills in addition to improving taskwork skills. Ten steps for authoring an ITTS are
described in [1]. While traditional research on the development of intelligent tutoring
systems has drawn heavily on the fields of psychology, computer science, and learning
sciences, it has drawn less on the engineering fields of human-machine systems and
adaptive automation. Fields such as Computer Supported Collaborative Learning
(CSCL) or Work (CSCW) can also contribute, but this short paper focused on bridging
work that is typically more CS/psychologically based with the human-agent teaming
constructs from human factors engineering.

When designing a team tutor, each component of an ITS (task, learner, domain, and
feedback models) grows more complex [2]. As demonstrated by previous ITTS
research, feedback additionally requires the consideration of many different compo-
nents, including: the recipient of feedback (individuals vs. the entire team), feedback
method (audio, visual, etc.), feedback content, feedback timing (just-in-time vs after
action), and level of privacy (public vs private) [3].

© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 457–459, 2018.
https://doi.org/10.1007/978-3-319-91464-0

http://orcid.org/0000-0003-3068-8355
http://orcid.org/0000-0002-5332-029X
http://orcid.org/0000-0001-6386-4787


While an agent can be authored to take on any role in a team, this effort to apply
HAT theory to ITTSs will focus on the agent in a supervisory or facilitative role – the
typical roles of a human tutor.

2 Mapping HAT to ITTS

This research mapped several conceptual constructs from HAT to ITTS development to
inform future ITTS authors.

Task allocation consists of determining which roles are necessary for task com-
pletion and assigning those roles to humans or autonomous agents [4]. Analogously, if
a tutor is to train any learner on a task or set of tasks, it must be able to distinguish those
tasks at the correct granularity to deliver proper feedback on students’ performance [1].

Adaptive automation systems model HAT interactions using a Perceive, Select,
Act paradigm. The system first perceives the state of the world (e.g., system state, task
state, human state), selects any appropriate adaptations that are triggered (e.g., change
in task allocation, change in information shown to participants), and then acts (im-
plements the adaptation) via changes to the automation of changes to the user interface
[5]. Such adaptive triggers are similar in function to the behavioral markers specified in
an ITTS’s feedback conditions [6], as they are used to trigger personalized responses
such as adaptive feedback.

Level of Automation (LoA) refers to the degree of autonomy that an agent has. At
least 12 different frameworks for LoA have been described (see [7] for a comparison),
but their common goal is to delineate the extent to which the human vs. the automated
agent makes decisions and is responsible for a task. As ITTSs are developed with tutors
that play partnership roles with the learners rather than authority roles, this construct
will be key for describing the authority relationships and task responsibilities within the
learner-agent relationships.

Similar to the concept of error resistance discussed in human-agent teamwork
literature, resilience engineering is a human factors engineering effort to reduce system
failure by modeling the ways in which organizations, systems, and people adapt to
problems with resilience and prevent disruption [8]. An ITTS skill model is more
complex than its single-learner counterpart, modeling both individual team member
skills and the team’s skills, as well as modeling task-related skills and teaming-related
skills at both individual and team levels. Rather than attempting to model all of these
complex dynamics, the authors suggest that a resilience engineering approach may be
simpler, especially in the area of team skills, by focusing on monitoring known risks to
team dynamics.

The construct of etiquette arises from previous research describing an individual’s
interactivity expectations of a software agent, often based on the perception that agent
interactions should be modeled on or mirror human social constructs [9, 10]. Research
on feedback within human-agent systems has shown how different forms of adaptive
feedback, both in terms of the medium – how they are presented to the user (e.g.,
visually vs. by audio, just-in-time or an after-action debrief) – and the message (con-
tent) influence a user’s ability to improve performance in a collaborative task [11].

458 K. Ouverson et al.



Behavior modeling has roots in several fields, e.g., ACT-R efforts from cognitive
science [12], likely more familiar to ITS researchers, as well as HAT models stemming
from systems engineering and control theory that using an engineering lens to model
and simulate interactions between operators and their systems, e.g. [13].

These constructs from the HAT domain can be mapped onto the 10 steps of
authoring an ITTS as described in [1], and this mapping should create a more robust
team tutor, both in terms of its model of its learners’ actions and its own interactions
with learners.
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Abstract. CoLaB Tutor and AC-ware Tutor are Intelligent Tutoring Systems
(ITSs) that are based on concept-based learning and are notable due to the fact
they are relatively easy to generalize to multiple knowledge domains. In this
research study we investigate the performance of CoLaB Tutor, AC-ware Tutor,
and Moodle in a blended learning environment for an introductory computer
programming course. In our study, regular face-to-face lectures and laboratory
exercises were complemented with online learning at the students’ own pace,
time and location. Our study revealed that CoLaB Tutor students had moder-
ately higher knowledge gains than those students in the AC-ware and Moodle
groups. The prediction of student success (pass/fail) for a basic knowledge
post-test revealed an overall classification rate of 73,5% for the CoLaB Tutor
group (completed knowledge and online score as predictors), 71,4% for the
AC-ware group (completed knowledge as predictor) and 70% for the Moodle
group (time spent online as predictor). Additionally, students that used ITSs on
average passed through more knowledge online than students that used LMS,
while students that used LMS on average spent more time online.

Keywords: Experimental studies � Intelligent tutoring systems
Blended learning environments � Conceptual knowledge

1 Introduction

Compared to Learning Management Systems (LMS), such as the widely used Moodle
(moodle.org) and Blackboard (blackboard.com) systems, ITS platforms generally
require higher development costs and are often utilized only for specific knowledge
domains. Controlled Language Based Tutor (CoLaB Tutor) and Adaptive Courseware
Tutor Model (AC-ware Tutor) are ITSs that share the characteristic of ontological
domain knowledge representation [1]. These platforms are particularly appealing due to
the fact that they are easily generalizable to multiple knowledge domains. In this
research, we investigate the performance of CoLaB Tutor, AC-ware Tutor, and
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Moodle, when utilized within a blended learning environment for an introductory
computer programming course.

2 Research Methodology, Results and Findings

The research study included 187 undergraduate students from the Faculty of Science at
the University of Split. Along with traditional face-to-face lectures and laboratory
exercises that were held for 4 h per week, online instruction occurred at the students’
own pace, time and location. The type of blended learning in which students learn
conceptual knowledge before coming to class is called - a flipped model of blended
learning environment. The purpose of the pre-class learning was to have students better
prepared for the class and thus allowing the teacher to spend face-to-face class for
clarifying and applying the conceptual knowledge. One week before the experiment,
the entire class was introduced to the notion of concept mapping technique. A week
after the introductory concept mapping lecture, a pre-test was given to students for an
assessment of baseline knowledge of computer programming. Using the pre-test scores,
students were assigned into 3 experimental groups for online instruction. Two types of
post-tests were used: the basic computer programming knowledge test which was also
used as a pre-test, and a computer programming skill-based post-test.

The aim of this research is to address the following research questions:

(i) Are there statistically significant differences in CoLaB, AC-ware Tutor, and
Moodle in terms of pre-test and post-test scores (i.e. gain in knowledge)?

(ii) What is the relationship between students’ online behavior on CoLaB Tutor,
AC-ware Tutor and Moodle, and knowledge performance on the post-tests?

(iii) What is the student experience when using CoLaB Tutor, AC-ware Tutor and
Moodle in the learning process?

A Kruskal Wallis test was used to compare the pre-test scores across groups and no
significant difference was observed (p = 0,732). By comparing the groups in terms of
test score differences, the Kruskal Wallis test revealed a moderate difference
(p = 0,097) with the CoLaB Tutor group having slightly higher gains in test scores.
Based on 95% bootstrapped confidence intervals on the median test score gain for each
of the three groups, the median test score gain was 27 points for the CoLaB Tutor
group, 23.5 points for the Moodle group and 20 points for the AC-ware group.

Groups were also compared using both sets of raw post-test scores. The 95%
bootstrapped confidence intervals on the median basic knowledge post-test scores and
for the skill-based post-test scores reveal no statistical difference in the groups but we
do observe slightly higher scores for the students in the CoLaB Tutor group.

Online learning behavior was measured using Knowledge Tracking Variables
(KTV) for online learning behavior [2]. Knowledge tracking variables include: (i) the
total number of concepts (completed knowledge) (#Knowledge), (ii) the total online
quiz score (#Score), (iii) the total time spent online (#Time), and (iv) the total number
of student logins (#Logins). In the CoLaB Tutor group, 67.32% of the students were
successful on the basic knowledge post-test, 64.25% of the AC-Ware group students
and 63.4% of the Moodle group were successful on the same post-test. The final
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logistic regression model for each group was determined using AIC. Note that
#Concepts was an important predictor in both ITS groups while ‘Time’ was the only
important predictor in the Moodle group.

The predictions of student success (pass/fail) for the basic knowledge post-test
revealed an overall classification rate of 73,5% for CoLaB Tutor group (completed
knowledge and online score as predictors), 71,4% classification rate for AC-ware Tutor
group (completed knowledge as predictor) and 70% classification rate for Moodle
group (time spent online as predictor). The predictions of student success (pass/fail) for
the skill-based post-test revealed the overall classification rate of 73,7% for CoLaB
Tutor group (all KTVs as predictors), and 62,5% classification rate for AC-ware Tutor
group (online score as predictor). No KTVs were statistically significant in the model
for predicting student success in the Moodle group.

The descriptive statistics of online learning behavior revealed that CoLaB Tutor
and AC-ware Tutor students passed over 96% of the conceptual knowledge aimed for
online learning. Moodle students on the other hand completed only 47% of the online
lessons. In terms of the total time and the number of logins on each e-learning platform,
Moodle students logged-in more times and spent more time online than the ITS student
groups. The AC-ware group students tended to spend the least amount of time online –
approximately 79 min spread across an average of 5 log-ins.

It is interesting to note that 70% of the CoLaB group students found the use of
concept maps during experimental learning helpful, while ‘only’ 46% of Moodle
student group and 35% of AC-ware student group found concept mapping helpful.
Regarding the use of concept maps in future courses, 45% of the CoLaB student group
said they will use this type of tool in the future while only 36% of the Moodle student
group and only 25% of AC-ware student group indicated interest in using concept maps
in the future.

Acknowledgements. This paper is part of the Adaptive Courseware & Natural Language Tutor
project that is supported by the Office of Naval Research Grant No. N00014-15-1-2789.
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Abstract. We developed a version of AutoTutor that helps struggling adult
learners improve their comprehension strategies through conversational agents.
We hypothesized that the accuracy and time to answer questions during the
conversation could be diagnostic of their mastery of different reading compre-
hension components: words, textbase, situation model, and rhetorical structure.
The results show that adults’ performance on more basic reading components
(i.e., meaning of words) was higher than on the deeper discourse levels. In
contrast, time did not vary significantly among the theoretical levels. The results
suggested that adults with low literacy had higher mastery on basic reading
levels than deeper discourse levels. The tracking of performance on the four
theoretical levels can provide a more nuanced diagnosis of reading problems
than a single overall performance score and ultimately improve the adaptivity of
an ITS like AutoTutor.

Keywords: CSAL AutoTutor � Reading strategies
Comprehension framework

1 Introduction

We developed a version of a web-based intelligent tutoring system (AutoTutor) for
adults with low literacy skills to improve their reading comprehension strategies in the
Center for the Study of Adult Literacy (CSAL). AutoTutor for CSAL has 35 lessons
that focus on distinct theoretical levels of reading comprehension articulated by
Graesser and McNamara [1]. For each lesson, the system starts out assigning words or
texts at a medium difficulty level and then asks 8 to 12 multi-choice questions about
them. In this study, we tracked four theoretical levels (of the six defined in [1]). Word
represents the lower-level basic reading components. The other three theoretical levels
(textbase, situation model, and rhetorical structure) represent deeper discourse levels.
We hypothesized that the accuracy and time on questions in AutoTutor could be
diagnostic of adults’ mastery of comprehension components. Therefore, by comparing
the accuracy and time on questions of four theoretical levels, we can detect adults’
strengths and weaknesses in reading competencies.
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2 Methods

2.1 Participants

The participants were 52 adults recruited from CSAL literacy classes in Atlanta and
Toronto. They completed a 100-hour intervention over four months. Their ages ranged
from 16–69 years (Mean = 40, SD = 14.97). The majority of the participants were
female (73.1%). All participants read at 3.0–7.9 grade levels.

3 Measures and Data Analysis

We extracted the adults’ initial responses on medium level questions in each of the 29
lessons that focused on the four theoretical levels. All adults answered these initial
medium questions before adaptively branching to easy or difficult questions in Auto-
Tutor. The initial responses included accuracy (1 or 0) and time to select an answer (in
seconds).

We performed a descriptive analysis by exploring the means and standard devia-
tions of accuracy and time on questions of the four theoretical levels. Then we per-
formed mixed effect models [2] on the two measures to test the difference among the
four theoretical levels, with question as the unit of analysis. The random effects were
participants, lessons, and questions; the fixed effect was theoretical level. Participants’
random slopes on different theoretical levels and random intercepts of the interaction
between lesson and question were also included in the models.

4 Results

Table 1 shows the means of accuracy and time on questions separately as a function of
the four theoretical levels. The pattern of scores indicate that performance is highest and
answer times are shortest for the word level (reference level in the analysis) compared to
the three discourse levels (textbase, situation model, and rhetorical structure).

A Type II Wald Chi-square test on the logistic mixed effect model showed that
accuracies were significantly different (v2(3) = 8.34, p = 0.04) among the four theo-
retical levels. A post-hoc analysis with pairwise comparison showed only word pairs
were significantly different. An ANOVA of type III with Satterthwaite on linear mixed
effect model showed that time did not vary among the four theoretical levels, F
(3,25.8) = 0.058, p = 0.981.

Table 1. Means and standard deviations of accuracies and time

Word Textbase Situation model Rhetorical structure

No. of questions 1455 1981 5049 5071
Accuracy Mean (SD) 0.80 (0.40) 0.69 (0.46) 0.67 (0.47) 0.69 (0.46)
Time Mean (SD) 31.7 (30.4) 35.1 (30.2) 35.2 (31.6) 37.1 (38.1)
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5 Discussion and Conclusion

The logistic mixed effect model indicates that adults’ performance on word level was
higher than the three discourse levels. This likely occurred because word items focused
on individual words or single sentences which require low loads on working memory,
whereas solving the items of deeper discourse levels is time-consuming, strategic, and
taxing on cognitive resources. The time that adults spent on questions were not sig-
nificantly different across theoretical levels, although times trended slower as theo-
retical levels progressed.

This study provides a more nuanced diagnosis of adults’ reading problems within a
multilevel reading comprehension framework than a single overall performance score
could contribute. Future research should focus on designing standard reading tests and
establishing norms for adult populations based on the multilevel framework that affords
this diagnostically useful differentiation. Combining the testing results and the norm,
researchers could develop more adaptive intelligent tutoring systems which provide
customized learning contents to low literacy adults.
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Abstract. Both MOOC and ITS has its respective advantages in programming
learning. As MOOC and ITS are complementary to each other, their integration
will increase learning effectiveness. We developed the system ‘Everycoding’,
which integrates MOOC and ITS to evaluate the effectiveness. We introduced
two models in the system: programming knowledge model and reusable student
model. Programming knowledge model represents programming concepts and
encodes various types of learning contents in MOOC. Reusable student model is
a student model that can be used for other courses in MOOC. In this paper, we
present the models in the Everycoding.

Keywords: Programming tutoring � ITS � MOOC

1 Introduction

Teaching programming skills to students is not easy because every student has his/her
own learning pace, learning style, knowledge level and preferred pedagogical type.
Therefore, it is recommended for novice students to take advantage of 1:1 tutoring, peer
collaborative learning or self-paced/motivated learning resources. As the number of
learners who want to learn programming is increasing fast recently, it is highly required
to introduce automated learning systems. Two most popular systems for programming
education are ITS (intelligent tutoring system) and MOOC (Massive Open Online
Course). ITS is able to support students with customized contents, feedback and
evaluation. However, learning programming makes countless amounts of different
situations where the ITS cannot guide all of them. MOOC supports various of
instructions including video lectures, reading with conceptual questions, discussion
boards, and various forms of learning by doing with peer feedback. If they are com-
bined together, learning programming will be much more effective. Different from
other researchers [1–3] suggesting architectural integration or blueprints for integration,
we developed a working system ‘Everycoding’ and propose two functional models that
combine the benefits from ITS and MOOC respectively.

This research was supported by the Korean MSIT (Ministry of Science and ICT), under the
National Program for Excellence in SW (2015-0-00936) supervised by the IITP (Institute for
Information & communications Technology Promotion)
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2 Two Models Used in Everycoding System

Everycoding is both an Intelligent Programming Tutoring System (IPTS) and Pro-
gramming Open Online Course system (OOC), that we developed. It is composed of
knowledge model, student model and tutor model just as in ITS. In case of existing
IPTS, reuse of the student model and the encoding of various kinds of domain
knowledge were not big issues, because it did not support various kinds of learning as
in MOOC. However, in the ITS integrated MOOC, different types of domain knowl-
edge model and student model are needed.

2.1 Programming Knowledge Model

Each learning content in (M)OOC is encoded by Definition 1. The code is composed
two elements: an identifier representing language type and content type, and a concept
representing 9 different knowledge type. Each knowledge type is assigned with a value
of understanding level of students who have completed learning of the content. The
value is normalized according to the degree of difficulty. Example 1 is one example of
learning content and will be encoded as {{Python, Code}, [(4,3), (3,2), (2,2), (2,1),
(3,1), (1,1), (5,7), (1,1), (2,1)]}. The example says that the content is Python Code and
contains operation concept of level 3 and degree of difficulty of 2. As no concepts of
data structure and class is present in the code, both are assigned (1,1) because default
value is 1.

Definition 1. Programming knowledge model.

Programming Knowledge ::= {Identifier | Programming Concept = [Basic, Opera-
tion, Variable, Input/Output, Data Structure, Condition, Iterate, Function, Class] }  

Identifier ::= {[ C |C++ |Java | Python] | [Code | video lectures | reading with concept 
| question/answer | peer feedback(comment) ]} 

Example 1. Python Code

x = int(input("Please enter an integer: ")) 
if x < 0: 
… x=0 
… print('Negative changed to zero') 
elif x == 0: 
… print('Zero') 
else: 
… print('More') 
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2.2 Reusable Student Model

We build a student model as in Definition 2. The two elements in the code are an
identifier representing language type and a programming concept same as in Definition
1. The programming concept level for each student is available to be used in other
content learning in the MOOC later on.

Definition 2. Reusable student model.

Programming Concept Accomplishment::={Identifier | Programming Concept} 

Example 2 Examples of student model values of a student

[{{Python }, [(4,3), (2,2), (2,1), (3,1), (1,1), (5,7), (1,1) , (1,1) , (1,1)]} 

{{C},[(4,1), (2,1), (2,1), (3,1), (1,1), (5,1), (1,1) , (1,1) , (1,0)]}] 

The first example says that a student has knowledge of Python with 9 achievement
values for 9 different concept types (Basic, Operation, Variable, Input/Output, Data
Structure, Condition, Iterate, Function, Class). The value 1 means that the concept of
Data Structure, Iterate, Function, Class is not learned yet. Value 0 means that there is
no concept in the language type, for example, as (1,0) in the second example means
that there is no concept of ‘Class’ in C language.

3 Conclusion

We introduced two functional models to combine ITS and MOOC systems for pro-
gramming education. Each content is encoded with meta data including knowledge
units and level of difficulty, and each student is encoded with knowledge levels of
different programming concepts. The codes can be reused when the student tries to
learn different languages and contents to provide them customized feedbacks and
recommendations.
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Abstract. This research work presents an adaptive and embodied vir-
tual tutor. Our proposed tutor is able to adapt the execution of a peda-
gogical scenario according to the estimated student’s level of knowledge.
To achieve such a goal, we rely on Mascaret, a meta-model for knowl-
edge representation in a virtual environment and on an inference of the
student’s memory content. This inference permits the tutor to adapt the
execution of the pedagogical scenario and to choose an individualized
assistance according to the evolution of the student.

Keywords: Procedural learning · Adaptivity · Student’s memory

1 Introduction

Virtual Reality is considered as one of the technologies with the most potential
to improve procedural learning. However, procedures are learned gradually as
a result of practice, for that, learners must repeat them. Throughout the repe-
titions, the tutor’s pedagogical actions are usually scheduled using pedagogical
scenarios. Taking into consideration that each student evolves differently during
the repetitions, it is important to adapt the pedagogical scenario according to
the student’s evolution. The real-time adaptation of the pedagogical situation to
a student is one of the major objectives of Intelligent Tutoring Systems (ITSs).
Our proposed model1 permits a tutor to execute a pedagogical scenario and
especially to adapt its execution to the individual evolution of the student.

2 The MEMORA Model

Our work proposes a model to formalize the four ITS components (domain
model, student model, tutoring model and interface) and the interactions
between them.

Domain Model For the definition of the domain model, we use Mascaret
[1]. It is a virtual reality meta-model based on the Unified Modeling Language
(UML). It covers all the aspects of virtual environments semantic representation:

1 This research work is partially supported by the Brittany Region.
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domain’s ontology, environment’s structure, entities’ behavior and both user’s
and agents’ interactions and activities. In Mascaret, pedagogy is considered as
a specific domain model. Pedagogical scenarios are implemented through UML
activity diagrams containing a sequence of actions. These actions can be either
pedagogical actions, like explaining a resource, or domain actions, like manip-
ulating an object. The fact that Mascaret is a meta-model has two main
interests. Firstly, specific domains are considered as data. This allows domain
experts to provide the knowledge themselves in the ITS. Secondly, these data
remain explicit during the simulation, thus they can serve as a knowledge base
for agents.

Interface One of our main contributions to the interface model consists in
embodying the virtual tutor. To achieve such a goal, we integrated the Embodied
Conversational Agent (ECA) platform, Greta [2]. Greta characters are able to
select and perform multi-modal communicative and expressive behaviors in order
to interact naturally with the user. It is important to notice that in Mascaret,
any entity which acts on the environment is considered as an agent. Particularly,
the ECA and the human user are considered as embodied agents. The basic
actions that an embodied agent is able to perform are: verbal communication
(e.g. giving an information, answering), action realization (e.g. facial expression
and actions that modify the environment) and navigation. The system is able to
recognize the realization of each of these actions performed by the user.

Student Model In ITS, student models infer the student’s cognitive and
affective knowledge, to represent their relevant characteristics and the past inter-
actions with the system [3]. As we are dealing with teaching human activities in
industrial systems, the cognitive knowledge that our student model has to infer
is related to memorization. This implies the transformation of stimuli (coming
from the tutor and the environment) into knowledge that can be stored in mem-
ory. In our student model, we rely on the general theoretical framework proposed
by Atkinson and Shiffrin [4] which divides human memory into three structural
components (see Fig. 1): Sensory Memory (sm), Working Memory (wm) and
Long-Term Memory (ltm). We propose an implementation of this framework

Fig. 1. Formalization of the encoding and structuring of instructions in the memory.
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for learning procedures on industrial systems. In our work, incoming stimuli from
the virtual environment and tutor are restricted to those related to vision and
hearing. Thus, the student can see 3D objects and hear instructions uttered by
the tutor about activities to realize. Therefore, we encode data about the objects
and activities. For the formalization of the information encoding in all memo-
ries, we rely on the data formalism proposed by Mascaret. This formalism is
hierarchical, which permits us to infer the knowledge level of the learner.

The role of the sm is to select relevant information among the continuous flow
of stimuli that our senses deliver us. Perceived information is converted into a
construct that can be stored in the sm. Only prominent information (e.g. objects
that have been highlighted) is transferred from the sm to the wm. The wm stores
and manipulates information based on the content of the sm and the ltm (prior
knowledge). The level of complexity of the information that will be stored in the
wm depends on the student’s prior knowledge. By complexity of information we
mean the type of formal representation and the number of attributes set. This
prior knowledge is retrieved from the ltm. The transfer of some elements related
to an action, from the wm to the ltm, takes place when the student completes
the action [5]. The ltm is used to store permanently relevant information coming
from the wm. It is composed of procedural memory (the procedure to learn) and
declarative memory (domain model concepts). The choice of the information,
its level of complexity and when it will be stored in the ltm depends on the
pedagogical actions done by the tutor.

Tutor Behavior The goal of our proposed tutor behavior is to adapt the
execution of the pedagogical scenario according to the student model represented
in our work by the student’s memory. The tutor behavior takes into account
the action done by the student and compares it to the domain knowledge. If
the realized action is expected by the tutor (e.g. correct action, right answer),
then the transfer to the ltm occurs. The adaptation of the execution of the
scenario takes place when the action performed by the student is unexpected
(e.g. incorrect action, negative facial expression). In this case the tutor modifies
the inference on the content of the wm and realizes another pedagogical action.
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Abstract. This paper presents the evaluation of a serious game that supports
socio-moral reasoning assessment and learning. The game places learners in a
3D environment in which they face social dilemmas and are asked to provide
and justify their opinion. The game includes Non-Player Characters (NPC) as
friends who present their own opinions and social choices that reflect different
levels of socio-moral reasoning (SMR) maturity. Usability was assessed via
subjective measures (questionnaires) and the learning potential of the game was
evaluated through a comparison of pre- and post-test assessment of the players’
levels of SMR maturity. Results suggest that the game was appreciated by the
players in terms of immersion and playability. Preliminary evaluation suggests
that the game may also lead to improved SMR maturity.

Keywords: Moral reasoning � Social skills � Serious game � Learner model
Assessment � Social immersion

An Adapted Serious Game for SMR Development

The Socio-Moral Reasoning Aptitude Level (So-Moral) task [1, 2] is a computer
measure in which children and adolescents are presented with visual social dilemmas
representative of everyday life and asked to determine how they would react and justify
their decisions. In the original task, expert coders are used to score the maturity of the
verbatim justifications provided using a cognitive-developmental approach. Subse-
quently, an automated data mining model based on supervised text classification was
developed using a large dataset of verbatims to assess individuals’ SMR maturity
automatically [3].

Considering the knowledge domain, it was important to introduce a social
dimension inside the game in order to make the game more immersive and closer to the
reality of the conditions in which adolescents would have to make similar decisions in
daily life. To this end, Non-Player Characters (NPC) were integrated in the game, such
that the main player was surrounded by them when he was presented the dilemmas.
The player was asked what he would do when faced with socio-moral conflicts and
then prompted to ask the NPC what they would do and to assess their opinions.
Each NPC was assigned a SMR maturity level and their opinions were taken from
verbatims of previous experimentations, which were assessed for that level and that
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dilemma. Audio recordings by young actors were used to present the NPCs’ answers
and make interactions more realistic.

During the game, nine dilemmas were presented for which players were asked what
they would choose to do and why. Their answers were recorded, and the verbal
justification was transcribed using google speech to text API and analyzed using a data
mining algorithm. The modeling of the socio-moral assessment was developed using a
convolution neural network ([3]), with the previous responses manually classified by
experts as the reference set (691 verbatims). For all the algorithms, the models were
trained on 75% of the data (500 verbatims) and were tested on the remaining verbatims
(138 verbatims). The classification model was tested with a set of the original verbatims
and the resulting accuracy was 85%.

To introduce a form of feedback and scoring inside the game, simulated social
feedback was added showing number of “likes” and “friends” depending on the player
responses. When players’ maturity level increased, players gained “likes”, and when
they made positive evaluations of the opinions of NPC with a higher level of maturity
than their own, they also gained friends.

Experimentation

Nine dilemmas were transposed in the Unity 3D environment. Three other dilemmas
were used as pretest and three more as post-tests using the original SoMoral format
(computerized). The setup for those tests were similar to the ones previously developed
[1]. The dilemmas chosen to be part of the game and those chosen for the pretest and
posttest were selected to be representative of different types and levels of difficulties,
but it was also important that they would be sufficiently different from one another.

The aim of the study was two-fold: to measure the potential of the game for SMR
maturity assessment and learning, and to assess its usability in terms of playability (the
degree to which the game is fun to play and usable). The game was tested with 17
subjects (11 girls and 7 boys, 8–19 years).

Results

The first objective of the research was to measure the potential of the game to support
users in developing a higher level of SMR maturity. A pretest and a posttest were used
to compare the levels of maturity before and after playing the game. The results show
that the mean results for the post test was significantly higher than the pre-test (p = .01)
(Table 1). Table 1 also shows that there was a difference between pretest and the game,
but no difference between the game and post-test. In fact, the scores in the post-test
were slightly lower. This may be due to the post test being less socially immersive.

The second objective was to measure the usability of the game. The measure was
based on the post-test questionnaire on user attitudes toward dimensions of immersion,
playability (wanting to play again and telling friends) and learning something during
the game. For those measures, no difference was found on the effect of sex. The amount
of experience subjects had with social technologies and games did not appear to be
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related to their assessment of immersion, learning and playability in the game, nor was
it related to learning in the game, as measured by the difference between pretest and
post-test mean maturity level.

Discussion and Conclusion

We developed a preliminary prototype of a serious game for SMR. The assessment of
the game suggests that it was appreciated by the players in terms of immersion,
playability and impression of having learned something. Results also show that the
game may encourages the development of higher levels of SMR maturity from pretest
compared to the game, but also from pretest compared to post test. Results during the
post-test appear to be lower than during the game, which might be related to the higher
level of perceived immersion and also to the social simulation associated with the NPC
and their opinions or the social feedback interface with number of “Likes”, “Dislikes”
and “Friends”. Future work includes adding non-verbal feedback from NPC to make
the game more immersive and responsive depending on players’ decisions and their
evaluation of others.
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Abstract. Online learning is gaining an increasing attention by researchers and
educators, since it makes students learn without being limited in time or space
like traditional classrooms. However, this type of learning faces several chal-
lenges include the difficulties for teachers to control the learning process and
keep track of their students’ learning progress. Therefore, this paper presents an
ongoing project which is an intelligent Moodle (iMoodle) that uses learning
analytics to provide dashboard for teachers to control the learning process and
make decisions. It also aims to increase the students’ success rate with an early
warning system for identifying at-risk students as well as providing real time
interventions of supportive learning content as notifications.

Keywords: Learning analytics � Moodle � Online learning
Intelligent tutoring systems � At-risk students

1 Introduction

Distance educational systems have gained an increasing use within institutions in the
21st century since they offer e-learning options to students and improve the quality of
traditional courses in classrooms. These e-learning systems, such as Modular
Object-Oriented Dynamic Learning Environment (Moodle), provide students different
types of activities, such as preparation of assignments and engagement in discussions
using chats and forums. Moodle is one of the most well-known open-source e-learning
systems which allows the development of interactive online courses [1].

However, the distributed nature of distance learning has raised new challenges. For
instance, unlike classrooms, it becomes much harder for teachers in distance learning to
supervise, control and adjust the learning process [2]. In massive open online courses,

© Springer International Publishing AG, part of Springer Nature 2018
R. Nkambou et al. (Eds.): ITS 2018, LNCS 10858, pp. 476–479, 2018.
https://doi.org/10.1007/978-3-319-91464-0

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91464-0&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91464-0&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91464-0&amp;domain=pdf


where thousands of students are learning, it is very difficult for a teacher to consider
individual capabilities and preferences. In addition, the assessment of course outcomes
in Learning Management Systems (LMSs) is a challenging and demanding task for
both accreditation and faculty [1]. Anohina [3] stated that it is necessary to provide a
system intelligent and adaptive abilities so it could effectively take the teacher role.
Researchers suggested using Learning Analytics (LA) to present important information
about students online for teachers [2].

LA is often integrated into online learning environments, including Moodle,
through the use of plugins. However, plugins usually require a considerable effort, most
often involving programming, to adapt or deploy them [2]. This can limit their use by
teachers. In addition, to the best of our knowledge, no plugin is reported online which
provides real-time interventions for students for a better learning process. Therefore,
this paper presents, in the next section, iMoodle – an intelligent Moodle based on a
newly developed online LA system named Supervise Me in Moodle (SMiM), which:
(1) provides dashboards for teachers to easily help them supervise their students online;
(2) predicts at-risk students who may fail to pass their final exams; and, (3) provides
real time interventions, as notifications, by providing supportive learning content for
students while learning.

2 Framework for Intelligent Moodle (IMoodle)

Figure 1 presents the framework of the implemented iMoodle. During the learning
process, the students’ traces are collected in an online database and automatically
analyzed in order to extract knowledge and provide real time interventions. A learning
analytic system SMiM is developed using web technologies and integrated into Moodle
as a Moodle block where teachers can easily access it and keep track of their students in
each enrolled course. SMiM has three layers as follows:

(1) Privacy layer keeps students’ traces safe with the login and password authenti-
cation method. In this context, to access the reports and information provided by
SMiM, the teacher should have his/her session already active on iMoodle (i.e., the
teacher has already entered his/her credentials to access iMoodle and chosen
his/her courses). If not, the teacher will be redirected to the authentication
interface.

(2) Analysis layer uses both data mining and visualization techniques to extract useful
information for teachers. SMiM uses association rules mining based on Apriori
algorithm, to identify early in the semester at-risk students within iMoodle who
would likely fail their final exams of a particular course, hence increase academic
success by providing early support.

(3) Reporting layer provides reports and real time interventions for the identified
at-risk students while learning. SMiM provides dashboards for teachers to aid
them control the learning process online and keep track of their students. In
addition, if students failed to correctly finish a particular learning activity,
iMoodle provides real time interventions, as notifications, by providing additional
learning content support for students to further enhance their knowledge.
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Furthermore, through the use of predictive modeling techniques, it is possible to
forecast students’ success in a course and identify those that are at-risk. Therefore,
iMoodle, based on SMiM system, uses a predictive model (discussed in the
analysis layer) as an early warning system for identifying at-risk students in a
course and inform the teacher.

3 Conclusion

This paper presented a new intelligent version of Moodle (iMoodle) which aims to help
teachers control the learning process online and keep track of their students. Future
work could focus investigating the efficiency of iMoodle using the intervention layer in
reducing the number of at-risk students and increasing academic success, in compar-
ison with a classic Moodle.

Fig. 1. The developed iMoodle Framework.
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Abstract. The causes of humans’ emotions change are multiple. In order to
analyze them, we propose to follow the emotions of an individual in real-time
during his interaction with a virtual environment. Then, we propose to intervene
on the virtual environment through a neural agent in order to modify and
improve the humans’ emotional state. Finally, we propose a personal agent,
which aims to personalize the environment in order to optimize humans’
emotions.
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1 Introduction

The performance of users when interacting with learning systems or other types of
programs varies according to their emotional states. Physiological measures of brain
activity (EEG) [1] and eye tracking [2] provide better understanding of individual’s
emotions. Virtual reality helps the user immerse in the environment as if he was in a
real one and that way his learning ability and performance will increase [3].

Changes in the virtual environment will cause a change in his emotional state and
each modification can have a different impact on the emotional state. The negative
emotional states of the user affect his cognitive state, for that, the modification of the
emotional states in order to improve them will improve his cognitive state and thus his
performance. Therefore, we need to detect the impact of the changes on the user’s
emotional states. However, sometimes the modification of the virtual environment are
not enough to, modify the emotional state of the user. Thus, we need to learn from the
link between changes on the virtual environment and changes in emotional states.

Therefore, we have three objectives: (1) Track in real time the emotional states of
the user while interacting with the virtual environment in order to analyze his emotional
states. (2) Modify the user’s emotional states indirectly through the modification of the
virtual environment in order to improve the user’s emotional state and optimise his
performances. (3) Observe the user’s emotional reactions after each modification on the
virtual environment in order to predict their impact on user’s emotional states and thus,
personalise the virtual reality environment to each user.
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2 Methodology

In order to achieve our goals, we propose to create a neurofeedback system containing
three components: a “Measuring Module” which responds to our first objective, a
“Neural Agent” which responds to our second objective and a “Personal Agent” which
responds to our third objective. Figure 1 illustrates the architecture of our neurofeed-
back system.

The measurement module receives signals from sensors (EEG, eye tracking, etc.),
analyzes them, and extracts the indices of emotional states. Then, this module sends
these emotional states in addition to information about the virtual reality environment
to the neural agent and stores them in a database for offline analysis.

The neural agent is an intelligent agent that receives the user’s emotional states
from the measurement module and the information of the virtual environment, then it
consults the rules base, which contains intervention rules, to intervene on the virtual
environment and modify the emotional state of the user.

The personal agent is a cognitive agent that aims to adapt the virtual environment to
the user. It observes the interactions between the users’ emotional states and the
interventions on the virtual environment. Indeed, the personal agent observes the neural
agent’s, learns from its interactions with the virtual environment and their impact on the
emotional state of the user in order to create new intervention rules and adapt better the
environment to the user. This agent runs in parallel with the neural agent to perform the
learning and prediction tasks. The heavy learning computing performed by this agent
does not affect the real-time execution of the neural agent and the entire neurofeedback
system because it does not intervene directly on the virtual environment. The personal
agent personalizes the virtual environment by modifying the neural agent’s rules base,
which will then modify the environment.

Fig. 1. Architecture of the neurofeedback system
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3 Preliminary Results

We started by creating the measuring module and for that, we created the measurement
component and the processing component in the module. After that, we integrated the
Emotiv SDK EEG headset. In order to test this measuring module, we created a physics
virtual reality game called “Inertia” which aims to improve the player’s intuitive rea-
soning. We conducted experiments, involving 20 participants. We used frustration and
engagement provided by the measuring module in order to assist the players [4].
Results showed that players’ performance increased when adding assistance strategies.

Then, we created the neural agent and we created “AmbuRun” an adaptable virtual
reality game in order to test this agent. We conducted experiments, involving 20
participants, in which the neural agent changes the speed of the game in order to affect
excitement and changes the difficulty of the game which affects frustration. Results
showed that when the agent adapts the game for the participant by changing speed and
difficulty according to his excitement and frustration, it affects the level of his
excitement and frustration in the right way [5].

Further work will aim to analyze the effect of each intervention with machine
learning techniques to provide the personal agent with deeper adapting capabilities.
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Abstract. Collaboration is widely accepted as one of the essential skills for the
21st century. Based on social constructivist theory, collaboration has been
gradually extended to synchronous and asynchronous online collaboration
supported with Web 2.0 technologies. The purpose of this paper is to explore
effective strategies to enhance EFL students’ synchronous and asynchronous
collaboration both distributed and face-to-face learning environments. Dillen-
bourg’s (1999) four criteria (situation, interactions, processes and effects) for
collaborative learning would be applied to develop proposed strategies that
define the collaboration situation, encourage interactions during the collabora-
tion, facilitate the collaboration processes and measure specific learning out-
comes. Pérez-Sanagustín et al.’s (2012) 4SPPIces model would be used as a
reference to further modify the proposed collaboration strategies in the blended
learning environment. A design-based research would be conducted to test out
the effects of the proposed strategies and shed light on rewarding modifications
to the strategies. Participants would be 120 freshmen who are enrolled in a
college English course in one of the universities in mainland China.
A three-cycle of iterative experiment would be conducted to collect both
qualitative and quantitative data. Among which, qualitative data include records
of students’ interactions and collaboration processes in class and out of class,
student products, student feedbacks in the interviews; whereas, quantitative data
would be composed of students’ perceptions of the collaboration situation,
effects on their collaboration capabilities.

Keywords: Collaboration � Blended learning
Design-based research � EFL students
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1 Introduction

Collaboration is widely accepted as one of the essential skills for the 21st century
(Morel 2014), as collaboration can have powerful effects on student learning (Lai,
2011), such as promoting academic achievement, personal development and student
satisfaction etc. (Barkley et al. 2005).

Thanks to the rapid development of the Internet and Web 2.0 technologies,
collaborative learning can so far occur both in and beyond the classroom, making
collaboration in the blended learning environment possible (Pérez-Sanagustín et al.
2012). However, researches of this kind are albeit limited up till now, classroom
teachers, especially EFL teachers, are still in lack of effective strategies to enhance
collaboration in/out of class.

Therefore, the present paper would attempt to explore effective strategies to
enhance EFL students’ synchronous and asynchronous collaboration in a blended
learning course, which consists of both distributed and face-to-face learning
environments.

2 Literature Review

2.1 Collaborative Learning

Based on social constructivist theory, collaborative learning is a way in which indi-
viduals work closely together towards a common goal, adopting expertise and expe-
riences and emphasizing co-creation and contributions from each member of the group
(Gokhale 1995).

Aiming at clarifying the concept of “collaboration”, Dillenbourg (1999) has put
forward four criteria (situation, interactions, processes and effects) for collaborative
learning. These criteria play an important role in informing learning designers and
classroom teachers to develop strategies that clearly define the collaboration situation,
successfully encourage interactions during the collaboration, facilitate the collaboration
processes and effectively measure specific learning outcomes.

2.2 Collaboration in the Blended Learning Environment

“Blended Learning” is learning that “combine face-to-face instruction with computer
mediated instruction”, whereas blended learning environment is composed of dis-
tributed learning environments and face-to-face learning environments (Bonk & Gra-
ham, 2006: 5).

Thanks to the rapid development of communication technologies, collaboration has
been gradually extended to include both synchronous and asynchronous collaboration
in/out of class.

Some scholars argue that collaborative blended learning activities could be char-
acterized with different representations due to different time (synchronous or asyn-
chronous) and space (distributed or face-to-face) (Avouris et al. 2008; Pérez-Sanagustín
et al. 2012; Siampou et al., 2014; etc.). Among them, Pérez-Sanagustín et al. (2012) has
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put forward a 4SPPIces model to guide educators in the design of Computer-supported
Collaborative Blended Learning (CSCBL). They categorize the Space Factor (S) as
virtual space and physical space. According to them, collaboration in the virtual space
are mostly distributed collaboration, while the physical space would support both
non-Electronic and Electronic collaboration. They point out that the virtual and
physical spaces could be connected via electronic components, i.e. synchronous or
asynchronous in either distributed or face-to-face learning environments could be made
possible and could be facilitated with the help of Web 2.0 technologies.

Previous studies have been conducted on distributed asynchronous collaboration
(Bates, 2015), distributed synchronous collaboration (Higley, 2013; Siampou et al.,
2014; etc.), distributed asynchronous collaboration in the blended learning environ-
ments (Chen & Hou, 2014), collaboration in the blended learning environments
(Capponi et al. 2010; Pérez-Sanagustín et al. 2012). However, few studies have been
conducted to research strategies on enhancing both synchronous and asynchronous
collaboration in distributed or face-to-face learning environments. Therefore, the pre-
sent paper would.

3 Methodology

The present paper would conduct a design-based research to develop a set of imple-
menting strategies to enhance EFL students’ collaboration in a blended learning
environment, then test out the effects of the proposed strategies and shed light on
rewarding modifications to the strategies.

3.1 Research Question

Research question of the present paper is: How to enhance EFL students’ collaboration
in a blended learning environment? To make the research question more answerable, it
is subdivided into four specific questions as follows,

(1) How to define the collaboration situation?
(2) How to encourage interactions during the collaboration?
(3) How to facilitate the collaboration processes?
(4) How to measure specific learning outcomes?

3.2 Participants

Participants would be 120 freshmen who are enrolled in a college English course in one
of the universities in mainland China.

3.3 Data Collection

A three-cycle of iterative experiment would be conducted to collect both qualitative
and quantitative data. Among which, qualitative data include records of students’
interactions and collaboration processes in class and out of class, student products,
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student feedbacks in the interviews; whereas, quantitative data would be composed of
students’ perceptions of the collaboration situation, effects on their collaboration
capabilities.
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Abstract. Educational interactions are a fundamentally collaborative act
between the student and the theory, where each is attempting to understand and
interpret the behavior of the other. Intelligent tutoring systems can be made
more effective by designing them with collaboration as a key consideration,
creating systems that don’t just build a model of the student but also attempt to
improve the student’s self-understanding and understanding of the tutoring
system itself.
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Background

Theory of Mind

The concept of theory of mind arose out of research on chimpanzees, in which Premack
and Woodruff noted that they had the ability to understand that it is possible for
different individuals to have differing understandings and beliefs about the world [6].
This has since been studied mainly in the context of human children and adults with
atypical cognition, such as those on the Autism spectrum [1].

In studies among neurotypical adults, the measured level of skill individuals have at
theory of mind is an indicator of how well they will perform when asked to collaborate
on tasks [7, 8]. This result held up in further experiments, even in settings where the
groups doing the collaborating were operating entirely in a virtual setting and could not
see one another or rely on body language and facial expressions as cues [3]. This is
interesting from an educational perspective due to the critical role that the ability to
read one another and make collaborative decisions plays in effective teaching and
learning.

AI Teachers in Online Classes

Growth in online learning has increased the pressure to find ways to leverage tech-
nology to provide students with accurate and appropriate answers to their questions at
any time of the day or night. In online courses offered through Georgia Tech’s College
of Computing, course teams found themselves working in online class forums where
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the number of interactions that had to be read and handled was six times as large as
those in the traditional campus offerings and continuing to grow. This led to the
development of Jill Watson as an agent capable of monitoring the same forums and
threads used by the human teaching team, reading the questions that the students posed,
and providing answers with roughly the same frequency, accuracy, and authenticity as
many of the members of the human teaching team; many students had no idea that Jill
Watson was not a human until it was announced at the end of the semester [4].

Bringing Theory of Mind to Tutoring Systems

This work is focused on analyzing the ways that students and teachers leverage theory
of mind to improve the value of their interactions, and how this skill may allow virtual
teaching assistants and other intelligent tutors to aid that is more valuable and
appropriate for the needs of students. In fact, it should be regarded as a mutual process
where each side of the interaction is both attempting to build an understanding of the
other and attempting to monitor the other side’s beliefs to offer attentional corrections
and improvements to understanding.

This approach originated as a part of a project focused on building a set of models
representing the different ways in which students have been observed to incorrectly
understand the way a compiler or interpreter implements the behavior of assignment
statements [2, 6]. After building the models, we went on to give the tool the ability to
represent the incorrect models alongside the correct one at each step of execution for
small snippets of code, and also to attempt to predict what kind of misunderstandings a
student might have based on their stated expected output so that the system could
provide corrections that specifically target their own mistaken believes about the
workings of the computer itself [2].

Therefore, the goal is to enable enhanced collaboration by not just guessing at what
a human really meant or attempting to correct them, but actively seeking to aid them in
identifying the specific point at where their expectations went wrong and how they did
so, in the interest of making improvements.

Ongoing and Future Work

We are currently working to build this idea into our approach for virtual teaching
assistants for both graduate and undergraduate courses offered online, and into tutoring
tools designed to assess students on very specific topics with questions that accept
open-ended input. The open-ended nature of the answer space is both an opportunity
and a challenge, because it allows students to provide information on what they
believed to be correct, rather than a best guess based on a limited pool of possibilities
(as in multiple choice). Richer and more specific information comes at the cost of
greater complexity in processing the response and selecting a reaction.

To further improve on our ability to determine where student misunderstandings
occur and what their nature is, we’re working on tools to compile the data from a
variety of existing exercises that are in a more standard format as well. While these are
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individually less rich as a form of input, as a group they represent a large pool of
existing data that we can use to determine where it makes sense to invest time in
creating improved exercises and serve as a useful start on identifying likely errors
requiring corresponding responses and coaching.

With this approach, we hope to be able to leverage the size of online classes to
improve our approach. Gathering adequate information on how students understand
and misunderstand each topic within a course is the biggest challenge that we’ve faced
so far. We believe that the scale of online courses (both for-credit and MOOCs) will
allow us to leverage small tutors that accept open-ended input to gain deeper insight
into exactly how and where students are misunderstanding material and how best to
provide corrections, guide the students through a course, and help the students to better
understand how they can take advantage of the set of tools available as part of a course
to improve their own educational experiences.

References

1. Baron-Cohen, S., Wheelwright, S., Hill, J., Raste, Y., Plumb, I.: The reading the mind in the
eyes test revised version: a study with normal adults, and adults with asperger syndrome or
high-functioning autism. J. Child Psychol. Psychiatry 42(2), 241–251 (2001)

2. Eicher, B., Cunningham, K., Marissa Gonzales, S.P., Goel, A.: Toward mutual theory of mind
as a foundation for co-creation. In: Presented to the International Conference on
Computational Creativity, Co-Creation Workshop, June 2017

3. Engel, D., Woolley, A.W., Jing, L.X., Chabris, C.F., Malone, T.W.: Reading the mind in the
eyes or reading between the lines? Theory of mind predicts collective intelligence equally
well online and face-to-face. PLoS ONE 9(12), 1–16 (2014)

4. Goel, A., Polepeddi, L.: Jill Watson: a virtual teaching assistant for online education. In:
Presented to the Learning Engineering for Online Learning Workshop, Harvard University,
June 2017. (To appear as a chapter in Dede, C., Richards, J., Saxberg, B., (eds.) (in
preparation) Education at Scale: Engineering Online Teaching and Learning. Routledge,
NewYork (2017))

5. Goel, A., Joyner, D.: An experiment in teaching artificial intelligence online. J. Scholarsh.
Technol.-Enhanc. Learn. 1(1) (2016)

6. Ma, L.: Investigating and improving novice programmers’ mental models of programming
concepts. Ph.D. Dissertation, University of Strathclyde (2007)

7. Premack, D., Woodruff, G.: Does the chimpanzee have a theory of mind? Behav. Brain Sci. 4
(4), 515–629 (1978)

8. Sorva, J.: Notional machines and introductory programming education. Trans. Comput. Educ.
13(2), 8:1–8:31 (2013)

9. Woolley, A.W., Chabris, C.F., Pentland, A., Hashmi, N., Malone, T.W.: Evidence for a
collective intelligence factor in the performance of human groups. Science 330(6004), 686–
688 (2010)

492 B. L. Eicher et al.



Effect of Learning Support System for Feature
Words on Group Learning

Shun Okuhara1,2(&) and Takayuki Ito2

1 Fujita Health University, Toyoake 470-1192, Japan
sokuhara@fujita-hu.ac.jp

2 Nagoya Institute of Technology, Nagoya 466-8555, Japan

Abstract. This paper proposes a system to support learning from Okapi BM25
feature words. When a learner does not understand difficult feature words,
he/she cannot reach consensus in discussions. Automatic generation of feature
words for teaching could greatly help teachers create instruction for an intelli-
gent tutoring system for group learning. When students have inadequate
knowledge, teachers need to intervene to teach them. However, a teacher cannot
intervene with large groups. Therefore, the researchers/we prototyped a system
to support learners rather than teachers in group learning. We experiment to
analyze the effect of the prototype system for creating feature words. This
experiment’s compared learners who used the system (group A) with those who
did not (group B). The learners discussed the job placement problem. We found
that the Group A had a higher score than Group B. There was a significant
difference between groups. Results show that the system correctly determines
feature words and learning effects on students were confirmed in group learning.

Keywords: Group learning � AutoTutor � Okapi BM25

1 Introduction

This study developed a learning-support system as a substitute for an instructor, which
explains important words in a discussion among learners. Especially in group learning,
this developed system provides learning support by explaining important words that
frequently appear in discussions (hereafter, feature words). This study provides
learning support, using the concept of AutoTutor [1], an intelligent tutoring system that
holds conversations with humans in natural language. Learning based on AutoTutor
follows an interactive format where learners respond to questions. This study conducts
learning support, based on the concept of AutoTutor, by explaining feature words to
learners. In learning support with the existing AutoTutor, topics such as subjects would
be pre-registered by an instructor as data for dialogue and then provided to learners. It
is difficult to create data in advance for learning whose topic changes at any time, like
discussions, and because of that, it is difficult to incorporate AutoTutor into the real
classroom. Hence, this study proposes a mechanism that can explain feature words
independent of topics discussed among learners. This proposal introduces a peda-
gogical agent as a mechanism where an instructor does not predetermine the words to
be explained as the existing AutoTutor does. This study implemented a pedagogical
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agent to intervene in learners, based on Okapi BM25 [2], which is widely used for
information retrieval and document recommendation. Okapi BM25 is an index to
identify how characteristic the specific words that appear in a document are. The
objective of this study is to develop an agent that can flexibly explain feature words to
participants while the content of a discussion changes constantly. Therefore, this study
will evaluate, using Okapi BM25, the pedagogical agent that can intervene even if an
instructor does not enter the content of learning into the system in advance and verify
its utility.

2 Design of Studies

In this study, we conduct an intervention experiment using two groups. The first group
is one with an intervention, which, when a word deemed to be a feature word by its
features is uttered, explains it using a teaching agent. The second group is a group
without intervention, which conducts discussions in an environment that enables stu-
dents to look up words unknown to them on the internet. For the feature words, we use
words selected from the dialogue data of a discussion among 74 people who partici-
pated and discussed under the same theme as in this experiment. The experiment was
conducted with 32 people in the group A with an intervention and 32 in the group B
without an intervention. The groups randomly select 3–5 students who participate in
the discussion. The issues discussed in this experiment are related to the placement for
job-opening information at Hello Work (hereafter, the job placement service problem).
The challenge is to select job-opening deemed to be the most suitable for the job
seekers as Hello Work staff. In the placement task for job-opening, students are dis-
tributed the job opening information, answer sheets and prefectural maps of three job
seekers looking for the position as medical clerks, in which the desired working
conditions (hereafter, job seekers’ conditions) of each of them are mentioned. First,
from the sentences indicating the job seekers’ conditions, we give them the task of
entering each job seeker’s information in a table in an easily identifiable manner. The
next task is for students to enter in the answer sheet the name of the company whose
conditions are most suitable for three job seekers out of the six job-opening infor-
mation, and mention at the end the reason why the placement was recommended. In
order to measure the learning effect of the system prototyped from the above tasks, this
research conducted tests before the above task to measure the degree of understanding
of words related to job-opening information (hereafter, pre-tests), and tests to measure
the degree of comprehension of the similar contents after the experiment (hereafter,
post-tests).

3 Results

The experimental results describe the values of change in scores on the pre-test and the
post-test taken by the group with intervention and the group without intervention
(hereafter, the values of change in test scores). In this study, the group A with inter-
vention and the group B without intervention were investigated based on a t-test for the
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values of change in test scores. The results of the values of change in scores are shown
in Fig. 1. The average scores on the pre-test were 10.09 in the group A with inter-
vention and 10.06 in the group B without intervention. Then, the average scores on the
post-test were 13.03 in the group A with intervention and 11.90 in the group B without
intervention. The values of change in test scores were 2.93 in the group A with
intervention and 1.84 in the group B without intervention, and it was found that the
value in the group A with intervention was high. Furthermore, as a result of a t-test for
the values of change in test scores in the groups with and without intervention, the
p-value was 0.046, and there was a significant difference between the groups with and
without intervention.

4 Conclusion

The objective of this study is to develop a system as substitute for an instructor, which
can provide discussion support by flexibly explaining important words in a discussion
whose content changes constantly. Therefore, this study developed a system where a
pedagogical agent intervenes by using important words. This study confirmed that
when a pedagogical agent made an explanation to learners using important words in
actual group learning, the learners have learned the meanings of the words, and that this
is effective. However, this study has not closely examined which timing of intervention
has the most profound learning effect although explaining what learners do not know
has shown some learning effect. Therefore, it is necessary to investigate which con-
ditions of intervention could contribute to the growth of learners’ knowledge, and this
merits further research
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Abstract. In order to qualify for special education services, elementary school
children with Autism Spectrum Disorder (ASD) are given a myriad of stan-
dardized tests. However, even when they have high cognitive abilities they often
have difficulty answering test questions due to the nature of their disability. This
causes them to underperform and not qualify for the services that would best suit
their skills. The present proposal details a research plan to create an intelligent
testing system that attempts to motivate the student upon detecting boredom and
low levels of engagement.

Keywords: Affective computing � Intelligent tutoring system
Autism spectrum disorder � Learner motivation � Engagement
Standardized testing

1 Introduction and Problem Description

School-age children diagnosed with Autism Spectrum Disorder (ASD) are given
several standardized tests in preschool and elementary school such as the Test of Visual
Perceptual Skills, to measure their abilities in areas such as visual discrimination and
sequential memory. Test results are a crucial factor used by school psychologists to
recommend appropriate special education services. However, children with ASD often
have difficulties taking standardized tests not because they lack the appropriate skills,
but because of the nature of their disability. They exhibit deficits in joint attention, lack
of motivation in answering test questions, and difficulty interacting with the examiner.
These difficulties negatively impact their future academic progress by causing them to
underperform on assessments, resulting in inappropriate educational placement.

Many of these problems arise from the format in which the tests are administered.
Current tests are often given orally with verbal instructions, which are more difficult for
children with ASD to understand than visual instructions [7]. This may cause low
motivation to complete tests. Additionally, these tests are not engaging, lowering
motivation even further.

However, most children with ASD show an affinity towards content displayed on
computers [6]. Because of their eagerness to utilize technology, children with ASD
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could greatly benefit from intelligent tutoring systems to enhance their education.
Emotion and affect have been used to make intelligent tutoring systems more personal
and engaging [1]. Such research is backed by studies demonstrating that emotions
profoundly affect students’ academic performance and ability to problem solve [5].
Most existing systems have been designed for and tested on neurotypical students.
Because children with ASD exhibit increased emotional responses, we hypothesize that
their performance on standardized tests would be further affected by their emotional
state.

Intelligent testing systems exist for neurotypical individuals, such as the one in [3].
However, the proposed intelligent testing system offers a new approach by using
automatic emotion detection to engage students during the test and targeting a group of
users that is not yet well represented by existing systems.

2 Proposed Solution

An interactive testing method that responds to decreases in levels of engagement would
enable children with ASD to perform to the best of their abilities on standardized tests.
Two research questions driving this project are: (1) What factors motivate a child with
ASD to complete academic tasks? (2) How can boredom and changes in engagement
level most accurately be detected?

The test will be administered to students on a computer with a webcam, which will
capture displayed emotions for the duration of a given test. It will use supervised
learning methods such as those in [2] on the captured facial expressions to detect
boredom and low levels of engagement. The goal of the proposed system is to be a tool
for school psychologists and other educators to better serve children with ASD, not to
replace the important role these professionals play. Therefore, the system will not make
final placement decisions regarding appropriate educational services, but will provide
test results and data about changes in a child’s motivation.

Results from the emotion recognition software will be used to create an interactive
testing system that responds to low levels of engagement and perceived boredom. It
will attempt to motivate the child by adjusting the difficulty level of questions presented
and using supportive comments and animations. A human cartoon animated with
movement and sound effects will be present in a corner of the screen throughout the
entire test, providing encouraging messages. It has been shown in past research that
although children with ASD typically have poor face processing abilities, using ani-
mated cartoon figures in an intelligent tutoring system for learning vocabulary can
provide benefits for many of them [4]. The authors of [4] hypothesized that these
results can be extended to other educational settings. Additionally, instructions will be
presented in a visual format.

The proposed system will be evaluated using a control group and an experimental
group. The control group will be given a test such as the Test of Visual Perceptual
Skills, and the experimental group will be given a test using the proposed intelligent
testing system. The proposed system will be considered successful if students in the
experimental group exhibit higher scores and generally enjoyed working with the
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system, as determined by a post-test survey. Confounding factors to take into account
include a student’s base intelligence, ability to use technology, and level of ASD.

3 Concluding Remarks

Although the proposed system is in its early stages, it holds great potential to open up
new perspectives not just for improving the educational opportunities of children with
ASD, but also for promoting inclusivity of individuals with special needs in existing
intelligent tutoring systems. In the near future we will collaborate with special edu-
cation teachers and school psychologists to create test content and revise the design
plan before implementation of the software. We will also experiment with adding EEG
sensors in the form of a wearable device to more accurately detect boredom.
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Abstract. Online higher education is growing but carries some inherent diffi-
culties for students. As many students do not actively seek help when stuck in
learning, institutions should consider providing academic help in a proactive
way. Since students are different and learn differently, personalized help is
expected for the effectiveness. Leaning analytics (LA) is the technology that
could be used to identify who are experiencing academic difficulties and what
academic help is needed. Currently most LA systems are not functional to
recommend detailed instructive feedback on how to improve a student’s
learning, and they also remain a challenge on data collecting. A research
question is proposed from the course design perspective: how online courses can
be designed in a way that supports learning analytics in facilitating personalized
academic help. Some preliminary research has been conducted to answer this
question.

Keywords: Course design � Academic difficulties � Personalized academic help
LMS � Learning analytics � Dropout � Online higher education

1 Introduction

Online higher education has been rapidly growing and becoming one of the top
industries in the world. While this education model provides students with certain
learning flexibilities, it manifests some inherent difficulties for students [8]. For
example, it requires higher self-regulated learning skills in students than traditional
education. The trouble of understanding a concept or solving an academic problem is
referred as academic difficulties in this study. If students are stick in learning or
struggling with the academic difficulties but not getting help, it could lead to learning
incompletion or dropout, a serious issue in online higher education. Hence, timely
support from institutions is crucial to help those at-risk students [8].

Students are different and learn differently. Even provided with a well-designed
course and having high motivation to learn, some students would still encounter the
academic difficulties. Academic difficulties can be caused by different factors, such as
the lack of prior knowledge, ineffective pedagogy design, insufficient practice, etc.
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Therefore, even students are stuck at a same learning point, they might need different
academic help, such as additional resources, more explanation, etc.

The distance in online education creates a barrier for instructors and students to
know each other. Most institutions are relying on students’ help seeking to provide the
academic help. However, studies show many students are not actively seeking help
when they need [6]. In some cases, the very students who need help the most seek it the
least [1], or some avoid seeking academic help even after struggling fruitlessly on their
own [5]. Therefore, institutions should consider providing academic help in a proactive
way. Intelligent computing technologies, such as the learning analytics, could help.

The learner-produced data in online environments (e.g. click, page reading, social
interaction, grade, learning products) provide valuable insight of how students learn
[9]. “Learning Analytics is the measurement, collection, analysis and reporting of data
about learners and their contexts, for purposes of understanding and optimizing
learning and the environments in which it occurs” [9, p. 32]. As Chatti et al. [2] stated
that based on student’s current activities and performance, learning analytics can be
used to provide proactive intervention for students who may need additional assistance.
Given the potential of learning analytics in this regard, the goal of this study is to
explore how to use learning analytics to facilitate personalized academic help in a
proactive way.

2 The Research Gap and a Challenge

While the field of learning analytics is constantly developing new ways to analyze
educational data and track student’s performance [2], most research tends to focus on
the trace data of interactions with learning management system (LMS) [3], such as
access to learning materials, login frequency, online spent time. Predicting systems
using such data source mainly focus on static prediction of a single academic outcome
– dropout, failure or success [3], so they are not functional to identify what academic
difficulties that students are experiencing and therefore not able to recommend detailed
instructive feedback on how to improve students’ learning [2].

Another big challenge in this field is where and how to get the necessitated learning
data for analytics to operate. Student activities are often distributed over open and
increasingly complex learning environments today, therefore, not only is data from a
wide variety of sources distributed across space, time, and media, but also can it come
in different formats [2]. How to aggregate and integrate raw data from multiple and
heterogeneous sources is a big challenge. Also, data privacy is another concern with
open data sets, hence, collecting such a volume of data from student’s daily life could
be regarded as an invasion of privacy [2].

Currently, LMS systems are widely used in academic institutions around the
worldwide. LMSs capture and store large amounts of sophisticated user activity and
interaction data in real time, which can be mined at any stage of course progression to
find out learner behavior [4]. Those user activity and interaction data are generated out
of the activities designed in LMSs, such as pre-tests, surveys, forums, formative
assessment, etc. With those activities designed in LMSs, no matter where and how
students learn, students will come back to the LMSs and interact with the activities.
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Therefore, it would be ideal if the course is designed in a way that sufficient learning
data can be generated in a collectable and analyzable format for learning analytics to
identify who are experiencing academic difficulties and what academic help is needed.

3 Research Questions

Based on the research gap and the challenge for learning analytics to support per-
sonalized academic help, the research question of this study is described in the
following:

For online courses in higher education, what learning activities can be designed in
LMSs to support learning analytics in identifying which students are experiencing
academic difficulties and what effective academic help is needed by individuals?

This research question is divided into the following sub-questions: (a) what
learning data indicates a student is experiencing academic difficulties; (b) what learning
data reveals the type of academic help needed by the student; (c) what learning
activities can be designed in LMSs to generate those learning data in (a) and (b);
(d) how learning analytics analyzes those learning data to identify who needs the
academic help and what academic help is needed. In the meanwhile, the learning
activities should be designed in a pedagogically sound way. As different disciplines
have distinct pedagogies [7], this research will focus on the STEM disciplines and a
physics course is in consideration.

So far, some preliminary research has been done: interviewed some experts and
academics in online education about the importance of this research question; revised
the research proposal several times with the advice of my supervisor; systematic lit-
erature review is being conducted on personalized learning, academic difficulties and
learning analytics;
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With the internationalization of education, the need for adaptation and flexibility in ITS
and other learning systems has never been more pressing, extending to many levels and
fields including: the international mobility of learners, teachers and researchers; the
integration of international, intercontextual and intercultural dimensions in instructional
programs (from primary to higher education and continuing professional development),
as well as in the designs, methods, techniques and tools that support them; the inter-
national mobility of education viewed through the lens of today’s new reality of mass
open online courses accessible by a diverse range of learners around the world facil-
itated by ubiquitous, mobile and cloud learning systems.

In this sense, there is a need for more research about context and culture in
intelligent tutoring systems. Teachers and researchers need to develop new adaptation
skills and embrace diverse contexts and cultures as well as leverage this diversity to
foster the transfers that can enhance learning. Clearly therefore, it is important to make
room for this diversity in curricula and learning systems and integrate transfer and
adaptation concerns into pedagogical practice. But how can we do this concretely?
How can we best manage this complexity and leverage this diversity? How can this
materialize in the ITS field, and what are the benefits?

One of the main focuses of current research is to define the boundaries of context
and culture (C&C) as a theoretical concept and what constitutes the best methods,
techniques and tools in order to collect, analyze and model it from an adaptive learning
perspective. Until recently, C&C modelling was considered an intrinsic part of the
various classical ITS architecture models. Aspects of C&C were therefore partially
covered under the domain, learner, pedagogical and communication models. Now,
however, the advent of big data in education and significant innovations in artificial
intelligence are opening new doors for us to analyse and model C&C differently, if we
are able to take advantage of the information available through the learning analytics
process. Big data offers an exciting opportunity for us to look at C&C modelling for
ITS through a new lens. Do we need a fifth model? Should we view it as another layer
in the ITS architecture? Let’s start thinking about it. In today’s era of adaptive learning
delivering anything learners need, anywhere and at any time, the potential for context
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and culture-aware ITS could be huge. What would knowledge representation and
reasoning mechanisms look like in ITS? What kinds of limits might C&C represent for
ITS? How can we identify or measure these limits? Can ocular and biometric mea-
surement play an instrumental role? What are the logical next steps in terms of con-
ducting studies about context and culture-aware ITS and gathering and analyzing data
about context and culture?
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Description of the Workshop

The Learning Analytics (LA) and Educational Data Mining (EDM) fields have gen-
erated a wealth of research over the last decade, including two yearly conferences and
two scientific journals. However, these topics are relatively new in the field of edu-
cational science.

This workshop aims to bring together researchers and practitioners to share their
perspective on how this research has impacted the education field. Among the ques-
tions we wish to address is whether the two communities have a common perspective
of the LA and EDM fields, and whether their expectations converge toward a common
set of requirements. We also would like to address the perceived contributions of
LA/EDM to the Educational community and to the Technology Enhanced Learning
field, including MOOCs and the range of applications that foster means of self-driven
learning.

Many topics are related to the idea of building bridges between the education and
the computing communities. Here are some examples of interest:

• How teachers concerns can inspire further developments in LA and/or EDM?
• How to improve student’s assessment using LA and/or EDM?
• How to improve educational management using LA and/or EDM?
• What are the biggest challenges of building bridges between the education and

computing communities? What are the limits of the collaboration between these
communities?

• Examples of collaborations between the education community and computing
community.
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1 Introduction

The notion of intelligent systems that “care” about students is at the center of ITS
research [1]. A variety of adaptive learning systems that “care” have been developed in
the past [2].

Caring assessment systems are defined as systems that provide students with a
positive assessment experience while improving the quality of evidence collected about
the student’s knowledge, skills and abilities (KSAs) [3].

Taking a test is typically a stressful situation, and many people underperform due
the stress. Caring assessment systems take into account assessment information from
both traditional and non-traditional sources (e.g., student emotions, prior knowledge,
and opportunities to learn) to create situations that students find engaging, and to
collect valid and reliable evidence of students’ KSAs.

Taking a test is not just a passive mechanism for assessing how much people know.
It can actually help people learn, and it works better than a number of other studying
techniques [4]. Caring formative assessment can be done by a computer system or by
peer-learners. Developing systems or approaches (e.g. games) that support learners test
each other in a constructive way, is a new and promising direction of research.

This workshop is a timely and relevant event for the ITS and assessment com-
munities. New assessments for skills such as problem-solving, collaboration, and sci-
entific inquiry include the use of highly interactive simulations and collaboration with
artificial agents. Advances in ITSs will play an important role in the development of the
next generation of assessment systems.
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Abstract. This workshop brings together researchers who are interested in
theories, technologies, applications, and impacts of synchronous and asyn-
chronous discourse in educational settings (SADES). The last two decades have
led to significant changes in education, with digital learning infrastructures such
as blended classrooms, computer-mediated collaborative learning environments,
intelligent tutoring systems, and most recently massive open online courses
(MOOCs). These systems produce an abundance of data streams including
natural language, multimedia, and interaction trace data, affording new
approaches to educational research. A major advantage of digital learning
environments is that researchers have access to the data associated with the full
scope of a learner’s experience and actions as they navigate through the envi-
ronment, including the student discussions.
Most of existing ITS applications involve one or at most two interactive

conversational avatars (CAs) and one student. However, recent research efforts
have been directed towards environments which involve multiple CAs and
multiple human learners, which are co-presented in the same interactive intel-
ligent tutoring environment (IITE). In doing so, this work is scaling the inter-
active elements of more traditional ITSs, and creating opportunities to explore
sociocognitive processes in these environments through the use of computa-
tional models and natural language interactions.
The majority of automated text analysis systems focus on characterizing the

more macro language and discourse properties of an entire batch of texts. That
is, they explore phenomena at the student or group level. While certainly useful,
few analytical approaches and technological systems allow researchers to
explore the micro intra- and interpersonal patterns associated with participants’
sociocognitive processes. In this workshop, we highlight recent analytical
approaches for exploring both macro and micro SADES processes.

Keywords: Synchronous discourse � Asynchronous discourse
Measurement
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Abstract. What should we learn next? In this current era where digital access
to knowledge is cheap and user attention is expensive, a number of online
applications have been developed for learning. These platforms collect a mas-
sive amount of data over various profiles, that can be used to improve learning
experience: intelligent tutoring systems can infer what activities worked for
different types of students in the past and apply this knowledge to instruct new
students. In order to learn effectively and efficiently, the experience should be
adaptive: the sequence of activities should be tailored to the abilities and needs
of each learner, in order to keep them stimulated and avoid boredom, confusion
and dropout.
Educational research communities have proposed models that predict mis-

takes and dropout, in order to detect students that need further instruction. There
is now a need to design online systems that continuously learn as data flows, and
self-assess their strategies when interacting with new learners. These models
have been already deployed in online commercial applications (ex. streaming,
advertising, social networks) for optimizing interaction, click-through-rate, or
profit. Can we use similar methods to enhance the performance of teaching in
order to promote lifetime success? When optimizing human learning, which
metrics should be optimized? Learner progress? User addiction? The diversity or
coverage of the proposed activities?
Student modeling for optimizing human learning is a rich and complex task

that gathers methods from machine learning, educational data mining and
psychometrics. This workshop welcomes researchers and practitioners around
item response theory, additive/conjunctive factor models, cognitive diagnostic
models, (deep) knowledge tracing, models of learning and forgetting, multi-task
learning, and brand-new techniques.
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ITS Adaptive Instruction Systems
(AIS) Standards Workshop

Chair

Robert Sottilare (US Army Research Laboratory)

Committee Members

Avron Barr (Aldo Ventures, Inc. and IEEE Learning Technology Standards
Committee)
Arthur Graesser (University of Memphis)
Xiangen Hu (University of Memphis)
Keith Brawner (US Army Research Laboratory)
Robby Robson (Eduworks, Inc.)

Summary. This workshop is under the auspices of the 2018 ITS Conference Industry
Track and is focused on exploring opportunities for standards for a class of tech-
nologies known as Adaptive Instructional Systems (AISs). Adaptive instruction uses
computers and AI to tailor training and educational experiences to the goals, learning
needs, and preferences of each individual learner and team of learners. Recently, the
IEEE Learning Technologies Steering Committee (LTSC) approved the formation of a
study group to examine the feasibility and efficacy of standards for AISs. This work-
shop is intended to expose the broader ITS community to recent activities and plans,
and solicit input on low hanging fruit (near-term opportunities) to develop AIS
standards.
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ITS Applications Workshop

Chair

Robert Sottilare (US Army Research Laboratory)

Committee Members

Benjamin Nye (University of Southern California)
Rodney Long (US Army Research Laboratory)
Anne Sinatra (US Army Research Laboratory)
Alan Carlin (Aptima, Inc.)

Summary. This workshop is under the auspices of the 2018 ITS Conference Industry
Track and its purpose is to present papers, demonstrate and discuss various ITS
applications which use computers and artificial intelligence to tailor instruction
(training and educational experiences) to meet the goals, learning needs, and prefer-
ences of each individual learner and team of learners. Discussion topics include the
design, development, and application of ITS technologies (e.g., learner, pedagogical,
domain and interface modeling) and is intended to engage the ITS conference audience
in a discussion of their applications, tools, methods, and general experiences with ITSs.
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Automating Educational Research Through
Learning Analytics: Data Balancing

and Matching Techniques

David Boulanger(&), Vivekanandan Kumar, and Shawn Fraser

Athabasca University, Edmonton, AB T5J 3S8, Canada
{dboulanger,vive,shawnf}@athabascau.ca

This tutorial presents guidelines on how to conduct causal analyses in observational
study settings and compares the key properties of the gold-standard randomized
experiment against the naturally-occurring observational study. It advocates that the
randomized experiment is the specific case of the observational study, the general case,
where data balance is inherently optimized. This tutorial promotes discussion on the
role that learning analytics can play in educational research to enhance causal analysis
through the collection of a wider range of digital learning data and the inclusion and
participation of a more diverse set of learners.

Although observational studies have garnered considerable interest in past years,
they are seen as being not ready yet to decisively overcome randomized experiments.
For example, to be accurate, observational studies require identifying as many con-
founding factors as possible to minimize the underlying bias. Nevertheless, increasing
the variety of data types collected and blocking on these variables to approximate
randomized block designs without investigating their actual individual and combined
causal effects on targeted outcomes constitute a serious threat to their validity by
increasing further data imbalance. Hence, observational studies require a holistic
approach, where impact of both treatment variables and covariates are simultaneously
and iteratively assessed and updated.

Propensity Score Matching became one of the favorite observational methods to
investigate naturally occurring data. However, recent literature revealed major weak-
nesses of PSM such as the data imbalance (PSM Paradox) created by dimensionality
reduction and compared alternative approaches like Coarsened Exact Matching and
Mahalanobis Distance Matching. It has also been shown that matching techniques may
prove to be effective in some scenarios and suboptimal in others, and that several types
of matching methods should be tested, including hybrid versions. Several optimization
functions then need to be calculated to measure the level of data imbalance in matched
control and treatment groups, such as L1, Average Mahalanobis Imbalance (AMI), and
the average difference in means. An R software package, called MatchingFrontier, has
been developed (King et al. 2014) to facilitate the assessment and selection of the best
matching methods by means of visualizations. Hence, this tutorial introduces Match-
ingFrontier and provides directions for further research to create statistical algorithms
that will allow the computer to automatically select optimal matching techniques.
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Authoring, Deploying and Data Analysis
of Conversational Intelligent Tutoring Systems

Xiangen Hu1,2(&), Zhiqiang Cai1, Keith Shubeck1, Kai-Chih Pai3,
Arthur Graesser1, Bor-Chen Kuo3, and Chen-Huei Liao3

1 University of Memphis, Memphis, USA
2 Central China Normal University, Wuhan, China

3 National Taichung University of Education, Taichung City, Taiwan

There have been decades of efforts on research and development of intelligent tutoring
systems (ITS). ITS assess students’ performance from the data collected from the
interactions and then adaptively select knowledge objects and pedagogical strategies
during the tutoring process to maximize learning effect and minimize learning cost.
Delivering content with conversation is always attractive to content authors and stu-
dents. Research has shown that delivering content through conversation is much more
effective than a text. Unfortunately, creating conversational content is difficult. First, in
order to have a natural language conversation with a student, the machine has to be able
to “understand” the student’s natural language input. This involves a research field
called “natural language understanding.” There isn’t a perfect natural language algo-
rithm that can really understand user’s free-form speech. Secondly, preparing tutoring
speeches for conversations is hard. The essential difficulty is that authors will need to
consider the appropriate amount of responses to an infinite possibility of student input.
Additionally, it is hard to create and test conversation rules. Conversation rules decide
the condition under which a prepared speech is spoken. Since the tutoring conversa-
tions often go with other displayed content (e.g., text, image, video) conversation rules
need to consider all activity within the learning environment, in addition to the natural
language inputs from students. The rule system varies because different environments
generate different activity. Creating and testing the rules is also time-consuming. We
will try to address these issues and introduce some solutions in this one day tutorial.
This tutorial focus on Authoring, Deploying & Data Analysis of Conversational
Intelligent Tutoring Systems. We use AutoTutor as the demonstrating ITS in this
tutorial. AutoTutor is a research-based system framework funded by the US NSF, IES,
DoD, Army and Navy. AutoTutor in this tutorial is a collection of ITS that hold
conversations with the human in natural language. AutoTutor has produced learning
gains across multiple domains (e.g., computer literacy, physics, critical thinking). All
AutoTutor implementations have the following important properties: (1) they use
human-inspired tutoring strategies; (2) they use pedagogical agents, and (3) they use
technologies that support natural language tutoring. At the end of this Tutorial, we
expect participants will be able to (a) create their own conversational ITS using a
web-based authoring tool, (b) collect interactive data from their own Conversa-
tional ITS and save this data to the standardized database, and (c) extract and analyze
the data using Datashop.
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