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Abstract. Matching a regular expression (regex) on a text is widely
used in many applications, such as text editing, information extraction
and instruction detection (IDS). Traditional algorithms generally com-
pile an equivalent automaton from the regex query, then run it on the
text to find all matching results. However, they have to scale linearly
with the size of the text. Recent algorithms utilize various filtering tech-
niques to quickly jump to candidate positions in a text where a matching
result may appear, then only these candidate positions are verified by
the automaton. In this paper, we give a full specification on filtering
techniques for the regex matching problem, in which filters for the regex
query can be classified into positive factor and negative factor. We review
three typical positive factors, including prefix, suffix, and necessary fac-
tor and show that negative factors can collaborate with positive factors
to significantly improve the filtering ability.
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1 Introduction

Regular expression (regex) matching is a fundamental problem that exists
in many applications, such as text editing, information extraction, protein
sequence matching and instruction detection (IDS). For example, in the
domain of bioinformatics, a regex query TC(T|G)(CIT)A has the language
{TCTCA,TCTTA,TCGCA,TCGTA}, matching this regex is to find all matchings of
the string in this language from a genome sequence.

The classical approaches to match a regex query in a text is that first trans-
forming the regex into an equivalent automaton, and then running it from each
position in the text to verify if the substring is an occurrence of the regex. An
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occurrence is found whenever a final state of the automaton is reached [1,5,8].
NFAThompson [8] and DFAClassical [1] are two typical automaton-based algo-
rithms. NFAThompson is the pioneering work that proposes the Thompson NFA
to match a regex with time complexity O(mn), where m is the size of the regex
query and n is the length of the text. DFACIlassical realizes regex matching by
simulating the DFA, which can guarantee a linear search time of O(n). However,
the automaton-based algorithms have to check every character in a text, the
matching efficiency is largely limited.

To improve query efficiency, filtering techniques have been proposed for many
applications which focus on producing a set of candidates which could be the final
query results [3,4,7,10,13,14]. To alleviate the above issue in the regex matching
problem, many algorithms have been developed under a filtering-and-verification
framework, where candidate positions are generated using one or more filters
and then verified by an automaton to find the true matching positions [7,11].
The filters can be divided into two types. The first one, called positive factor,
utilizes the substrings extracted from the regex query, including prefix, suffix
and necessary factor. MultiStringRE [9] computes a set of prefixes for all strings
matching the regex query (i.e., the language of a regex), then uses a Commentz-
Water-like algorithm to verify the text starting from each occurrence of these
prefixes. NRGrep [6] gets the candidate positions using the reversed prefixes of
the regex and verifies them using a reversed automaton. GNU grep [2] utilizes
the necessary factors to get candidate positions, which are the substring must
appear in a regex match. Since a necessary factor could divide a regex into
a left and a right part, two automatons are constructed to verify a candidate
position in forward and backward directions. The other one is called negative
factor and initially proposed in [12], which is the substring that cannot appear in
any matching string of a regex. Negative factors can further prune the candidate
positions generated by the positive factors.

In this paper, we give a full specification on filtering techniques for the regex
matching problem and show different filters of the regex can be used together to
improve the filtering ability.

2 Filtering-Based Regular Expression Matching

Let X be a finite alphabet. A regular expression (regex) @ is a string over
Y U{e, |, %, (,)}, in which {|,-, *} are the operators that represents disjunction,
conjunction and Kleene closure (repeating unit), respectively. We use L(Q) to
represent the language of a regex ). For a text T of the characters in X, we
use |T'| to denote its length, T'[i] to denote its i-th character (starting from 0),
and T'i,j] to denote the substring ranging from its i-th character to its j-th
character.

Regular Expression Matching. Given a regex ) and a text T, the regex
matching problem is to find matching occurrences of the strings in L(Q) from T'.

In the following, we first review the filtering techniques with positive factors,
then show negative factors can collaborate with positive factors.
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2.1 Computing Candidate Positions Using Positive Factors

Recent techniques have utilized certain features of the regex @ to improve the
performance of automaton-based methods [7]. Their main idea is to use positive
factors, which are substrings of @, to identify candidate positions of () in T". Next,
we present three typical positive factors, including prefiz, suffiz, and necessary
factor.

A prefix w.r.t. a regex @ is defined as a prefix of a string in the language
L(Q). We use [, to denote the length of a prefix. A set of prefixes Sp can be
used as the filters of a regex if and only if there is a prefix in Sp for any string in
L(Q) [9]. For example, for the regex @ = (A|G)T*AT*G, the prefixes with [,,;. = 2
are {AT,AA,GT,GA}. Due to any matching string of @ must start with a prefix
in Sp, then the matching positions of the prefixes in Sp on T are the candidate
positions for Q). To compute all matches of @), we only examine these matching
positions of prefixes using the automaton of Q.

Similarly, a suffix w.r.t. a regex @ is defined as a suffix of a string in L(Q),
and the length is denoted by ls,;. We use Ss to represent the set of suffixes
computed from @, e.g., for the regex @) = (A|G) T*AT*G, the suffixes with l5,; = 2
are {TG,AG}. Different from prefixes, the ending matching positions of suffixes
in Sg are candidate positions, which are verified by a reversed automaton in the
backward direction [6].

In addition to prefixes and suffixes, the necessary factor is another type of
positive factor, which is a substring that must appear in every matching string
in L(Q) [2]. For instance, for the regex @ = (A|G)T*AT*G, {A} is a necessary
factor of Q. To verify a candidate position where a necessary factor appears, we
can divide @ into a left part and a right part with a corresponding automaton,
e.g., two automatons are constructed for the left and right parts of the regex
(i.e., (AIG)T* and AT*G).

Instead of independently applying each positive factor, all three types of
positive factors can also be leveraged together to further improve the filtering
ability [11]. PS and PMS are two typical patterns used to identify candidate posi-
tions. PS pattern utilizes prefix and suffix which requires a candidate occurrence
contains the matchings of a prefix and a suffix simultaneously in T'. Likewise,
PMS pattern requires a candidate occurrence contains all matchings of the three
positive factors. Generally, PMS pattern can achieve better filtering ability than
PS pattern since one more positive factor is considered, but it also needs more
computational cost for filtering.

Consider the example in Fig.1, there is a matching result 7'[6,10] for the
regex Q = (A|G)T*AT*G. Using prefixes of ) as filters, there are 6 candidate
occurrences needed to be verified. PS and PMS further prune the candidate
occurrences when considering more positive factors, and obtain 5 and 4 candidate
occurrences, respectively.

2.2 Further Pruning Candidate Positions Using Negative Factors

Although positive factors can be used together to compute candidate occur-
rences, compared to the single type of positive factors, using more than one type
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Fig. 1. An example of using positive factors to identify candidate occurrences for the
regex Q = (A|G)T*AT*G.

of positive factors obtains few improvements in the filtering ability. Negative
factors solve this problem.

A negative factor (also called N-factor) w.r.t. aregex @ is a string w such that
there is no string X*wX™* in L(Q) [11,12]. For example, for the running example,
C is an N-factor since any string in L(Q) does not contain C. Essentially, N-factor
is the substring that does not appear in any matching string of ). Based on this
property, given a set of N-factors of @, a text T can be divided into several
disjoint segments and we can get the matching result of @ can only appear
within a segment.

At first, we show N-factors can be integrated into the PS pattern. According
to the definition of N-factor, a candidate occurrence must start with a prefix
and end with a suffix, and do not contain any matching of N-factor. We call
such candidate occurrences satisfy the PNS pattern. For example, as shown in
Fig. 2, candidate occurrences T[0, 16] and T'[10, 16] obtained by PS pattern can
be pruned by the PNS pattern since they contain the matching of N-factor C.

Similarly, we can get the PMNS pattern by integrating N-factors into PMS
pattern, which requires a candidate occurrence contains the matchings of nec-
essary factors based on the requirements of the PNS pattern. Because PMNS
considers the requirements of all filters computed from the regex, it achieves the
best filtering ability. For the example in Fig.2, compared to the PNS pattern,
the candidate occurrence T[13, 16] can be further pruned by the PMNS pattern
since it does not contain the matching of A.
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Fig. 2. Using negative factors to further prune candidates generated by positive factors.
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3 Conclusion and Future Work

Regular expression matching is a fundamental problem existing in a diverse
range of applications. In this paper, we introduced the filtering techniques for
the regex matching problem, in which filters of the regex query can be classified
into positive factor and negative factor. We reviewed three typical positive fac-
tors, including prefix, suffix, and necessary factor and showed they can be used
together to compute candidate occurrences. Furthermore, we showed negative
factors can collaborate with positive factors to significantly improve the filtering
ability. As parts of future work, we will (i) further investigate the correlation
between different filters extracted from the regex query; (ii) balance the filtering
cost caused by different filters.

Acknowledgment. Thispaper constituted an invited talk, held at BDQM 2018, aDAS-
FA A 2018 satellite workshop. The main techniques derive from our work cited in [11].
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