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Preface

Along with the main conference, the DASFAA 2018 workshops provided an inter-
national forum for researchers and practitioners to gather and discuss research results
and open problems, aiming at more focused problem domains and settings. This year
there were four workshops held in conjunction with DASFAA 2018:

• The 5th International Workshop on Big Data Management and Service (BDMS
2018)

• The Third Workshop on Big Data Quality Management (BDQM 2018)
• The Second International Workshop on Graph Data Management and Analysis

(GDMA 2018)
• The 5th International Workshop on Semantic Computing and Personalization

(SeCoP 2018)

All the workshops were selected after a public call-for-proposals process, and each
of them focused on a specific area that contributes to, and complements, the main
themes of DASFAA 2018. Each workshop proposal, in addition to the main topics of
interest, provided a list of the Organizing Committee members and Program Com-
mittee. Once the selected proposals were accepted, each of the workshops proceeded
with their own call for papers and reviews of the submissions. In total, 23 papers were
accepted, including seven papers for BDMS 2018, five papers for BDQM 2018, five
papers for GDMA 2018, and six papers for SeCoP 2018.

We would like to thank all of the members of the Organizing Committees of the
respective workshops, along with their Program Committee members, for their
tremendous effort in making the DASFAA 2018 workshops a success. In addition, we
are grateful to the main conference organizers for their generous support as well as the
efforts in including the papers from the workshops in the proceedings series.

March 2018 Chengfei Liu
Lei Zou
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Convolutional Neural Networks for Text
Classification with Multi-size Convolution

and Multi-type Pooling

Tao Liang1, Guowu Yang1, Fengmao Lv1(B), Juliang Zhang1,2, Zhantao Cao1,
and Qing Li1

1 School of Computer Science and Engineering, Big Data Research Center,
University of Electronic Science and Technology of China,

Chengdu 611731, Sichuan, China
TaoLiang uestc@126.com, {guowu,liqing}@uestc.edu.cn, fengmaolv@126.com,

caozhantao@163.com, zjlgj@163.com
2 School of Computer Science and Engineering,

University of Xinjiang Finance and Economics, Urumqi 830000, China

Abstract. Text classification is a very important problem in Nature
Language Processing (NLP). The text classification based on shallow
machine-learning models takes too much time and energy to extract fea-
tures of data, but only obtains poor performance. Recently, deep learning
methods are widely used in text classification and result in good perfor-
mance. In this paper, we propose a Convolutional Neural Network (CNN)
with multi-size convolution and multi-type pooling for text classification.
In our method, we adopt CNNs to extract features of the texts and then
select the important information of these features through multi-type
pooling. Experiments show that the CNN with multi-convolution and
multi-type pooling (CNN-MCMP) obtains better performance on text
classification compared with both the shallow machine-learning models
and other CNN architectures.

Keywords: Convolutional Neural Networks (CNNs)
Nature Language Processing (NLP) · Text classification
Multi-size convolution · Multi-type pooling

1 Introduction

Text classification [12] is a very important problem in natural language process-
ing (NLP). In the recent years, it has been widely adopted in information fil-
tering, textual anomaly detection, semantic analysis, sentimental analysis, et al.
Generally, the traditional text classification methods can be divided into two
stages: artificial features engineering and classification with shallow machine
leaning models such as Naive Bayes (NB), K-Nearest-Neighbors (KNN), Sup-
port Vector Machine (SVM), et al. In particular, feature engineering needs to
construct the significant features that can be used for classification through
c© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 3–12, 2018.
https://doi.org/10.1007/978-3-319-91455-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91455-8_1&domain=pdf
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text preprocessing, feature extraction, and text representation. However, the
feature engineering takes a large amount of time to obtain effective features
since domain-specific knowledges are usually needed for a specific text classifica-
tion task. Additionally, feature engineering is not possessed of strong generality,
and a type of expression of textual features for a task may not be applicable for
the other tasks.

We all know that the important reason why deep learning algorithms achieved
great performance in the field of image recognition is that the image data is
continuous and dense. But the text data is discrete and sparse. So if we want
to introduce the deep learning methods into text classification, the essential
problem is to solve the expression of text data. In other words, we should change
the text data into continuous and dense data. Above all, deep learning itself has
a strong property of data migration and lots of deep learning algorithms that
are well suited to the field of the image recognition can also be used well in text
classification.

In this paper, we propose a convolutional neural network with multi-size
convolution and multi-type pooling (CNN-MCMP) for text classification. We
exploit multiple size of convolutional windows to capture different combinations
of information in the original text data. In addition, we use the multiple type
pooling to select information of features. Shown in Table 1. The goal of pooling
is to ensure the input of the full-connection layer is fixed and choose a variety of
standard optimal feature of classification at the same time. The experiments that
our proposed CNN-MCMP can obtain better performance on text classification
compared with both the shallow machine-learning models and the previous CNN
architectures.

Table 1. Difference between our works and existing works

Our works Existing works

1 Artificial features engineering, too
much time and energy

End to end, little time and energy

2 Single type pooling Multi-type pooling

3 Multi-size convolution Multi-size convolution, add two
special size: d = 1 and d = n

2 Convolutional Neural Network

CNN is a feedforward neural network, and it makes remarkable achievements in
the field of image recognition. In general, the basic structure of the CNN includes
four types of network layers: convolution layer, activation layer, pooling layer,
fully-connection layer. Part of the networks may remove the pooling layer or
fully-connection layer because of the special task. Shown in Fig. 1. Convolution
layer is an essential network layer in CNN and each layer consists of several



Convolutional Neural Networks for Text Classification 5

Fig. 1. The model structure of CNN

convolution kernels. The parameters of each convolution layer are optimized
by BP (Back Propagation) algorithm [4]. The main purpose of the convolution
operation is to extract different features of the input data and the complexity of
the features gradually changed form shallow to deep.

The activation function layer can be combined with convolution layer and
it can introduce non-linear factors into model because the linear model is not
capable of dealing with many non-linear problems. And the activation function
which commonly used are ReLU, Tanh, Sigmoid.

Pooling layer is often behind convolution layer. On the one hand, it can make
feature map smaller to reduce the complexity of the network. On the other hand,
it can select the important features. And the pooling which commonly used are
max-pooling, average-pooling and min-pooling.

Fully-connection layer is generally the last layer of CNN. And the goal of the
fully-connection layer is to combine local features into the global features which
are used to calculate the confidence of each of the categories.

3 Methodology

This chapter mainly introduce the structure and implementation process of
CNN-MCMP. First of all we introduce a brief introduction to the basic flow
of model training and then focus on the model’s word representation, multi-size
convolution and multi-type pooling.

The basic flow of model training includes distributed representation and nor-
malization of words, feature information extraction, feature information filter-
ing and classification. When the model starts training, the original text data is
changed into continuous and dense word vectors, and then extracted features
from text data, choosing the important feature. Finally, we get the final model
after training. Shown in Fig. 2. And the next section, we will introduce how
to extract the features by multi-size convolution and how to select the feature
information by multi-type pooling.
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Fig. 2. The flow chart of the model training

3.1 Words Representation

The original data we get is multiple sentences made up of words. Obviously such
data can not be used directly in model training, we should change it into real
number. Traditionally, one-hot encoding [1] has been used to encode each word
in sentence and it’s so easy to represent. However, one-hot encoding can also
leave the model facing some serious problems which are dimensionality disaster
[13] and losing the important order of the sentences. The model will get the poor
result in text classification by this way.

As mentioned above, an important operation for introducing the deep learn-
ing algorithms into NLP is to convert the discrete and sparse data into the
continuous and dense data, shown in Fig. 3. We use two different conversion
methods to change the original text data. The simplest way is to initialize the
words using random real numbers. And the range of random real numbers is
controlled from −0.5 to 0.5 in order to speed up the convergence of experiments
and the quality of the word vectors [9,10]. The second method is using the pre-
training word vectors. We use the word vectors proposed by Word2Vec in Google
to initialize word vectors and the word vectors are trained based on Google news
(about 30,000,000 words). The vectors’ dimension of each word is 300 and repre-
sents the relationship between words. When change the words into word vectors,
we directly find the corresponding word vectors of words in pre-trained word
vectors.

3.2 Multi-size Convolution

We can use the model to classify the data after we changed the original text data
into word vectors. We need convolution layer in model to extract the features of
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Fig. 3. Words representation

text as the main basis of classification. And we exploit multiple size convolutional
windows to extract more different features.

In traditional convolutional neural network, the convolution kernel is fixed
during the convolution process. However, the fixed size of the convolution kernel
can not capture the semantic information as much as possible and the features
extracted by model can not include enough information to classify data. There-
fore, the introduction of multi-size convolution is necessary. It can capture the
more textual information during the convolution process, because the different
size of convolution kernel is different combination of n-gram in fact. The different
combination of n-gram represent different combination of words in sentences. In
addition, we introduce two special size of convolution: size = 1 and size = n
(the length of sentence). Size = 1 makes model capture the information of words
and size = n makes model capture the information of sentence. The multi-size
convolution is shown in Fig. 4.

Fig. 4. Multi-size convolution
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From the Fig. 4, given the sentence “I am a good boy, I’m Fine!”, we can
get the a two-dimensional array through the word vectors, and the height of
two-dimensional array is the length of sentence, the width of two-dimensional
array is dimension of word vector where the dimension is 300. Given the two size
of convolution kernel (size = 2 and size = 3) and each type of kernel extracted
features on two-dimensional array to get the corresponding feature map.

3.3 Multi-type Pooling

We need to select the feature information extracted by convolution layer to get
the maximum value of features or get the global feedback on these features.
Therefore, we should exploit multi-type pooling to select the features, and dif-
ferent type pooling can get the more combinations of features to classify data.

In this paper, there are some functions of pooling: Fixed sentence length,
because the multi-size convolutional kernel gets different size feature maps and
we should ensure the input size is same before sending to fully-connection layer.
And different size of feature map can be changed into same size after pooling. We
mainly use two type pooling: max-pooling and average-pooling. Max-pooling can
extract the maximum value of each feature map to splice into a new fixed vector.
And the average-pooling can extract average information form feature map.
The maximum value of each feature map and the average value of feature map
include more complete information of sentence. The max-pooling can extract the
maximum semantic information in the textual sentences and average-pooling can
extract the average semantic information of the textual sentences. The operation
of multi-type pooling is shown in Fig. 5.

Fig. 5. Multi-type pooling

Figure 5 shows the operation of multi-type pooling and for the n feature maps
obtained from the previous convolution, we can get two vectors which length is n
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through max-pooling and average-pooling. And then the two vectors are spliced
into a vector as the input of fully-connection layer.

4 Experiments

We tested our network on two different datasets. Our experimental datasets
involves binary classification and multi-class classification which involve senti-
ment analysis and theme recognition about NLP tasks.

We should control the learning rate and use a more flexible learning-rate
setting method-exponential decay during the model training to more effectively
train model and balance the speed and performance of the model. At the begin-
ning, the learning-rate and the attenuation coefficient are set to 0.01 and 0.95,
respectively. The value of learning-rate gradually decreases as the number of
iterations increases to better approximate the optimal value.

4.1 MRS Data

MRS is a dataset about sentiment analysis [11] in NLP and each data belongs to a
certain kind of emotion such as happy, sad, angry. MRS dataset is a binary classi-
fication dataset and each piece of data is a comment on the movie. The goal of the
model is to dismiss the comment as a positive or negative comment. MRS dataset
contains a total of 10662 data, which the training set contains pieces of 9600 review
data and test set contains 1062 pieces of review data. In the experiment, two meth-
ods we used to initialize word vectors: random initialization and pre-trained initial-
ization. The random initialization is to randomly initialize the word vectors into
a certain range of real number and trained along with parameters of model. The
pre-trained initialization is to initialize the word vectors with word vectors come
from Word2Vec and trained along with parameters of model as well.

We compared our model with many existing network models to show the good
performance of our model. The models include some machine learning models
such as Sent-Parser model [3], NBSVM model [17], MNB model, G-Dropout
model, F-Dropout model [16] and Tree-CRF model [11] and some convolution
neural network models such as Fast-Text model [6], MV-RNN model [14], RAE
model [15], CCAE model [5], CNN-rand model and CNN-non-static model [7]. As
shown in Table 2, our model can obtain better performance than the compared
methods.

4.2 TREC Data

TREC dataset is a dataset about QA in NLP and belongs multi-class classi-
fication. The TREC questions dataset involve six different question types, e.g.
where the question is about a location, about a person or about some numeric
information. The training dataset consists 5452 labelled questions whereas the
test dataset consists of 500 questions.
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Table 2. The accuracy on MRS-Data

Model MRS

CNN-MCMP-rand 78.6

CNN-MCMP-non-static 82.5

Fast-Text 78.8

CNN-rand 76.1

CNN-non-static 81.5

RAE 77.7

MV-RNN 79.0

CCAE 77.8

Sent-Parse 79.5

NBSVM 79.4

MNB 79.0

G-Dropout 79.0

F-Dropout 79.1

Tree-CRF 77.3

We compared our model with three different model types: HIER model [8],
MAX-TDNN model [2] and NBOW model. These network models include both
non-neural network models and neural network models. We set the size of convo-
lution kernel to be 2, 3 and 5 in multi-size convolution operation, respectively, the
corresponding number of features is 200, 300 and 500. As shown in Table 3, our
CNN-MCMP can obtain better results, compared with the other three models.

Table 3. The accuracy on TREC Data

Model TREC

CNN-MCMP-non-static 91.6

CNN-MCMP-rand 90.4

HIRE 91.0

MAX-TDNN 84.4

NBOW 88.2

5 Conclusion

In this paper, we propose CNN-MCMP for text classification. Our method use
multi-size convolution and multi-type pooling (including both max-pooling and
average-pooling) in the CNN architecture. The multi-size convolution empowers
the model to extract diverse n-gram semantic composition information. As for
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the multi-type pooling, the max-pooling can extract the most discriminative
features for classification, while the average-pooling extracts averaged features to
avoid the classification errors caused by accidental factors. Benefitting from the
multi-size convolution and multi-type pooling, our method can achieve significant
improvements over both the shallow machine learning models and the previous
CNN architectures in text classification.

In our future work, we will focus on operating on the word vectors to further
improve the performance. In particular, we can randomly disrupt the words in
the original sentence to get different new sentences or randomly discard words
in the original sentences to get new sentences as well. This operation can expand
the scale of the dataset to improve the generalization ability of the model to a
certain degree. In addition, the experimental dataset can be incorporated into
the corpus to train the word vectors, because the word vectors trained by this
way are more suitable for a specific experiment task and more conducive to
model training.
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Abstract. Online applications needs to support highly concurrent
access and to response to users as soon as possible. Two primary fac-
tors make the above requirements to be a technical challenge, one is
the large user base, the other is the sharp rise in traffic caused by some
specific activities, such as ticketing on 12306.cn during Spring Festival
season, shopping on taobao.com during its dual 11 promotions, etc. For
the latter, a core focus is how to expand the performance of those existing
hardware and software and then to ensure the quality of services when a
sharp rise on access happened. Since database schemas have a direct link
with data access granularity, etc., this paper considers database schemas
as an important factor for performance optimization on highly concur-
rent access and also covers other elements affecting access performance,
such as cache, concurrency, etc., to analyze the performance factors for
databases. Extensive experiments are designed to conduct both perfor-
mance testing and analyzing under different schemas. The experimen-
tal results show that a reasonable configuration can contribute a good
database performance, which provides factual basis for optimizing highly
concurrent applications.

Keywords: Performance optimization · High concurrency
Database schema

1 Introduction

The ecosystem for online applications has presented a remarkable progress in
China, which is not only attracting a large number of online users, but also is
bringing technical challenges to provide available services. Especially, some spe-
cial activities can gather large-scale users and cause performance pressure in a
specific time range, it is very difficult to provide a regular service with those
c© Springer International Publishing AG, part of Springer Nature 2018
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existing resources, including hardware and software. For example, the visits and
transactions on 12306.cn rises sharply when ticketing during Spring Festival sea-
son, taobao.com also presents the same situation during its dual 11 promotions.
A prominent characteristic for those applications is that they have a steady per-
formance requirement in most of the time, but will also present a sharp rise
on service requirements in a specific time range triggered by some extra events,
which will lead to slow response or even unsatisfied services. Usually, the above
phenomena is temporary but very critical. It is very necessary to consider some
factors to improve the performance and to ensure regular services.

For the above applications, one obvious challenge is highly concurrent access
requirements. For dealing with high concurrency, there are two general strategies,
one is to extend the hardware devices, such as more computing and storage
resources, the other is to design a new software stack. Since the performance
requirements for the above applications are temporary, it is not cost-effective
to expand hardware, especially, some applications can not be solved easily by
simple scaling out, such as ticketing on 12306.cn. Though a new software stack
maybe brings an obvious performance improvement, it is still a huge project.
Some special factors should be considered to give full play to the advantages
of both hardware and software. In this paper, we will focus on the database
schemas for close-coupled highly concurrent access performance since they have
a direct effect on data granularity. Here, the close coupled highly concurrent
access means that those access are not suitable to be realized on a distributed
environment, such as ticketing on 12306.cn. The concrete contributions of this
paper are as following.

– summarizing the characteristics of highly concurrent access for some online
applications, such as ticketing;

– designing two specific database schemas and discussing their related factors
for highly concurrent optimization;

– carrying out extensive experiments to provide factual basis for further query
optimization in highly concurrent scenarios.

This paper is organized into five parts. Section 2 presents the existing related
work on highly concurrent access optimization. Section 3 analyzes the concrete
problem and discusses the optimization requirements. Section 4 designs two pri-
mary database schemas and analyzes their links for highly concurrent access.
Section 5 designs the testing cases and carries experiments to provide analysis
basis for further query optimization in highly concurrent scenarios.

2 Related Work

Performance optimization on high concurrency has been a challenge and a pop-
ular focus. The first strategy for improving high concurrency is optimization
on new hardware and framework. Considering that CPU and GPU are inte-
grated into a single chip, [3] investigated the collaborative performance between

http://12306.cn
http://taobao.com
http://12306.cn
http://12306.cn
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CPU and GPU and their advantages on concurrency. [12] introduced the stor-
age strategies for wechat system, which integrated PaxosStore with combina-
torial storage layers to provide maintainability and expansibility for the stor-
age engine. [4,8] was aware that resource competition, transaction interaction
etc. have non-linear influence on system performance, and proposed DBSeer, a
framework for resource usage analysis and performance prediction, which applied
statistical models to measure some performance indexes accurately on highly
concurrent OLTP workload. Considering the requirements of verifying the out-
sourcing data integrity, [7] proposed Concerto, a key-value storage, to substitute
online verification by deferring verifications for batch processing and to improve
concurrent performance. [6] proposed a new mechanism for concurrent control
to guarantee steady system performance of multi-core platform even facing high-
competitive workload, which discovered the dependency between those opera-
tions of each transaction to avoid killing transactions by restoring nonserializ-
able operations when meeting transaction failures. [2] discussed a new database
framework, which separated query processing from transaction management and
data storage and then provided data sharing between query processing nodes.
This framework is enhanced by flexible transaction processing to support effi-
cient data access.

The second kind of optimization strategy for high concurrency is to con-
sider some specific factors and models. [11] introduced Slalom, a query engine,
which monitored users’ access schemas to make decisions on dynamic partitions
and indexes, and then to improve query performance. [10] proposed a novel
multi-query join strategy, which permitted to discover those shared parts for
multiple queries and to improve the performance of concurrent queries. Since
those data-intensive scientific applications are heavily dependent on file systems
with high-speed I/O, [9] put forwards an analytical model for evaluating the per-
formance of highly concurrent data access and provided basis for deciding the
stripe size of files to improve I/O performance. Comparing to tuple queries, [1]
designed PaSQL to support package query and provided corresponding optimiza-
tion strategies. For Optimization on distributed environments, [5] put forward a
concrete optimization mechanism on Cassandra by make a detailed consideration
of the close connection between distributed applications and business scenarios.

3 Problem Analysis

The high concurrency in a short time is triggered by some special application
scenarios, which usually cause a sharp rise on the number of user requests, and
bring serious performance pressure for daily operational systems, even can not
provide normal services, but all above are not the normal state of the applica-
tions. These applications have enough hardware and software to support their
daily operating, it is not cost-effective to extend hardware for the solution of high
concurrency in a short time. In addition, the data objects in those applications
are intensive and highly relevant, the performance improvement contributed by
scaling out is not obvious. But optimization space can be discovered between
the software system and the hardware platform.
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Usually, system performance are constrained by the following factors, the
first is data, for example, a conflict will happen when updating the same data
item simultaneously. The second is communication and the hardware platform,
such as network bandwidth, I/O speed of disks, etc. The third is some soft-
configurable factors affecting data access performance, such as cache, index,
etc. The second kind of factors are stable since they are related with hardware
resources. The first kind of factors are decided by the sequence of operations, the
concrete implementation of DBMS, etc., which can not be predicted and changed
easily. But database schemas have a direct influence on them since schemas have
a tight link with the data granularity, for example, the same access requirements
will cause different locking range under different schemas.

In order to carry out an effective performance evaluation for highly concur-
rent access based on database schemas and their relevant factors, this paper will
take the ticketing application on 12306.cn as a specific example, and design two
schemas, namely station sequence schema and station pair schema, to evaluate
the performance of two kinds of queries, which are to query a specific train infor-
mation by the train no. and to query a specific routine by the designated station
names. This evaluation aims at discovering those optimization factors for high
concurrency, which can help to exploit the potential ability of both those existing
hardware and software to ensure the available services for high concurrency.

4 Database Schema Designing

Database schemas have a great influence on database performance since they
are often related with data access granularity, locking size, the times of I/O,
and so on. In this section, we will consider the popular application scenario,
ticketing, and design two primary database schemas to organize data for further
performance evaluation and analysis on high concurrency.

4.1 A Database Schema on Station Sequence

A specific train route consists of a set of concrete train stations and can be
represented by a unique ID(train no.), which can be denoted as an ordered
n-tuple, TR =<ID, s1, s2, · · · , sn>. Here, si corresponds to a tangible train
station. For all train routes {TR1, TR2, · · · , TRm}, the triple <IDi, sij , j >∈
TRi is unique, 1 ≤ i ≤ m, 1 ≤ j ≤ n. We can organize all those tuples <IDi,
sij , j> into databases to form a primary database schema. Table 1 illustrates a
part of data conforming to this schema.

For the above schema, a train route with n stations are represented by n
records in the database. Each record corresponds to a specific station, which tells
the detailed information from the its previous station to the current station. For
this schema, it needs an extra computation when you order a ticket between two
stations. Assuming your itinerary is from SongJiang to HangZhouDong, if
you want to order a ticket from the train K149, you will have to judge whether
your itinerary is covered by a specific train, such as collecting those related
records in Table 1 to provide the details.

http://12306.cn
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Table 1. Station sequence schema

No. TrainNo StationName StationNo Duration(mins) Price(RMB) Num of tickets

1 K149 ShangHaiNan 1 0 0 200

2 K149 SongJiang 2 19 9 200

3 K149 JiaXing 3 34 11 200

4 K149 HangZhouDong 4 6 0 14.5 200

5 · · · · · · · · · · · · · · · · · ·

4.2 A Database Schema on Station Pair

Since a ticket is composed of two stations, we can also organize the train route
into a series of triples <ID, si, sj>, which represents that the train with No.ID
can start from the departure station si to the arrival station sj . All these above
triples constitute a new schema. Table 2 illustrates a part of data conforming to
this schema. Station pair schema provide a direct and detailed representation
for train routines.

Table 2. Station pair schema

No. TrainNo Start station End station Duration(mins) Price(RMB) Num of tickets

1 K149 ShangHaiNan SongJiang 19 9 200

2 K149 ShangHaiNan JiaXing 53 12.5 200

3 K149 ShangHaiNan HangZhouDong 113 24.5 200

4 K149 SongJiang JiaXing 34 11 200

5 K149 SongJiang HangZhouDong 94 23.5 200

6 · · · · · · · · · · · · · · · · · ·

Compared to the station sequence schema, the station pair schema can pro-
vide more convenient query from the departure start to the destination. This
schema needs more storage space since it enumerates all reachable routines
between any pair of stations. A train route with n stations are represented by
n∗(n−1)

2 records in the database.
Focusing on the above two different schemas, this paper will consider some

factors related with the performance optimization for high concurrency brought
by large amount of users, such as CPU utilization, query cache, etc., to test
query performance.

4.3 Other Optimization Factors

Optimization by Index. Index is a primary mechanism for query optimization
on databases since it is helpful to establish more efficient execution plans. At
the same time, index should also be given a reasonable consideration since extra
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cost will be paid to maintain indexes when updating data. Since those attributes
included in query predicates are helpful to improve query performance, we will
create indexes for station sequence schema on StationName and TrainNo,
and for station pair schema on Start station, End station and TrainNo.

Optimization on Query Cache and Connections. Each server has an opti-
mal concurrency capability, which is decided by its hardware and software. When
growing closer to its optimal concurrency capability, the server will achieve its
maximum throughout, but more workloads will cause a sharp decrease on per-
formance. It is very important to decide the optimal concurrency capability for
servers. Since both query cache and database connections have a direct impact
on the optimal concurrency capability, we will set query cache and database
connections by experiments for improving high concurrency.

5 Experiments and Evaluations

5.1 Experimental Setup and Dataset

In order to evaluate the concurrency performance on the above two schemas,
we use a server with 3.3 GHZ 4-core CPU, 8 GB memory and 1 TB hard disk as
the experimental platform, which is configured with the open source Database
MySQL 5.5.

The dataset is collected from 12306.cn, which includes 3030 train stations
and 3114 train routines. In our database, there are 38087 records for station
sequence schema and there are 345311 records for station pair schema.

5.2 Testing Cases and Evaluation Metrics

In order to test the performance influence on different schemas, we will design
testing cases for highly concurrent query on the above two schemas. The related
testing cases are as following,

– Q1: to query all related records for a specific train
– Q2: to query all available trains for two specific stations

The above two queries are expressed as SQL expressions, which are listed in
Table 3.

In order to submit a large number of queries simultaneously for testing highly
concurrent performance, we apply multiple threads to submit query require-
ments. The number of users will vary from 10,000 to 100,000, each user is respon-
sible for submitting one query. The number of database connections will also vary
for combination test. The completion time of queries, memory usage and CPU
utilization are considered as the evaluation metrics. In order to simplify the test,
we will not consider the case of train transit since concurrency performance is
our focus and a train transit can be transformed into multiple operations on
single train routine.

http://12306.cn
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Table 3. Testing cases

Schema Q1 Q2

Station
sequence
schema

SET @routine = ‘K149’
SELECT * FROM
station sequence schema WHERE
TrainNo = @routine

SET @start = ‘ShangHaiNan’
SET @end = ‘GuiLinBei’
SELECT * FROM
station sequence schema a
WHERE EXISTS (SELECT *
FROM station sequence schema b
WHERE a.TrainNo = b.TrainNo
AND a.StationName = @start
AND b.StationName = @end AND
a.StationNo < b.StationNo)

Station
pair
schema

SET @routine = ‘K149’
SELECT * FROM
station pair schema WHERE
TrainNo = @routine

SET @start = ‘ShangHaiNan’
SET @end = ‘GuiLinBei’
SELECT * FROM
station pair schema WHERE
start station = @start AND
end station =@end

5.3 Experimental Results and Analysis

In this section, we will execute Q1 and Q2 on the designed schemas by different
configurations to test concurrency performance.

Experiment 1: Queries on Station Sequence Schema. In this group of
experiments, we organized data by the station sequence schema and executed
queries with different numbers of database connections and users. Firstly, we sim-
ulated a fixed number of users for query cases, Q1 and Q2, and executed queries
under different database connections. The number of users is fixed at 10,000 and
the number of database connections varies from 10 to 1000. Figure 1 presents
the total completion time of queries, in which x-axis is the number of database
connections and y-axis corresponds to the completion time of queries. At first,
the completion time of both Q1 and Q2 presented a sharp decline when increas-
ing the number of database connections since these query pressure are shared
by more connections. But when continuing to increase the number of database
connections, the completion time of queries only presents slight changes. This
experiments show that the number of database connections have a reasonable
range for different query workload. For example, 50 is a reasonable number
of connections for the current experiments. Since a database connection needs
extra network and memory cost, the number of database connections should be
reasonably set for different query workloads.

Secondly, we fixed the number of database connections and varied the number
of users to provide different query workload for observing concurrency perfor-
mance. The number of users is changed from 10,000 to 100,000 and the number
of database connections is fixed at 100. Each user is responsible for submitting
one query. Figure 2 presents the completion time of queries, which show that the
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completion time of queries is positively related with the query workload. The
number of database connections have a great influence on query performance.

Fig. 1. Query performance on sta-
tion sequence schema(S1) with differ-
ent database connections

Fig. 2. Query performance on sta-
tion sequence schema(S1) with differ-
ent number of users

Experiment 2: Queries on Station Pair Schema. In this group of exper-
iments, we focused on the query performance contributed by the station pair
schema. Both different number of database connections and different number of
users are considered to observe concurrency performance by two groups of experi-
ments. One is that the number of users is initially set to be 10,000 for query cases,
Q1 and Q2, and database connections varies from 10 to 100, the other is that the
number of database connections is fixed at 100 and the number of users varies from
10,000 to 100,000. Figures 3 and 4 presents the completion time of queries, which
also show that a good number of database connections can contribute a better
query performance and can avoid extra network and memory cost.

Fig. 3. Query performance on sta-
tion pair schema(S2) with different
database connections

Fig. 4. Query performance on station
pair schema(S2) with different num-
ber of users

Figures 5 and 6 presents the performance comparison on Q1 and Q2 respec-
tively. The queries on station sequence schema won in all cases, which is
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attributed to two reasons, one is that station sequence schema uses less records
than station pair schema when representing the same information, the other is
that station sequence schema touches less number of records than station pair
schema for same queries. Station sequence schema is more suitable for query
scenarios than station pair schema, but station pair schema can provide a fine-
grained data controlling, such as locking when dealing with updating.

Fig. 5. Query performance comparison
of Q1

Fig. 6. Query performance compari-
son of Q2

When the number of database connections is fixed at 100, we observe the
usage of both CPU and memory for Q1 and Q2 with different number of users,
whose results are listed in Table 4. When a large number of queries arrived, CPU
utilization reaches to 100% quickly, which causes a query delay and also indicates
that CPU utilization is a primary factor for optimization.

Table 4. CPU and memory usage before optimization

Num of users (104) 1 2 4 6 8 10

CPU(%) 82.4 100.0 100.0 100.0 100.0 100.0

Memory (a total of 8,134MB) 5217 5003 5000 5046 5092 5044

Experiment 3: Query Optimization. The group of experiments are respon-
sible for observing the query performance after optimization. The number of
database connections are set to be 100 and the number of users varies from
10,000 to 100,000, index and query cache are considered for further query opti-
mization. Firstly, indexes are set on both station sequence schema and sta-
tion pair schema, those attributes existing in where clause, such as TrainNo,
Start station, End station, etc., are used to establish indexes. Secondly, the query
cache is enlarged as big as possible. Figure 7 presents the experimental results,
both query cache and index made contributions for query performance improve-
ment. Q2 on station pair schema presents a noticeable improvement, which is
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because that the query can directly locate the objectives from a large number
of records with the aid of index and that the query cache permits more queries
to work simultaneously. Table 5 also presents the optimization results, in which
CPU utilization shows a great improvement, the less memory requirements also
confirm a shorter query queue. Index and query cache provide a direct improve-
ment for concurrent queries.

Fig. 7. Query performance comparison on optimization.

Table 5. CPU and memory usage after optimization

Num of users (104) 1 2 4 6 8 10

CPU(%) 39.03 45.58 50.28 45.01 50.63 48.43

Memory (a total of 8,134 MB) 4160 3974 4021 4033 4112 4225

6 Conclusions

This paper analyzed the special query phenomenon of the popular applica-
tion, online ticketing, and summarized the query characteristics, namely tightly
coupled access and temporary high concurrency. Considering cost effectiveness
of instant performance improvement, this paper focused on database schemas
to discuss the potential performance optimization for high concurrency, which
mainly cared about the data granularity decided by database schemas. The num-
ber of database connections and query cache are also covered to exploit the
potential ability of both existing hardware and software. Extensive experiments
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also proved that database schemas and these related factors can improve query
performance when maintaining those current hardware, which provided some
effective optimal basis for high concurrency.
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Abstract. The popularity of mobile terminals has given rise to an
extremely large number of trajectories of moving objects. As a result,
it is critical to provide effective and efficient query operations on large-
scale trajectory data for further retrieval and analysis. Considering data
partition has a great influence on processing large-scale data, we present
a time-based partitioning technique on trajectory data. This partitioning
technique can be applied on the distributed framework to improve the
performance of range queries on massive trajectory data. Furthermore,
the proposed method adopts time-based hash strategy to ensure both the
partition balancing and less partitioning time. Especially, existing tra-
jectory data are not required to be repartitioned when new data arrive.
Extensive experiments on three real data sets demonstrated that the
performance of the proposed technique outperformed other partitioning
techniques.

Keywords: Trajectory data · Partitioning effectiveness
Massive data management

1 Introduction

With the rapid development of mobile Internet and the wide applications of
mobile terminals (e.g., mobile phones, sensing devices), the collected trajectory
data present an explosive increasement. For instance, T-Drive [1] contains 790
million trajectories generated by 33,000 taxis in Beijing over only a three month
period, the total length of all trajectories generated in DiDi platform reached
around 13 billion kilometers in 2015. These data not only reflect the spatio-
temporal mobility of individuals and groups, but may also contain behavior
information from people, vehicles, animals and other moving objects, which are
very valuable for route planning, urban planning, etc. [2]. For example, [3] pro-
posed user similarity estimation based on human trajectory, [4] used shared
c© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 24–35, 2018.
https://doi.org/10.1007/978-3-319-91455-8_3
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bike data to plan urban bicycle lanes, and [5] introduced the personalized route
recommendation based on urban traffic data. For those above applications, tra-
jectory query is a primary and frequent operation, how to perform queries on
massive trajectory data efficiently has become a challenging problem.

Considering efficient distributed processing requirement on large-scale tra-
jectory data, Spark [6], a distributed big data processing engine, has been the
first choice for its flexible data organization and in-memory computation. Spark
has witnessed great success in big data processing, which include both low query
latency and high analytical throughput contributed by its distributed memory
storage and computing framework, and good fault tolerance contributed by data
reconstruction ability based on the dependency between RDD (Resilient Dis-
tributed Datasets). But for a distributed computing environment, data distribu-
tion is an important factor for processing performance. A good data partition
will enhance the performance of Spark.

Furthermore, there are a variety of queries on large-scale trajectory data,
such as range query, trajectory similarity query, SO (Single Object)-based query
[7–9], KNN (K Nearest Neighbor)-based query [7,10,11], etc. When processing
query requests in a distributed environment, a common optimization mechanism
includes the following phases, partitioning, local and global indexing, and query-
ing. Partitioning is a key step for the following two phases because it can improve
the balancing data distribution, and what is more the partitioning result directly
decides the shapes of local and global indexes that have a great influence on the
performance of trajectory query. A good partitioning method can improve query
performance greatly by making each node with an appropriate size of data block.

Inspired by above observations, we focused on data partition techniques for
distributed in-memory environments and proposed a time-based trajectory data
partitioning method, which is mainly applied to improve the efficiency of range
query of large-scale trajectory data on Spark and has the following advantages,

– avoiding the repartition process of those existing trajectory data when new
data arrive by introducing time-based trajectory data distribution mechanism.

– omitting data preprocessing time by adopting reasonable hash strategy to
assign trajectory data directly to each node.

– designing and conducting extensive experiments to verify that this proposed
partitioning technique makes the range query more efficient than those exist-
ing partitioning methods.

2 Related Work

Considering a comprehensive view on query optimization, we review the work
related to query optimization in the following three aspects, including query
implementation, indexes and partitioning techniques. Especially, we will focus
on those related work on distributed environments, such as Spark.

Query Implementation. Multiple query operations on massive trajectory
data have been implemented on Spark or integrated with the related platforms
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extended from Spark. LocationSpark [12] supports the range query and the KNN
query for spatial data. [13] implements box range query, circle range query and
KNN(only 1NN) query on SpatialSpark. GeoSpark [14] embedds the box range
query, the circle range query, KNN query and distance join operation for spa-
tial data. TrajSpark [15] implements SO-based query, STR (Spatio-Temporal
Range)-based query and KNN query on large-scale trajectory data. Box range
query, circle range query, KNN query, distance join and KNN join are all cov-
ered by Simba [16], a trajectory data processing platform evolved from Spark.
[17] provides trajectory similarity queries on both the real-world and synthetic
datasets.

Indexes. For distributed environments, local indexes, built on slave nodes, and
global indexes, working on master nodes, are often constructed to improve query
performance. R-tree [18], KD-tree [19] and quadtree [20] are popular index struc-
tures for trajectory data. LocationSpark [12] provides a grid and a regional
quadtree as the global index, which also permits users to customize local indexes
for various application scenarios, such as a local grid index, local R-tree, a variant
of quadtree, or an IR-tree. GeoSpark [14] uses grid as the global index and intro-
duces both R-tree and quadtree as the local indexes. R-tree is applied as a local
index in Simba [16], and a sorted array of the range boundaries is provided as
Simba’s global index when indexing one-dimensional data. For multi-dimensional
cases, more complex index structures, such as R-tree or KD-tree, can be used
for Simba’s global index. A two-level B+ tree is used for the global index in
TrajSpark [15].

Partitioning Techniques. Data partitioning is an important measure for dis-
tributed environments to balance the node workload and to improve query per-
formance. There are three kinds of basic partition methods, which are partition
on KD-tree, partition on grid and partition on STR(Sort-Tile-Recursive) [21].
Simba applies STR to partition spatial data. [17] also adopts STR partitioning
strategy for trajectory data. GeoSpark automatically partitions spatial data by
creating one global grid file. In order to partition trajectory data, TrajSpark
defines a new partitioner which contains a quadtree or a KD-tree index. In addi-
tion, [22] provides a detailed comparison among various partitioning techniques
including grid, quadtree, STR, STR+, KD-tree, Z-curve, and Hilbert curve.

3 Problem Statement

This section presents a detailed statement for our problem, including related
definitions and notations. Table 1 lists the frequently used notations.

A trajectory is a group of pairs sorted on time, and each pair is com-
posed of three or more parts, namely a coordinate point, a time stamp, a
user identifier, etc. A coordinate point is a sampling point from some user’s
locations at fixed intervals, here, we only consider longitude and latitude that
correspond to traj.locationin in Table 1. The time stamp stores the sam-
pling time information, which is represented as traj.time in Table 1. Obvi-
ously, the trajectory data reflect the spatio-temporal information of moving
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Table 1. Notations.

Notation Description

traj A sampling point from a single trajectory

traj.location The location information of traj

traj.time The time information of traj

n The number of all trajectory data partitions

par(i) The ith partition of trajectory datasets(0 ≤ i < n)

R The trajectory data set, R = (traj1, traj2, · · · )
Range(Q, R) Querying all sampling points both in R and covered by the spatial

region Q

objects, a trajectory related with user-x can be formalized as a sequence
of n-tuple, namely < (location1, time1, user − x, · · · ), (location2, time2, user −
x, · · · ), · · · , (locationn, timen, user − x, · · · ) >, time1 < time2 < · · · < timen.

Definition 1: General range query. Given a spatial region Q and a tra-
jectory data set R = {traj1, traj2, traj3, · · · }, a range query, denoted as
range(Q,R), asks for all records existing in Q from R. Formally, range(Q,R) =
{traj|traj.location ∈ R ∧ cover(traj.location,Q)}. cover(traj.location,Q) rep-
resents traj.location is an internal point of Q.

The above general range query can be evolved into the following three kinds
of queries.

– spatial range query. Equivalent to the general range query and to output those
records in the specified region

– temporal range query. A semantics variant of range query and to output those
records in the specified time slot

– spatio-temporal range query. A combination of spatial range query and tem-
poral range query and to output those records satisfying both the time con-
straints and the space constraints

Data partitioning means that a given raw data set is divided into a specified
number of blocks according to the specified constraints. The common partition
constraints are partition size, loading balance and data locality. Partition size
is a primary factor since it is necessary for computing nodes to avoid memory
overflow. Data locality and load balancing are key to speeding up query perfor-
mance. For this work, our primary objective is to make the range queries more
efficient by partitioning a given trajectory data set R into n partitions.

4 Partitioning Method

4.1 Common Partitioning Techniques

First, we briefly analysis three kinds of partitioning technologies, Grid-based,
STR-based and KD-tree based partition. Unlike quadtree-based partition that



28 Z. Yue et al.

needs a merging operation to construct the specified number of partitions,
the above three kinds of partition methods can directly divide the trajectory
data into a specified number of partitions. Figure 1 presents a simple illustra-
tion for these three techniques, where sampling points and partition boundaries
are represented as dots and rectangles respectively. For the following discus-
sion, we use a d-dimensional vector to express a sampling point, denoted as
P = (p1, p2, · · · , pd), and let k = d

√
n, n is the number of partitions (see Table 1).

In addition, let r be an integer, then we have P/r = (p1/r, p2/r, · · · , pd/r),
P ∗ r = (p1 ∗ r, p2 ∗ r, · · · , pd ∗ r), and P ± Q = (p1 ± q1, p2 ± q2, · · · , pd ± qd).

For grid-based partition, it divides the whole region into equal-size cells. First,
it finds the minimum value of each dimension in the whole data set and constructs
a new d-dimensional data, denoted as Pmin = (pmin1, pmin2, · · · , pmind). In
the same way, all the maximum values of each dimension can be assembled into
Pmax = (pmax1, pmax2, · · · , pmaxd). Then let ei = (Pmaxi − Pmini)/k, 1 ≤
i ≤ d. Finally, we will get n partitions by increasing ei in the ith dimension in
turn. Obviously, grid-based partition provides a good data locality but can not
ensure loading balance since it only provide an uniform split on the whole region.

For STR-based partition, the first step, j = 1, is responsible for sorting the
whole data set in ascending order by all values in the first dimension, and then the
sorted data set is uniformly divided into k partitions. Then, j+1 is assigned to j
and each new partition output in the last step is individually sorted in ascending
by all values in the jth dimension, and then each sorted partition is also uniformly
divided into k partitions. Repeating the above processing until j is equal to d,
you will get n partitions. KD-tree based partition has a similar process with
STR-based partition. For jth step, it also sorts each output partition in last step
in ascending order by all values in the jth dimension, but only divides each sorted
partition uniformly into two new partitions. For each iteration, (j + 1)%d+ 1 is
assigned to j. KD-tree based method repeats the above process until the number
of the new partitions is n. Compared with grid-based partition, STR-based and
KD-tree based partitions have better loading balance.

Fig. 1. Illustration of different partitioning techniques.
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4.2 Time-Based Partitioning Method

The above three partitioning techniques have advantages for queries such as SO
(Single Object)-based query, trajectory similarity queries, etc. But range queries
often touch a limited number of partitions contributed by the above partition
methods because of their data locality, which will cause a bad query loading
and resource usage when dealing with large-scale data, especially for continuous
range queries.

Fig. 2. An example of rang query (the
shaded part represents query results).

Fig. 3. Ideal partitioning model for
range query.

Figure 2 presents an example that most of query results are resided in a
single partition. Obviously, each node of the cluster will take a different query
time when submitting a same range query. Since the query completion time is
determined by the node that takes the longest time, the partition strategy should
be improved. Figure 3 presents an ideal partition result, which can balance the
query loading well and improve query performance.

In order to achieve the partitioning effect in Fig. 3, we proposed a time-based
partitioning method. An item traj in the trajectory data set is assigned to the
ith partition, the value of i is determined by the formula, i = traj.time%n, here
n is the number of all partitions. In order to explain the time-based partitioning
technique in detail, Table 2 illustrates an example by a trajectory data set R =
{traj1, traj2, traj3, traj4, traj5, traj6} and n = 3.

Table 2. An example of the time-based partitioning technique.

Record traj.location (longitude, latitude) traj.time (ms) Partition no. (n= 3)

traj1 116.000132, 32.0005 123304 1

traj2 116.000133, 32.0006 123305 2

traj3 116.000134, 32.0007 123307 1

traj4 116.000135, 32.00011 123309 0

traj5 116.000136, 32.0002 123311 2

traj6 116.000137, 32.0004 123312 0
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For those sampling points from one trajectory of some user, they are sequen-
tial in time and close in space. The above feature decides that our proposed
partitioning method does not follow data locality but can present good load-
ing balance when contributing an appropriate size data block for each node.
Depending on the time information, the proposed method provides a reasonable
distribution of trajectory data for range queries. At the same time, one single
trajectory of some user can be viewed as a continuous polygonal line, which
ensures that those records related with this trajectory can be distributed into
each node approximately evenly and also ensures to let more nodes take the
query loading and provide a more quick query response.

When partitioning the trajectory data set, the total processing time is a
factor that should be considered. At present, the processing time are mainly
composed of preprocessing time and partitioning time. The preprocessing time
is consumed to decide the corresponding boundary of each partition, and the par-
titioning time corresponds to the time cost of loading data into each partition.
For those existing partition techniques, the preprocessing time is more longer
than the partitioning time because the preprocessing often involves a large num-
ber of sorting. One big advantage of our proposed partitioning method is to use
a hash operation based on the time information to assign data into different par-
titions, which only needs negligible preprocessing time. In addition, the existing
partitioning techniques are to establish partitions on the whole data set. When
new data arrive or the whole trajectory data set is changed, a repartition process
should be started to ensure loading balance. Because the proposed partitioning
method is only based on time, it is only responsible for partitioning new data
when they arrive, and those existing data are not necessary to be repartitioned.

5 Experiments

5.1 Experimental Setup and Datasets

All experiments were conducted on a cluster with 1 master node and 4 slave
nodes. Each node has a dual-core Intel Xeon processors @2.53 GHz and 2.6 GB
main memory reserved for Spark. Each node is configured with Red Hat 4.4.7-
3 and Spark 1.6.0. All nodes in the cluster are connected by a switcher. R-
tree is used as a local index and global indexes are not considered since they
have no effect on the verification. We compared partitioning performance with
those common methods, including Grid-based partition, STR-based partition,
and KD-tree based partition.

In order to verify the validity of time-based partitioning on different tra-
jectory data sets, three real data sets are applied. The first data set is Beijing
taxis trajectory data set, which has 21,658,278 trajectories. The second data set
is Suzhou taxis trajectory data set, which includes 11,741,688 trajectories. The
third data set is provided by Microsoft [23], which has 23,667,828 trajectories.
The microsoft trajectory data set was collected by Microsoft’s Geolife project,
and contributed by 178 users in a period of over four years (from April 2007 to
October 2011), which includes not only life routines like going home and going
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to work but also some entertainments and sports activities, such as shopping,
sightseeing, dining, hiking, and cycling.

We introduce three metrics for evaluating the partitioning performance,
which are the processing time, the partitioning balance and the query time.
The processing time is indicated by both the preprocessing time and the parti-
tion time. The partitioning balance is expressed by the number of the trajectory
of each partition. In general, when the number of each partition is close to each
other, the partition is more balanced. The query time is the completion time of
the specified range query.

Fig. 4. The partitioning time for Bei-
jing taxi trajectory data

Fig. 5. The partitioning time for
Suzhou taxi trajectory data

Fig. 6. The partitioning time for Microsoft trajectory data

5.2 Experimental Results and Analysis

Preprocessing and Partitioning Time. The processing time consumed by
four partitioning methods on the three data sets are shown in Figs. 4, 5 and 6.
Here, TP represents our proposed method, namely time-based partition, STR
corresponds to STR-based partition, KD-tree stands for KD-tree based partition,
and Grid is just grid-based partition. According to the experimental results, the
partition time of each data set contributed by the four partition methods are
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close and are all less than 15ms, which is because the concrete partition process
for each data set is mainly composed of its IO operations. Our proposed method
show great advantage on the preprocessing time, which can be negligible. At
the same time, the processing time consumed by KD-tree based and STR-based
method are longer than grid-based method, which is because both KD-tree and
STR have an additional cost on sorting while grid only needs to traverse data
one time.

Fig. 7. The partitioning balance for
Beijing taxi trajectory data

Fig. 8. The partitioning balance for
Suzhou taxi trajectory data

Fig. 9. The partitioning balance for Microsoft trajectory data

Partitioning Balance. This group of experiments are designed for verifying the
balance of data partition, and we use an ideal partition method, namely partition
by uniform distribution, as a baseline. A total of 16 partitions are designed in
our experimental platform. Figures 7, 8 and 9 present the number of trajectory
records in each partition for the three data sets. The experimental results show
that KD-tree contributed the best partitioning balance, followed by STR. Our
proposed method has similar partitioning balance with STR-based partition and
KD-tree based partition, all of three methods are close to the state of the ideal
partition. We use the formula,100% − (|x− y|)/y, as a quantifiable indicator for
partitioning balance, in which x is the size of a specified partition output by some
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partitioning method and y is the average partition size contributed by the ideal
partition method. The minimum values for time-based partitioning on three data
sets are 99%, 99.8%, 99.7% respectively. But grid-based partition is extremely
unbalanced to partition the trajectory data, whose partitioning results on those
three data sets are listed in Table 3 separately. Most of records are allocated on
a limited number of partitions while other partitions are empty.

Table 3. The partitioning results of grid-based method on data sets

Data set Partition size (16 partitions)

Beijing taxi data set 72068,0,0,0,0,0,0,0,0,0,0,84,0,0,0,11669536

Suzhou taxi data set 5,3,2,6,1109,0,0,0,21657150,0,0,0,2,0,0,1

Microsoft data set 271342,33852,194094,23168539,0,0,0,0,0,0,0,0,0,0,0,1

Fig. 10. The query time for Beijing
taxi trajectory data

Fig. 11. The query time for Suzhou
taxi trajectory data

Fig. 12. The query time for Microsoft trajectory data
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Query Time. In this section, we designed a group of experiments to test the
query performance contributed by different partitioning methods. Considering
grid-based partition is extremely uneven and is not suitable for the required
queries, it is not included for comparison. We varied the number of the records for
output to design different experiments. Figures 10, 11 and 12 show the query time
for three partitioning methods under different number of query outputs and on
those three data sets. Our proposed method outperformed STR-based and KD-
tree based methods in all queries, STR-based method and KD-tree based method
present close performance since they own the similar partition mechanism. The
Spark cluster has a total of 8 core, time-based partition almost made range
queries work on all 8 cores at the same time, while STR-based partition and KD-
tree based partition sometimes made queries work on only one core. According
to the experimental results, the maximum efficiency of time-based partition can
reach to 6.5 times that of the other two partitioning techniques.

6 Conclusions

In this paper, we present time-based partitioning method to optimize range query
on large-scale trajectory data. The proposed method breaks the data locality
but provides better loading balance. Compared with those existing partition-
ing techniques, time-based partition needs less preprocessing time and avoids
repartitioning process when new data arrive. Extensive experiments show the
effectiveness of the proposed method, including providing loading balance and
improving range query performance.
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Abstract. User reviews, containing a wealth of user opinion informa-
tion, play an important role for product’s online word of mouth, which
have great reference value for potential customers and service/product
providers. But the problem of information overload caused by the massive
reviews makes users difficult to find high-quality reviews effectively. Most
current methods of evaluating review quality focus on review’s content.
However, the reviewer’s expertise also has a positive effect on evaluation
of review’s quality. In this paper, we propose a new method to rank the
reviews according to their quality. Firstly, reviewer’s quality of special
topic is measured based on his/her historical review data with a topic
model. Then, the coverage of attributes described in review content are
integrated to measure the review’s quality based on a learning to rank
model. A series of experiments are implemented on a real world dataset
to verify the proposed method’s effectiveness.

Keywords: Review quality · Content modeling · Reviewer modeling
Topic modeling · Ranking learning · Quality assessment

1 Introduction

With the rapid development of e-commerce, more and more users like to share
their opinions and experiences on shopping websites such as Amazon1 and Ebay2.
Since review is rich in user’s personal opinion, it is of great value for potential
customer and manufacturer. The former can know about the product’s perfor-
mance, quality and users’ experiences by reading the according reviews, they
would make a reasonable purchase decision further. The latter can know about
not only the deficiencies on his product, but also the costumers’ requirements,
which would be helpful to improve his products’ quality. However, the number of
1 www.amazon.com.
2 www.ebay.com.
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reviews in shopping sites is huge, which easily leads to information overloading
of users and makes it difficult for users to quickly find the high-quality reviews.
Thus, it brings urgent need for evaluating the reviews’ quality automatically.

There are some previous works on this topic. Review contents were treated
as independent texts to extract relevant features for predicting the quality of
reviews in [1–4]. However, in addition to the textual content, there is more infor-
mation available for this task. Lu et al. and Zhou et al. used user identities and
social network information as features or regularization constraint to improve
the prediction of review quality in [5,6] respectively. But their methods can
only use user quality when the website contains user social networks. Besides,
these methods have ignored the reviewer’s expertise, which would make a posi-
tive effect on the review’s quality. For example, a review on iphone written by
a reviewer who often writes reviews on electronics could tend to be with high
quality. In order to accurately evaluate the reviews’ quality, we introduce the
reviewer’s expertise to evaluate the reviews’ quality based on the content-based
features. The existing methods use both user’s historical reviews and user’s rat-
ings to calculate reviewer’s expertise. What’s more, we note that helpful votes
have an impact on reviewer’s expertise, where helpful votes indicate a shopping
website’s long term review for a given reviewer’s expertise level under a specific
topic. Reviewers with high expertise tend to receive high helpful votes for their
reviews. These motivate us to exploit both the user ratings and the helpful votes
to get reviewer’s expertise.

In this paper, we propose a method to evaluating the reviews’ quality by
integrating review’s content and reviewer’s expertise. Firstly, reviews, product
category information, helpful votes and rating deviation are used to measure the
reviewer’s expertise based on a topic model. Then, content-based features like
the coverage of product attributes contained in review are extracted from the
review content. Finally, a learning to rank model is trained to rank the reviews
according to their quality.

This paper proceeds as follows. In Sect. 2, we briefly introduce the related
work. In Sect. 3, we define the ranking problem on review quality. In Sect. 4, we
propose a Topic-biased Reviewer’s Expertise model to measure reviewer’s exper-
tise. Section 5 introduces content-based features and their extraction methods.
Experimental results are presented in Sect. 6. Section 7 concludes this paper and
discusses direction for future work.

2 Related Work

To evaluate the quality of the review, researchers systematically analyzed the
factors that influence the quality of the reviews from different perspectives, and
verified the validity of the results through a large number of experiments. Kim
et al. [1] automatically evaluated the helpfulness of reviews by using textual
features of structure, lexical, syntactic, semantic, and metadata. Experiments
showed that review length, unigrams and product ratings were the key features
in determining the quality of reviews. Liu et al. [2] depended on the reviewers’
professional knowledge, writing style and the timeliness of the reviews to eval-
uate the quality of the reviews. These factors reflected that the high quality of
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the reviews catered to the users’ preferences. Lu et al. [3] analyzed the quality of
the review from user preference, they used needs fulfillment, information relia-
bility and mainstreaming opinion to evaluate review’s quality. The experimental
results showed that the user-preference features had better effect on the quality
of the review. Yang et al. [4] considered review quality as an intrinsic attribute
of review texts. It used linguistic and psychological lexicons to represent the
review content as semantic dimension features: LIWC and INQUIRER, which
demonstrated that semantic features were more experimental than structure,
unigrams, and emotional features, and the quality assessment model was more
accurate and transferable. This type of work treated reviews as independent text,
and extracted the textual features to assess the quality of the reviews, but the
accuracy of such methods is greatly compromised when spammers are involved.

Based on the analysis of the text features of reviews, Tang et al. [5] and Lu
et al. [6] used both user identities and social network information as a feature
or regularization constraint to improve the prediction of review quality. Exper-
iments showed that the accuracy of text-based classifiers was low when using a
small amount of training data, the use of regularization in social networks greatly
improved the accuracy of model prediction. However, this kind of method is not
universal applicability when user has no social network. From different angle,
Zhou et al. [7] proposed a reputation-based algorithm which used the overall
deviation between user ratings and product ratings to calculate user reputation
and used user reputation as a weight to eliminate the impact of poor ratings
on the rating system. However, the above method did not consider the impact
of user expertise on user quality. Li et al. [8] considered that different reviewers
have different educational background, knowledge, and expertise. Experiments
verified that user quality fluctuates between topics but is more stable within a
topic. For this reason, they took the user expertise into consideration, proposing
a topic-biased model based on user reputation model. The experimental results
showed that the proposed model was more accurate than the current user repu-
tation model. But it did not consider the impact of the number of helpful votes,
where the number of helpful votes indicates the degree of acceptance of the
review from other reviewers. Liu et al. [9] built Topic Expertise Model for users,
which used Q & A information and tag information to obtain the user’s topic
distribution, and then used the helpful votes to calculate the user expertise and
recommend the high-level expertise users to the questions. But this model did
not consider the impact of the other reviewers’ quality under the same product.

In summary, based on the features of the content, we use user ratings and
helpful votes to calculate a topic-biased reviewer’s expertise in order to achieve
a more accurate evaluation of the review quality.

3 Problem Definition

A given set of products P = {p1, p2, ..., pn}, where a review set Ri = {ri1, ..., rim}
about each product pi is associated with the corresponding label set yi =
{yi1, ..., yim}, m is the total number of reviews of product pi, rij is the j-th review
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of product pi, yij = 5 · � helpful+
helpful++helpful−

� is a label of the quality level of rij ,
where helpful+ is the number of helpful votes for rij , helpful− is the number of
unhelpful votes for rij , yij represents the discrete quality score from 0 to 5. Each
review can be expressed by the feature vector −→x , the review set can be expressed
as xi = {−→x i1, ...,

−→x im}, the definition of the ranking model is as follows:

h : X → Y (1)

where X is the feature vector space for all reviews, and Y is the space in which all
permutations of the reviews may be composed. The ranking model outputs the
review score −→si based on the set of given feature vectors and sort by it. Assuming
that the parameter of the ranking model is −→ω , which can be expressed as

h(−→ω , x) (2)

where x is the set of feature vector −→x of all reviews. The ranking model consists
of scoring function f(−→ω , −→x ) and sort function sort. Where f grades each review,
and the sort is used to rank the output in descending order based on the score
of each review. In the training phase, the review score −→si = f(−→ω , −→xi) is obtained
from the scoring function f , and the optimization parameter −→ω is generally
learned by optimizing an objective function that measures the correctness of the
output −→si , which is called the loss function and can be defined as

n∑

i=1

D(P (π|f(−→ω ,−→xi))||P (π|−→yi )) (3)

Where D is the K-L divergence, the probability of the original entire review list
can be approximated by the permutation probability of the top k terms, then
the Top-K probability is as follows:

P (π|−→si ) = Πk
j=1

exp(siπ−1(j))∑n
u=j exp(siπ−1(u))

(4)

where π represents one possible permutation of the review, π−1(j) represents
the j-th review in π, and each exp(siπ−1 (j))∑n

u=j exp(siπ−1 (u))
is the conditional probability.

P (π|−→yi ) represents the distribution function calculated from the real annotation
result. Finally, the ranking model is obtained by optimizing the loss function
(3) which uses a neural network-based back propagation algorithm. The focus of
this article is to extract features which affect the reviews’ quality, so parameter
learning will not be described further.

4 Topic-Biased Reviewer’s Expertise Assessment

Reviewer’s expertise is measured not only by the degree to which a user rat-
ings are close to the products’ “true” scores, but also by the number of helpful
votes received from other users. If a user ratings always deviate from product’
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Fig. 1. Topic-biased reviewer’s expertise model

“true” scores, his/her expertise is low, in contrast, his/her expertise is high; if a
user’s review receives more helpful votes, his/her expertise is high, in contrast,
his/her expertise is low. So we can model user historical reviews and product cat-
egory information to get user topic distribution, and calculate the topic-biased
reviewer’s expertise by making use of the review’s helpful votes and user ratings
deviation.

4.1 Topic-Biased Reviewer’s Expertise Based on Helpful Votes

In this paper, the model of reviewer’s expertise is built using reviewer histor-
ical reviews, product category information and helpful votes to calculate the
reviewer’s expertise under different topics. The model is shown in Fig. 1, the
symbols and their descriptions are shown in Table 1. Where reviewer “topical
expertise” e is the level of quality of a user u under a topic z, to model this
information, we assume there exist E expertise levels, each with a Gaussian dis-
tribution on vote scores. The more helpful votes, the higher reviewer’s expertise
and the higher mean is in the Gaussian distribution. We use the Gibbs sampling
model to get the following parameters:

μe =
κ0μ0 + neve

κ0 + ne
(5)

Σe =
α0 + ne

2

β0 +
∑

v:{vi}ei=e

√
(v−ve)

2 + κ0ne

√
(ve−μ0)

κ0+ne

(6)

θu,k =
Ck

u + α
∑K

k=1 Ck
u + Kα

(7)

ψk,t =
Ct

k + η
∑T

t=1 Ct
k + Tη

(8)
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Table 1. Notations and descriptions

Symbol Description

U The total number of users

Nu The total number of review of user

Lu,n The total number of words in u’s n-th review

Pu,n The total number of product category info in u’s n-th review

K The total number of topics

E The total number of reviewer’s expertise

T The total number of unique category info

V The total number of unique words

μ Mean of Gaussian distribution

Σ Precision of Gaussian distribution

w, t, v, e, z Label for word, category info, vote, quality, topic

W, T, V, E, Z Vector for word, category info, vote, quality, topic

θu User specific topic distribution

N(μe, Σe) Quality specific vote distribution

ψk Topic specific category info distribution

ϕk Topic specific word distribution

φk,u User topical quality distribution

α, β, η, γ Dirichlet priors

α0, β0, μ0, κ0 Normal-Gamma parameters

Ng(α0, β0, μ0, κ0) Normal-Gamma distribution

ϕk,w =
Cw

k + γ
∑V

w=1 Cw
k + V γ

(9)

φk,u,e =
Ce

k,u + β
∑E

e=1 Ce
k,u + Eβ

(10)

Where α, β, η, γ, κ0, μ0 are priori distributed parameters, usually given in
advance. ne represents the total number of votes for the reviewer’s expertise
is e and ve represents the average number of votes with reviewer’s expertise e.
v, w, t are known variables, representing the number of helpful votes, the words
in review text, and the words in product category information, respectively. Ck

u

represents the number of times that topic k is assigned to user u, Ct
k represents

the number of times the word t is assigned to topic k, Cw
k represents the number

of times that the word w is assigned to topic k, Ce
k,u represents the number of

times the quality e is assigned to topic k of user u. The quality of user ui under
topic z is

CScorez,ui
=

E∑

e=1

φz,ui,e · μe (11)
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and the expertise of ui under the product pj is defined as:

C1
ij = sim(rij , ui).

Z∑

z=1

CScorez,ui
= (1 − JS(θij , θui

)) ·
Z∑

z=1

CScorez,ui
(12)

Where rij represents the review of user ui on product pj , sim(rij , ui) repre-
sents the similarity of the topic distribution between the review rij and user
ui, JS(.) represents the JS-divergence, θui

represents the topic distribution of
user ui, which can be obtained directly from the model; θij represents the topic
distribution of review rij , which can be obtained from its prior distribution,

θij,z = θui,z

∑

w:wrij

ϕ(z, w)
∑

t:trij

ψ(z, t) (13)

Where w and t denote the words of review and the words of product category
information, ϕ(z, w) and ψ(z, t) are directly obtained from the model.

4.2 Topic-Biased Reviewer’s Expertise Based on Rating Deviation

Rating deviation refers to the rating deviation between reviewer ratings and
“true” ratings of product. However, the “true” ratings does not exist in the
rating system, so we can use a weighted mean of all reviewers’ rating under the
product as the “true” rating. If a reviewer ratings always deviates from the “true”
rating of the product, the reviewer’s expertise will be lower; on the contrary, the
reviewer’s expertise will be higher. The given rating set Fij(ui ∈ U, pj ∈ P ), for
the topic vector Z, the topic distribution of each product denotes as B|P |×|Z|,
and bjk represents the distribution of the product pj belonging to topic zk. The
reviewer’s expertise under different topics is C|U |×|Z|, cik is the expertise of user
ui under topic zk, then cs

ik is the expertise of user ui under topic zk after s
iterations, and F s

j is the “true” rating of the product pj after s iterations, then
we have,

F s+1
j =

1
|Uj |

∑

ui∈Uj

Fij(
∑

zk∈Z

cs
ikbjk) (14)

cs+1
ik = 1 −

λ
∑

pj∈Ni
bjk|Fij − F s+1

j |
∑

pj∈Ni
bjk

(15)

Where λ ∈ (0, 1) is the damping factor, Uj is the set of users for product pj ,
Ni is the set of products which are included in the reviews written by user

ui, and bjk =
∑

ui∈Uj
θij,zk

|Uj | , where θij,zk
is calculated from the formula (12).

When F s+1
j − F s

j < τ(τ as a threshold), the iteration is over, and the reviewer’s
expertise based on the rating deviation can be expressed as:

C2
ij =

∑

zk∈Z

cs
ikbjk (16)
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5 Content-Based Review Quality Assessment

The review text is rich in user viewpoint and has a good guiding role for users and
manufacturers. The analysis of review text is extracting the structural feature,
unigram feature and the coverage of product attributes from the content. From
[1], structural feature observes the structure and format of review text, and
unigram feature is the tf − idf statistic of each frequent word occurring in a
review. Product attributes are specific description of the product performance,
the higher coverage of the product attributes with opinion words in reviews,
the higher review quality. However, different users’ attention to the attributes
of the products will be different because of the user’s needs. In order to provide
users with the key information of the product, we’ll give different weights to
the product attributes by using the frequency of the attributes appearing in
the product reviews and the frequency appearing in the similar products. It is
assumed that the review set Ri of the product pi ∈ P covers a set of product
attributes A, Ra ⊆ Ri describes that the review contains the attribute a ∈ A.
P ′ ⊆ P represents a set of similar products that the product pi belongs to, and
some reviews of the product P ′

a ⊆ P ′ refer to the attribute a. The weight w(a)
of the attribute a can be defined as:

w(a) =
|Ra|
|Ri| · |P ′

a|
|P ′| (17)

Where |Ri| is the number of reviews of the product pi, |Ra| is the number of
reviews which contain product attribute a, |P ′

a| is the number of products with
the same attribute a, and |P ′| is the number of similar products. Assuming that
one review r contains a set of product attributes Ar ∈ A, the product attributes
coverage of the review r may be defined as:

Cov(r) =

∑
a∈Ar

w(a)
∑

a′∈A w(a′)
(18)

6 Experimental Results and Analysis

6.1 Dataset and Evaluation Measures

The experimental dataset is one part of Amazon’s 1996–2014 reviews [10], where
each review contains user ID, product ID, review text, rating, review time, help-
ful votes and other information. Due to a large number of repetitive reviews on
e-commerce websites such as Amazon, a simple method which filters redundant
reviews is required for this. It matches the Bigram repetition rate between two
reviews, if the repetition rate exceeds 80%, the review is marked as a duplicate
review. At the same time, there are many duplicate products in the Amazon.com,
such as the same kind of product with different colors. For duplicate products,
their reviews are often repeated. Therefore, if a product’s reviews overlap with
reviews of other products, only one product with more reviews is remained.
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In addition, in order to ensure the performance of the ranking system, we delete
the reviews which number of votes less than 5. After processing, the final dataset
contains 83,904 reviews, 37,214 users and 29576 products. In the experiment, a
5-fold cross-validation is used to verify the experimental results, 80% of the
reviews are training sets and the remaining 20% are test sets.

In the field of information retrieval, NDCG is used to evaluate the ranking
quality of the pseudo-correlation feedback returned by the retrieval system. We
adopt NDCG (Normalized Discounted Cumulative Gain) to evaluate the rank
performance about the review quality. NDCG at position n is as follows:

NDCG@n =
DCG@n

IDCG@n
=

∑n
i=1

2r(wi)−1
log(1+i)

IDCG@n
(19)

Where NDCG@n represents the ranking quality evaluation of the top n reviews
in the ranking list, wi represents the i-th review, IDCG@n is the ideal ranking
result of the top n reviews in the product. r(wi) is the quality level of wi,
Where wi is the same as yij in Sect. 3. Simultaneously, we use Pearson and
Spearman rank correlation coefficients to measure the correlation between the
model’s ordered list of reviews and the ground-truth ordered list of reviews. The
larger the rank correlation coefficient is, the stronger the correlation is.

6.2 Results and Analysis

In our experiments, we totally built 4 ranking models, which are as follows:

Fig. 2. The NDCG@5 of different review quality ranking models

Kim [1]: a ranking model whose features are extracted from reviews: struc-
ture, lexical, syntactic, semantic, metadata, uses a learning to rank model List-
Net [11] to learn an ordered list of reviews quality.

Lu [3]: a ranking model whose features are extracted from the review: capture
rate of needs fulfillment, volition and tense for reliability and the divergence from
mainstreaming opinion, uses a learning to rank model ListNet to learn an ordered
list of reviews quality.
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Yang [4]: a ranking model whose features are extracted from the review con-
tent: structural features, unigram features and semantic, uses a learning to rank
model ListNet to learn an ordered list of reviews quality.

RQRM: a ranking model uses a learning to rank model ListNet to learn
an ordered list of reviews quality, which features are composed of reviewer’s
expertise which is extracted from Sect. 4 and content-based features which is
extracted from Sect. 5.

Fig. 3. The correlation coefficients of different review quality ranking models

As shown in Fig. 2, we use NDCG@5 to evaluate the performance of rank
model. It can be seen from the figure that the RQRM has the best ranking
performance. This model uses features which are based on review content and
reviewer’s expertise. Its performance is 1.34% and 4.27% higher than that of
Yang and Kim, respectively. And in Fig. 3, RQRM can provide a rank list of
reviews with a higher correlation coefficient than other methods in terms of
relevance criteria. Its Pearson and Spearman rank correlation coefficients is 0.17
and 0.18 higher than that of Kim, respectively.

In addition, we delete the different features based on the RQRM to deter-
mine the impact of the feature on the ranking performance. For ease of descrip-
tion, “AC” indicates that the coverage of product attribute modified by opinion
words; “STR” indicates structural features; “UNI” indicates unigram features;
“UC H” indicates reviewer’s expertise based on helpful votes; “UC R” indicates
reviewer’s expertise based on rating. Related experimental results are shown in
Fig. 4. The “RQRM-*” represents the model which deletes the “*” feature based
on the RQRM, where “*” indicates “AC”, “STR”, “UNI”, “UC H”, and “UC R”
feature.

As can be seen from Fig. 4, the performance of RQRM is higher than that of
other rank models. The result shows that the quality of review is not only related
to review content but also to the users who wrote the review. In addition, the per-
formance of “RQRM-UC H” and “RQRM-UC R” decrease by 3.24% and 2.13%
respectively compared with that of RQRM. The result shows that helpful votes
and user ratings can accurately predict the quality of users to a certain extent;
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Fig. 4. The influence of different features on the quality of reviews

However, the performance of “RQRM-UC R” is higher than that of “RQRM-
UC H”, and the result shows that the helpful votes can predict the quality of
users more accurately, it may be due to inconsistencies between user ratings and
review content [12], and reviewer’s expertise calculated by user ratings deviation
cannot accurately reflect the true expertise of reviewers.

Fig. 5. Ranking accuracies in terms of NDCG@n on RQRM model

NDCG@n represents the NDCG of the top n of the ranking list, where each
product contains at least n reviews, so in the test set we strictly require the
product to contain at least n reviews. In Fig. 5, we use the different n to evaluate
the RQRM ranking performance. From the figure, we have the best performance
of the RQRM ranking model when n = 5. Therefore, we use NDCG@5 to evaluate
the ranking performance.

7 Conclusion

In order to solve the problem of obtaining high-quality review quickly and accu-
rately. We propose a method to evaluating the review’s quality by integrating
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review’s content and reviewer’s expertise, where a topic-biased reviewer’s exper-
tise is calculated using reviewer’s historical review data. This method can analyze
reviewer’s expertise when there is no social network for reviewers. Experimental
results show that the proposed review quality rank model improves the perfor-
mance of the Kim model by 4.27%. In order to obtain a rank model with good
performance, more labeled samples are often needed, but labeling samples needs
to consider the labeling cost. In the future work, reducing the cost of labeling
will be the issue we need to consider.

Acknowledgements. The work is supported by National Natural Science Foundation
of China (Nos. 61562014, U1501252, U1711263), the Guangxi Natural Science Founda-
tion (No. 2015GXNSFAA139303), the project of Guangxi Key Laboratory of Trusted
Software, the project of Guangxi Key Laboratory of Automatic Detecting Technology
and Instruments (No. YQ17111), the general Scientific Research Project of Guangxi
Provincial Department of Education (No. 2017KY0195).

References

1. Kim, S.M., Pantel, P., Chklovski, T., Pennacchiotti, M.: Automatically assessing
review helpfulness, pp. 423–430 (2006)

2. Liu, Y., Huang, X., An, A., Yu, X.: Modeling and predicting the helpfulness of
online reviews, pp. 443–452 (2008)

3. Hong, Y., Lu, J., Yao, J., Zhu, Q., Zhou, G.: What reviews are satisfactory: novel
features for automatic helpfulness voting, pp. 495–504 (2012)

4. Yang, Y., Qiu, M., Yan, Y., Bao, F.S.: Semantic analysis and helpfulness prediction
of text for online product reviews, vol. 2, pp. 38–44, January 2015

5. Lu, Y., Tsaparas, P., Ntoulas, A., Polanyi, L.: Exploiting social context for review
quality prediction, pp. 691–700 (2010)

6. Tang, J., Gao, H., Hu, X., Liu, H.: Context-aware review helpfulness rating pre-
diction, pp. 1–8 (2013)

7. Zhou, Y., Lei, T., Zhou, T.: A robust ranking algorithm to spamming. EPL 94(4),
1034–1054 (2011)

8. Li, B., Li, R.H., King, I., Lyu, M.R., Yu, J.X.: A topic-biased user reputation model
in rating systems. Knowl. Inf. Syst. 44(3), 581–607 (2015)

9. Yang, L., Qiu, M., Gottipati, S., Zhu, F., Jiang, J.: Cqarank: jointly model topics
and expertise in community question answering, pp. 99–108 (2013)

10. He, R., Mcauley, J.: Ups and downs: modeling the visual evolution of fashion trends
with one-class collaborative filtering, pp. 507–517 (2016)

11. Cao, Z., Qin, T., Liu, T.Y., Tsai, M.F., Li, H.: Learning to rank: from pairwise
approach to listwise approach, pp. 129–136 (2007)

12. Zhang, R., Gao, M., He, X., Zhou, A.: Learning user credibility for product ranking.
Knowl. Inf. Syst. 46(3), 679–705 (2016)



Tensor Factorization Based POI
Category Inference

Yunyu He1, Hongwei Peng1, Yuanyuan Jin1, Jiangtao Wang1(B),
and Patrick C. K. Hung2

1 National Trusted Embedded Software Engineering Technology
Research Center (NTESEC), East China Normal University, Shanghai, China

{yyhe,yyj}@stu.ecnu.edu.cn, penghongwei phw@163.com,

jtwang@sei.ecnu.edu.cn
2 Faculty of Business and Information Technology,

University of Ontario Institute of Technology (UOIT), Oshawa, Canada
patrick.hung@uoit.ca

Abstract. Trajectory data is an important kind of data with differ-
ent aspects of the user information like demographics, user behavior
and activities. Therefore, it is significant and essential to infer point-
of-interests (POI) categories from trajectory data for user modeling and
user preferences mining in many location-based services (LBS). Recent
researches focus more on recommendation and prediction of next POI,
which are based on the check-in data. Check-in data is only a partial
aspect of the user’s behavior which collected by a certain LBS, while
trajectory data describes the user from all around, which can help mod-
eling user’s interest preferences in a great degree. However, due to a
deviation between the GPS-coordinate and the actually visited location,
it is significant to infer the ultimate POI categories people accessed from
trajectory data instead of mapping location coordinates to POIs directly.
In this paper, we propose a collaborative inferring framework to analyze
the actually visited POI categories from users’ historical trajectory data.
Through modeling relationships among the user, time and POI category,
the tensor decomposition method can effectively complement the miss-
ing data and provides accurate predictions when user trajectory data is
absent. Extensive experiments have been conducted with various state-
of-the-art baseline on real-world trajectory data, and experiment results
have demonstrated the promising performance in this framework.

1 Introduction

With the increasing popularity of GPS equipped mobile devices and vehicles, geo-
graphical records have become prevalent on the web. These geographical records
not only reflect the user’s mobility patterns, but also provide some help for model-
ing the user’s interest preferences through the point-of-interests (POI) user vis-
ited. Besides, it is significant to mine users’ preferences [9,17] and establishing
user profile from user’s geo-spatial data for various location-based services (LBS),
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such as personalized advertising services, urban planning and location-based rec-
ommendation services. Some recent researches focus on recommendation POI
[10,18], which also consider the user’s interest preferences. But these all based on
the check-in data that only relates to a certain LBS, such as Facebook, Twitter,
Foursquare, etc. Only when using these platforms to share their experience and
check-in information associated with a POI, the location data will be collected by
these platforms. They can only model the user’s interest preferences and make rec-
ommendation based on the certain platform, but not suitable for modeling user
profile. Compared with the check-in data, the trajectory data can track the user’s
behavior better and record the user’s access information more completely. It could
be concluded that the trajectory data has a greater value to estimate the POIs user
has accessed, which is the key step of modeling user profile and can provide better
help for follow-up work.

However, the number of POIs is substantially larger than the number of POI
categories in the whole city map. Compared with POIs, the POI categories can
perform the common characteristics of users’ interest offering more help for user
profile. Thus, the POI category are chosen in this work to represent user’s interest
preference, which can better reflect similar behavior patterns among users.

To this end, the crucial problem solved in this paper is how to infer the
POI categories visited by each user from his or her trajectory data. By our best
knowledge, it is a challenging research task due to following reasons:

First of all, there is usually a large deviation between the GPS-coordinate
and the actual visited POI category. In our daily life, the location acquisition
device is not always close to the user within a small range. For example, if a user
wants to eat in a restaurant next to a supermarket parking lot he/she chooses
to park the car, it is obvious that the supermarket parking lot is not really the
POI category user has visited.

What’s more, the POI categories user accessed may suffer from data sparsity
for representing human mobility among a certain period, given that few people
are willing to along with this device all the time or to use the device every day.

To cope with these challenges, some related methods that can be used to
made some exploration. Recent studies have also found that human mobility
follows a high degree of regularity over time [5]. Based on these observations,
a collaborative method called tensor factorization is adopted, which can learn
a universal model for solving this problem from users’ trajectory data, instead
of learning a separate model for each user isolated. Although, the tensor factor-
ization considering the global factor collaboratively, it will ignore the specific
geographical factors for each stopping point. Yi et al. [19] defined negative-
unlabeled (NU) learning problem which can be used to take advantage of the
specific geographical situations for each stopping point. However, this work con-
duct a matrix decomposition losing a part of latent factors of the tensor and
reducing accuracy to some extent.

Considering the advantages and disadvantages of tensor factorization and
negative-unlabeled learning problem, we propose a novel collaborative framework
to solve the POI categories inferring problem. First, hidden relationships among
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users, time slots and POI categories are integrated into a three-dimensional
tensor X and conduct a tensor factorization method with Tikhonov Regular-
ization. This tensor factorization method helps to overcome sparsity problem of
data, meanwhile it complements the missing data. So that, the framework can
make accurate predictions when user trajectory data is absent. Then, negative-
unlabeled constraints are adopted to make use of the specific geographical situa-
tions for each staying point by normalizing the probability of the POI categories
within the candidate set. At last, an efficient alternating minimization algorithm
is employed to combine these two method and solve the problem.

To summarize, the major contributions of this paper are:

1. We develop a collaborative method under negative-unlabeled constraints to
model relationships among user, time and POI category, which overcomes the
data sparsity problem and infers POI categories accurately.

2. The proposed collaborative inferring framework can complement the missing
data and make accurate predictions when user trajectory data is absent.

3. Based on two real-word dataset collected, the extensive experiments has been
conducted to validate the effectiveness of the proposed approach. The results
show that our approach vitally outperforms baseline models with a significant
margin in several scenarios.

The rest of this paper is structured as following: Sect. 2 introduces related
work. Data preprocessing and problem definition is presented in Sect. 3. The
collaborative inferring framework under negative-unlabeled constraints will be
proposed in Sect. 4. Experimental results based on a large-scale dataset are pre-
sented in Sect. 5. Finally, the conclusion of the paper will be drawn in Sect. 6
with a brief discussion of limitations and directions of future research.

2 Related Work

In order to introduce the related work of this paper in a more orderly way,
this section is divided into two parts: tensor factorization and user profile on
trajectory data.

2.1 Tensor Factorization

Comparing with many other collaborate methods, tensor has great advantages.
As a generalization of matrices, tensor can model correlations among more than
two dimensions while matrix factorization methods can only apply to two-order
data. In recent years, tensor factorization has been widely applied in a variety of
fields. Narita et al. [14] and Ge et al. [4] focus on how to utilize auxiliary infor-
mation improve the quality of tensor decomposition. Zhong et al. [22] extracted
feature from heterogeneous data set based on tensor factorization to infer user
profiles. Yi et al. [19] focus on the similar problem with this paper which learned
mobile users’ location categories from highly inaccurate mobility data and pro-
posed NUTF. NUTF treat this problem as a NU learning problem which assigned



Tensor Factorization Based POI Category Inference 51

the non-zero probabilities with any non-negative values that sum up to one, then
optimized objective function by a low-rank tensor factorization. But there is a
trade off between accuracy and efficiency of the algorithm. The NUTF decom-
posed the tensor by unfolding it into a two-dimension matrix and adopted a
randomness matrix decomposition [6], which could reduce the complexity but
loss a part of latent factors of the tensor as well as accuracy to some extent.

2.2 User Profile on Trajectory Data

Since former researches seldom focused the same task, we review three widely
studied researches contributing to user profile on trajectory data:

User’s Important Locations Detection: These researches identify important
locations (e.g., home or working place) to understand users’ behavior at these
locations. Cao et al. [1] proposed a framework which can extract staying points
from each users’ GPS data and then clustering them to find significant semantic
locations. An unsupervised collaborative approach is applied in Liu et al. [12] to
identify home and working locations of individuals from geo-spatial trajectory
data which also define the user-location signatures to describe users’ behavior
at the location.

Interesting Regions Discovery: Zheng et al. [21] means the culturally impor-
tant places and then models multiple individuals’ location histories to mine
interesting locations. Van Canh et al. [16] discovered regional communities by
exploiting methods based on spatial latent Dirichlet allocation (SLDA). Yuan
et al. [20] discovers regions of different functions using both human mobility and
POIs located in a region. These works try to learn semantics of regions so that
it can do help for user preference mining, as they are meaningful for finding user
communities rather than modeling individuals’ profile.

POI Prediction: Feng et al. [3] predicts which POI the user will visit at next
time through historical check-in records. Li et al. [10] recommends POIs in
location-based social networks (LBSN) by uncovering potential check-in infor-
mation primarily based on Matrix Factorization. Like most recommendation
systems, they are all based on actual check-in dataset collected from a certain
LBSN. From this perspective, the user preference based on above studies can
only describe the interest user perform on the certain LBSN rather than a com-
prehensive profile of the person.

3 Preliminaries

We first introduce the negative-unlabeled constraints, and then formally define
the POI category inferring problem for trajectory data.
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3.1 Problem Formulation

As shown in Fig. 1, the brown circle draws the certain range out and all the
POI categories in the circle (i.e. theater, hotel, restaurant and mansion) will be
defined as the candidate set of the GPS coordinate. Indeed, user’s true visited
POI must be within a certain range of the coordinate updates and the POI
categories out of the range is impossible to be visited.

Fig. 1. The blue line illustrates the trajectory of vehicle, the red mark means where
the car is parked. (Color figure online)

The collection vehicle trajectory data is in the form: <vehicle id, time stamp,
location coordinates, vehicle state1>. Our ultimate goal is to infer the probability
of POI category user visited after getting off his or her car. To achieve the goal,
we first preprocess the raw data by several key steps:

1. Extract users’ significant visiting points and dwelling time by filtering vehicle
state.

2. Normalize time into time slots with the consideration of the proposition that
human mobility would follow a high degree of regularity over time.

3. Match GPS coordinates with POI information. For the staying point in each
time slot, the possible POI categories considered can be within an uncertain
range of the update GPS coordinates. More details will be explained later in
the experiments described in Sect. 5.

Let Iut: be the indicator of POI possible categories the user n visited during
the time slot t. In this paper, we formally define the POI category inferring
problem as follows:

Definition (POI category inferring): Given a targeting user n, a observation
time slot t, a candidate set Iut: of POI category, the POI category inferring
problem is to predict the value of probability Xutc ∈ [0, 1]. Specifically, the value

1 The state flag illustrates whether the vehicle is running or stopping.
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Xutc more close to one means that the user n has greater chance to visit the
category c within time slot t.

The Table 1 lists the notations and their meanings used in this paper.

3.2 Negative-Unlabeled Constraints

Based on the precondition mentioned above, possible POI categories must be
within an candidate set of the staying point extracted from the vehicle trajectory
data. The possible POI categories contribute a candidate set. In addition, there
can be only one actual category of visited POI for a user at one time. Therefore,
the probabilities of POI categories in the candidate set sum up to one.

If we treat this problem as a two-class learning problem, we can easily label
the POI categories out of range as negative class, leaving the categories in the
candidate set unlabeled.

Table 1. Notation and description

Notation Description

U , T , C Users set, time lots set, category set

u, t, c User id, time lot id, POI category

X , Y POI probability tecnsor

Xutc The probability of user u visiting POI category c at time slot t

Iutc Indicates whether POI category c is in the candidate set of user
u and time t

R The number of latent factors

Under this scenario, we turn to negative-unlabeled learning, which is a coun-
terpart concept to positive-unlabeled learning (PU), to solve this problem. PU
[11] also called learning from positive and unlabeled examples, which aims to
build a binary classifier to classify the test set containing positive and unlabeled
examples into two classes. The research works [2,7] propose semi-supervised PU
learning methods to take advantage of the unlabeled data, which contains the
instances belonging to the predefined class rather than the labeled categories.
On the opposite, negative-unlabeled learning problem samples all the labeled
examples from the negative class while the unlabeled examples come from both
negative and positive classes. Accordingly, our collaborative inferring model is
developed under the negative-unlabeled constraints.

4 Collaborative Inferring Framework

4.1 Tensor Factorization Using Tikhonov Regularization

To make use of the collaborative capabilities among users, times and categories
and to complete missing data at the same time, we propose to estimate the
possibility of different POI categories based on tensor models.
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Fig. 2. Tensor decomposition model.

As shown in Fig. 2, we use the tensor X to represents the observed data.
The three-ways of X ∈ R

U,T,C represent users, time slot and POI category
respectively, where each element Xutc ∈ [0, 1] represent the probability of user
u visiting POI category c during time slot t. U , T , C respectively denoting the
number of user, time slot and POI category.

In order to capture the common behavioral characteristics of user, each day
is segmented into several time bins, which results in X being sparse and low-
rank. Similar to matrix factorization, tensor factorization can decompose a tensor
into the sum of several rank-one tensors that can best approximates the given
tensor. This paper will build our model on a CANDECOMP/PARAFAC (CP)
decomposition model and can be represented as follow:

X ≈
R∑

r=1

ur ◦ tr ◦ cr (1)

Where ur, tr, cr are latent vectors of size U × 1, T × 1, and C × 1 respectively,
R � min {U, T,C} is the number of latent factors as the rank of a tensor, and the
symbol “◦” stands for the outer product. More specifically, X is approximately
equal to the sum of R tensors.

minimize
X ,Y∈RU,T,C

‖X − Y‖2F (2)

The vectors ur, tr, cr have be collected in latent factor matrices U , T , C for
user, time and category, i.e. U = [u1, u2 · · · uR], which are of sizes U ×R, T ×R,
and C × R, respectively. With these definitions, it can also be represented in
matrix form:

X ≈ [[U,T,C]] =
R∑

r=1

ur ◦ tr ◦ cr

X(1) = U(T � C)ᵀ

X(2) = T (C � U)ᵀ

X(3) = C(U � T )ᵀ

(3)

The symbol “�” denotes the Khatri-Rao product 2 and the X(i) means the model
- i unfolding of tensor X .
2 Khatri-Rao product of matrices A and B with k columns, given by A � B =

[a1 ⊗ b1 a2 ⊗ b2 · · · ak ⊗ bk], where ⊗ denotes Kronecker product.
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Further more, to avoid overfitting and to provide a unique solution, Tikhonov
regularization terms is added with the regularization parameter λU , λT , λC > 0
to the objective function. Thus, the goal of tensor decompose problem can be
represented by the following optimization problem:

min ‖X − [[U,T,C]]‖2F +
λU

2
‖U‖2F +

λT

2
‖T‖2F +

λC

2
‖C‖2F (4)

Where the symbol “−” denotes the element-wise subtraction (which com-
putes a tensor with each element equals Xutc − Yutc) and “‖·‖F ” indicates
the Frobenius Norm of Tensor (similar to matrix) which is defined as: ‖X‖F =
√∑U

u=1
∑T

t=1
∑C

c=1 Xutc
2.

To solve the above optimization problem, we chose the alternating least
square (ALS) algorithm, which is commonly used for CP decomposition. It works
by iteratively optimizing one parameter while leaving the others fixed (i.e. fixes T
and C to update U) on the base of Eqs. 5, 6 and 7, until meeting the convergence
condition.

U = X(1)(T � C) [(T � C)ᵀ(T � C) + λUIR]† (5)

T = X(2)(U � C) [(U � C)ᵀ(U � C) + λT IR]† (6)

C = X(3)(U � T ) [(U � T )ᵀ(U � T ) + λCIR]† (7)

Where IR is the unit matrix of size R × R and [·]† means generalized inverse
matrix.

In this part, tensor decomposition method model the hidden relationships
among users, time slots and POI categories, and generate collaborative latent
factors. It helps to relieve sparsity problem of data and complement the missing
data, which provides the Collaborative Inferring Framework the capability to
make accurate predictions when user trajectory data is absent.

4.2 Collaborative Inferring Framework Under Negative-Unlabeled
Constraints

For the POI category inferring problem, it is not sufficient to utilize only col-
laborative latent factors obtained from the tensor decomposition, because it
only take the global factor into consider. To take advantage of the specific geo-
graphical factors for each staying point, the tensor is required to satisfy the
negative-unlabeled constraints. For each user u and time slots t, there can be
only one actual category of visited POI meanwhile several possible POI cate-
gories. Therefore, the possible POI categories contributes a candidate set and
the probabilities of them should be sum up to one. Meanwhile, it is impossible
to visit the POI categories out of candidate set of every staying point for user u
and time slots t. Similar to [19], the NU constraints under our problem definition
can be given as following:

⎧
⎪⎨

⎪⎩

Yutc ≥ 0,∀u, t, c

Yutc = 0,∀u, t, and c /∈ Iut:

Yut:
ᵀIut: = 1,∀u, t

(8)
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Algorithm 1. Projection vector under NU constraints
Input: X , I
Output: Y
1: for ∀ u, t do
2: initial v ∈ Xut:

3: sort v in the desending order
4: j = max

{
c ∈ [Iut:] | vc + 1

c
(1 − ∑c

i=1 vi) > 0
}

5: ρ = 1
j

(
1 − ∑j

i=1 vi
)

6: Yut: ← s s.t. si = max {vi + ρ, 0} , i ∈ [Iut:]
7: end for

The category latent vector is projected onto the probability simplex for each
user u and time slot t to achieve the goal. Only the categories among candidate
set Iut: can be calculated and the value of them are sum up to one, while the other
categories not included in the candidate set Iut: are assigned to zero. As described
in Algorithm 1., the project algorithm can be efficiently computed in O(|Iut:| ×
log |Iut:|)) time and perform better than other normalization method i.e. softmax
function in the case of similar vector values. So far, we have considered the
specific geographic information around each staying point, which improve the
accuracy of inferring the POI categories.

Combining tensor decomposition and NU constraints, the final model in this
paper can be expressed as follows:

minimize
X ,Y∈RU,T,C

‖X − Y‖2F (9)

s.t. min
∥∥∥X − X̂

∥∥∥
2

F
+

λU

2
‖U‖2F +

λT

2
‖T‖2F +

λC

2
‖C‖2F

where X̂ = [[U,T,C]]
⎧
⎪⎨

⎪⎩

Yutc ≥ 0,∀u, t, c

Yutc = 0,∀u, t, and c /∈ Iut:

Yut:
�Iut: = 1,∀u, t

(10)

In order to solve the collaborative inferring framework efficiently, we employ
an alternating minimization scheme that iteratively updates one of X and Y and
minimize their difference.

As shown in Algorithm 2, the learning strategy is summarized through alter-
nating least square (ALS). First, to initialize the output tensor Y and the number
of iterations. And then the tensor decomposition with tikhonov regularization
procedure is described from lines 2 to 8. It is important to note that after updat-
ing all the three latent matrix, it is demanded to update the three unfolding of
tensor X in each round of decomposition iteration. After the tensor decomposi-
tion procedure reaches the convergence condition, lines 9–10 expound projection
procedure to meet the negative- unlabeled constraints by using X generated in
last procedure as input.
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Algorithm 2. Solving CFNU via ALS
Input: X , λU , λT , λC

Output: Y
Initialize: Y ← X , iter = 0

1: while Not Converged and iter ≤ Imax do
2: repeat
3: X ← Y
4: Update Ũ , T̃ , C̃ according to Equation (5), (6), (7)
5: Update X by update each unfolding with Ũ , T̃ , C̃ according to Equation (3)
6: until Converged
7: Compute Y according to Algorithm 1
8: end while
9: return Y

5 Experiments

In this section, we conduct experiments to validate the effectiveness of the pro-
posed framework for inferring the actual POI category that user visited. Con-
cretely, the experiments aim at answering following questions:

1. How effective is the proposed method compared with alternative state-of-the-
art methods on inferring POI categories from trajectory data?

2. How do the parameters contribute to the inferring accuracy? That is to say,
it is needed to give special care for tuning the approach, or is there a wider
choice of parameters leading to high robustness?

3. How is the data complementing ability? Can the framework effectively predict
POI categories when user GPS-coordinate is absent?

5.1 Datasert

Two real-world datasets are evaluated: electric vehicle trajectory data3 and
DianPing check-in data. All the methods are run on the same machine with
an Intel Core 2.90 GHz CPU and 16 GB RAM of a single-thread for fair com-
parison.

The trajectory data set is sampled from fifty electric vehicles in Shanghai
between 1 June 2015 and 31 December 2015. When the vehicle is used, var-
ious types of information such as local time, GPS coordinates, vehicle states,
travelled distance, running speed, etc. are uploaded every 30 to 50 s. In this
study, we conduct three pretreatment steps on the raw data in order to apply
the framework: (1) We first extract meaningful staying points from the raw tra-
jectory data by estimating the dwell time. The dwelling time users spend on
the staying points can be calculated easily based on local time, GPS coordi-
nates and vehicle states. In this work, the threshold of dwelling time is half
an hour. (2) Then, each day is split into 7 time bins as following: 0am–7am,

3 provided by Shanghai EV data platform: http://www.shevdc.org.

http://www.shevdc.org
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7am–10am, 10am–13pm, 13pm–16pm, 16pm–19pm, 19pm–22pm, 22pm–24pm.
The non-uniform scheme is chosen since there is little activity during the early
morning. (3) In the end, we convert the GPS coordinates associated with POI
categories and build the candidate set via Baidu map API4. Specifically, 28 POI
categories of Baidu map hierarchy are chosen, including parking lot, hospital,
school, governmental agency, tourist attraction, etc. Finally, each staying point
can be represented by a tuple <user id, time bins id, category candidate set>.

DianPing data set, which contains over three hundred thousand check-in
records from 2756 users and 22212 POIs corresponding to 66 categories over the
whole 2014, is also evaluated. Each check-in includes a user ID, a time stamp, a
POI ID, and the category of the POI.

5.2 Experimental Setup and Metrics

To investigate the quality of the proposed framework, we adopt the Accuracy@k
as evaluation metric. Since there is only one true category for every user during
a time slot, precision and recall are essentially equal in this situation.

Accuracy@k represents the percentage of correct category emerging in the
top-k predictions and is calculated as:

Accuracy@k =

∑|U |
u=1

∑|T |
t=1

∣∣∣Su,t

⋂
S̃u,t

∣∣∣
#staying points

(11)

Where Su,t is the visited categories set observed by the user u at time slot
t and S̃u,t is the predicted value set about user u and time slot t. Besides,
#staying points is the total number of staying points and k means the num-
ber of predicted values. To achieve the best performance, different k values are
picked due to different feature of the two data sets for the parameters. Since
experimental results are insensitive to regularization parameters in Tikhonov
regularization (Eq. 4), we set λU , λT , λC = 0.01.

5.3 Baseline

To the best of our knowledge, there is seldom model directly predicting POI cat-
egory from human trajectory data. Our collaborative method is then compared
with the following baselines.

– Negative-Unlabeled Tensor Factorization (NUTF): This baseline computes
user’s location categories by unfolding the inferring tensor to a matrix and
adopting random SVD algorithm.

– Non-negative matrix factorization (NMF): This baseline [8] is a matrix decom-
position method under the condition that all the elements in the matrix are
non-negative constraints. It is used to solve Collaborative filtering problems
in recommend system [13].

4 http://lbsyun.baidu.com/.

http://lbsyun.baidu.com/
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– Singular Value Decomposition (SVD): We adopt the regularized SVD [15],
which is a collaborative filtering algorithm predicting users’ preferences for
items, to obtain a prediction for POI category.

5.4 Evaluating over Electric Vehicle Trajectory Data

Since the ground truth (the actual POI category visited by electric vehicle user)
cannot be obtained from the trajectory data, we make a rule to pick ground
truth as the verification set which can evaluate prediction performance. If the
categories in candidate set of a staying point are all the same, this category is
considered as the true single user visited, which is also called ground truth. For
both the verification set and the remaining data set, the noisy data is added
by generate categories randomly according to the same user id and time bins
id. The ratio of created noise categories to total categories is represented by p.
Our experiment also evaluate the influence of p. And then all the three data
mentioned above are integrated as the training set to our framework.

Table 2. The performance on trajectory data for accuracy

Method p=40% p=60% p=80% Avg improvement

k=1 k=3 k=5 k=1 k=3 k=5 k=1 k=3 k=5

CFNU 0.3134 0.5993 0.7875 0.3133 0.6242 0.7875 0.3133 0.6242 0.7874 N/A

NUTF 0.2395 0.4954 0.5754 0.2762 0.5432 0.7190 0.2967 0.5817 0.6190 18.51%

NMF 0.2057 0.5309 0.6519 0.2385 0.4697 0.6270 0.1581 0.4640 0.5635 38.71%

SVD 0.2312 0.4713 0.5305 0.2779 0.5478 0.7247 0.2968 0.5787 0.7231 18.76%

Table 3. The performance on Check-in data for accuracy

Method p=40% p=60% p=80% Avg improvement

k=1 k=5 k=10 k=1 k=5 k=10 k=1 k=5 k=10

CFNU 0.1342 0.5241 0.8202 0.1319 0.5226 0.8182 0.1330 0.5249 0.8124 N/A

NUTF 0.1244 0.4269 0.6135 0.1124 0.3315 0.5230 0.1068 0.3691 0.5298 35.11%

NMF 0.1135 0.3439 0.5266 0.0793 0.2642 0.4003 0.0520 0.2076 0.3474 93.06%

SVD 0.1634 0.4979 0.7004 0.0741 0.2714 0.4752 0.0522 0.2602 0.4534 64.78%

The model performance in terms of accuracy and improvement are shown in
Table 2. For this dataset a fraction of noise data is selected randomly. Then the
possibility of each POI category is estimated. The results are reported at the
fraction of 40%, 60% and 80%. Based on the results, we can observe that NMF
perform worse than other methods in general. It is interesting that SVD and
NUTF have similar performance on this dataset. The random svd method is also
used in the NUTF, and NUTF can not effectively improve the accuracy with a
small number of users, they have almost the same accuracy on this datasets.
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Our approach CFNU (short for Collaborative Inferring Framework under
Negative-Unlabeled Constraints) outperforms baseline methods and achieves an
average improvement of 18.51% relative to NUTF when k equals to 1, 3 and
5. These results likely due to the lack of exploitation of the potential relevance
between time, user and category.

On the other hand, with the increase of fraction p, NMF shows a significant
decrease while our method still maintains the high accuracy. A possible reason
is that not only the user’s preference but also the time latent factors have been
learned in the training, so that the possibility on the target POI category can
be accurately predicted. This consequence also answers the question 2 raised at
beginning of this section, and the parameter p has little influence on the accuracy
of the proposed model.

5.5 Evaluating over Check-In Data

To further illustrate the effectiveness of our approach, DianPing check-in data set
is evaluated. DianPing check-in data is different from general trajectory data, it
records the users visited POIs through the web service, that can directly obtain
corresponding POI categories. Hence, to simulate the real situation defined to
solve in the Sect. 3, we randomly sample 10% of all the check-in records as
the validation set and add the noise data in the same way as trajectory data. In
addition, the 80:20 among validation set split is chosen to divide training set and
testing set for testing complement and prediction capability. More specifically, to
evaluate the accuracy of inferring result, only 80% of the validation set is selected,
the remaining data (without ground truth) and the created noise data are used as
the input of the framework. For evaluating complement and prediction capability,
the other 20% of the validation set is divided as the test data without putting
into the framework. The result verifies that proposed framework can predict POI
category accurately even in the deficiency of check in data.

Firstly, the fraction of noise data is set as p = 40%, 60% and 80% and Table 3
presents the evaluation results for inferring POI categories on check-in data.

Fig. 3. The performance comparison of basic methods at different p.
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It is shown in the table that the proposed model consistently outperforms NUTF,
NMF and SVD across k and gives an average improvement of over 30% in terms
of accuracy over other alternative methods, demonstrating the effectiveness of
our method.

Effects of Noise Proportion: To simulate the real situations, the noise per-
centage p is set from 30% to 80% with the step of 10%. The accuracy of these
models under this scenario are shown in Fig. 3. When the p is at a low percentage,
the function of this area is relatively simple, which gives the NUTF, NMF and
SVD methods an opportunity to outperform the proposed model. But with the
increase of p, the POIs in the region will be more diversified and these methods
show a huge downward trend, while our model consistently performs the high
accuracy. This result is encouraging since it demonstrates that the proposed
framework for POI categories inferring can achieve high robustness in a realistic
scenario where varies categories are rounding the staying points. It also proves
that the parameter p has little influence on the accuracy, and gives evidence of
the high robustness since there is a wider choice of parameter p.

(a) accuracy@p=40% (b) accuracy@p=60% (c) accuracy@p=80%

Fig. 4. The performance of accuracy at p= 40%, 60%, 80%.

Performance of Complement and Prediction: To test the complementing
and predictive capability of the model without check-in data, the predictions on
the test data (20% of the validation set without putting into the framework) are
evaluated. Figure 4 shows the predicted result with varying number of k. SVD
achieves a relatively high accuracy when the noise proportion is low, but drops
rapidly as the noise ratio increases. However, the proposed method has better
performance than others in this scenario regardless of the p, which indicates pro-
posed method can predict POI categories people visiting in the future accurately.
This result provides the answer to question 3, and the proposed collaborative
inferring method can complement the missing data meanwhile make effectively
predictions when user check-in data is absent.

From these results, under various scenarios, our proposed collaborative infer-
ring method consistently performs best among all and outperforms state-of-the-
art methods with a significant improvement. The effectiveness, robustness and
superiority of the proposed model for the POI category inferring problem is
empirically confirmed.
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6 Conclusion

Inferring the user’s visited POI category is indispensable for modeling the user’s
interest preferences and establishing user profile. It plays an important role in
the location-based service because of the comprehensive, accurate, detailed user
portraits for every individual, and can help the system to provide better per-
sonalized service. The problem differs with many current POI researches with
several new characteristics, which requires the deployment of new models. Our
proposed collaborative inferring method exploits the collaborative capabilities
among users, time slots and categories. Meanwhile, it effectively alleviates the
problem of sparsity and improve the inferring accuracy. Through complement-
ing the missing data using tensor decomposition with Tikhonov regularization,
this framework can provide accurate predictions when user trajectory data is
absent. Extensive experiments with two real-world data sets have validated the
effectiveness of our collaborative inferring model. In our future work, contex-
tual information can be explored to improve the prediction accuracy of current
framework further.
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Abstract. The ant lion optimizer (ALO) is a novel swarm intelligence opti-
mization algorithm, but its population diversity and convergence precision can
be limited in some applications. In this paper, we proposed an approach based
on ALO and differential mutation operator that called ALO-DM. In this method,
differential mutation operator and greedy strategy enhance the diversity of the
population. In addition, combining it with data mining algorithms can be useful
and practical in big data analytics problems. The simulation results not only
show that the ALO-DM is able to obtain accurate solution, but also demonstrate
that it is feasible and effective.

Keywords: Big data � Ant lion optimizer � Differential mutation operator
Swarm intelligence

1 Introduction

The big data has increasingly attracted attentions at present. Most of the big data
researches not only concern over the huge amount of data, but also focus on handling
the high dimensional data and the multiple objectives in solving big data problems.
Swarm intelligence optimization algorithm is a collection of nature-inspired searching
techniques [1]. It can be used to solve large amount of data, high dimensional data,
dynamical data, and multi-objective optimization in big data analytics [2], for example,
there are many objectives which need to be satisfied simultaneously in intelligent
transport systems, such as environmental pollution, transportation scheduling, and
rapid transportation.

In recent years, many swarm intelligence optimization algorithms are proposed,
such as Genetic Algorithm (GA) [3], Differential Evolution (DE) [4], Particle Swarm
Optimization (PSO) [5], Ant Colony Optimization (ACO) [6], Cuckoo Search (CS) [7]
etc. The No Free Lunch Theorem [8] states that all algorithms perform equal when
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solving all optimization problems. It means that one algorithm may be very effective to
solve certain problems but ineffective in solving other problems. Due to this founda-
tion, many new nature inspired optimization techniques are proposed in literature.

The Ant Lion Optimizer (ALO) is proposed by Mirjalili in [9], it is a novel swarm
intelligence optimization algorithm by simulating hunting behavior of ant lions. And it
is also concerned by many researchers in different areas of optimization. Yao et al.
proposed a dynamic adaptive ant lion optimizer for route planning of unnamed aerial
vehicles in [10]. Zawbaa et al. [11] used another variant of ALO named chaotic antlion
optimization for feature selection. Emary et al. [12] also applied Binary antlion
approaches for feature selection successfully. Rajan et al. [13] developed a weighted
elitism based Ant Lion Optimizer to solve optimum VAr planning problem. In this
paper, a novel optimization algorithm ALO-DM is proposed. In this method, differ-
ential mutation operator and greedy strategy enhance the diversity of the population.
The ALO-DM algorithm is validated by 10 benchmark functions. The simulation
results demonstrate that this proposed algorithm is feasible and effective.

The remainder of the paper is organized as follows: Sect. 2 describes optimization
algorithm ALO-DM. Section 3 introduces the details of the experiments and validation.
Finally, conclusion can be found in Sect. 4.

2 The Proposed ALO-DM Algorithm

In this section, the basic concepts of ALO and ALO-DM algorithm are introduced.
Though the performance of original ALO algorithm is satisfactory but its population
diversity and convergence precision can be limited in some applications. In ALO, as
rand walk of ant, some antlions cannot be updated by ant. That means this phenomenon
may cause food shortage for the antlions. And Scharf has stated that the antlions
relocate in response to food shortage [14]. So this behavior can help antlion get their
prey, this is the motivation behind this work.

2.1 The Basic Concepts of ALO

The ALO implemented the idea of random walk of ants around antlions, building traps,
entrapment of ants in traps, catching ants and rebuilding traps. In order to model these
interactions, we have to convert the aforementioned interactions into equations.
Therefore, the random walk of ants’ movement can be defined as follows:

X tð Þ ¼ cum 2r t1ð Þ � 1ð Þ; cum 2r t2ð Þ � 1ð Þ; � � � ; cum 2r tnð Þ � 1ð Þ½ � ð1Þ

where cum calculates the cumulative sum, n is the maximum number of iteration,
t shows the step of random walk, and r(t) is a stochastic function defined as follows:

r tð Þ ¼ 1; rand[ 0:5
0; rand� 0:5

�
ð2Þ
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where rand is a random number created with uniform distribution in the interval of
[0, 1]. To keep the random walks inside the search space, random walk is normalized
using the following equation:

Xt
i ¼

Xt
i � ai

bi � ai
� dti � cti
� �þ cti ð3Þ

where ai is the minimum of random walk of i-th variable, bi is the maximum of random
walk in i-th variable, cti is the minimum of i-th variable at t-th iteration, and dti indicates
the maximum of i-th variable at t-th iteration.

Then to model building traps, it is assumed that every ant randomly walks around a
selected antlion by the roulette wheel and the elite simultaneously as follows:

Antti ¼
Rt
A þRt

E

2
ð4Þ

where Rt
A is the random walk around the antlion selected by the roulette wheel at t-th

iteration, Rt
E is the random walk around the elite at t-th iteration, and Antti indicates the

position of i-th ant at t-th iteration.
In order to imitate the entrapment of ants in traps, the following equations are

presented in this regard:

ct ¼ ct

I
ð5Þ

dt ¼ dt

I
ð6Þ

where I is a ratio, ct is the minimum of all variables at t-th iteration, and dt indicates the
vector including the maximum of all variables at t-th iteration. And I ¼ 10wt=T where
t is current iteration, T is the maximum number of iterations, w is a constant based on
the value on current iteration (w = 2 when t > 0.1T, w = 3 when t > 0.5T, w = 4 when
t > 0.75T, w = 5 when t > 0.9T, w = 6 when t > 0.95T).

The final stage of hunt is catching ants and rebuilding traps. The following equation
is proposed in this regard:

Antliontj ¼ Antti if f Antti
� �

[ f Antlionti
� � ð7Þ

where t shows the current iteration, Antliontj shows the position of selected j-th antlion
at t-th iteration, and Antti indicates the position of i-th ant at t-th iteration.

2.2 Antlion’s Relocation

In order to model the antlion’s relocation capability, the differential mutation operator
and greedy strategy is employed. Differential evolution algorithm [4], which is pro-
posed by scholars Storn and Price, it is a random optimization algorithm and it has been
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successfully applied to many optimization problems. Differential mutation operator is
the main core operator of differential evolution algorithm, and its mathematical formula
is defined as follows:

Antliontþ 1
i ¼ Antlionti þ 1� Yð Þ � Antliontl � Antliontm

� �
þ Y � Antliontg � Antliontj

� � ð8Þ

Y ¼ t
T

ð9Þ

where t is current iteration, T is the maximum number of iterations, Y is the mutation
factor, Antliontj shows the position of selected j-th antlion at t-th iteration, and l, m, g, j
are different random number that is not the same as i.

For this process, it is assumed that antlion’s relocation occur when antlion’s
position generated by Eq. (8) becomes fitter than its current position. Here this trig-
gering condition is called greedy strategy. So the antlion’s relocation in ALO-DM will
help the antlion deal with food shortage, and enhance its chance of catching new prey.

2.3 ALO-DM Algorithm

Specific implementation steps of the ALO-DM algorithm can be summarized in the
pseudo code shown as follows:

The ALO-DM algorithm
Initialize a population of ants and antlions with random solutions;
Calculate the fitness of all ants and antlions; 
Determine the best antlion as the elite; 
while the end criterion is not satisfied

for every ant
Select an antlion using Roulette wheel; 
Update c and d using Eqs. (5) and (6); 
Create a random walk and normalize it using Eqs. (1) and (3); 
Update the position of ant using Eq. (4); 

end for
Calculate the fitness of all ants; 
Replace an antlion with its corresponding ant, if it becomes fitter (Eq. (7)); 
for every antlion

Update the position of antlion using Eq. (8) according to the antlion’s relo-
cation phase.

end for
Update elite if the current best antlion becomes fitter than the elite; 
end while

Return elite
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3 The Experiments and Validation

In this section, two types of test functions are employed with different characteristics to
validate the performance of the ALO-DM algorithm from different perspectives.

3.1 Experimental Setup

All of the algorithms are performed in MATLAB R2012a on Intel(R) Core(TM)
i3-4130 Processor (3 M Cache, 3.40 GHz) with 4 GB RAM.

3.2 Benchmark Functions

The test functions (Table 1) are divided into two groups: f1–f7 are unimodal functions,
f8–f10 are multi-modal functions [15–18]. As their names imply, unimodal test func-
tions have one optimum hence these are highly significant to benchmark exploitation
and convergence of the algorithm. Multimodal functions have many optima, and there
is only one global optima and many local optima. Mostly it happens that the searching
stagnates into the local optima and restricts to reach the global optima. Hence the
algorithm should be capable of avoiding local optima. Therefore, exploration and local
optima avoidance of algorithms can be tested by the multi-modal test functions. Note
that the minima of all the unimodal and multi-modal test functions are equal to 0.

3.3 Results and Discussion

The proposed ALO-DM algorithm compared with optimization algorithms PSO [5],
and ALO [9] respectively. In this paper, the results are obtained in 30 independent trials
run on the test functions. The Best, Mean, Worst and Std. represent the optimal fitness

Table 1. Ten benchmark functions.

Function Dim Range fmin
f1 xð Þ ¼Pn

i¼1 x
2
i 30 [−100,100] 0

f2 xð Þ ¼Pn
i¼1 xij j þ Qn

i¼1 xij j 30 [−10,10] 0

f3 xð Þ ¼Pn
i¼1

Pi
j¼1 xj

� �2 30 [−100,100] 0

f4 xð Þ ¼ maxi xij j; 1� i� nf g 30 [−100,100] 0

f5 xð Þ ¼Pn�1
i¼1 100 xiþ 1 � x2i

� �2 þ xi � 1ð Þ2
h i

30 [−30,30] 0

f6 xð Þ ¼Pn
i¼1 xi þ 0:5½ �ð Þ2 30 [−100,100] 0

f7 xð Þ ¼Pn
i¼1 ix

4
i þ random 0; 1½ Þ 30 [−1.28,1.28] 0

f8 xð Þ ¼Pn
i¼1 x2i � 10 cos 2pxið Þþ 10
� �

30 [−5.12,5.12] 0

f9 xð Þ ¼ �20exp �0:2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1
x2i

r !

� exp
1
n

Xn

i¼1
cos 2pxið Þ


 �
þ 20þ e

30 [−32,32] 0

f10 xð Þ ¼ 1
4000

Pn
i¼1 x

2
i �

Qn
i¼1 cos

xiffi
i

p
� �

þ 1 30 [−600,600] 0
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value, mean fitness value, worst fitness value and standard deviation, respectively.
Same as that in literature [9], each of the test functions is solved using 30 candidate
solutions (antlions) over 1000 iterations and the results in Table 2. For some functions
of f1–f10, Figs. 1, 2, 3 and 4 are the fitness convergence curves.

Results on Unimodal Test Functions. The results of ALO-DM on unimodal test
functions f1–f7 are shown in Table 2 for 30 dimensions. The average values in Table 2
depict strong improvements for proposed algorithm except function f6. Standard
deviations depict that the superiority of the proposed algorithm is stable. For functions
f1, f5, Figs. 1 and 2 are the fitness convergence curves. From these Figs, we can easily

Table 2. Simulation results of benchmark functions

Functions Algorithm Best Worst Mean Std.

f1 PSO 2.88E − 17 1.00E + 04 6.67E + 02 2.54E + 03
ALO 1.48E − 06 2.64E − 05 1.01E − 05 6.35E − 06
ALO-DM 4.65E − 15 2.40E − 11 4.68E − 12 5.82E − 12

f2 PSO 1.32E − 07 2.00E + 01 4.67E + 00 6.29E + 00
ALO 5.18E + 00 1.09E + 02 3.82E + 01 3.33E + 01
ALO-DM 2.85E − 08 1.24E − 06 5.51E − 07 3.22E − 07

f3 PSO 1.18E + 01 2.49E + 04 9.25E + 03 5.96E + 03
ALO 4.53E + 02 2.74E + 03 1.32E + 03 6.41E + 02
ALO-DM 4.65E − 14 2.42E − 10 6.36E − 11 6.54E − 11

f4 PSO 0.49E + 00 5.37E + 00 2.11E + 00 1.28E + 00
ALO 7.41E + 00 2.66E + 01 1.65E + 01 4.71E + 00
ALO-DM 9.91E − 09 7.76E − 07 2.48E − 07 2.05E − 07

f5 PSO 0.65E + 00 9.00E + 04 3.15E + 03 1.64E + 04
ALO 7.48E + 00 1.86E + 03 2.05E + 02 3.97E + 02
ALO-DM 0.03E + 00 2.82E + 01 5.64E + 00 1.13E + 01

f6 PSO 2.79E − 17 6.17E − 13 5.78E − 14 1.32E − 13
ALO 5.51E − 07 3.40E − 05 9.63E − 06 7.96E − 06
ALO-DM 6.85E − 05 2.78E − 04 1.57E − 04 5.60E − 05

f7 PSO 1.60E − 01 5.55E + 00 9.16E − 01 1.06E + 00
ALO 6.11E − 02 3.41E − 01 1.61E − 01 6.35E − 02
ALO-DM 5.55E − 06 2.61E − 04 1.03E − 04 7.85E − 05

f8 PSO 4.78E + 01 1.76E + 02 9.99E + 01 3.42E + 01
ALO 3.48E + 01 1.52E + 02 6.77E + 01 2.75E + 01
ALO-DM 0.00E + 00 8.19E − 12 9.95E − 13 1.67E − 12

f9 PSO 6.58E − 09 1.44E + 01 2.32E + 00 2.51E + 00
ALO 3.52E − 04 1.33E + 01 2.15E + 00 2.47E + 00
ALO-DM 1.22E − 08 8.12E − 07 2.20E − 07 2.01E − 07

f10 PSO 0.00E + 00 9.05E + 01 6.04E + 00 2.30E + 01
ALO 6.68E − 04 4.31E − 02 1.26E − 02 1.05E − 02
ALO-DM 2.61E − 13 1.72E − 11 3.44E − 12 3.81E − 12
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Fig. 1. Convergence curves of fitness value for f1.
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Fig. 2. Convergence curves of fitness value for f5.
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Fig. 3. Convergence curves of fitness value for f8.
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Fig. 4. Convergence curves of fitness value for f10.
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find that the values obtained by ALO-DM are closer to the optimal value of benchmark
functions. These show that ALO-DM has a better precision than ALO and PSO.
It justifies that the proposed algorithm has better performance of exploitation than
original ALO.

Results on Multi-modal Test Functions. The results of ALO-DM on multi-modal
test functions f8–f10 are presented in Table 2 for 30 dimensions. The average values in
Table 2 again depict strong improvements for ALO-DM. Standard deviations show
that the superiority of the proposed algorithm is stable. For functions f8, f10, Figs. 3 and
4 are the fitness convergence curves. From these Figs, we can easily find that ALO-DM
converges faster than other algorithms, and the values obtained by ALO-DM are closer
to the optimal value of benchmark functions. These show that ALO-DM has a faster
convergence speed and a better precision than ALO and PSO. According to the
characteristics of multi-modal test functions, it may be show that ALO-DM algorithm
has a high level of exploration and satisfaction of local optimal avoidance.

4 Conclusion

Swarm intelligence optimization algorithms have shown significant achievement on big
data analytics problems, especially in data mining to solve single objective and
multi-objective problems. So it is meaningful to improve the performance of the Swarm
intelligence optimization algorithms. In this paper, according to the behavior of
antlion’s relocation in response to food shortage, differential mutation operator has
been incorporated into the ALO to generate the ALO-DM optimization algorithm. In
this algorithm, differential mutation operator and greedy strategy enhance the diversity
of the population. And the ALO-DM algorithm is validated by 10 benchmark func-
tions. The simulation results demonstrate the performance of ALO-DM is better than,
or at least comparable with other algorithms mentioned in this paper.
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Abstract. Conventional recommendation systems often use binary relations
matrices, which could not represent raw data sets efficiently and uniformly. The
graph model can represent multiple relationships and form a unified standard of
the feature space to recommend the candidate items. Existing graph-based work
is generally based on the path to establish the feature space of the data, only
concerned about the impact of an item on the description of the user. Utilizing
combination features to construct user profiles, this paper concentrates on the
contribution maked by combination of items and designs a user-based collab-
orative filtering algorithm (CFC), and validates the validity of the algorithm in
the prototype of the proposed system. The experimental results show that the
recommendation algorithms can significantly improve accuracy of the
recommendation.

Keywords: Recommendation system � Graph model � Combination features
Collaborative filtering

1 Introduction

The recommendation system can build user profiles based on user behavior habits, such
as past click, audition, read, collect, and purchase, as well as infer the user’s possible
future behavior to help users filter a large amount of irrelevant or low-relevant infor-
mation. The development of e-commerce, social networking, Internet advertising,
search engines, and other areas [19] has promoted the application of recommendation
systems and has exposed the problems of traditional recommendation technologies.

With the further popularization of the Internet, users create a large number data
while benefiting from information. The growth of data volume is very rapid and highly
inline. It is a big challenge to how to make use of numerous highly inline data to perform
complex queries. The dataset associated with the recommender system is usually
composed of triples like (users, purchase, items) or (users, have, attributes) or (items,
have, attributes), which are similar to the representation of RDF, so it is appropriate to
describe these semi-structured data in a graph model. The graph model is not forced to
rely on the intermediate index structure, has a more flexible data model, can easily
improve the recommended system engine when data types and data sources change, and
is easier to retrieve association data, suitable for a large number of highly inline data
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management. According to existing cases, the graph database is 1000 times more
efficient in some applications than a relational database with the same information
representation capability, and the code amount is reduced by 10–100 times [38].

The existing recommendation method often uses a binary relationship matrix to
represent the data model. However, the binary relationship matrix does not effectively
and uniformly express the raw data set because elements in the natural world have
multiple relationships. Furthermore, in the graph model, the attributes of node elements
can also be integrated into the graph model as nodes, so the graph model greatly
enriches the expressiveness of the data set model. For example, users and items can
constitute a bipartite model, and users, items, and tags can constitute a three-part graph
model. By building a heterogeneous graph model, some different types of nodes and
edges are linked to the graph model, that can express multiple relationships.

In fact, the attributes of node elements can also be integrated into the graph model
as nodes. The rich expressive ability of the graph model can unite multiple recom-
mendation methods (such as collaborative filtering, content-based filtering) into a
complete model, and form a feature space with uniform standards, from which to obtain
the required multiple elements for recommendation. For example, there are 3 users
{Alice, John, Tom} and 3 movies {AngelsAndDaemons, TheDaVinciCode, TheShin-
ing}, 7 edge types {literaryGenre, subject, author, noblework, influencedBy, subse-
quentWork, broader}. From the example, semantic path features can be extracted for
each user for the recommendation algorithm. In addition, the graph model itself can
also provide potential features to enrich the node’s feature properties. Therefore, the
ability to express the graph model should be fully demonstrated.

Related graph-based research usually uses two types of collections (users, items) or
three types of collections (users, items, tags) as models, and the elements of a single
collection are independent of each other. This model does not fit well with the complex
models of the real world for ignoring many valuable information. Using graph data
models can create very flexible data patterns. In the recommendation method based on
the graph [12, 17], user profiles are usually constructed only by a single item, which
may generate noise and drop the recommendation accuracy. The contributions of this
paper:

• We propose combination features based on graph data model.
• We build heterogeneous graphs and feature space using combination features to

compute user profiles, and make full use of the advantages of graph data model in
terms of strong expressiveness.

• We design the related recommendation algorithm based on multiple relation matrix
and the combined features.

• We use HetRec MovieLens dataset in the experiments to evaluate the performance
of our method. The results show superior performance over other graph-based
recommendation algorithms and benchmark algorithms in terms of precision and
recall.

In the rest of this paper, we introduce the research background, main contents and
objectives, as well as give the definition and research basis of related problems of the
recommendation system in Sect. 2. In Sect. 3, we elaborate the combination features
and their formal representations, and point out the problems that may arise from
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extracting features from a single item. We detail the feature model of the user-item pair
based on the combination feature and the feature index structure which can reduce the
duplicate calculation. In Sect. 4, we describe the user-based collaborative filtering
recommendation algorithm (CFC) which is based on the combined features. We pre-
sent the result of our experiment and the process of our algorithm implementation in
Sect. 5. Finally, we discuss our conclusions.

2 Research Foundation and Problem Definition

For a given user set U and item set I, |U| = m, |I| = n, forming a user-item pair of
|U � I| = m * n, assuming that p (p < m* n) user-item pairs have already been scored,
then the recommendation system is a system that can predict the score of the remaining
m* n − p unknown-rated user-item pairs. The ultimate goal is to give each user a list in
which all the items are sorted by the score and to minimize the system losses.

Definition 1. Top-k recommendation: For a given user u, the top-k recommendation
refers to selecting the top k items by the system as the recommendation list which have
not been scored by u.

If k = 1, i.e. top-1 recommendation, the hit rate will be very low. Therefore, k = 5,
k = 10 or k = 15 is usually used to evaluate the algorithm. If the test set’s sample
appears in the top-k recommended list, it is counted as a hit.

In the applications of television programs, movies, music, news, books, labels, etc.,
there are two main types of recommendation modes, collaborative filtering (CF) and
content-based filtering (CBF). CF uses a user’s past behavior (collection or evaluation)
to build a model to determine which users have similar behaviors or interests with the
user, so as to predict the user’s possible interest points. CBF uses a series of similar
discretized features of an item to recommend other items. These two methods are often
mixed, that is, mixed recommendation. However, these two modes are very vague,
leaving a lot of space for different algorithms to use [12]. In addition, there are many
other recommended methods, such as that based on inherent rules, based on mutual
relations, based on graphs, based on global relevance etc. The graph -based recom-
mendation method is a recent research hotspot.

Definition 2. Graph data model: The graph data model of the recommendation
system refers to a heterogeneous directed graph G ¼ V ;E; TV ; TE;uV ;uE; L;uEWð Þ,
where V is a set of finite nodes, E 2 V � V is a set of finite edges, TV is a set of finite
node types, TE is a set of finite edge types, uV: V ! TV is a mapping function from
node to node type, uE: E ! TE is a mapping function of edge-to-edge type. Each node
vi has a corresponding attribute table li 2 L, li refers to a set of pairs (attribute, value).
For each attribute, a li contains one corresponding attribute value pair at most. uE:
E ! w means that each edge can correspond to a weight value w, such as uEW
(ei) = wei.

The recommendation system can represent various types of data sets (e.g., relation,
XML, RDF triples) through heterogeneous graph-based models. A graph data model is
built from a data set and integrates multiple different data sets to form a larger, richer
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data set by linking the same entities [12]. Typical approaches include random walks
[15], matrix decomposition [16], and sort-based learning [17].

3 Combination Features

3.1 Feature Space Construction

The graph-based recommendation method is often focused on the path-based graph
element. That is, starting from a single item of a user to extract features for the user, so
that only the impact of a single item constructs the profile, which can easily cause noise
problems in collaborative filtering. For example, in Fig. 1, we predict the score of the
dashed line based on the score of the solid line, or recommend A for J. In that case, only
the score data of B is helpful for the recommendation prediction (without content
recommendation, ignoring the connection between other items and J) because only
B also has a score of J. If A–K and A–L are used as the basis for the recommendation,
since C and D have score records for K and L, respectively, C–K and D–L are also
calculated in this single item model. However, for the desired results (A–J), it is actually
better that these two records are not considered in the calculation. In the worst case,
because the score of C and D are taken into consideration, M is recommended to A.

This paper proposes a solution to the combination of items and the concept of
combined features for the recommendation system. As shown in Fig. 2, K and L are
combined together (coarse line in the figure). That is, only when the user has K and L at
the same time, the two can work together to portray users, thus strengthening the simi-
larity between A and B, to increase the likelihood of accurately recommending J to A.

Definition 3. Combination features: Given the user-item pair set S of the recom-
mendation system, suppose that the number of related items from the S for the user u is n,
and we take the m items (m < n) as the basis combination features of u, namely the
combination features: CombFeature(u) = Combination(f, u,m, n) = {f({item1, item2,…,
itemm}), f({item1, item2, …, itemm−1, itemm+1}), …, f({itemn−m+1, itemn−m+2, …,
itemn})}, where f refers to a map of the m items to the final feature.

Fig. 1. Noise problems with single item features
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Different from focusing on the contribution of a single item, the combination
features use multiple items to build a profile of the user and build the user’s feature
space.

Definition 4. Feature space: Given the set S of user-item pairs in a recommendation
system, all elements (users or items) of S or features that can be extracted constitutes a
feature space. Eg., the recommendation system S contains user1-item1 ) {feature1,
feature2}, user2-item2 ) {feature2, feature3} and user3-item1 ) {feature3, fea-
ture4}, the feature space of S is featureSpace = {feature1, feature2, feature3, feature4}.

The original number of combination feature is the combination number. For
ranking learning algorithms, effectively controlling the size of feature space is very
important. So we give a mapping function to reduce the size of the feature space.

3.2 User-Item Feature Construction

Combination features generally represents the user’s taste and preferences. However,
the intermediate process of the algorithm based on the ranking learning is to predict the
value of the user-item, so we need to rebuild the feature space for the user-item.

In order to predict the value of the user-item, each user-item pair needs to be given
a feature space about the item. If the user’s characteristics are (likes romantic comedy,
likes American movies) and the characteristics of the items are (romantic comedy,
American movies), then the characteristics of such a pair of user-items are (like
romantic comedy, like American movies, romantic comedies, American movies), then
such user-items get relatively high scores. On the contrary, if the characteristics of the
item are (war, Chinese film) and the resulting user-item characteristics are (like to waste
a comedy, like American movies, war, Chinese movies), the predicted score is rela-
tively low.

One of the basic assumptions of this paper is that a user has a certain preference for
similar types of movies with the movie which is rated by the user. Of course, similar
types of movies may resulted in scoring errors for the quality of the movie is not the
same. Therefore, we introduce popularity, which refers to how much an item is rated by
a user. That is, if an item is connected with more users, the item with the higher degree
of welcome. Here we give the definition of the popularity of the item collection.

Fig. 2. Solution for combination of items
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Definition 5. Popularity of the collection of items: Given collection of items setitems,
the popularity of setitems is the centrality of setitems, represent the number of users who
are also associated with setitems, referred to as Count(setitems).

Definition 6. User-item combination feature: Given the user-item pair set S of the
recommendation system, suppose there are p users and n items for the user u. For the
item i, we first take the feature vector a of u. then compute the feature vector b of
i. Assume that the user’s feature space is {feature1, feature2,…, featurep}, and the
feature space of the item is {featurep+1, featurep+2,…, featuren}. The user-item
feature space is a combination of feature space {feature1, feature2,…, featuren}. And
the feature vector of u-i is [a,]. which is a concatenation of a and b. In order to take into
account the popularity, the value of each dimension feature is changed according to the
corresponding popularity.

Suppose there is a user and that the item sets have three feature modes: P1, P2, P3
after they have been mapped, which constitute the user’s feature space (P1, P2, P3).
The feature space of the items is (USA, Comedy, Donald Petrie). Then we get the
feature table as shown in Table 1. Since the users are the same, the features of the four
user-items are all three-dimension (1, 1, 1), and the items features are different.

We also constructed a feature index structure for the dataset to organize the feature
space of all users and user-items, speeding up the predictor and avoiding redundancy
calculation.

4 CFC Algorithm

In the collaborative filtering algorithm based on the combination feature (CFC), to
predict user u’s score on item i, supposing u’s feature set is Sf = {F1, F2, F3, …, Fp},
we first traverse the feature set in the training data, and find all users with each feature,
and determine for each user with the same feature whether or not i has a score. In this
way, while looking for similar users, determine the contribution of each feature to i and
finally get a prediction score for u on i. This method does not directly calculate the
user’s similarity, but indirectly looks for similar users through the features of each
dimension, and adds up the predicted values of user-items pairs. Due to a
coarse-grained feature model, the features of each dimension have been able to express
enough similarities, the approach is feasible.

The input of CFC is a combination feature index T, the user u of the recommen-
dation service, the parameter k of the top-k, the combination feature parameter (n, m).
The output is the recommended list of u. Algorithm pseudo code:

Table 1. Example of feature representation

Users - Items P1 P2 P3 USA Comedy Donald Petrie

User-A 1 1 1 1 1 1
User-B 1 1 1 0 0 0
User-C 1 1 1 1 0 0
User-D 1 1 1 0 1 0

A High Precision Recommendation Algorithm 79



In Algorithm 1, the way of updating (line number 8) is free to design according to
statistical results. This paper uses formula 1 to update the scoring array:

XðiÞ ¼ XuðiÞþ countfui=countfu ð1Þ

Where countfui refers to the number of users associated with an item in a user with
feature f, countfu refers to the number of users.

The effect of parameters (n, m) in the algorithm on dataset MovieLens is shown in
Figs. 3 and 4.

Fig. 3. Recall rate affected by m value

Algorithm 1 CFC                    

CFC(Feature Table , User , , , )
Input: user set , item set , Users need to provide recommendation service , combination 
feature table , parameter of top-k, combination feature parameter ,
Output: top-k recommendation list of  ;        
1: Initialization: , refers to 's scoring array;
2: Find the corresponding feature of  in to get the feature array ; 
3: for Feature  :  do 
4:   for User  :  do 
5:    if ( , ) then
6:     for Item  :  do 
7:      if ( , ) then
8:       ( ); 
9:      end if
10:    end for
11: end if
12:  end for
13: end for
14: Sort in descending order;
15: ← top-k elements of ; 

16: return 
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5 Experimental Results Analysis

The recommendation system can be roughly divided into three modules: user profiles
modeling, item profiles modeling and recommendation algorithm implementation. This
paper mainly focuses on the user profiles modeling and the recommendation imple-
mentation modules. In the item modeling, the basic item features are extracted
according to their attributes, which is used as an auxiliary process for user-item feature
construction.

5.1 Construction of Recommended Systems

In a recommendation system, at first, there should have a user list, an item list and a
binary relationship between them, i.e. the original bipartite model, which is the data
core of the system. Usually, a corresponding user profiles library and an item profiles
library are also needed. After that, a recommendation algorithm framework is built on
top of the two profiles libraries. Then the user can get the recommendation service. The
user can score the recommended items and the system can feedback and update the data
core to re-adjust the user and item library. Figure 5 shows the operational flow of the
recommendation system.

Fig. 4. Recall rate affected by n value

Fig. 5. Recommended system model
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5.2 Baseline

• Popularity-based recommendations

Popularity-based recommendation (POP) refers to sorting the list based on the score
of the item. It is not a personalized recommendation method. This paper uses a more
reasonable Popularity-based recommendation method (POPN) as a baseline. POPN
depends on the number of high-scoring items to determine its popularity. Its effect is
much better than that of POP.

POP : Scoreitem ¼ Counfuserjuser:itemList:containsðitemÞg ð2Þ

POPN : Scoreitem ¼ Counfuserjuser:itemList:containsðitemÞ
&& ðuser; itemÞ[ ratingtg ð3Þ

Where ratingt is the threshold.

• Non- normalized Neighborhood collaborative filtering

Non-normalized Neighborhood CF (NNCF) is an improvement over traditional
k-nearest neighbor collaborative filtering (KNNCF), which usually better than KNNCF
in top-k recommendation. The top-k recommendation system aims to sort the users
according to their attractiveness, so it is not necessary to normalize the score [8].

• PureSVD

PureSVD (PSVD) is a matrix decomposition method based on collaborative fil-
tering. It reduces the rank of the scoring matrix by single value decomposition [8].

• Personalized PageRank

Personalized PageRank (PRANK) is a random walk method with reset.

• Path Guide

Path Guide (PG) [9] refers to the method of PRANK with semantic path guidance.
It is a typical graph-based recommendation method. Through the process of random
walk and iterate, PG can get a stable probability value.

5.3 Experiment Settings and Result Analysis

The test methods used in this paper are similar to those in [6, 15]. First, the user-item
scoring list is sorted according to the time stamps, and divided into two subsets
according to the scoring time. The early 90% is used as the training set. T high score
records in the remaining 10% used as a test set, the items contained in which are the
most relevant items to the user. Then, we randomly select R items that have not been
scored for each user and rank them. Finally, evaluate the prediction according to i’s
position p in the Rank. If p <= k, the prediction is considered as a hit, otherwise, it is
considered as a fail. The overall recall rate of the recommended system is calculated
according to the following formula:
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recalðkÞ ¼ #hits=T ð5:3Þ

Where #hits refers to the number of hits. The overall recall rate is the proportion of
hits in the T.

This paper uses the movie data set HetRec MovieLens as experimental data set. The
entire dataset contains a total of 2217 users and 10197 items (movies). Each item has
5 attributes: director, category, actor, country, and label. The total data set contains
855,598 scoring records, of which the first 770031 records, sorted by time stamp, are
used as training data, and 85567 records is taken out as a test case. The records are
aggregated according to the user in training, i.e., one user corresponds to one query.
During the test, we randomly select one record and 1000 items that were not scored by
the user in the record to form a test query and count the hits.

This paper constructe the user’s preferences from favorite items, not consider the
items that the user does not like. For each user, a sorting list based on popularity
recommended. The experimental results show that the POPN is better than the
POP. Compared with POP, the average recall rate in POPN increased by 0.025(k = 5),
0.043(k = 10), 0.043(k = 15), respectively (Fig. 6).

(a) POP 10 Recommended Results Recall

(b) POPN 10 Recommended Results Recall

Fig. 6. Experimental results based on popularity
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In order to compare the proposed method with those baseline methods in Sect. 5.2
intuitively, Table 2 shows the best results of those methods in the optimal parameters.

From Table 2, we can see that the precision of CFC (n = 10, m = 5) algorithm is
far superior to all benchmark methods except PG and close to PG.

In addition, CFC does not use any other information on users or items except ID.
That shows CF method based on the combination features is effective.

The running time of the CFC recommendation algorithm increases with the number
of combination features and the number of users corresponding to each feature. When
taking 9 combinations of 10 items, the average number of users corresponding to the
average item combination is the smallest, which is also consistent with statistics law.
While taking 1 combination of 10 items, the number of users corresponding to the
average item combination reaches 214.2, so the running time is increasing.

In the case of k = 5, we can see that the CFC (n = 10, m = 9) algorithm is much
better than all other baseline methods. The performance is also better than other
baseline methods in the case of k = 10 and k = 15. The CFC algorithm of this paper
calculates the similarity between users based on the combination of features, and
predicts the user’s relevance to the items, which is used to rank and produce recom-
mendation results. Due to the relatively large feature space, the time consumed by the
sorting process is proportional to the number of user’s features and the average number
of users with the same features. Fortunately, when n = 10 and m = 9, the result is the
best (Fig. 7).

Table 2. Recommended precision

Recall(k) CFC POP POPN NNCF PSVD PRANK PG

K = 5 0.213 0.127 0.152 0.181 0.182 0.152 0.213
K = 10 0.304 0.193 0.236 0.262 0.270 0.238 0.305
K = 15 0.379 0.247 0.290 0.322 0.339 0.300 0.371
Precision(k) CFC POP POPN NNCF PSVD PRANK PG
K = 5 0.282 0.119 0.151 0.179 0.180 0.150 0.281
K = 10 0.335 0.185 0.224 0.254 0.262 0.237 0.335
K = 15 0.397 0.239 0.288 0.320 0.331 0.308 0.392

Fig. 7. CFC runtime

84 X. Hu et al.



6 Discussion and Conclusion

Based on the graph model, this paper proposes the combination features to construct
user profiles. Based on the user’s features, the user-based Collaborative Filtering
Recommendation Algorithm (CFC) is designed. In general, collaborative filtering
based on items requires the condition that one item corresponds to multiple users, while
the combination features model just requires multiple items correspond to one user,
regardless of the individual item of the user. The CFC first looks for similar users based
on the coarse-grained combination of features and scores the relevance of the items
based on a similar user list to form a recommendation list. Finally, this paper uses the
off-line evaluation method and conducts experiments in the recommendation system.
The experimental results show that the effectiveness of the recommendation based on
the combination of features. In the MovieLens data set, the best case is better than all
comparison methods.

In this paper, the commonly used top-k recommended performance evaluation is
used to determine the accuracy. Further work will be based on more evaluation indi-
cators to conduct experiments. The experiments will be conducted on more types of
data sets to study sorting based learning. Due to the reasons of data sets, the degree of
heterogeneity of the graph data model in this paper is limited, and it is necessary to
further study the recommendation method based on the high degree of heterogeneity
graph model.
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Abstract. In this paper, we present a secure method of computing Pear-
son correction coefficients while preserving data privacy as well as data
quality in the distributed computing environment. In general data ana-
lytical/mining processes, individual data owners need to provide their
original data to the third parties. In many cases, however, the original
data contain sensitive information, and the data owners do not want to
disclose their data in the original form for the purpose of privacy preser-
vation. In this paper, we address a problem of secure multiparty compu-
tation of Pearson correlation coefficients. For the secure Pearson corre-
lation computation, we first propose an advanced solution by exploiting
the secure scalar product. We then present an approximate solution by
adopting the lower-dimensional transformation. We finally empirically
show that the proposed solutions are practical methods in terms of exe-
cution time and data quality.

Keywords: Secure multiparty computation
Privacy preserving data mining · Pearson correlation coefficients
High-quality data analytics

1 Introduction

In recent era of cloud computing and social networks, a huge amount of data are
stored and maintained in the distributed computing environment, and thus, the
risk of information disclosure has also increased. Accordingly, the importance
of data privacy is increasing day by day. In this paper, we focus on preserving
correlation of data as well as their privacy in the distributed computing envi-
ronment. Correlation is an important measure of representing the degree of how
two data are related, and it is widely used in regression analysis or predictive
data mining. The following examples show how the correlation can be used in
real applications such as finance, insurance, and medical services and why the
data privacy is important in such applications [4,11].

– A research institute wants to know which correlation is in between customers’
age and their financial trade, but it cannot disclose customers’ private infor-
mation and their financial transactions due to privacy concerns.

c© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 89–98, 2018.
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– An educational institute wants to know which correlation is in between IQs
and salaries, but companies cannot disclose their employees’ personal infor-
mation due to privacy concerns.

In this paper, we discuss the problem of secure correlation computation,
which calculates correlation securely, that is, calculates high-quality correlation
coefficients while preserving privacy of data provided by different data owners
in the distributed computing environment. Figure 1 shows the conceptual pro-
cedure of secure correlation computation. As shown in the figure, for the secure
correlation computation, we need to calculate the correlation between two data
while both data owners do not disclose their original sensitive data, i.e. while they
preserve privacy of their own data. In particular, we here focus on a secure solu-
tion of computing Pearson correlation coefficients [3,13]. The Pearson correlation
coefficient is usually used for interval scale or ratio scale data such as standard
scores and time-series data. In this paper, we call the secure computation of
Pearson correlation coefficient SPCC (secure Pearson correlation computation)
and present novel solutions of SPCC by exploiting the secure scalar product [5,8]
and the lower-dimensional transformation [9,10].

Fig. 1. Conceptual procedure of secure correlation computation.

More specifically, in this paper we present two solutions for SPCC. We first
present a naive solution which applies the secure scalar product directly to
SPCC. The naive solution provides high-quality (i.e. correct) Pearson correla-
tion coefficients, but it incurs a privacy disclosure problem by exposing sensi-
tive standard deviations of original data. To solve this problem, we present an
advanced solution which uses normalized data instead of original data. We call
this advanced solution SPCCAdv. Through the normalization process, SPCCAdv

resolves the problem of disclosing raw standard deviations and at the same time
obtains the same Pearson correlation coefficient, which will provide high-quality
data analytical/mining results. However, SPCCAdv requires that all or even more
of the original data be transferred between the two data providers for secure
computation, which incurs a severe computation and communication overhead.
To alleviate this overhead, we next present an approximate solution that uses
lower-dimensional transformed data. As the lower-dimensional transformation,
we use PAA (piecewise aggregate approximation) and call this approximate solu-
tion SPCCPAA, which applies the secure scalar product to PAA-transformed
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low-dimensional data rather than high-dimensional original data. Using low-
dimensional data SPCCPAA achieves significant reduction of computation and
communication overhead with only a little quality (i.e., accuracy) degradation of
Pearson correlation coefficients.

The rest of this paper is organized as follows. Section 2 explains related work
and defines the problem of secure correlation computation. Section 3 presents two
novel solutions of SPCC and discusses their correctness and secureness. Section 4
shows the experimental results. Finally, Sect. 5 concludes the paper.

2 Related Work

Secure multi-party computation (SMC) [4,6,14] has been frequently used in pri-
vacy preserving data mining [1,2,11]. After Yao [15] has first proposed an SMC
method for the comparison operation, many SMC solutions for summations,
scalar products, and distance computations have been proposed [4–6]. In gen-
eral, SMC has the advantage of obtaining accurate, high-quality data analyt-
ical/mining results while preserving data privacy, but has the disadvantage of
incurring additional computation and communication overhead due to complex
encryption and intermediate computation.

In this paper, we use the secure scalar product to calculate the correlation
between data while preserving data privacy. A secure scalar product means to
accurately calculate the scalar product X · Y without revealing the original
values of both data X and Y . Representative methods are random matrix and
homomorphic encryption methods [6,7,16]. In this paper, we adopt the simple
random matrix method. This method is a matrix multiplication-based technique
in which data is encrypted by random matrix and random values shared by both
data providers. Precisely speaking, instead of sending the original data X or
Y of length k, data providers transmit the encrypted data X ′ and Y ′, where
x′

i = xi + ai,1 · R1 + ai,2 · R2 + · · · + ai,k/2 · Rk/2 and y′
i = a1,i · y1 + a2,i ·

y2 + · · · + ak,i · yk encrypted by a random matrix A = [ai,j ] and random values
R1, . . . , Rk/2, to preserve the privacy of their original data. In particular, this
random matrix-based secure scalar product has an advantage of no necessary
of complex decoding operations. For a detailed description and accuracy of the
random matrix method, refer to [6,8].

3 Problem Definition

We now define the problem of secure correlation computation as follows.

Problem Definition: For the data X and Y from data providers Alice and Bob,
the secure correlation computation is the problem of computing the correlation
coefficient of X and Y in the ‘secure (or privacy preserved) state’. Here the
‘secure state’ means that Alice and Bob do not disclose their original data to
each other. �
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Using secure correlation computation we can preserve the privacy of original
sensitive data, and at the same time we can get correct correlation coefficients
for high-quality data analytical/mining services. In addition, given two data
X (= {x1, . . . , xk}) and Y (= {y1, . . . , yk}), the Pearson correlation coefficient
Pearson(X,Y ) is computed as the following Eq. (1).

Pearson(X,Y ) =
Cov(X,Y )
σ(X)σ(Y )

. (1)

In Eq. (1), Cov(X,Y ) is the covariance of X and Y , i.e. Cov(X,Y ) is computed

as
∑k

i=1(xi−μ(X))(yi−μ(Y ))

k ; σ(X) and μ(X) are the standard deviation and mean
of X, respectively. Here, −1 ≤ Pearson(X,Y ) ≤ 1 holds, and we can know
the direction and degree of correlation from the sign and absolute value of the
coefficient.

4 Secure Multiparty Computation of Pearson Correlation
Coefficients

4.1 Advanced Solution Using Normalized Data

In this section, we propose SPCCAdv, which exploits normalized data for secure
computing of Pearson correlation coefficients. The reason for using the normal-
ized data is that the basic solution, which simply applies the secure scalar prod-
uct to SPCC, has a problem of disclosing raw standard deviation, which is sen-
sitive information. The basic solution uses Pearson(X,Y ) of Eq. (1) as it is,
and the covariance Cov(X,Y ) is calculated from

∑k
i=1(xi − μ(X))(yi − μ(Y )).

Note that here we can get
∑k

i=1(xi −μ(X))(yi −μ(Y )) securely using the secure
scalar product, and thus, the computation of Cov(X,Y ) is secure. However, for
the calculation of Pearson(X,Y ), the standard deviation σ(X) and σ(Y ) must
be disclosed to the other party. The standard deviation represents the degree
to which data are scattered, and it is generally very important information that
reflects the characteristics of actual data. In particular, if it is published with
the average, the original data can be inferred. Thus, we conclude that the basic
solution, which can get the Pearson correlation coefficient correctly, does not
preserve privacy even if it exploits the secure scalar product.

To solve the problem of disclosing the standard deviation, SPCCAdv uses
the normalized data instead of the original raw data. We explain how SPCCAdv

works in detail. First, for data X, we can get its normalized data X̄, where each
x̄i = xi−μ(X)

σ(X) . Then, the mean and standard deviation of X̄ become 0 and 1,
respectively. Thus, if using the normalized data X̄ and Ȳ in Eq. (1), we get
Pearson(X̄, Ȳ ) as the following Eq. (2).

Pearson(X̄, Ȳ ) =
Cov(X̄, Ȳ )
σ(X̄)σ(Ȳ )

=
∑k

i=1 x̄i · ȳi

k
. (2)
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We here note that the distribution of normalized data is the same as that of the
original data, and thus, the correlation does not change even if the data are nor-
malized. That is, Pearson(X,Y ) = Pearson(X̄, Ȳ ) holds. Therefore, SPCCAdv

can obtain Pearson(X,Y ) securely by calculating
∑k

i=1 x̄i · ȳi (= X̄ · Ȳ ) by the
secure scalar product, and accordingly, it can provide high-quality correlation
coefficients to data analytical/mining services.

Algorithm 1 shows SPCCAdv, which applies the secure scalar product to
the normalized data. It consists of three large steps: (1) data normalization,
(2) data encryption, and (3) secure computation. To use the random matrix-
based secure scalar product, we first assume that data providers, Alice and Bob,
share a k × k

2 random matrix A. In the data normalization step, Alice and Bob
normalize their own data using the mean and standard deviation of the original,
respectively. After then, they use the normalized data instead of the original
data in computing the Pearson correlation coefficient. In the data encryption
step, Alice and Bob encrypt the normalized data using the random matrix-based
method and send the encrypted data to each other. That is, Alice encrypts her
normalized data X̄ into Z and sends the encrypted Z to Bob (Lines 1 to 3);
Bob encrypts his normalized data Ȳ into V and sends the encrypted V with a
scalar value s to Alice (Lines 4 to 6). Finally, in the secure computation step,
Alice first calculates the scalar product and then obtains the Pearson correlation
coefficient (Lines 7 to 9). For the detailed procedure of the random matrix-based
secure scalar product, readers are referred to [6,8].

Algorithm 1 . SPCCAdv // SPCC using normalized data
(1) X and Y are k-length data owned by Alice and Bob, respectively.
(2) Assume that Alice and Bob maintain the same k × k

2
matrix A = [ai,j ].

Alice & Bob: Normalize X to X̄ using μ(X) and σ(X) (or Y to Ȳ using μ(Y )
and σ(Y )).
Alice: Encrypt X̄.

1. Make a k
2
-length data R with random numbers r1, r2, . . . , r k

2
;

2. Compute a k-length data Z, where zi = x̄i + ai,1 · r1 + · · · + ai, k2
· r k

2
;

3. Send Z to Bob;
Bob: Encrypt Ȳ .

4. Compute a scalar value s = Z · Ȳ ;
5. Compute a k

2
-length data V , where vi = a1,i · ȳ1 + · · · + ak,i · ȳk;

6. Send V with s to Alice;
Alice: Compute Pearson(X̄, Ȳ ) in a secure way.

7. Compute a scalar value s′ = V · R;
8. Obtain X̄ · Ȳ = s − s′;

// Note that s − s′ is the scalar product of X̄ and Ȳ .
9. Compute Pearson(X̄, Ȳ ) = X·Y

k
;

// Note that Pearson(X, Y ) = Pearson(X̄, Ȳ ).
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We now formally prove correctness and secureness of SPCCAdv.

Theorem 1. SPCCAdv performs the secure correlation computation correctly.

Proof: For this proof, we need to show both correctness and secureness: the
former means that the computed Pearson correlation coefficient is correct, and
the latter means that the privacy of both original data X and Y is preserved.
First, SPCCAdv calculates Pearson(X̄, Ȳ ) from the normalized data X̄ and Ȳ .
As we explained earlier, Pearson(X,Y ) is identical to Pearson(X̄, Ȳ ), and thus,
SPCCAdv computes the Pearson correlation coefficient correctly. This correctness
means that the quality of Pearson correlation coefficients is guaranteed. Second,
SPCCAdv exploits the secure scalar product, and thus, its secureness is guaran-
teed by the secure scalar product [6]. Overall, SPCCAdv computes Pearson(X,Y )
correctly and securely. �

4.2 Approximate Solution Using Low-Dimensional Data

SPCCAdv proposed in Sect. 4.1 compute the coefficient securely and correctly,
but it instead incurs a severe computation and communication overhead. That is,
SPCCAdv encrypts long high-dimensional data X̄ and Ȳ and transmits the long
encrypted data Z and V to each other. These encryption and transmission pro-
cesses incur the severe computation and communication overhead. To alleviate
this overhead, in this section we adopt a lower-dimensional transformation [11],
which converts high-dimensional data into low-dimensional data with preserv-
ing the characteristics of original data as much as possible. In particular, we use
PAA since it is simple and efficient and present SPCCPAA as an approximate
solution of SPCC.

Algorithm 2 shows SPCCPAA, the PAA-based approximate solution of SPCC.
Like SPCCAdv, it consists of three large steps: (1) data normalization & lower-
dimensional transformation, (2) data encryption, and (3) secure computation. As
shown in the algorithm, SPCCPAA obtains low-dimensional data X̄l and Ȳl first
and then applies those low-dimensional data to SPCCAdv. Using low-dimensional
data X̄l and Ȳl rather than high-dimensional data X̄ and Ȳ , SPCCPAA signifi-
cantly reduces the computation and communication overhead. However, it may
cause low accuracy of the Pearson correlation coefficient, and this low accuracy
may degrade the quality of analytical/mining results.

Figure 2 summarizes the advantages and disadvantages of SPCCAdv and
SPCCPAA proposed in this paper. As shown in the figure, SPCCAdv focuses
on accuracy with a little sacrifice in efficiency while SPCCPAA focuses on effi-
ciency with a little sacrifice in accuracy. Figure 2 shows this trade-off relationship
between SPCCAdv and SPCCPAA. We empirically show the accuracy and effi-
ciency of SPCCAdv and SPCCPAA in Sect. 4.

5 Experimental Evaluation

In this section, we show the experimental result of SPCC. For this, we empir-
ically compare SPCCAdv and SPCCPAA with the insecure Pearson correlation
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Algorithm 2 . SPCCPAA // approximate SPCC using low-dimensional data
Alice & Bob: Extract low-dimensional data X̄l and Ȳl from the normalized data
X̄ and Ȳ by PAA.
Alice: Encrypt her low-dimensional data X̄l.

1. Execute Lines 1 to 3 of SPCCAdv using X̄l instead of X̄;
Bob: Encrypt his low-dimensional data Ȳl.

2. Execute Lines 4 to 6 of SPCCAdv using Ȳl instead of Ȳ ;
Alice: Compute an approximate Pearson correlation coefficient in a secure way.

3. Execute Lines 7 to 9 of SPCCAdv;

Fig. 2. Trade-off relationship between SPCCAdv and SPCCPAA.

computation, IPCC in short, which does not use the secure computation. In the
experiment, we use temperature time-series data [12], which consist of 900,000
entries that represent the daily mean temperatures for many parts of the world
from 1900 to 2012. From these time-series data, we extract 256-length time-series
and use those data in the experiment. We repeat each experiment 50 times and
use the average as a result. The hardware platform is a PC equipped with Intel
Xeon Quad Core 3.1 GHz CPU and 4 GB RAM, and its software platform is
Cent OS 5.9 operating system.

Figure 3 compares execution times of three methods by varying the num-
ber of data. For Alice’s each data, we measure the execution time by chang-
ing Bob’s number of data from 10 to 10000 by 10 times. We then express the
results as relative values for IPCC, that is, SPCCAdv

IPCC and SPCCPAA

IPCC . As shown
in the figure, SPCCAdv has a relatively large execution time compared to IPCC.
We can interpret this degradation as the inevitable overhead that comes from
securely calculating the correlation coefficient. For SPCCPAA, we convert 256-
length data to 128- and 64-length data and use those low-dimensional data in
the experiment. We call these two cases SPCCPAA(128) and SPCCPAA(64),
respectively. As shown in the figure, the execution time of SPCCPAA is simi-
lar to that of IPCC (for example, SPCCPAA(128)) or even shorter than that of
IPCC (for example SPCCPAA(64)). This is because we can reduce the overall
computation and communication overhead by using low-dimensional data. This
result means that we can achieve high performance using the lower-dimensional
transformation with a slight loss of accuracy.

SPCCPAA uses low-dimensional transformed data to reduce the overhead,
but it may cause error in correlation coefficient. Table 1 shows the difference
of the correlation coefficient with the original while varying the degree of low
dimensional transformation for 512- and 256-length data. As shown in the table,
the lower-dimensional transformation causes a small error of 0.27% to 1.77%.
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Fig. 3. Comparison of execution times by varying the number of data.

As a matter of course, the larger the low-dimensional conversion ratio, the greater
the error. However, all of these errors are relatively small values of less than
2%. This result means that the proposed SPCCPAA can be practically useful in
a real environment when we consider the trade-off between large performance
improvement and small accuracy degradation.

Table 1. Correlation difference with the original for using different low dimensions.

Original (high)
dimensions

Low dimensions of SPCCPAA

256 128 64 32 16

512 0.27% 0.60% 0.90% 1.20% −
256 − 0.39% 0.88% 1.27% 1.77%

6 Conclusions

In this paper, we proposed a novel solution of computing the Pearson correlation
coefficient securely in the distributed computing environment. For this, we first
presented an advanced solution, called SPCCAdv, which exploited the random
matrix-based secure scalar product and proved its correctness and secureness
as a theorem. We next proposed an approximate solution, called SPCCPAA,
which exploited the lower-dimensional transformation to reduce the computation
and communication overhead of SPCCAdv. We finally empirically showed the
efficiency and accuracy of the proposed methods and concluded that the methods
were practically useful in real world distributed applications. Recently, privacy
protection of individuals and groups has become increasingly important due to
leakage of personal information. Therefore, we believe that this study will be a
very useful research that can be applied to various fields of privacy-preserving
or secure applications.
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Abstract. There exists a precise time period during which a given fact
such as an event or a status is valid. In this paper, we propose a new
approach to determine the validity time of a fact statement by leverag-
ing unstructured and noisy data from the Web, while overcoming the
limitations of existing natural language processing technologies designed
for the same task. Given a fact and its temporal relevance text, the
proposed solution first constructs a Semantic Bayesian Network, then
estimates the validity probabilities of time points using the constructed
network. In the interest of dealing with the semantic complexity of key-
words, we also present a technique based on relative standard deviation
to estimate distortion risks of keywords and incorporate their risk esti-
mation into the process of probability computation. Our experiments on
real data shows that the proposed approach can achieve considerable
improvements in performance over 2 state-of-the-art alternatives, and
the proposed risk reduction technique can effectively improve validity
time reasoning’s precision.

Keywords: Temporal logic · Semantic clique · Semantic distortion risk

1 Introduction

A fact such as an event or a status, usually expressed by a statement, always
corresponds to a well defined time point or time interval when it is considered
valid. This temporal attribute of facts plays an important role in the Q&A and
knowledge discovery systems, as treated as preliminary knowledge. For instance,
the fact statement “Hillary Clinton worked as U.S. Secretary of State” was only
valid between the years 2008 and 2013. Without considering the fact’s temporal
information, a Q&A system may respond to the question of “who is the U.S.
Secretary of State” with the wrong answer of “Hillary Clinton”.

c© Springer International Publishing AG, part of Springer Nature 2018
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Table 1. A running example

Problem Get the valid times corresponding to a statement
(e.g. Hillary Clinton worked as U.S. Secretary of State)

Query keywords The keywords of the statement
(e.g. {Hillary Clinton, U.S. Secretary})

Snippets Relevant information on Web data
(e.g.
s1: Clinton meets Saudi king amid Syria, Iran tensions — Reuters
Saudi King Abdullah (R) meets with Hillary (C) in Riyadh March
30, 2012.
s2: Hillary campaign staffs up in Arizona - azcentral.com Former
Secretary Hillary, the 2016 Democratic front-runner.)

Candidates Extracted times in snippets
(e.g. Years 1992, 2000, 2008, 2009, 2010, 2011, 2012, 2013, 2014,
2016)

Output Valid times corresponding to the statement
(e.g. Years 2008, 2009, 2010, 2011, 2012, 2013)

Existing studies on this temporal attribute extraction are mainly based on
natural language technologies, and two main tools really stand out, namely,
TimeML and DAML-Time [2,8]. These tools automatically extract and produce
annotations on time, events and their correlations for temporal text informa-
tion. In spite of that, as the world evolves and all kinds of events are generated
every day, there are still some limitations in existing natural language processing
technologies such as the ones cited above, for instance: 1. The correspondence
between facts and their validity times must be directly stated in the text in the
form of a lexical dependency. This constraint makes it hard to relate the fact to
its corresponding validity time, especially for a complicated fact that is usually
represented by many relevant events. 2. The free text to be processed may be
noisy and misleading, thus the extracted validity times may be incorrect. There-
fore, reasoning about the validity time of a specific fact statement becomes of a
great importance.

In this paper, we study how to reason about the validity time point/interval
of a fact statement based on the rich but noisy Web data. A running example is
shown in Table 1. The major challenge of Web-based validity time reasoning is
the semantic complexity existent among keywords due to the unstructured and
noisy nature of Web data. In the snippet s1 shown in Table 1, the time “2012”
is valid even though it contains only one matching query keyword, “Hillary
Clinton”. Semantically, s1 describes the visit of Hillary Clinton to Saudi Arabia,
an action that matches the authority entitled to a Secretary of State, even the
“Secretary of State” doesn’t appear in the snippet. As a result, the time present
in this snippet should be valid. On the other hand, it can be observed in the
snippet s2 that the time “2016” appears along with all the query keywords. It
is however not a correct value due to the presence of the keyword “former”.



Enabling Temporal Reasoning for Fact Statements: A Web-Based Approach 101

To address this challenge, we propose an approach based on Semantic
Bayesian Networks, which consists of query keywords, semantic cliques and time
points. A semantic clique consists of a corpus of keywords and can be consid-
ered to correspond to an event. It enables us to reason about validity times of
facts based on events instead of single keywords. To better handle noisy data, we
also propose to evaluate keyword risk in validity time reasoning and incorporate
it into the reasoning process. Our major contributions can be summarized as
follows:

1. Our work studies how to reason about the validity times of a specified fact
statement by harnessing the rich but noisy Web resources, while overcoming
the limitations of other NLP based tools;

2. We propose an approach based on Semantic Bayesian Networks that reasons
upon events and can handle the inherent risk of Web keywords;

3. We validate our approach and keyword risk reduction technique’s efficiency
by carrying experiments on real test cases.

The remainder of this paper is organized as follows: Sect. 2 presents the frame-
work; Sect. 3 describes the Semantic Bayesian Network and its construction pro-
cess; Sect. 4 describes validity time reasoning, including the way to compute the
validity probability followed by valid time points/intervals selection procedure;
Sect. 5 presents our experimental evaluation results.

2 Framework

The framework, as shown in Fig. 1, consists of the following components:
Query Keyword Extraction (QKE), Relevant Snippet Retrieval (RSR), Semantic
Bayesian Network Construction (SBNC) and Validity Time Reasoning (VTR).
The function of each component is described below:

1. [Query Keyword Extraction]. Existing mainstream search engines are
keyword-based, the QKE component extracts query keywords from a target

Relevant Snippet 
Retrieval

Statement

Hillary Clinton 
worked as 
U.S. Secretary 
of State

Query Keywords 
Extrac on

Hillary Clinton,
U.S. Secretary

Relevant Times & 
Keywords

campaign, Saudi, 
Address, served,
Former, remarks,

Lady, America, 
President, Biography, 

Washington, 
Department, State

1992, 2000, 
2008, 2009, 
2010, 2011, 
2012, 2013, 
2014, 2016

Seman c-based 
Bayesian Network 
Construc on

Effec ve Times 
Corresponding 
to Statement

2008-2013

Fig. 1. Framework
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statement such that they can be used by the search engine to retrieve infor-
mation relevant to the statement. In the running example shown in Table 1,
the extracted keywords include “Hillary Clinton”, “U.S.A” and “Secretary of
State”.

2. [Relevant Snippet Retrieval]. The RSR component uses a Web search
engine to retrieve the information relevant to a statement based on the
keywords extracted by the QKE component. We collect the text snippets
returned by the search engine for further analysis.

3. [Semantic Bayesian Network Construction]. The SBNC component
constructs a Semantic Bayesian Network for validity time reasoning. The
network consists of query keywords, semantic cliques and time points. Span-
ning over a group of closely related keywords, a semantic clique corresponds
to an event relevant to the target statement (refer to Sect. 3 for more details
on the reason behind the use of a clique structure).

4. [Validity Time Reasoning]. The VTR component estimates the validity
probabilities of different times based on the constructed Bayesian network,
then selects the most suitable timepoint/time interval via a specific reasoning
process.

3 Semantic Bayesian Network Construction

The structure of the Semantic Bayesian Network is illustrated by the scenario
shown in Fig. 2. The first level of the network is a single context node containing
the query keywords. The second level is formed by semantic cliques where each
one consists of a group of keywords extracted from web snippets. Semantically,
a clique can be considered to correspond to a relevant event in the context of the
target statement. Finally, the bottom level consists of the different timepoints
extracted from the snippets. Moreover, each edge has a weight indicating the
relevance between two nodes. In the rest of this section, we first describe the
semantic cliques’ construction methodology. After that, we present the process
of building the edges between the nodes and setting their weights in the network.

Fig. 2. Semantic Bayesian Network of {Hillary Clinton, U.S. Secretary}
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3.1 Semantic Cliques Construction

Consisting of a set of closely correlated keywords, a semantic clique corresponds
to an event correlated with the query context. For the construction of semantic
cliques, we first depict a undirected probabilistic graphical model called perfect
map [1,6] of the keywords, in order to capture their semantic relationships. In the
perfect map, an edge between two keywords indicates that they are dependent
on each other; that is, they are correlated with the same semantic or event. If two
keywords are instead not directly connected by any edge, they are conditionally
independent with regard to their common neighbors; hence, they are supposed
to describe different semantics or events. In this fashion, we can detect all the
semantically independent events in a perfect map by enumerating its maximal
cliques, which can capture the most complete semantics of individual events.
Existing techniques for maximal clique enumeration [4,10] can be employed to
fulfill this task.

We construct the perfect map of keywords by taking advantage of the tech-
nique proposed in [1], which is based on Conditional Independence (CI) test.
In our scenario, we perform the CI test based on the conditional point-wise
mutual information between two keywords, which represent their conditional
dependence. The conditional PMI between two keywords vi and vj with regard
to a set of keywords C is computed by:

I(vi, vj |C) = log
Po(vi, vj |C)

Po(vi|C)Po(vj |C)
. (1)

in which Po(·) denotes the occurrence probability, which corresponds to the
percentage of snippets containing the target keyword or keyword set in the whole
set of analyzed snippets. The detailed semantic cliques construction algorithm
can be found in our technical report [3].

3.2 Edge Construction

Since every semantic clique is relevant to Q, there is an edge between the query
node Q and each semantic clique in the Bayesian network. However, there is
no edge between any pair of semantic cliques since they are supposed to be
conditionally independent. The edges between semantic cliques and timepoints
is constructed as follows: The valid semantic of a timepoint t can be supposed to
be represented by the keyword set of the snippets containing t. For each snippet
si containing t, we denote the keywords contained in si by K(si). Regarding the
relationship between si and t, we consider the following two cases:

1. If there exists any semantic clique, Ci, whose keyword set is completely cov-
ered by K(si), then we add an edge between t and Ci. In this case, the
semantic context of si and t is supposed to match one and only semantic
context, that is Ci’s, and none of the other cliques.

2. Otherwise, the semantic context of si and t can partially match any semantic
clique whose keyword set has a certain overlap with K(si). Therefore, we
create an edge between t and any semantic clique that satisfies said constraint.
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4 Validity Time Reasoning

4.1 Validity Probability Estimation

Given a semantic Bayesian network, the validity probability of a time t with
regard to the query Q, denoted as P (t|Q), can be estimated by the law of total
probability as follows

P (t|Q) =
∑

Ct

P (t|Ct) · P (Ct|Q), (2)

in which Ct denotes the conjunction of the semantic cliques connected to
t. In Ct, the events corresponding to a semantic clique ci can be speci-
fied to occur (denoted by Ci) or not occur (denoted by !Ci). Suppose that
Ct = {Cl, Cl+1, . . . , Cm, !Cm+1, . . . , !Cn}. Due to the conditional independence
of semantic cliques, we have

P (Ct|Q) =
∏

l≤i≤m

Po(Ci|Q) ·
∏

m+1≤i≤n

Po(!Ci|Q). (3)

Since the semantic contexts of t are described in the snippets containing them,
we estimate P (t|Ct) based on the snippets by

P (t|Ct) =
∑

sk

P (t|sk) · P (sk|Ct). (4)

In Eq. 4, P (t|sk) = 0 if sk does not contain t; otherwise, P (t|sk) = 1
|Tk| , where

|Tk| denotes the total number of distinct times contained in sk. The conditional
probability of P (sk|Ct) is computed as the percentage of the keywords of Ct

contained by sk as

P (sk|Ct) =

|K(sk) ∩ (
⋃

Ci∈C+
t

Ci)|

|K(sk)| , (5)

where C+
t denotes the set of semantic cliques in Ct whose corresponding event

is specified to occur.

4.2 Risk-Aware Probability Estimation

Due to the semantic complexity of noisy keywords, the semantic meaning of a
clique expressed by keywords may distort the semantic meaning of the original
query even though these keywords co-occur in the retrieved snippets with high
frequency. Similar to risk analysis in investment theory [9], we regard every key-
word as an investment and measure its return rates by its impact on the validity
probability evaluation of different time points. Accordingly, the risk of a keyword
can be measured by the relative standard deviation (a standardized measurement
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of dispersion of a probability or frequency distribution) of its impact rates on all
the candidate timepoints as

R(w) =
D(Imp(w, ti))
E(Imp(w, ti))

, (6)

where E(Imp(w, ti)) and D(Imp(w, ti)) represent the expectation and the stan-
dard deviation of the impact rate of a word w, Imp(w, t), respectively. We quan-
tify Imp(w, t) by:

Imp(w, t) = ΔP(w, t) =
P(t|Q) − P\w(t|Q)

P(t|Q)
, (7)

where
P\w(t|Q) =

∑

Ct(\w)

P (t|Ct(\w)) · P (Ct(\w)|Q), (8)

and Ct(\w) denotes a conjunction of the semantic cliques connected to t but
not containing w.

Based on keyword risk estimation, we measure the risk of a semantic clique
Ci by the average risk of its keywords, and incorporate the risk of semantic
cliques into the probability estimation of P (Ct|Q), denoting as PR(Ct|Q):

PR(Ct|Q) =
∏

Ci∈Ct

1

e

1
|Ci|

∑

wj∈Ci

R(wj)
· Po(Ci|Q) ·

∏

!Cj∈Ct

Po(!Cj |Q). (9)

Finally, the risk-aware validity probability of time t, PR(t|Q), is estimated by

PR(t|Q) =
∑

Ct

P (t|Ct) · PR(Ct|Q). (10)

4.3 Validity Times Selection

There are three categories of temporal attribute values in practice: one single
timepoint, multiple timepoints and time intervals. In case there is only a single
timepoint to look for, we always select the one with the highest validity proba-
bility according to the principle of maximum likelihood. In the case of multiple
timepoints or time intervals, we will classify the candidate times into two cate-
gories by 2-means clustering technique, and select the timepoints or consecutive
time interval in valid category of higher probabilities. The details of validity
times selection can be found in our technical report [3].

5 Experiments

For each type of distribution on valid times, we collect the hot query objects of
different topics submitted in portal sites in recent years. For each query object,
we use the Microsoft Bing search engine to retrieve relevant snippets, then use the
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Stanford CoreNLP [7] POS-Tagger to extract candidate time points from those
snippets. We limit candidate times units to years in all our experiments, since
a year is the mostly mentioned time granularity. The keywords are extracted
by the online app IBM Bluemix [5], and are further supplemented with high-
frequency nouns and verbs. Finally, we extract 372 candidate times of 20 topics
in our experimental evaluation.1

Table 2. Results of single validity timepoint reasoning experiments

Topic Freq TimeML SBNR−RD SBNR+RD

PR PR PR PR

AMD graphics introduce 0.60 0.80 0.80 0.80

Falcom RPG release 0.25 0.75 0.50 0.75

Harry Potter movie 1.00 1.00 0.80 0.80

HUAWEI launch 0.75 0.75 0.75 0.75

Intel core release 0.40 0.40 0.40 0.40

Explorer release 0.20 1.00 1.00 1.00

iOS release 1.00 1.00 1.00 1.00

iPad launch 0.83 0.83 0.83 0.83

iPhone discontinued 0.60 0.60 0.80 0.80

Olympic games hold 1.00 1.00 1.00 1.00

Robert Downey movie 0.43 0.86 0.86 0.86

Samsung unpack 1.00 0.80 1.00 1.00

Blizzard release 0.83 0.83 0.83 0.83

Table 3. Results of multiple validity timepoints reasoning experiments

Topic Freq TimeML SBNR−RD SBNR+RD

RC PR F1 RC PR F1 RC PR F1 RC PR F1

MacOS versions 0.63 0.83 0.71 1.00 0.73 0.84 0.88 0.78 0.82 1.00 0.89 0.94

Sony release 0.75 0.67 0.71 0.56 0.90 0.69 0.75 0.67 0.71 0.75 0.67 0.71

Visual Art’s TV anime 0.80 0.73 0.76 0.50 0.83 0.63 0.90 0.64 0.75 1.00 0.67 0.80

We compare the performance of proposed Semantic Bayesian Network with
Risk Reduction (denoted by SBNR+RD) with 2 alternatives, Occurrence Fre-
quency (denoted by Freq) and TimeML, on the metrics of recall (abbr. RC),
precision (abbr. PR) and F1-Score (abbr. F1). Moreover, in order to estimate
1 All the data files of our retrieved relevant snippets, extracted keywords and candidate

years of the query objects of different topics are available at http://www.wowbigdata.
com.cn/ValidTimeReasoning.zip.

http://www.wowbigdata.com.cn/ValidTimeReasoning.zip
http://www.wowbigdata.com.cn/ValidTimeReasoning.zip
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Table 4. Results of validity time interval reasoning experiments

Topic Freq TimeML SBNR−RD SBNR+RD

RC PR F1 RC PR F1 RC PR F1 RC PR F1

Apple CEO 0.86 0.86 0.86 0.36 1.00 0.53 0.83 0.93 0.90 0.93 1.00 0.96

Japan Prime Minister 0.94 0.71 0.81 0.31 1.00 0.48 0.94 0.94 0.94 0.94 0.94 0.94

Microsoft Chairman 0.73 0.42 0.53 0.00 0.00 0.00 0.73 0.42 0.53 0.73 0.42 0.53

U.S. Secretary 0.80 0.73 0.76 0.50 1.00 0.67 1.00 0.77 0.87 1.00 1.00 1.00

the added value of the risk reduction component, we perform an ablation experi-
ment by estimating our proposed approach where we remove the RD component
(abbr. SBNR−RD). The comparative results for the topics with single validity
timepoint, multiple validity timepoints and validity time interval are presented
in Tables 2, 3 and 4 respectively. From the results, it can be observed that our
proposed Semantic Bayesian Network with Risk Reduction approach performs
better than all the other alternatives.
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Abstract. A time series is a series of data points indexed (or listed or graphed)
in time order. Errors are prevalent in time series, such as GPS trajectories or
sensor readings. The quality of the time series greatly influences the authenticity
and confidence of other operations. Existing methods on cleaning sequential
data employ a constraint on value changing speeds and perform constraint-based
or statistics-based repairing. However, such speed-based methods are difficult to
identify and repair outliers, which does not significantly deviate from the true
value and does satisfy the speed constraint. And such a statistics-based method
is not perfect in terms of efficiency and accuracy. To handle such problem of
time series cleaning, in this paper, we propose a first variance-based approach
for cleaning time series. In order to support the stream computation, we consider
the data in a window as a whole and adopt the idea of sliding window to solve
the problem in stream computation.

Keywords: Time series � Data clean � Variance � Constraints

1 Introduction

A time series is a set of statistics, usually collected at regular intervals. Time series data
occur naturally in many application areas. Applications include word spotting, object
recognition and image retrieval systems [8], sensor pattern matching, DNA sequence
analysis [6], and monitoring of bio-medical signals (e.g., EKG, ECG), and monitoring
of environmental (seismic and volcanic) signals [3]. In the medical field, doctors
observe the sequence of the patient’s electrocardiogram (ECG) and electroencephalo-
gram (EEG), and diagnose whether the patient is healthy by analyzing whether there is
inconsistency [2]. But time series often has many anomaly values that can affect the
analysis results of the application. Time series cleaning deals with detecting and
removing errors and inconsistencies from data in order to improve the quality of data.

© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 108–113, 2018.
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Keogh [11] proposed a sliding window smoothing technology based on time series
segmentation. Papotti [12] takes a greedy strategy, it iteratively modifies the abnormal
data detected in each round, which may introduce new violations to other data points,
causing another round of repair. Song [10] employs a constraint on value changing
speeds and performs constraint-based repairing. While such speed constraints are
effective in identifying large spike errors, the small errors that do not significantly
deviate from the truth and indeed satisfy the speed constraints can hardly be identified
and repaired.

In this paper, we study the problem of data cleaning over time series that require
summarization: our job is to find out some kind of points, which make the variance of
the data in the window of size w greater than a certain threshold v. Consider the
anomaly data point we found and fix it so that the window satisfies the variance
constraint. Select a solution closer to the original value as a candidate. Calculate the
optimal solution through the candidate set using the weighted average method.

2 Algorithm

2.1 Preliminaries

Consider a time series x ¼ x1; x2. . .. . ., where each xi has a timestamp ti. And xi
represents the i� th data. Our job is to find out some kind of points, which make the
variance of the data in the window of size w greater than a certain threshold v, we call it
an outlier.

DðxiÞ ¼
Pw
i¼1

ðxi � lÞ2

w
� m ð1Þ

where l is the mean of xi in a window.
w represents a period of time. Variance measures how far a set of (random)

numbers are spread out from their average value. It has a central role in real setting. For
example, the temperature should not be much difference within a few days.

Example 1: Consider a time series x = {3, 4, 5, 4, 2, 5} of six data points, with
timestamps t = {1, 2, 3, 4, 5, 8}. Figure 1 illustrares the data points. Suppose that the
variance threshold is m ¼ 1

2.
For a window size w = 2 in the variance constraint, data points x1 and x2, with

timestamps distance 1 < 2, scilicet in a window, satisfy the variance constraint, since

the variance is ð3�3:5Þ2 þð4�3:5Þ2
2 ¼ 1

4\
1
2. But the data points x4 and x5, with timestamps

distance 1 < 2, are identified as violation since the variance is ð4�3Þ2 þð2�3Þ2
2 ¼ 1[ 1

2.
And although x5 and x6 differ greatly, their timestamp distance is 3 and they are not in a
window, they have no violations.
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2.2 Optimal Solution

Consider the anomaly data point we found and fix it so that the window satisfies the
variance constraint. As we all know, quadratic equations generally have two solutions.
Time series cleaning should not have two repairs. We can use the following method to
choose the optimal solution in the two solutions. In order to ensure that the minimum
change from the original data in data cleaning. The repair changes is evaluated by the
difference between the original x and the repaired x0:

Dðx; x0Þ ¼
X
xi2x

jxi � x0ij ð2Þ

Example 2: Consider again the time series x = {3, 4, 5, 4, 2, 5}. Let x5 be y, let’s find

the solution of the equation ð4�4þ y
2 Þ2 þðx�4þ y

2 Þ2
2 ¼ 1

2. We can get two solutions y1 ¼ 2:6,
y2 ¼ 5:4. Referring to the minimum change principle, we choose y1 as the optimal
solution, in Fig. 2.

Since the repair of the time series is repaired in order, there are

DðxiÞ ¼
Pk

i¼k�w
ðx0i � lÞ2

w
� m;where l ¼

Pk
i¼k�w

x0i

w
:

x0k is the repair value of the data point that is currently processed.
Let x�k be the processed data set in time series. xkþ 1 is the next data point to

processed. If xkþ 1 satisfies the variance constraint, x0kþ 1 ¼ xkþ 1. Otherwise, we should
solve the equation

Fig. 1. Example 1 Fig. 2. Example 2
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DðxiÞ ¼

Pkþ 1

i¼kþ 1�w
ðx0i � lÞ2

w
¼ m ð3Þ

And we will get two solutions y1 and y2. Define a convention here is that y1 is the
smaller of the two solutions and y2 is the bigger one. Referring to the minimum change
principle, if xkþ 1 � y1, we select y1 for repair value of xkþ 1, else if xkþ 1 � y2, we
select y2.

As following:

x0kþ 1 ¼
y1 xkþ 1 � y1
y2 xkþ 1 � y2
xkþ 1 xkþ 1 satisfies constraints

8<
: ð4Þ

2.3 Candidates

consider a time series x ¼ . . .. . .x1; x2. . .. . .xk. . .. . ., and sub-series x0 ¼
x01; x

0
2. . .. . .x

0
k�1 have been repaired in the previous steps. Each window containing xk,

[x0i. . .xk. . .xiþw], 8k� i\kþw, specifies a candidate for xk. We denote the candidate

set with Xk and each candidate with xðiÞk . There should be w values in Xk with window
size w. Then, how do we find the optimal solution of x0k through the candidate set? We
use the weighted average method to calculate the repair value of xk here. The data
points before xk have been repaired a.k.a. they are clean. Therefore, the weights are
given based on the following principles. For each window that contains xk , where the
more data points before xk, the greater the weighting of the candidate that result from it.

x0k ¼
f1x

ð1Þ
k þ f2x

ð2Þ
k þ . . .. . .þ fwx

ðwÞ
k

w
; f1\f2\. . .. . .\fw ð5Þ

Where xð1Þk is the candidate for window xk; xkþ 1; . . .. . .; xkþw�1, and xðiÞk is the
candidate for window who has i data points before or equal to xk , i.e.
xk�iþ 1; . . .. . .xk; . . .. . .; xk�iþw.

Algorithm 1 presents the repair algorithm of a time series under the variance
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constraint. For each point k in the series, Line 3 to 10 computes the candidate for each
window containing xk . By considering all the candidates in Xk, Line 11 computes the x0k
through the weighted average method.

It is easy to see that the number of data points in a window is at most w. The xðiÞk in
the window can be found in OðwÞ. Considering all the n data points in the sequence,
Algorithm 1 runs in OðnwÞ time.

3 Conclusions

In this paper, we study the problem of data cleaning over time series that require
summarization: our job is to find out some kind of points, which make the variance of
the data in the window of size w greater than a certain threshold v. Consider the
anomaly data point we found and fix it so that the window satisfies the variance
constraint. Select a solution closer to the original value as a candidate. Calculate the
optimal solution through the candidate set using the weighted average method.
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Abstract. Entity resolution plays an important role in many fields. Due
to its importance, it has been widely studied. However, in big data era,
entity resolution brings new challenges including high scalability, coex-
istence of tautonymy and synonym, complex similarity metrics as well
as the requirement of data quality evaluation based on entity resolution.
Facing these challenges, we introduce our solutions briefly and discuss
the possible future work for entity resolution in big data era.

Keywords: Entity resolution · Big data · Algorithm

1 Introduction

Entity resolution plays an important role in data quality management (DQM) [1],
data management [2] and information retrieval [3,4]. It is also an important
research area in DQM. A real-world entity may appear in one or multiple
databases which may have quite different descriptions. The goal of entity resolu-
tion (ER) is to identify the records referring to the same real-world entity from
multiple data sources. The result of entity resolution is widely used in other
steps of data quality management, such as data cleaning and data quality eval-
uation. The problem that a real-world entity have quite different descriptions is
a common problem that appears in many kinds of application areas. Because of
its importance, entity resolution has attracted much attention in the literature
[5–7]. Even though existing methods can perform ER effectively in many cases,
for big data era, these ER approaches have following limitations.

– There are two problems in entity resolution, called “tautonymy” and “syn-
onym”. Tautonymy is different entities may share the identical name and
synonym is different names may correspond to the identical entity. However,
current research focuses on only one of the problems, without considering the
general cases where both of the problems might exist.

– Traditional ER approaches obtain a result based on similarity comparison
among records. They assume that records referring to the same entity are
more similar to each other, called “compact set property”. However, such
property may not hold, so traditional ER approaches cannot identify records
correctly in some cases.

c© Springer International Publishing AG, part of Springer Nature 2018
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– The similarity metrics used by current ER approaches do not consider the
correlation between words in records and the major contribution of some
specific words which describe the important features of real-world entities in
entity identification. As a result, the entity resolution approaches based on
current metrics sometimes cannot achieve a high performance.

– Currently, the study of data quality evaluation only includes consistency,
currency, completeness and accuracy. However, a new kind of data quality
problem can be evaluated according to the result of entity resolution, that is
duplicated data have conflicting values in the same attributes. We call this
problem as “the entity description conflict”. As far as we know, the evaluation
approach of entity description conflict in duplicated data has not been studied.

On the basis of the above analysis, in the background of big data era, focusing
on the objectives of minimizing time complexities and maximizing the accuracy
of ER result, this paper gives the solutions of entity resolution on big data. Spe-
cially, we discusses the graph-based entity resolution algorithm, the rule-based
entity resolution algorithm, the entity resolution algorithm based on distance
metric and the data quality evaluation algorithm based on entity resolution
result for entity resolution on big data.

2 Solutions

2.1 Rule-Based Entity Resolution

The syntax and semantics of the rules for ER are designed, and the independence,
consistency, completeness and validity of the rules are defined and analyzed. An
efficient rule discovery algorithm and an efficient rule-based algorithm for solving
entity resolution problem are proposed and analyzed in [8]. A rule maintaining
method is proposed when entity information is changed. Experiments are per-
formed on real data to verify the effectiveness.

2.2 Evaluating Entity-Description Conflict on Duplicated Data

The mathematical model of the entity-description conflict is defined based on
the conflicts between attribute-values in a cluster. The problem of computing the
range of entity-description conflict is proposed when the accuracy of ER-result is
not 100%. To solve the problem, four primary operators are identified in [9], and
it is proved that the problem of computing the range of the entity-description
conflict is NP-hard. Four approximation algorithms for the four primary oper-
ators with ratio bound assurance are provided. A framework based on the four
primary operators is proposed for computing the range of the entity-description
conflict. Using real-life data and synthetic data, the effectiveness and efficiency
of the proposed algorithm are experimentally verified.
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2.3 Graph-Based Entity Resolution

The problems of “tautonymy” and “synonym” are introduced. As far as we
know, [10] is the first study to address these problems. A general entity identifi-
cation framework, EIF, is presented. In this framework, the similarity relation-
ships between records have been modeled as a graph, entities are identified by
exploiting the graph clustering algorithms. As an application of EIF, an author
identification algorithm is proposed by using the information of author names
and co-authors to solve author identification problem. The effectiveness of this
framework is verified by extensive experiments. The experimental results show
that the author identification algorithm based on EIF outperforms the existing
author identification approaches both in precision and recall.

2.4 Entity Resolution Based on Distance Metric

A key component for ER is to choose a proper distance (similarity) function
for each database field to quantify the similarity of records. Most existing ER
approaches focus on how to define a proper matching rule based on generic
or hand-crafted distance metrics. Two learnable string distance metrics for two
kinds of ER problems are explored by employing the Principle Component Anal-
ysis (PCA) and the Largest Margin Nearest Neighbor Algorithm (LMNN) for
training. Experimental results on real datasets show that our approaches can
improve entity resolution accuracy over traditional techniques.

3 Conclusions and Discussions

Even though entity resolution has been widely studied, for the challenges brought
by big data era, our research is just a start. Many issues are remained to be
studied. We list several research problems for future work.

– For scalability issues, parallel entity resolution techniques are in demand.
Some approaches have been proposed such as [11–13]. However, the effi-
ciency could be increased especially for some scenarios with real-time require-
ments [3]. Thus, the scalable and efficient entity resolution algorithms for big
data are to be studied.

– In practise, records may come from heterogenous data sources with various
schema even data model. This makes traditional distance-based approaches
invalid due to the heterogeneity in schema. It is still a problem to study how
to perform efficient entity resolution over heterogenous data.

– The variety of big data brings new chances for entity resolution. For example,
the entity resolution for products could be conducted on not only textual
description but also the pictures of products. However, it is not trivial to
conduct entity resolution on multi-modal data as the combination of record
matching, anaphora resolution and pattern recognition. Many problems are
remained to be studied.
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– Other data quality issues such as incompleteness and inconsistency brings
difficulty for entity resolution. Entity resolution and truth discovery could
improve the data quality and help the cleaning of other data quality problem.
Thus, involving entity resolution into the whole data cleaning process raises
new research issues including the opportunity of entity resolution in the data
cleaning processing and the entity resolution algorithms on dirty data.
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Abstract. Matching a regular expression (regex) on a text is widely
used in many applications, such as text editing, information extraction
and instruction detection (IDS). Traditional algorithms generally com-
pile an equivalent automaton from the regex query, then run it on the
text to find all matching results. However, they have to scale linearly
with the size of the text. Recent algorithms utilize various filtering tech-
niques to quickly jump to candidate positions in a text where a matching
result may appear, then only these candidate positions are verified by
the automaton. In this paper, we give a full specification on filtering
techniques for the regex matching problem, in which filters for the regex
query can be classified into positive factor and negative factor. We review
three typical positive factors, including prefix, suffix, and necessary fac-
tor and show that negative factors can collaborate with positive factors
to significantly improve the filtering ability.

Keywords: Regular expression · Filtering technique · Query efficiency

1 Introduction

Regular expression (regex) matching is a fundamental problem that exists
in many applications, such as text editing, information extraction, protein
sequence matching and instruction detection (IDS). For example, in the
domain of bioinformatics, a regex query TC(T|G)(C|T)A has the language
{TCTCA,TCTTA,TCGCA,TCGTA}, matching this regex is to find all matchings of
the string in this language from a genome sequence.

The classical approaches to match a regex query in a text is that first trans-
forming the regex into an equivalent automaton, and then running it from each
position in the text to verify if the substring is an occurrence of the regex. An
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occurrence is found whenever a final state of the automaton is reached [1,5,8].
NFAThompson [8] and DFAClassical [1] are two typical automaton-based algo-
rithms. NFAThompson is the pioneering work that proposes the Thompson NFA
to match a regex with time complexity O(mn), where m is the size of the regex
query and n is the length of the text. DFAClassical realizes regex matching by
simulating the DFA, which can guarantee a linear search time of O(n). However,
the automaton-based algorithms have to check every character in a text, the
matching efficiency is largely limited.

To improve query efficiency, filtering techniques have been proposed for many
applications which focus on producing a set of candidates which could be the final
query results [3,4,7,10,13,14]. To alleviate the above issue in the regex matching
problem, many algorithms have been developed under a filtering-and-verification
framework, where candidate positions are generated using one or more filters
and then verified by an automaton to find the true matching positions [7,11].
The filters can be divided into two types. The first one, called positive factor,
utilizes the substrings extracted from the regex query, including prefix, suffix
and necessary factor. MultiStringRE [9] computes a set of prefixes for all strings
matching the regex query (i.e., the language of a regex), then uses a Commentz-
Water-like algorithm to verify the text starting from each occurrence of these
prefixes. NRGrep [6] gets the candidate positions using the reversed prefixes of
the regex and verifies them using a reversed automaton. GNU grep [2] utilizes
the necessary factors to get candidate positions, which are the substring must
appear in a regex match. Since a necessary factor could divide a regex into
a left and a right part, two automatons are constructed to verify a candidate
position in forward and backward directions. The other one is called negative
factor and initially proposed in [12], which is the substring that cannot appear in
any matching string of a regex. Negative factors can further prune the candidate
positions generated by the positive factors.

In this paper, we give a full specification on filtering techniques for the regex
matching problem and show different filters of the regex can be used together to
improve the filtering ability.

2 Filtering-Based Regular Expression Matching

Let Σ be a finite alphabet. A regular expression (regex) Q is a string over
Σ ∪{ε, |, ·, ∗, (, )}, in which {|, ·, ∗} are the operators that represents disjunction,
conjunction and Kleene closure (repeating unit), respectively. We use L(Q) to
represent the language of a regex Q. For a text T of the characters in Σ, we
use |T | to denote its length, T [i] to denote its i-th character (starting from 0),
and T [i, j] to denote the substring ranging from its i-th character to its j-th
character.

Regular Expression Matching. Given a regex Q and a text T , the regex
matching problem is to find matching occurrences of the strings in L(Q) from T .

In the following, we first review the filtering techniques with positive factors,
then show negative factors can collaborate with positive factors.
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2.1 Computing Candidate Positions Using Positive Factors

Recent techniques have utilized certain features of the regex Q to improve the
performance of automaton-based methods [7]. Their main idea is to use positive
factors, which are substrings of Q, to identify candidate positions of Q in T . Next,
we present three typical positive factors, including prefix, suffix, and necessary
factor.

A prefix w.r.t. a regex Q is defined as a prefix of a string in the language
L(Q). We use lpre to denote the length of a prefix. A set of prefixes SP can be
used as the filters of a regex if and only if there is a prefix in SP for any string in
L(Q) [9]. For example, for the regex Q = (A|G)T∗AT∗G, the prefixes with lpre = 2
are {AT, AA, GT, GA}. Due to any matching string of Q must start with a prefix
in SP , then the matching positions of the prefixes in SP on T are the candidate
positions for Q. To compute all matches of Q, we only examine these matching
positions of prefixes using the automaton of Q.

Similarly, a suffix w.r.t. a regex Q is defined as a suffix of a string in L(Q),
and the length is denoted by lsuf . We use SS to represent the set of suffixes
computed from Q, e.g., for the regex Q = (A|G)T∗AT∗G, the suffixes with lsuf = 2
are {TG, AG}. Different from prefixes, the ending matching positions of suffixes
in SS are candidate positions, which are verified by a reversed automaton in the
backward direction [6].

In addition to prefixes and suffixes, the necessary factor is another type of
positive factor, which is a substring that must appear in every matching string
in L(Q) [2]. For instance, for the regex Q = (A|G)T∗AT∗G, {A} is a necessary
factor of Q. To verify a candidate position where a necessary factor appears, we
can divide Q into a left part and a right part with a corresponding automaton,
e.g., two automatons are constructed for the left and right parts of the regex Q
(i.e., (A|G)T∗ and AT∗G).

Instead of independently applying each positive factor, all three types of
positive factors can also be leveraged together to further improve the filtering
ability [11]. PS and PMS are two typical patterns used to identify candidate posi-
tions. PS pattern utilizes prefix and suffix which requires a candidate occurrence
contains the matchings of a prefix and a suffix simultaneously in T . Likewise,
PMS pattern requires a candidate occurrence contains all matchings of the three
positive factors. Generally, PMS pattern can achieve better filtering ability than
PS pattern since one more positive factor is considered, but it also needs more
computational cost for filtering.

Consider the example in Fig. 1, there is a matching result T [6, 10] for the
regex Q = (A|G)T∗AT∗G. Using prefixes of Q as filters, there are 6 candidate
occurrences needed to be verified. PS and PMS further prune the candidate
occurrences when considering more positive factors, and obtain 5 and 4 candidate
occurrences, respectively.

2.2 Further Pruning Candidate Positions Using Negative Factors

Although positive factors can be used together to compute candidate occur-
rences, compared to the single type of positive factors, using more than one type
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A T C T T G G T A T G A C G T T G C G T A
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Candidate occurrences

PS pattern

PMS pattern

Prefix
Suffix

A Necessary
Suffix

A

Fig. 1. An example of using positive factors to identify candidate occurrences for the
regex Q = (A|G)T∗AT∗G.

of positive factors obtains few improvements in the filtering ability. Negative
factors solve this problem.

A negative factor (also called N-factor) w.r.t. a regex Q is a string w such that
there is no string Σ∗wΣ∗ in L(Q) [11,12]. For example, for the running example,
C is an N-factor since any string in L(Q) does not contain C. Essentially, N-factor
is the substring that does not appear in any matching string of Q. Based on this
property, given a set of N-factors of Q, a text T can be divided into several
disjoint segments and we can get the matching result of Q can only appear
within a segment.

At first, we show N-factors can be integrated into the PS pattern. According
to the definition of N-factor, a candidate occurrence must start with a prefix
and end with a suffix, and do not contain any matching of N-factor. We call
such candidate occurrences satisfy the PNS pattern. For example, as shown in
Fig. 2, candidate occurrences T [0, 16] and T [10, 16] obtained by PS pattern can
be pruned by the PNS pattern since they contain the matching of N-factor C.

Similarly, we can get the PMNS pattern by integrating N-factors into PMS
pattern, which requires a candidate occurrence contains the matchings of nec-
essary factors based on the requirements of the PNS pattern. Because PMNS
considers the requirements of all filters computed from the regex, it achieves the
best filtering ability. For the example in Fig. 2, compared to the PNS pattern,
the candidate occurrence T [13, 16] can be further pruned by the PMNS pattern
since it does not contain the matching of A.

A T C T T G G T A T G A C G T T G C G T A
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Candidate occurrences

PNS pattern

PMNS pattern

Prefix
Suffix

A Necessary
factor

C N-factor

Fig. 2. Using negative factors to further prune candidates generated by positive factors.
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3 Conclusion and Future Work

Regular expression matching is a fundamental problem existing in a diverse
range of applications. In this paper, we introduced the filtering techniques for
the regex matching problem, in which filters of the regex query can be classified
into positive factor and negative factor. We reviewed three typical positive fac-
tors, including prefix, suffix, and necessary factor and showed they can be used
together to compute candidate occurrences. Furthermore, we showed negative
factors can collaborate with positive factors to significantly improve the filtering
ability. As parts of future work, we will (i) further investigate the correlation
between different filters extracted from the regex query; (ii) balance the filtering
cost caused by different filters.

Acknowledgment. This paper constituted an invited talk, held atBDQM2018, aDAS-
FAA 2018 satellite workshop. The main techniques derive from our work cited in [11].
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Abstract. Unlike relational databases and XML documents, most of
graphs are not given their own schemas. If we can extract a schema
from a graph efficiently, we can take advantage of the extracted schema
for query optimization, structure browsing, and so on. In this paper, we
consider extracting schemas from large graphs by using utility function.
Although reasonable schemas can be extracted by the utility function,
the major problem of the utility function is its computation cost. In
this paper, we propose a schema extraction algorithm based on (a) a
novel utility function called local utility function and (b) parallelization.
Experimental results show that our algorithm can extract schemas from
graphs more efficiently without losing quality of schemas.

1 Introduction

Recently, various kinds of graphs are widely used, e.g., SNS graph, citation graph,
RDF graph, and so on. Unlike relational databases and XML documents, most
of graphs are not given their own schemas. Therefore, in many cases we cannot
make use of schemas to manage graphs effectively. Since a schema of a graph is
a concise representation of the graph, if we can extract a schema from a graph
efficiently, we can take advantage of the extracted schema for query optimization,
structure browsing, query formulation, and so on. A schema of a graph is also
used to calculate ObjectRank scores [1].

In this paper, we consider extracting schemas from large graphs by using
utility function. Here, utility function is firstly proposed in the COBWEB sys-
tem [2], and the utility function can successfully be applied to extract schemas
from graphs [13]. In short, the utility function is used to select, for each node v
in a given graph, which of the classes in the current schema is the “best” class
to which v belongs. Although reasonable schemas can be extracted by the utility
function, the major problem of the utility function is its computation cost; in
order to calculate the utility function, we need to explore all the classes and
all the labels in an extracted schema. Note that, if the input graph large and
contains variety kinds of nodes, much more classes tend to be extracted due to
the “richness” of the input graph. For such graphs, efficient schema extraction
using the utility function becomes highly difficult.

c© Springer International Publishing AG, part of Springer Nature 2018
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To address the problem, we propose an algorithm for extracting schemas
from large graphs, using a novel utility function called local utility function. Our
local utility function can be calculated by using only the “local” information
of a given node and a class, not requiring the entire classes nor the labels of
the current schema. Thus, by using our local utility function, schemas can be
extracted more efficiently. Another feature of our algorithm is that our algorithm
extracts classes in parallel, aiming for further efficient schema extraction. Here,
if classes were naively extracted in parallel, then extracted classes would conflict
with each other and the quality of extracted schemas would decrease significantly.
To avoid this problem, we incorporate an efficient “conflict resolution method”
to our algorithm so that the quality of schemas are retained. In addition to the
above two features, our algorithm is designed as an external memory algorithm,
which is partly based on our previous work [11]. This makes it possible for our
algorithm to deal with large graphs that do not fit in main memory. Experimental
results show that our algorithm can extract schemas from graphs much more
efficiently, and that the quality of schemas extracted by our algorithm is almost
equal to schemas extracted by using the original utility function.

Related Work

Wang et al. proposed a schema extraction algorithm for graphs by using the
original utility function [13]. The algorithm extracts reasonable schemas from
graphs but requires too much computation cost for large graphs. DataGuide [4]
extracts a schema by grouping nodes reachable from the root via the same path
labels into the same class. The algorithm works efficiently for tree-like data but
is highly inefficient for graphs containing cycles. ApproximateDataguite [5] is
the approximate version of DataGuide, which proposed three methods to merge
similar nodes: Object Matching, Suffix Matching, and Path-Cycle Matching. Suf-
fix Matching merges nodes having the same incoming label regardless of their
outgoing labels. Thus nodes having completely different outgoing edges may be
merged into the same class. The other two methods are still inefficient and too
many classes are extracted for large graphs. Nestorov et al. proposed an algo-
rithm for extracting approximate typings by using a clustering approximation
method [9]. However, the algorithm requires double-quadratic time and is hardly
applicable to large graphs. Navlakha et al. proposed a graph summarization algo-
rithm [8]. The algorithm is designed for unlabeled undirected graphs, while our
algorithm is designed for labeled directed graphs. All the algorithms mentioned
above are in-memory algorithms and cannot handle graphs that do not fit in
main memory, and parallelization is not considered either. Luo et al. proposed
an external memory algorithm for computing k-bisimulation of graph [7]. K-
bisimulation is suitable for constructing exact indexes of graphs rather than
extracting “approximate” schemas. Our previous work [11] proposed an exter-
nal memory algorithm for extracting schemas from graphs. The algorithm is
based on the original utility function and do not consider parallelization, and
thus takes too much computation cost for graphs containing various kinds of
nodes.
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Fig. 1. Example of graph and schema

For XML documents, a number of schema extraction algorithms were pro-
posed, e.g., [3,6,12]. However, these algorithm are designed for XML trees and
cannot handle graphs containing cycles.

2 Preliminaries

Let L be a set of labels. A labeled directed graph (graph for short) is denoted
G = (V,E), where V is a set of nodes and E ⊆ V × L × V is a set of labeled
directed edges (edges for short). Let e ∈ E be an edge labeled by l ∈ L from a
node v ∈ V to a node u ∈ V . Then e is denoted (v, l, u), v is called source, u is
called target, and we say that e is an outgoing edge of v. By L(v), we mean the
set of outgoing edge labels of v, that is, L(v) = {l ∈ L | (v, l, u) ∈ E}.

A schema is also represented as a graph. Formally, a schema is denoted
S = (C,Es), where C is a set of nodes called classes and Es is a set of edges
between classes. For a node v in an (instance) graph, by class(v) we mean the
class that v belongs to. Any node in a graph is mapped to a class in a schema.
We assume that every text node belongs to a single class denoted “leaf”.

Example 1. Figure 1a and b illustrate a graph and its schema S, respec-
tively. Book1 and book2 in Fig. 1a belong to class2 in Fig. 1b. Similarly,
author1 belongs to class1 and the other nodes belong to “leaf”. We have
S = (C,Es), where C = {class1, class2, “leaf”} and Es = {(class1, is-author-
of, class2), (class2, author, class1), (class1, name, “leaf”), (class2, title, “leaf”),
(class2, number, “leaf”)}.

In the following, we assume that a graph is stored in a graph file like N-Triples
format. Each line of a graph file corresponds to an edge, namely, a line consists of
(source, label, target). Figure 2 shows a graph file that stores the graph of Fig. 1a.
We also assume that a schema is stored in two files denoted schema classes and
schema edges. The former stores pairs of a node and its class, namely, each line
is of the form (node, class). The latter stores edges between classes, in which
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source label target
author1 name “Person1”
author1 is-author-of book1
author1 is-author-of book2
book1 author author1
book2 author author1
book1 title “Book1”
book2 title “Book2”
book1 number “1”
book2 number “2”

Fig. 2. Graph file file 1 of the graph in Fig. 1a

node class
author1 class1
book1 class2
book2 class2

(a) schema classes

source target
class label class
class1 is-author-of class2
class1 name “leaf”
class2 author class1
class2 title “leaf”
class2 number “leaf”

(b) schema edges

Fig. 3. Example of schema files

each line is of the form of (source class, label, target class). Figure 3 shows a pair
of two schema files representing the schema of Fig. 1b.

3 Utility Function

In this section, we present two utility functions: original utility function [2,13]
and our local utility function. The utility functions are used to select, for each
node v, which class is the “best” for v by measuring the structural regularity of
resulting classes. Let v be a node, c be a class, and C be a set of classes. We
write v ∈ c if v belongs to c. By L(c), we mean the set of outgoing edge labels
of the nodes in c, that is,

L(c) =
⋃

v∈c

L(v).

By |c| we mean the number of nodes in c and by c(l) we mean the set of nodes
v in c such that v has an outgoing edge labeled by l. Then P (l|c) is defined as
the ratio of |c(l)| to |c|, that is,

P (l|c) =
|c(l)|
|c| .
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By C(l) we mean the set of nodes v in C such that v has an outgoing edge
labeled by l, that is,

C(l) =
⋃

c∈C

c(l).

P (c|l) is defined as the ratio of |c(l)| to C(l), that is,

P (c|l) =
|c(l)|
|C(l)| .

T (l, c), representing the strength of the relationship between label l and c, is
defined as follows.

T (l, c) = P (l|c) · P (c|l).
Then E(c) is defined as the mean of T (l, c) over l ∈ L(c), that is,

E(c) =
1

|L(c)|
∑

l∈L(c)

T (l, c). (1)

Now let us define the two utility functions. First, the original utility function
is defined as the mean of E(c) over c ∈ C, that is,

U(C) =
1

|C|
∑

c∈C

E(c). (2)

By (2), to calculate U(C) we need to calculate E(c) for every c ∈ C, which also
implies that T (l, c) must be calculated for all label l by (1) in total. Here, a
graph with variety kinds of nodes contains a large number of labels and brings a
large number of extracted classes. For such graphs, the original utility function
requires too much computation cost.

To address this problem, we propose another utility function, called local
utility function. This is defined as the product of the dice coefficient and the
mean of P (c|l) over l ∈ L(v), that is,

Ul(C, v, c) = Dice(L(v), L(c))α 1
|L(v)|

∑

l∈L(v)

P (c|l), (3)

where

Dice(L(v), L(c)) =
2|L(v) ∩ L(c)|
|L(v)||L(c)| ,

and α > 0 is a parameter. Here, α is adopted to the local utility function so
that users can control which of the dice coefficient and the rest subexpression
is emphasized. Since Dice(L(v), L(c)) ≤ 1, as α gets larger, Dice(L(v), L(c))α

gets smaller. This implies that, as a larger value is set to α, a larger number of
classes are extracted since each class contains only nodes similar to each other.

Note that in (3), both the dice coefficient and the mean of P (c|l) over l ∈ L(v)
can be calculated by using only the “local” information of v and c, and no
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calculation over “every class” nor “every label” in a schema is required. Thus the
local utility function can be computed efficiently, especially for graphs containing
variety kinds of nodes. In spite of less computation cost, as shown in Sect. 5, the
quality of schemas extracted by our algorithm is almost equal to that of schemas
extracted by using the original utility function.

4 The Algorithm

In this section, we present our algorithm for extracting schemas from graphs.
First, we give the outline of our algorithm, then present the details of our algo-
rithm.

4.1 Outline of the Algorithm

Algorithm 1 shows the outline of our algorithm. Lines 3 to 12 extracts classes
and lines 14 to 16 extracts edges between classes. In the class extraction part,
for each node v in a given graph, the local utility function for v is calculated for
each of the following classes:

– The existing classes extracted so far (lines 4 to 6), and
– a new class cv having the same outgoing edges as v (lines 7 and 8).

Among the above classes, class cbest bringing the highest utility value is chosen
as the “best” class for v and cbest is added to a current schema as an extracted
class (lines 9 to 11). In the edge extraction part, for each edge (v, l, v′) ∈ E, an
edge (class(v), l, class(v′)) is extracted.

source label target
author1 is-author-of book1
author1 is-author-of book2
author1 name “Person1”
book1 author author1
book1 number “1”
book1 title “Book1”
book2 author author1
book2 number “2”
book2 title “Book2”

Fig. 4. file 1’

4.2 Details of the Algorithm

We now present the details of our schema extraction algorithm. The algorithm
is designed as an external memory algorithm to handle large graphs that cannot
fit in main memory, in which the class extraction is parallelized. The algorithms
consists of the following three parts.
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Algorithm 1. Outline of the Algorithm
Input: graph G = (V, E)
Output: schema (C, Es) of G
1: C ← ∅, Es ← ∅
2: // class extraction
3: for each node v ∈ V do
4: for each class c ∈ C do
5: Calculate Ul(C, v, c)
6: end for
7: Let cv be a new class having the same set of outgoing edge labels as v
8: Calculate Ul(C, v, cv)
9: Let cbest be the class such that the utility value is the highest among C ∪ {cv}

10: class(n) ← cbest
11: C ← C ∪ {cbest}
12: end for
13: // edge extraction
14: for each edge (v, l, v′) ∈ E do
15: Es ← Es ∪ {(class(v), l, class(v′)}
16: end for
17: return (C, Es)

1. Preprocessing: sort the input graph file by source node
2. Class extraction: extract classes by grouping similar nodes
3. Edge extraction: extract edges between classes

In the following, we give the details of the three parts. Our algorithm is designed
as an external memory algorithm in which schema extraction is achieved by using
only sequential read and external sort, in order to minimize random accesses to
files on a disk.

Preprocessing. Let file 1 be the input graph file (Fig. 2). Each line represents
an edge, namely, a line consists of the source, the label, and the target of an
edge. We sort file 1 by source node and let file 1’ be the resulting file (Fig. 4).
Since file 1’ is sorted, edges having the same source node appear consecutively
in file 1’. Therefore, we can obtain the outgoing edges of each node by reading
file 1’ sequentially.

Class Extraction. The outline of our class extraction part is as follows. By
reading file 1’ sequentially, we obtain the set of outgoing edges of consecutive k
nodes. We extract classes of the k nodes based on the local utility function in
k parallel processes. After the completion of the parallel processes, some nodes
are assigned to existing classes c ∈ C, and the other nodes v are (temporally)
assigned to a new class cv, where cv is a new class having the same set of outgoing
edges as v. Note that, such new classes are created in parallel, and thus classes
having very similar or the same structure may be created. But such similar
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Algorithm 2. Class Extraction
Input: file 1’, positive integer k
Output: schema classes
1: Create an empty file schema classes
2: C ← ∅
3: while file 1’ does not reach EOF do
4: Vtmp ← ∅
5: Read the edges of k consecutive nodes by reading file 1’ sequentially. Let

v1, v2, · · · , vk be the k nodes.
6: for each i = 1, 2, · · · , k do
7: L(vi) ← the set of labels of the outgoing edges of vi
8: Vtmp ← Vtmp ∪ {vi}
9: end for

10: R ← ∅
11: Parallel for each vi ∈ Vtmp

12: class(vi) ← ClassDetermination(C, vi, L(vi))
13: R ← R ∪ {(vi, class(vi))}
14: End Parallel
15: Vone = {v | (v, class(v)) ∈ R, class(v) = cv}
16: if |Vone| > 1 then � conflict occurs
17: (R′, C) ← ConflictResolution(C, R, Vone)
18: else
19: R′ ← {(vi, class(vi)) | 1 ≤ i ≤ k}
20: C ← C ∪ {class(v1), class(v2), . . . , class(vk)}
21: end if
22: Add each pair (vi, class(vi)) ∈ R′ to schema classes
23: end while

classes should be merged into the same class. We call this recalculation process
conflict resolution. By doing that, we finalize the classes of k nodes. This process
is repeated until file 1’ reaches the end of file.

Let us next present the details of the class extraction algorithm (Algo-
rithm 2). The algorithm reads consecutive k nodes by reading file 1’ sequentially
(line 5). Let v1, v2, · · · , vk be the k nodes. In lines 6 to 9, we obtain L(vi) for
every 1 ≤ i ≤ k, which is the set of labels of the outgoing edges of vi. Lines 11
to 14 determines the classes of v1, v2, · · · , vk in parallel. ClassDetermination
in line 12 is an algorithm for extracting the class of vi based on the local utility
function. In ClassDetermination (Algorithm 3), for a given node vi, the class
that brings the most high utility value is chosen among the following classes.

C1: A new class cvi
having the same outgoing edges as vi, and

C2: the existing classes in C.

Note that C is not updated in the parallel block of Algorithm 2. After the parallel
block is completed, we obtain a set R of pairs (vi, class(vi)) (1 ≤ i ≤ k) by line
13. Then the set Vone of nodes v belonging to cv (i.e., the nodes in the case
C1) is collected (line 15). Note that Vone is the set of nodes whose class may
conflict. If |Vone| > 1, then ConflictResolution (Algorithm 4) is called to
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Algorithm 3. Class Determination
1: procedure ClassDetermination(C, v, L(v))
2: for each class ci ∈ C do
3: Calculate Ul(C, v, ci)
4: end for
5: Let cv be the new class having the same set of outgoing edges as v
6: Calculate Ul(C, v, cv)
7: Let cbest be the class such that the value of Ul is the highest among C ∪ {cbest}
8: return cbest
9: end procedure

Algorithm 4. Conflict Resolution
1: procedure ConflictResolution(C, R, Vone)
2: Ctmp ← ∅
3: R′ = {(v, class(v)) ∈ R | v /∈ Vone} � conflict resolution result
4: Remove the first node of Vone. Let v be the first node.
5: R′ ← R′ ∪ {(v, class(v))}
6: Ctmp ← Ctmp ∪ {class(v)}
7: C ← C ∪ {class(v) | (v, class(v)) ∈ R′}
8: for each v ∈ Vone do
9: class(v) ← ClassDetermination2(C, Ctmp, v, L(v))

10: R′ ← R′ ∪ {(v, class(v))}
11: Ctmp ← Ctmp ∪ {class(v)}
12: C ← C ∪ {class(v)}
13: end for
14: return (R′, C)
15: end procedure

resolve conflicts (line 17, explained later). Otherwise, the conflict resolution is
skipped and the obtained classes are set to R′ and added to C (lines 19 and 20).
After the conflict resolution, vi and its class class(vi) (1 ≤ i ≤ k) is written into
the output schema file schema classes (line 22). Repeating this process until the
input file reaches EOF, we obtain the classes of all nodes.

Let us next explain ConflictResolution. Ctmp is the set of classes whose
conflict resolution is completed, which is initially empty (line 1). R′ denotes the
set of pairs of a node v and its class class(v) such that the class is not conflicted
or its conflict resolution is completed. Initially, R′ is the set of pairs of a node
and its class such that the class is not in Vone (line 3). Then a node v is picked
up from Vone (line 4). We regard the conflict of v as “resolved”, and update R′

and Ctmp accordingly (lines 5 and 6). Then the classes in R′ are added to C,
which is used for the subsequent calculation of the local utility function (line 7).
Thus C consists of the classes extracted so far in Algorithm 2 and the classes
of which conflict resolution is completed. Then for the nodes in Vone, conflict is
resolved in lines 8 to 13, as follows. For each node v ∈ Vone, we recalculate the
local utility function. To do this, we call ClassDetermination2 (Algorithm 5)
instead of ClassDetermination to avoid duplicate calculation of the local
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Algorithm 5. Class Determination in Conflict Resolution
1: procedure ClassDetermination2(C, C′, v, L(v))
2: for each class ci ∈ C′ do
3: Calculate Ul(C, v, ci)
4: end for
5: Let cv be the new class having the same set of outgoing edges as v.
6: Calculate Ul(C, v, cv)
7: Let cbest be the class such that the value of Ul is the highest among C′ ∪ {cv}.
8: return cbest
9: end procedure

utility function. That is, for a given node v ∈ Vone, the local utility function
is calculated for the classes in Ctmp ∪ {cv} instead of the classes in C ∪ {cv}.
Specifically, ClassDetermination2 extracts the class of v ∈ Vone as follows.
We calculate the utility function in the following classes and choose the class for
which the maximum utility value is obtained.

– The “conflict-resolved” classes in Ctmp, and
– a new class cv having the same set of outgoing edge labels as v.

Note that we recalculate the utility function for cv from the latest schema because
the schema is updated and the resulting utility value may be different. Each
time the class of v is determined, we update R′, Ctmp, and C (lines 10 to 12
of Algorithm 4). When the class of every node in Vone is determined, (R′, C) is
returned to Algorithm 2.

Edge Extraction. The edge extraction part is similar to our previous work [11],
and thus we explain this part briefly by an example. In short, schema edges is
obtained form the sorted input graph file by replacing each node in the graph
file by its class. Here, consider file 1’ in Fig. 4. First, by reading file 1’ and
schema classes (Fig. 3a) sequentially and simultaneously, we replace each source
node by its class (tmp file1, shown in Fig. 5a). Then swap the source and the
target, and externally sort the swapped file by the target (tmp file2, shown in
Fig. 5b). By reading tmp file2 and schema classes sequentially and simultane-
ously, replace each target node by its class (tmp file3 in Fig. 5c). Finally, by
removing duplicated edges of tmp file3 and swapping the target and the source,
we obtain schema edges (Fig. 3b).

4.3 CPU and I/O Costs

Let us give the CPU and I/O costs of our algorithm. To compare the CPU costs
in terms of the two utility functions, we present the CPU costs of the algorithm
with the two utility functions by using the number of extracted classes.

Let Lv be the maximum number of labels owned by a node, that is, Lv =
maxv∈V |L(v)|. Let Lc be the maximum number of labels owned by a class, that
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source label target
class1 is-author-of book1
class1 is-author-of book2
class1 name “leaf”
class2 author author1
class2 number “leaf”
class2 title “leaf”
class2 author author1
class2 number “leaf”
class2 title “leaf”

(a) tmp file1

target label source
“leaf” name class1
“leaf” number class2
“leaf” number class2
“leaf” title class2
“leaf” title class2
author1 author class2
author1 author class2
book1 is-author-of class1
book2 is-author-of class1

(b) tmp file2

target label source
“leaf” name class1
“leaf” number class2
“leaf” number class2
“leaf” title class2
“leaf” title class2
class1 author class2
class1 author class2
class2 is-author-of class1
class2 is-author-of class1

(c) tmp file3

Fig. 5. Intermediate files created in edge extraction

is, Lc = maxc∈C |{l ∈ L(v) | v ∈ c}|. Moreover, by |C| we mean the number of
classes in C. For each node v ∈ V , the algorithm (with the local utility function)
does the following.

– For each class c ∈ C, calculate the local utility function Ul(C, v, c), which
requires O(Lv + Lc).

– After the class of v is determined, update c(l) and C(l). This requires O(Lv).

Thus, the CPU cost of the algorithm is

O(|V |(|C|(Lv + Lc) + Lv)) = O(|V | · |C| · (Lv + Lc)).

On the other hand, to calculate the original utility function U(C), we need
O(Lc · |C|). Thus the CPU cost of the algorithm with the original utility function
is

O(|V | · |C| · (Lc · |C| + Lv)).

Thus, the algorithm with the local utility function runs in time linear to |C|,
while with the original utility function the algorithm runs in time square of |C|.
This implies that the cost of the algorithm with the original utility function
becomes much higher if an input graph is large and consists of variety kinds of
nodes, since such a graph tends to bring a large number of classes.

Finally, the I/O cost of the algorithm (with the original/local utility function)
is

O (|V |/B + sort(|E|)) ,

where B is the block transfer size between external memory and main memory,
and sort(|E|) is the I/O cost of external merge sort (details are omitted because
of space limitation).

5 Evaluation Experiment

In this section, we present experimental results on our algorithm. The algorithm
was implemented in Ruby 2.4.2, and the parallelized class extraction was imple-
mented by Ruby Gem parallel (version 1.12.0)1. All the evaluation experiments
1 https://github.com/grosser/parallel.

https://github.com/grosser/parallel
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Table 1. Dataset of the experiment

(a) SP2Bench Graphs

|E| |V ∗| |L| size (GB)
1,000,009 187,066 24 0.10

10,000,457 1,730,250 26 1.04
100,000,380 17,823,525 26 10.35

(b) DBPedia Graphs

|E| |V ∗| |L| size (GB)
15,373,833 313,036 14,130 2.72
76,868,920 1,177,165 22,147 12.80

153,737,783 1,457,983 23,343 25.11

were executed on a machine with Intel Xeon E5-2623 v3 3.0 GHz CPU, 16 GB
RAM, 2 TB SATA HDD, and Linux CentOS 7 64bit. We used GNU sort com-
mand in order to sort files externally in the preprocessing and the edge extrac-
tion, and we limited the maximum memory usage of the sort command to 1 GB
by using option “-S”.

In the experiments, we used the following two contrasting datasets.
SP 2Bench [10] (SP2B, for short) is a benchmark tool generating RDF (N-
Triples) files based on DBLP. We generated three graphs of different sizes in
Table 1a, where V ∗ denotes the non-leaf nodes (i.e., nodes for which classes are
extracted) and L is the set of edge labels. The total number of unique RDF
types in SP2B graph is 12.

DBPedia project extracts structured data from Wikipedia. We downloaded and
used three benchmark dataset graphs2 shown in Table 1b. In contrast to SP2B,
DBPedia has a large number of unique edge labels. Moreover, DBPedia consists
of much more variety kinds of nodes than SP2B; the total number of unique
RDF types in the graph with |E| = 15, 373, 833 is 54,736, which is much larger
than SP2B.

5.1 Execution Time and Memory Usage

Let us first present the execution time and the memory usage of our algorithm.
We first give the results on the class extraction part. Then we give the results
including the preprocessing and the edge extraction part briefly.

Execution Time of Class Extraction. Firstly, we present the execution time
of the class extraction part. Tables 2 and 3 show the results. Table 2 shows the
execution time of the class extraction for SP2B graphs. As shown in the table,
for both utility functions the execution time is almost linear to the size of input
graph. Moreover, the local utility function can be calculated more efficiently
than the original utility function.

Table 3 shows the execution time of the class extraction part for DBPedia
graphs. Compared to SP2B, DBPedia graphs contain a variety kinds of RDF

2 http://benchmark.dbpedia.org/.

http://benchmark.dbpedia.org/
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Table 2. Execution time (sec) of the class extraction for SP2B graphs

Utility function |E|
1,000,009 10,000,457 100,000,380

Original (k = 1) 13.26 111.43 1065.99

Local (k = 1) 6.70 64.23 651.07

Table 3. Execution time (sec) of the class extraction for DBPedia graphs

Utility function |E|
15,373,833 76,868,920 153,737,783

Original (k = 1) - - -

Local (k = 1) 11,242.80 110,555.53 150,143.69

Local (k = 4) 4,803.85 42,071.79 58,026.58

types, and thus much more classes were extracted. Due to this, the class extrac-
tion part using the original utility function took longer than 24 h even for the
smallest graph (these are treated as “do not finished” cases). On the other hand,
as shown in the table, the class extraction part using the local utility function
run much faster. These results imply that the combination of the local utility
function and the parallelization works effectively.

Total Execution Time Including Preprocessing and Edge Extraction.
We next give the total execution time including the preprocessing and the edge
extraction part. Tables 4 and 5 show the details of the execution time. As shown
in the tables, the execution time of the class extraction part is dominant for
DBPedia. This implies that class extraction part is the most heavy process for
extracting schemas from large and complex graphs, and thus the class extraction
part is the most important part for improving the efficiency of our algorithm.

5.2 Memory Usage of the Algorithm

Let us give the memory usage of our algorithm. Table 6 shows the memory
usage of the class extraction part for the largest graphs of SP2B and DBPedia.

Table 4. Total execution time (sec) of our algorithm (SP2B)

|E| Preprocessing Class extraction (k = 1) Edge extraction Total

1,000,009 8.85 6.70 5.46 21.01

10,000,457 84.16 64.23 56.97 205.36

100,000,380 856.52 651.07 577.51 2,085.10
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Table 5. Total execution time (sec) of our algorithm (DBPedia)

|E| Preprocessing Class extraction (k = 4) Edge extraction Total

15,373,833 168.66 4,803.85 104.35 5,076.86

76,868,920 1,273.80 42,071.79 572.26 43,917.85

153,737,783 2,914.30 58,026.58 1559.73 62,500.61

Table 6. Memory usage of the class extraction part

Dataset k = 1 k = 4

SP2B (|E| = 100, 000, 380) 11.1 MB 7.5 MB

DBPedia (|E| = 153, 737, 783) 116.6 MB 89.6 MB

This shows that the class extraction part requires only small amount of memory
w.r.t. data size. The memory usage of preprocessing and the edge extraction
part is as follows. For any graphs, we observed that the memory usage of the
preprocessing and the edge extraction part is about 1.1 GB, of which 1 GB is
used for external sorting since we limited the maximum memory usage of the
sort command to 1 GB. Consequently, the memory usage of the class extraction
part and the edge extraction part is fairly limited and the total memory usage
of our algorithm mostly depends on external sorting.

5.3 Quality of Extracted Schema

Let us present the quality of schema extracted by our algorithm. To measure the
quality of extracted schemas, we introduce two scores Score1 and Score2. Both
SP2B and DBPedia are RDF data and thus each node has RDF type(s). We use
these RDF types as “correct answers” and calculate the scores by comparing the
RDF type(s) and the extracted class of each node. In the following definition,
class “leaf” is omitted.

Score1 is defined so that the score becomes larger as each extracted class
contains smaller numbers of different RDF types. By types(v) we mean the set
of RDF types assigned to node v. The set of nodes in class c having RDF type
t is denoted nodes(t, c). Then Score1 is defined as follows.

Score1 =
1

|V ∗|
∑

v∈V ∗

1
|types(v)|

∑

t∈types(v)

|nodes(t, class(v))|
|class(v)| .

Table 7. Class extraction scores for the SP2B graph (|E| = 10, 000, 457)

Utility function Score 1 Score 2 Mean

Original 97.02 95.32 96.17

Local (α = 1) 72.53 100.00 86.26

Local (α = 10) 99.45 88.83 94.14
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Table 8. Class extraction scores for DBPedia graphs

(a) Graph with |E| = 50, 000

utility function Score 1 Score 2 Mean
Original 43.07 81.69 62.38

Local (α = 1) 67.30 73.87 70.58
Local (α = 10) 89.74 27.77 58.76

(b) Graph with |E| = 15, 373, 833

utility function Score 1 Score 2 Mean
Original - - -

Local (α = 1) 70.06 76.97 73.51
Local α = 10) 85.12 3.77 44.44

Score2 is defined so that the score becomes larger as each RDF type is dis-
tributed to smaller numbers of different classes. Let total(t) be the total number
of nodes having RDF type t, and let max(t) = maxc nodes(t, c). Then Score2 is
the mean of ratio of the two, that is,

Score2 =
1

|T |
∑

t∈T

max(t)
total(t)

.

Tables 7 and 8a, b show the results. Table 7 shows the class extraction scores
for the SP2B graph with |E| = 10, 000, 457. The result shows that both of
the utility functions achieved high scores. The reason why such high scores are
obtained is that in SP2B graphs |L| is small and nodes having the same RDF
type have a similar set of outgoing edge labels.

For DBPedia, since the algorithm using the original utility function took too
much execution time even for the smallest graph (|E| = 15, 373, 833), we created
a tiny graph with |E| = 50, 000 by deleting edges from the smallest graph and
calculated the scores for the tiny graph. Table 8a shows the class extraction scores
for the tiny DBPedia graph. The maximum mean of score 70.58 is obtained at
α = 1, which is higher than the value 62.38 obtained by the algorithm using the
original utility function. Table 8b shows the class extraction scores for a larger
DBPedia graph with |E| = 15, 373, 833. The score with α = 1 is better than that
of tiny graph. Thus, regardless of data size, our algorithm can extract schemas
with reasonable quality.

6 Conclusion

In this paper, we proposed an external memory algorithm for extracting a schema
from a graph. Since class extraction is the most dominant part of schema extrac-
tion, we devised a new utility function called the local utility function and paral-
lelized our class extraction part. Experimental results showed that the combina-
tion of the local utility function and the parallelization is effective to extracting
schemas from large complex graphs efficiently.

However, we have a lot to do as future works. First, we need to compare our
algorithm and other schema extraction algorithms experimentally. Second, we
need to conduct experiments using other types of graphs, e.g., SNS graphs. Third,
languages other than Ruby should be taken into consideration for implementing
our algorithm.
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Abstract. In this paper, we present a framework (FedQL) for process-
ing RDF stream and relational data in a federal way. Firstly, we intro-
duce a formalization of our federated query language by conjunction
of continuous queries and SQL queries. Secondly, we present a white-
box-based framework to separate query processing from query executing.
The framework mainly includes three modules, namely, Query processor,
Data transformer, and SPARQL query execution. Finally, we implement
FedQL built on C-SPARQL and MySQL by employing three centralized
SPARQL engines (e.g. Jena, RDF-3X, and gStore) and one distributed
SPARQL engine (e.g. TriAD) in an adaptive way and evaluate FedQL
on a real-world dataset. The experimental results show that FedQL is
efficient and effective in processing RDF stream and relational data in a
federal way.

Keywords: Federated query · RDF stream · Relational data
SPARQL · SQL

1 Introduction

RDF stream, as a dynamic type of dataset, can model real-time and continuous
information in a wide range of applications, e.g., location tracking systems [15]
and smart city. RDF streams have played an increasingly important role in
many application domains such as sensors, feeds, and click streams. Despite the
presence of a lot of streaming data applications, there are only a few RDF stream
processing systems, such as the C-SPARQL [1], CQELS [2], EP-SPARQL [3].
These engines are centralized engines and are not designed for processing large-
scale streaming data. A framework PRSP [5] is presented to process C-SPARQL
queries [4] on RDF streams by exploiting various SPARQL query engines in
a unified way. PRSP can handle large-scale RDF streaming data by using the
c© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 141–155, 2018.
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current state-of-the-art distributed SPARQL engine. In a real world, however,
federated queries on RDF stream and relational database are important for many
applications [6]. For example, in a car rental system, we use RDF stream to record
GPS data and use relational database to store information of cars for tracking
cars. As an important query, federated query is already recommended by W3C.
A federated path querying language (FPQ) [7] based on conjunctive queries
is defined to navigate RDF data and relational data in a combined way [14].
However, federated query on RDF stream is rarely researched.

In this paper, we present a framework (FedQL) for federated queries process-
ing on RDF stream and relational data. We mainly discuss C-SPARQL queries
to convey our idea simply. We argue that our proposed framework could support
most of continuous query languages extending SPARQL [20], such as CQELS [2]
and SPARQLstream[13]. Our major contributions are summarised as follows:

– We define a formalization of our federated query language FQ based on the
conjunction of continuous queries and SQL queries, where continuous queries
and SQL evaluates RDF stream and relational data, respectively.

– We present a white-box-based framework to separate query processing from
query executing. The framework contains four parts, namely, Query parser,
RDF stream processor, SQL query execution, and Parallel joining. And RDF
stream processor consists of three modules, namely, Query processor, Data
transformer, and SPARQL query execution.

– We implement FedQL built on C-SPARQL and MySQL by employing four
SPARQL engines (incl. centralized engines such as Jena [8], gStore [12], RDF-
3X [11] and distributed engines such as TriAD [10]) in an adaptive way.
Finally, we evaluate FedQL on a real dataset (i.e., car rental data) and the
experimental results show that FedQL is efficient and effective to process the
federal query of continuous queries and SQL query.

The remainder of this paper is structured as follows: Sect. 2 introduces RDF
stream, C-SPARQL, and relational database. Section 3 describes our federated
query language, and Sect. 4 introduces our framework FedQL. Section 5 presents
experiments and evaluations. Section 6 summarizes our work.

2 Preliminary

In this section we introduce RDF stream, continuous queries, and relational
database.

2.1 RDF Stream

RDF (Resource Description Framework) is the W3C-recommended data model
for integrating and representing semantic information on the Web [17]. In RDF
model, knowledge is decomposed into a set of unary/binary relations, and every
relation is encoded into an RDF triple. RDF model offers a unified and machine-
readable way to modify knowledge. Formally, assume three mutually disjoint sets
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U,B,L to represent the URI set, blank Node set, and literal set, respectively.
An RDF triple is a triple (s, p, o) from (U ∪ B) × U × (U ∪ B ∪ L), and an RDF
graph is a set of RDF triples.

In order to maintain the interoperability between streaming information and
relatively static knowledge, some efforts have been made to extend RDF for
representing stream tuples. The streaming information is continuously updated
and the content is periodically repeatable. For example, stream tuples are about
status of red light. The content “red light is on/off” is continuously and repeat-
edly updated though, however, every stream tuple is a unique temporal state-
ment about the status of red light at that time point. Compared with persistent
knowledge, streaming information has relatively short valid time interval, thus
the temporal correlations among them are extremely complex, and if not care-
fully modelled, will lead to completely different meanings. To accurately capture
the temporal information, it is necessary to extend RDF triple with extra time
annotation for representing stream tuple.

Example 1. Let us consider an RDF stream carGPSLocation coming from the
car GPS location data stream. The data stream is about the real-time GPS
information of the vehicle. Table 1 shows the pairs of carGPSLocation. Every
record consists of one RDF triple and a timestamp represented as a 10-bit integer.
There are two different ways to encode the time annotation of an RDF stream
tuple: timestamp and time interval. In this paper, we use the timestamp encoding
since timestamp suits the real-time processing feature of RDF stream better.

Table 1. An RDF stream of car GPS location

Subject (sub) Predicate (pre) Object (obj) Timestamp

car1 isLongitude 116.3217389 1420074000

car1 isLatitude 39.9902739 1420074000

car2 isLongitude 116.3312150 1420074000

car2 isLatitude 40.0640069 1420074000

. . . . . . . . . . . .

car100 isLongitude 116.4946730 1420074660

car100 isLatitude 40.0402890 1420074660

. . . . . . . . . . . .

Formally, assume a set T disjoint with U ∪B∪L, representing the timestamp
set. Moreover, there is a linear order over the elements in T , denoted by <t, such
that ∀ti, tj ∈ T ∧i < j → ti <t tj . An RDF stream tuple is a quadruple (s, p, o, t)
from (U ∪ B) × U × (U ∪ B ∪ L) × T . An RDF stream is an infinite set of RDF
stream tuples.
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2.2 C-SPARQL

Since streaming information is continuously updated, traditional one-time-query
approach is not suitable. In fact, queries about dynamic information should be
re-executed as soon as new RDF stream tuples arrive. We take this kind of
queries as continuous query.

As the firstly proposed and implemented RDF stream query language,
C-SPARQL realizes the continuous SPARQL query functionalities over RDF
stream [21]. C-SPARQL bridges the gap between dynamic RDF stream and
static RDF graphs by combining the concept of SPARQL and continuous query
language. Furthermore, C-SPARQL allows to refer to the most recently updated
timestamp of certain kind of RDF stream tuples, to capture fine-grained tem-
poral correlations between RDF stream tuples within window.

For example, the following is a C-SPARQL query Q query QCarLocation:

REGISTER QUERY CarLocation AS
SELECT ?carID ?Latitude ?Longitude
FROM STREAM GPS [ RANGE 30s STEP 30s ]
WHERE { ?carID <isLatitude> ?Latitude .

?carID <isLongitude> ?Longitude . }

Definition 1. Formally, a C-SPARQL query Q can be taken as a 5-tuple of the
form:

Q = [Req, S,w, s, ρ(Q)] (1)

where

– Req: the registration;
– S: the RDF stream registered;
– w: RANGE, i.e., the window size;
– s: STEP, i.e., the updating time of windows;
– ρ(Q): a SPARQL query.

Considering the RDF Stream GPSstream in the Table 1, we can get the initial
window data as shown in Table 2.

Table 2. The initial window data

Subject (sub) Predicate (pre) Object (obj) Timestamp

car1 isLongitude 116.3217389 1420074000

car1 isLatitude 39.9902739 1420074000

car2 isLongitude 116.3312150 1420074000

car2 isLatitude 40.0640069 1420074000

. . . . . . . . . . . .
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2.3 Relational Database

Database is a collection of related data under unified management, which can be
shared by users, with minimum redundancy, close data connection and high inde-
pendence of programs. With the continuous development of information technol-
ogy, the database has been widely used in various industries. MySQL is a very
popular open source relational database, which has a multi-user, multi-threaded
SQL database server, and it can run on different operating systems.

Consider a relational table that stores location information of all place.
Table 3 shows the relational table data.

Table 3. The location information of all place

ID Name Latitude Longitude

1 “25248787” 39.9061898 116.3894568

2 “25248788” 39.9902739 116.3217389

3 “25248789” 40.0640069 116.3312150

. . . . . . . . . . . .

1000 “25585128” 39.9029396 116.3795085

. . . . . . . . . . . .

3 Federated Queries

In this section we introduce the syntax and semantic of our federated query
language FQ.

A FQ query is formally defined as follows:

Q = [Q1, . . . , Qn] (2)

where each Qi is either a C-SPARQL query or a SQL query. Hence, Q may
contain multiple C-SPARQL queries and SQL queries.

Regarding the semantics, let Q = [Q1, . . . , Qn] be a FQ query and D is the
dataset of form: D = [S1, ..., Sm, R1, ..., Rn], where Sj is an RDF stream data
and Rk is a relational table data.

The semantics of Q over D is defined as follows:

�Q�D = �Q1�D �� �Q2�D �� . . . �� �Qn�D (3)

where Ω1 �� Ω2 = {μ1 ∪ μ2 | μi ∈ Ωi (i = 1, 2) and μ1 ∼ μ2} where μ1 ∼
μ2 means μ1(?x) = μ2(?x) for all common variable ?x. For each Qi, �Qi�D is
defined as a set of mappings (as solutions). If Qi is a SQL query, scheme(Qi) =
{?x1, ..., ?xn}, �Qi�R = {(?x1 → a1, . . . , ?xn → an), . . .}. If Qi is SPARQL
query, then Qi is a pattern P of the form P1 AND P2 where P1 and P2 are
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BGPs [18,19]. Now given an RDF graph G and a pattern P , then �P �G :=
�P1�G �� �P2�G, where, for any two sets of mappings Ω1 and Ω2. Here, two
mappings μ1 and μ2 are compatible [22], written by μ1 ∼ μ2, if for every variable
?x ∈ dom(μ1) ∩ dom(μ2), μ1(?x) = μ2(?x).

For example, the following is a FQ query QCarNumber. Line 1 defines an FQ
query and line 2 selects the returned result. Lines 3–8 are a C-SPARQL Query,
which used to find the vehicle location of the current window. Lines 9–11 are a
SQL query, which used to find the place of the given location. The purpose of
this query is to continuously poll vehicles in a certain area every 30 s.

1. REGISTER QUERY CarNumber AS
2. SELECT ?carID name
3. {
4. { REGISTER QUERY CarLocation AS
5. SELECT ?carID ?Latitude ?Longitude
6. FROM STREAM GPS [ RANGE 30s STEP 30s ]
7. WHERE { ?carID <isLatitude> ?Latitude .
8. ?carID <isLongitude> ?Longitude . } }
9. {SELECT name, Latitude, Longitude
10. FROM MapData WHERE
11. Longitude like ‘116.36%’ and Latitude like ‘39.92%’ }
12. }

4 The Framework of FedQL

In this section we mainly introduce the FedQL, a framework for federated queries
processing on RDF stream data and relational data. The framework of FedQL is
shown in Fig. 1, which contains six main modules: query parser, query processor,
data transformer, SPARQL query execution, SQL query execution, parallel join-
ing. Continuous FQ query, RDF stream data, and relational data as the input
of the framework are used by the query parser module, data transformer mod-
ule, and SQL query execution module respectively. The system can continuously
generate the query results and feedback the results to the user.

Query Parser. Query parser module is responsible for parsing FQ query. FQ
queries, as the input of query parser module, will be parsed and split into two
types of queries, namely, continuous queries and SQL queries, which can be
addressed in query processor module and SQL query execution module respec-
tively.

Query Processor. The query processor module replies on the information
captured by Denotational Graph which is defined as a view on the O-Graph,
to obtain parameters of window selector and core SPARQL query ρ(Q) from



FedQL: A Framework for Federated Queries Processing on RDF Stream 147

Fig. 1. The framework of FedQL

the input continuous query. The output of query processor module are a 4-tuple
(i.e., Req, S,w, s) and a SPARQL query ρ(Q), and they can be addressed in data
transformer module and SPARQL query execution module respectively.

Data Transformer. The data transformer module manages the RDF streams
via Data Stream Management System (DSMS) such as Esper. It transforms RDF
streams into RDF graph data based on the window size and step size at window
selector. The RDF graph data can be addressed in SPARQL query execution
module.

SPARQL Query Execution. SPARQL query execution module receives the
RDF graph data and SPARQL query obtained from the data transformer mod-
ule and query processor module, then it calls the efficient SPARQL processing
engine, such as Jena and TriAD, to execute the query processing in an adaptive
mechanism and output the query result (i.e., solution1) to the parallel joining
module.

SQL Query Execution. The SQL query execution module receives the SQL
query obtained from the query parser module, then it uses the SQL query to
query the relational data tables stored in the MySQL database and output the
query result (i.e., solution2) to the parallel joining module.

Parallel Joining. The parallel joining module is responsible for performing the
join operation on the input solution1 and solution2 to get the final query result,
finally it outputs final result to the users.

Considering the FQ query q1 mentioned in Sect. 3, RDF stream data and
relational data in Sect. 2. The process is as follows:

Firstly, query parser module receives input FQ query q1 and parses it into
a C-SPARQL query q2 mentioned in the Sect. 2 and a SQL query q3 shown as
follow:
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{SELECT name, Latitude, Longitude
FROM MapData WHERE
Longitude like ‘116.36%’ and Latitude like ‘39.92%’ }
}

The query processor module receives the input C-SPARQL query q2 and
parse it into a 4-tuple (i.e., Req, S,w, s) and a SPARQL query q4, which can
be addressed in query processor module and SPARQL query execution module
respectively.

Data transformer module periodically converts RDF stream data to static
RDF graph data according to window selector obtained from the query processor
module. Take the initial window as an example, the initial window data is shown
in the Table 2. The SPARQL query execution module receives the RDF graph
data and SPARQL query obtained from the data transformer module and query
processor module, then it produces the query results (i.e., solution1) shown in
the Table 4. The SQL query execution module receives the SQL query obtained
from the query parser module and query the table data stored in the MySQL
database. We can get the query results (i.e., solution2) shown in the Table 5.

Table 4. The query results of first window data.

No ?carID ?Latitude ?Longitude

1 car1 39.9902739 116.3217389

2 car2 40.0640069 116.3312150

. . . . . . . . . . . .

Table 5. The query results of relational data.

No Name Latitude Longitude

1 “25248787” 39.9061898 116.3894568

2 “25248788” 39.9902739 116.3217389

. . . . . . . . . . . .

Finally, the parallel joining module receives the query solution1, solution2 to
perform a join operation and output the finalFQ query result shown in the Table 6.

Table 6. The query results of FQ query.

No ?carID Name

1 car1 “25248787”

2 car2 “25248789”

. . . . . . . . .
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5 Experiments and Evaluations

5.1 Experimental Setup

All centralized experiments were carried out on a machine running Linux, which
has 4 CPUs with 6 cores and 64 GB memory, and 4 machines with the same per-
formance for distributed experiments. We use one real-world dataset car rental
data and converted the GPS data to RDF stream data. The GPS data contains
four size: one day (RD1), 10 days (RD10), 20 days (RD20), 30 days (RD30). The
data size increased from 42,000 to 1.6 million. For the relational data, we employ
MySQL as the relational database and create a mapdata table. The table stores
the location information. We choose the FQ query mentioned in the Sect. 3 and
use Jena, gStore, RDF-3X and TriAD to process the federal data.

In our experiment, we mainly compare four indicators: Data Load Time
(DLT), Query Response Time (QRT), Joining Time (JT), Total Execution Time
(TET). Here we do not consider the dynamic update of the relational database.
Since the SQL query time does not change with the increase of the stream data
size, we do not separately consider the SQL query time, and we only considered
it as part of the TET.

5.2 Experimental Results Analysis

To prove the excellent processing performance of our framework under different
data sizes, we test the performance of our framework by comparing the time
of four indicators with different data input rates. The experimental results are
shown in Figs. 2, 3, 4, 5, 6, 7, 8 and 9. By Figs. 2, 3, 4 and 5, on the whole, with
the exception of gStore, the SPARQL engine used in our framework is capable of
handling RDF streaming data and relational data in real time. The experimental
results show that our framework can effectively handle the federal query. In
detail, we can find that the DLT and QRT indicators are increasing steadily
except for the gStore when the data size is gradually increasing. Because gStore
needs to spend a lot of time to build the index, resulting in its lower efficiency
for processing RDF streams. Figure 4 is the join time of SPARQL query result
and the SQL query result. All engines have almost the same joining time. Jena
has the smallest execution time due to its store mechanism from the Fig. 5.

By Figs. 6, 7, 8 and 9, we can more clearly see the processing performance
of the different processing engines in our framework. All metrics of Jena shows
good performance at different data input rates. TriAD followed the Jena. As the
data input rate continues to increase, the performance gap between TriAD and
Jena is shrinking. Considering the storage mechanisms of Jena and TriAD, it is
foreseeable that as the data loading rate continues to increase, the performance
of TriAD will gradually exceed that of Jena.
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Fig. 2. The data load time within FedQL

Fig. 3. The query response time within FedQL
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Fig. 4. The joining time within FedQL

Fig. 5. The total execution time within FedQL
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Fig. 6. The query processing time under RD1

Fig. 7. The query processing time under RD10
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Fig. 8. The query processing time under RD20

Fig. 9. The query processing time under RD30
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6 Conclusions

In this paper, we present a framework for federated queries on RDF stream and
relational data for richer querying services in many applications. Our proposal
will provide an idea to represent and answer queries from different data models
in a federal way.
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Abstract. Distributed SPARQL query processing frameworks are cate-
gorized on the bases of query computation into relation, graph and hybrid
based distributed query computing. By exploring the historical achieve-
ments under these umbrellas we try to motivate the researchers, to define
such a framework for Graph Based Distributed SPARQL Query Process-
ing, which supports Full of SPARQL and also explains the principles for
employing optimization. In this study we elaborate all popular existing
frameworks for distributed query processing and organize a comparative
study according to the facts and figures. We identify different limita-
tions and discrepancies in all approaches e.g. only few support the Full
of SPARQL, all these are optimized for different kind of benchmarks and
all carries own partitioning strategy. We study some valuable query opti-
mization techniques and their implementation. How these techniques are
employed in distributed environment. Finally, some future work is high-
lighted on Graph Based Distributed SPARQL Query Processing which
will support all features of SPARQL 1.1 and well optimized.

Keywords: Distributed query processing · Query optimization
Graph-based distributed query computing
Relation-based distributed query computing

1 Introduction

The Resource Description Framework (RDF) is a way to represent the informa-
tion about the World Wide Web resources. It is recommended by W3C in 2004 [1].
Due to its flexibility and versatility it becomes very popular. With the continu-
ous working of the researchers, latest recommendation by W3C, (the RDF 1.1)
is published in 2014. RDF1.1 introduces many new serialization formats such as
c© Springer International Publishing AG, part of Springer Nature 2018
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Turtle, TriG, N-Triples, N-Quads JSON-LD and RDFa besides RDF1.0 serialized
formats like RDF/XML, N-triples. As per (Fig. 1), JSON-LD, N-Quads, Trig sup-
ports multiple graphs. Moreover, RDF1.1 explains RDF Dataset as collection of
RDF Graphs [2]. For these graphical datasets the W3C recommended SPARQL
as a query langaug [3].

Fig. 1. RDF 1.0 and 1.1 serialization formats [2].

Many large public knowledge bases, including DBpedia [4], PubChem-
RDF [5], Bio2RDF [6], and UniProt [7], have billions of facts in RDF format.
These databases are usually interlinked, and continuously increasing. With the
rise in demand and flexible to be interlinked, RDF has been recommended by
W3C as a framework to read and write link data on web in 2015. These public
knowledge bases can be queried by SPARQL. W3C introduces SPARQL1.1 with
novel features (the updated query language for RDF) in 2013. It keeps capabil-
ities for querying required and optional graph patterns (BGP) along with their
conjunctions and disjunctions. It also supports aggregation, subqueries, nega-
tion, property path, creating values by expressions, extensible value testing, and
constraining queries by source RDF graph [8].

Continuous increase in frequent usage, size of data and development has
made the processing tasks like (cleaning, sorting, validating, joining, sorting,
aggregation) on RDF highly time consuming. To improve the performance of
large RDF, researchers employ parallelism and distribution of computation over
the hundreds of machines [9]. Some popular frameworks for distributed query
processing are surveyed and their highlighted features are presented in Table 1.

Many multidimensional, surveys, comparative studies and analytic studies
are carried out on RDF management systems. Most of them, consider data par-
titioning, query optimization, partitioning strategy and their adaptation towards
distributed environment as a key point of their studies [21–25]. They forget to
survey about e.g.
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– Will these RDF management systems support all features of SPARQL?
– Secondly if they support Full of SPARQL then what kind of query computa-

tion they employed.
– If query processing is graph based then, has these distributed SPARQL query

frameworks employed optimization for all SPARQL algebraic operators?

These questions motivate us to conduct this comprehensive study to fix our
future research direction. The rest of the paper is organized as followed Sect. 2
describes query processing and its types based on distributed query computation;
Sect. 3 provides the overview of query optimization techniques; Sect. 4 presents
the distributed query optimization; Sect. 5 briefed the need of optimized frame-
work for Graph Based Distributed SPARQL Query Processing. Section 6 is about
concluding, findings and recommendations.

2 Query Processing

Query processing for distributed environment has become a challenge for the
researchers. It gives birth many questions like.
– How can complex queries be distributed over distributed RDF data?
– How can high level queries be transformed into low level query to execute

them more efficiently.
– It directs towards the need of declarative query language.

The distributed query processing is very complex. It involves fragmentation
/replication, additional communication cost and parallel query execution. As
per Table 1 we can classified Different distributed framework for SPARQL on
the basis of query computation into three types.
1. Relation-based distributed query computing
2. Hybrid distributed query computing
3. Graph-based distributed query computing

2.1 Relation-Based Distributed Query Computing

If we have a critic review of Table 1, the frameworks of distributed SPARQL
query which support Full of SPARQL have implemented relational-based dis-
tributed query computing. Those have mapped RDF to some column based
or row based Table storage and partitioned the RDF data by following prede-
fine partitioned strategy. In this contrast they translated SPARQL into other
well developed structured languages like PigLatin, ImpalaSQL, and Spark-
SQL [11,14,20] etc.

In relation mapping, many RDF tripplestores commonly manage RDF in a
big Triple Table [26]. It is very flexible but not efficient. It is significantly boils
down when series of joins on this triple table are employed. It is not suitable for
one-time processing of RDF data. Therefore, more optimized forms like vertical
partitioning (VP) [27], and property tables [26], are come into existence with dif-
ferent kind of advantages and drawbacks e.g. In VP some partitions are become
very large. Property table becomes weak when there is existence of multi-valued
predicates in RDF [28].



160 M. Q. Yasin et al.

2.2 Hybrid Distributed Query Computing

Some approaches followed a Hybrid way to process the distributed SPARQL
query like Dream [16], and S2X [17]. S2X process BGP on GraphX [29], and
uses Spark RDD (data parallel) for rest of the SPARQL operators like optional,
orderby, limit, and offset etc. [17]. While Dream is composed of basically master,
worker environment which did not believe on data partitioning [16]. It supports
graph-based and relation-based computing/processing on workers sides. That is
the reason we categories them under Hybrid query computing.

2.3 Graph-Based Distributed Query Computing

Thirdly, frameworks adopted graph-based approach for computation. Basically,
RDF data is highly connected graph data [3], and SPARQL queries are like
subgraph matching queries. Many sub graph queries (e.g., community detec-
tion) on entity/relationship data only rely on graph operations. Beside, these
approaches only insure BGP (Basic Graph Pattern, the fundamental fragment
of SPARQL)) the distributed Graph-based computing methodologies cannot be
ignored as RDF is inherited from graph. These approaches are proved as effi-
cient and well optimized, especially under large workload. In coming sections we
discussed them in details.

3 Query Optimization

Query optimization is a crucial part of the overall query processing. It involves
optimal and efficient query evaluation plan with lowest costs. We need to mini-
mize the following cost function:

cost function = I/Ocost + CPUcost + Communicationcost.

Any query optimizer module is mostly composed of three main components, e.g.,
Search space, Cost model, and Searching strategy.

Search space is query optimization plan abstracted by operator trees, which
define the execution order of the operations. For a given query the search space is
defined as set of equivalent operator trees which are produced by transformation
rules as in (Fig. 1). Joining order plays an important role in query optimization
as different operator has different costs. For complex queries alternative simple
or optimized queries can be attained by applying commutativity and associa-
tivity rules. But for some complex queries, query optimizers investigate a large
sized search space and make actual execution more expensive. Therefore, query
optimizers restricted the size of the search space. One more restriction is about
the join tree as there are two kinds of trees, linear tree and bushy tree. In dis-
tribution and parallelism, bush tree is more useful.

The equivalent query execution plan is passed to the Search strategy. The
most popular strategy is dynamic programing which is deterministic. All possible
plan are built, breadth-first and the best plan is chosen. Sometimes it becomes
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more expensive to build all possible plans. In this contrast greedy algorithm
builds only one plan, depth first. Furthermore, for complex queries, randomized
strategies are suggested as they perform better than deterministic strategies.

While building search strategy the cost model is incorporated. It predicts
the cost of operators statistics and base data. It formulates how the size of
intermediate results can be evaluated [25,30].

Fig. 2. Query optimization process [30].

For graph based SPARQL query processing some popular optimization tech-
niques are as followed.

1. Query Rewriting Based on Transformation Rules
2. Selectivity Based Query Optimization
3. Mixed Strategy for Query Optimization
4. Using Graph Traversal Algorithms for Query Optimization
5. Query Analysis Based Query Optimization

3.1 Query Rewriting Based on Transformation Rules

For SPARQL query rewriting based optimization algorithm is presented in [31].
The optimization process works in two phases. In first phase SPARQL query is
translated into a SQGM (SPARQL Query Graph Model) [31], which is involved
in all phases of query processing. Second phase rewrites the query based on
generated SQGM to reduce the query execution plan.

In details, during first phase, the SPARQL query is presented in shape of
tuple (DS, GP, SM, R) to an algorithm that returns the corresponding SQGM.
Where DS, GP, SM, R, are referred as queried RDF dataset, graph pattern, set
of solution modifiers and results [3]. In the second phase to achieve a better
execution strategy generated, SQGM is transformed into a semantically equiva-
lent. Firstly it defines the semantic equivalence of two SQGMs and then defines
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transformation rules. Transformation rule merges the join of two graph pattern
operators to a single operator. A heuristic is generated with a set of precondi-
tions and a set of rewrite rules. Consequently, it reduces query execution time if
all preconditions are fulfilled and rewrite rules are applied.

3.2 Selectivity Based Query Optimization

Selectivity algorithm’s first component is BGP (Basic Graph Pattern) Abstrac-
tion. SPARQL query is abstracted as an undirected graph. Second component is
core optimization algorithm which uses minimum selectivity approach to gener-
ate the query execution plan. Third component is set of heuristics that help
the optimization algorithm in selectivity estimation. Heuristics without pre-
computed statistics and heuristics with pre-computed statistics are presented
for triple patterns selectivity and joined triple patterns selectivity. For the static
query optimization this algorithm reduces the number of execution plans [32]. It
is totally based on static BGP (Basic Graph Pattern). Therefore, they concoct
many heuristics for joined triple pattern. In [33] authors employ two kinds of
statistic selectivity estimations. One is histogram which can be applied to any
kind of triples patterns. The second computes frequent join paths in data. Above
mentioned approaches takes joins uniformity assumptions. They do not take into
dependencies of the properties. For joined triples Bayesian network and chain
histogram are proposed respectively for selectivity estimation. The algorithm
uses precomputed statistics for star paths and chain paths [34].

3.3 Mixed Strategy for Query Optimization

In [35], mixed strategy for query optimization is proposed. It is combination
of top down [36], and bottom up strategy [37]. Mostly, top down and bottom
up approaches are separately adopted. But the mixed approach give advantage
of runtimes like triple pattern results, join pattern results and links to results,
indexes in computing matrices. In this way it refines the old information and
referred as corrective source ranking. It is used for lessening the problem of busy
waiting in a loop, stream based approach with an operator symmetric hash join
(SHJ). It is 42% faster than bottom up strategy.

3.4 Graph Traversal Algorithms

Graph traversal algorithms are popular for SPARQL query optimization due
to its unique feature of representing the whole query as a graph [3,38]. Basic
Graph Pattern (BGP) is exemplified as a directed graph of subjects as node and
predicate as edge. The weight of each edge can be calculated as the cost of evalu-
ating the corresponding triple pattern. Graph traversing algorithms generate the
optimal query plan, corresponding to the minimum spanning tree [38]. In [39],
Edmonds algorithm and prims algorithm are applied to optimize the SPARQL
query. Firstly, static query execution plan is generated before the query execu-
tion by using prims algorithm [40], or (Edmonds algorithm) [41]. The potential
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solution is followed as an independent query plan, the execution plan generated
by phase one is altered by an adaptive approach using prims algorithm.

In [39], the methodology have shortcoming like it does not keep separate data
copies for different iterations, new binding retrieval process could not produce
right results. These shortcomings are overwhelmed and presented in [38]. In spite
of all the above overcoming, method of [38], suffers from new challenges like it is
consumed unexpected time while executing a complex query having many triple
patterns. It cannot execute multiple triple patterns in parallel.

There are many opportunities for further work in the area of distributed
SPARQL optimization, as a comprehensive solution has not yet been proposed
by the research community. One such opportunity is the use of parallelized
algorithms, given that each source may be queried independently. Surprisingly,
there has been no mention of this idea in the literature regarding SPARQL
systems [39].

3.5 Query Analysis Based Query Optimization

In [42], SPAQRL query is presented as directed graph and it is traversed by
the algorithms fetching of classes is discouraged that could not contribute to
answer of the query. It works in two phases. Query analysis is done before query
execution is the first step. The classes that cannot contribute to the result of
query are ignored. In second step a context graph [42], is formed as model for
execution. This pattern is used by heuristic to analyze more patterns that can
only be discovered at run time and it further reduces the amount of data fetched
from web to answer the query results. This approach reduces the query execution
time up to some extent and improves query performance.

4 Optimization for Distributed SPARQL Query

Presently it is the core issue to engage the above revealed techniques for dis-
tributed SPARQL query. But it is difficult to apply because SPARQL owns differ-
ent data representation (i.e. relations and triples). Current approaches only opti-
mize some part of the query evaluation process [21]. The accuracy of the query
optimization framework (see Fig. 2). For distributed environment depends upon
good knowledge of cost model about the distributed execution environment. It
helps in defining the order and effeteness of the execution plan. As a result, it
affects the search space as search strategy explores the search space [30].

4.1 Distributed Cost Model

A cost function of a distributed execution strategy can be expressed with respect
to total time or response time. Cost is generally expressed in unit time but can
be expressed into other units.
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Total Time. It is the sum of all times and can be expressed as

Total time = TCPU ∗#insts+TI/O∗#I/Os+TMSG∗#msgs+TTR∗#bytes (1)

Where TCPU = time of a CPU instruction, TI/O = time of a disk I/O, TMSG=
fixed time of initiating and receiving message and TTR =time taken to transmit
data in terms of bytes from one location to other.

Communication Time. It is the time to transfer bytes of data from one
location to other and expressed as

CT (#bytes) = TMSG + TTR ∗ #bytes (2)

In local area Network it is considered as same for all. But on wide area networks
it is considered as dominant time factor. As SPARQL is query language of public
knowledge bases which are with scattered data on internet. So communication
time for distributed SPARQL query optimization is domineering.

Response Time. It is duration time from the initiation time of the query to
the completion time.

Response time = TCPU ∗ seq #insts + TI/O ∗ seq #I/Os

+ TMSG ∗ seq #msgs + TTR ∗ seq #bytes. (3)

Here if seq #y then y, can be instruction, I/O, messages or bytes and y
which must done in execution sequences. Parallel processing is ignored at the
time being [30].

Cost function is to reduce total time (Eq. 1) and response time (Eq. 3). When
we reduce the response time by employ the parallel processing but sometimes
total time is increased. Total time is reduced by decreasing all of its component
and intelligent use of resources.

In addition, the primary cost factor is size of intermediate relations. Which
produce during execution and need to be transmitted over network? To estimate
the size intermediate relations global statistics of relations and fragments are
to be used. Selectivity factor, cardinality of different intermediate results and
joining order are also affective implement in relational calculus [30].

4.2 Query Optimization in Graph Based Query Computing

The distributed SPARQL query engines like AdPart-NA [17], and TriAD [12],
which employed query optimization techniques and they shows high performance
and out class others in comparative study. In this study they take lowest query
run time. AdPart-NA is proved as the best choice for reducing end to end work-
load runtime by adopting dynamically its data distributions as workload.

In rest of this section we will discuss what kind of distributed cost model and
other optimization techniques they have adopted for execution plan [24]. The
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both [12,17], follows the locality aware query planner. TriAD constructs sum-
mary graph to maintain the partition information while Adpart-Na [17], exploits
hash based data locality. These both reduce the communication overhead. In con-
secutive paragraphs we take into account the overview of optimization during
query processing for both approaches TriAD and AdPart-NA simultaneously.

In [12], SPARQL query is translated into a labeled directed multi graph GQ
(VQ, EQ, L, V ars, ϕQ) where VQ, is set of query nodes, EQ is the set of edges
connecting nodes in VQ, L is the set of edge and node labels, and ϕQ is a labeling
function with ϕQ : VQ∪EQ → V ars∪L. Unique Id for each distinct Vars from the
forward dictionary is assigned in L by replacing the constant. EQ is referred as
a set of triple pattern that capture cunjective queries. It refers two stages query
optimization. In first stage it employs exploratory [10,43], based algorithm over
conventional joins. It finds the supernode binding for each query variable for
facilitating the Join-ahead pruning at actual permutation indexes. Exploratory
plan uses first DP-based optimizer over summary graph for best ordering. In
Second stage TriAD follows relational style of processing uses second DP-based
Algorithm [44], in combination with distribution aware cost model as objective
function. Supernode bindings obtained in pruning, incorporated into the cost
model used in re-estimation of cardinality. The global query planner passed
entire summary graph to the slaves. At each slave, the local query processor
executes the plan by asynchronously sending and/or receiving intermediate join
results to/from the other nodes. Each slave passed subquery results to master
which finally merged them.

Adpart-NA [17], uses cost based optimizer based on Dynamic Programming
(DP) for finding best subquery ordering. It uses statistic for cost calculation. It
collects and aggregates all statistic form workers during adaptive process. On
the base of this statistic it plans the global query planning. It focuses on storing
unique predicates to avoid the data size overhead. It calculates the cordiality of
unique subject and object using predicate and computes the subject and object
score for unique predicate and then calculates the average. It calculates the car-
dinality of the subqueries. The master consult works to be updated about the
cordiality of subqueries patterns. Beside cost based optimizer Adpart-NA also
introduced pinned subject approach. Under subject hash portioning, combing
right-deep tree planning and Distributed semi-join algorithm causes the inter-
mediate and final result to be local to the subject of the first executed subquery
pattern refers red as pinned subject. Typically, it also employs the log-based
recovery and introduced hierarchical heat map to monitor the workload. Conse-
quently, we can says that success of the adPart-Na depends upon employment of
multiple optimization technique, log recovery and heat map to monitor the work-
load. In comparison we also discuss the query optimization techniques adopted
by relation-based query framework.

4.3 Query Optimization in Relation Based Query Computing

Sempala [14], and S2RDF [19], most frequently discussed research in relation
based query computing did not take optimization as a core factor. S2RDF
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elevate the dangling tuples by implementing Extended Vertical portioning
(ExtVP) over vertical partitioning VP. ExtVP defines the correlation of semi
joins as subject to subject (SS), subject to object (SO), Object to object (OO)
and object to subject (OS). ExtVP query processing have the main idea is to
divide query into subqueries for every triple. It involved heuristic algorithm for
identifying the smaller join inputs which leads to smaller output. Joining order
is defined according to the size of the ExtVP Table. The subquery with smaller
ExtVP is considered first. The triple with most bounded components is priori-
tized. Ultimately, joining of the all subqueries provided the result. In a recent
comparative study [24], S2RDF has higher preprocessing overhead and failed
to answer the query for Bio2RDF in 24 h. While Sempala implemented Unified
property table which is a single property table consisting of all RDF data. It is
mainly designed to entertain the star shape queries in efficient manner. When it
translated SPARQL query into SPARQL algebra it only applied filter pushing
technique for optimization.

5 Discussion

As RDF is inherited from graph and SPARQL is the recommend language for
RDF. It raised a question why researchers translating SPARQL to SQL. The
answer, it is easy to use the expressive power of SQL for distributed environment.
We reviewed some articles about expressive power of SPARQL, it is discovered
that expressive power of SPARQL and its fragmentation are the core issues for
researchers. It is well known, SPARQL as a whole has the same expressive power
as first-order logic and relational algebra [45–47], and most of the SPARQL
operators are primitive that are not expressible via each other [48]. The core
SPARQL algebra is composed of operators like Join, Union, Filter, Projection
and Optional. First four are corresponding to positive relational algebra with
inequalities [49]. Relational calculus can successfully be fragmented. Its funda-
mental fragment is Conjunctive queries (CQs) and then it extended as union
of CQs and CQs of inequalities. Only optional (opt) is a distinctive feature
of SPARQL. It motivated us to define the different fragments of SPARQL in
future, which will ensure the efficient resolution of the complex queries for dis-
tributed environment. Graph based distributed SPARQL query frameworks are
efficient for large dataset. It is because of their employment of query optimiza-
tion techniques, e.g. query analysis intermediate result pinning vs. sharding and
right-deep vs. bushy tree planning. These systems are well aware about their
distribution have no dependencies like cloud based systems [24]. But most opti-
mized system AdPart-Na [17], and TriAD [12], only support BGP fragment, not
Full of SPARQL 1.1 [50]. They are only optimized the BGP queries. They did
not calculate the cost function for different SPARQL algebraic operators. They
calculated the only cardinality for BGP triples.
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6 Conclusions

In this study we categories Distributed SPARQL query processing frameworks
according to query computation. These categories are critically reviewed for find-
ing some weaknesses and discrepancies like: (i) All distributed query processing
framework who adopted relation based computing support Full of SPARQL but
these are not workload tolerant. These consume more than 24 h to answer the
complex query for large datasets [40]. These are not well optimized. They trans-
lated SPARQL to SQL and RDF to some relation based form. It is observed that
if we mapped RDF to some relation based form then SQL querying language is
available for querying relational mapping of RDF. There is no need to employed
extra computation for translating SPARQL to SQL. (ii) Graph based query com-
puting approaches are well optimized for BGP only (see Table 1) and specific type
of benchmark. These approaches do not support Full of SPARQL. (iii) Every
approach for query processing follows its own partition strategy except [19].

Therefore, we believe that researchers should emphasis on defining a frame-
work for Graph Based Distribute SPARQL Query Processing which support
Full of SPARQL. It can be accomplished by defining fragments of SPARQL by
describing the complexity level of SPARQL operators. Secondly optimization
techniques need to be incorporated in such frameworks. It desires to explain a
distributed cost model for different SPARQL algebraic operators like optional,
negation and join etc. Thirdly, these frameworks required to be partition tol-
erant for distributed SPARQL query processing. In future we will propose the
optimized framework for graph based distribute SPARQL query processing.
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Abstract. Ethiopia gives a highly emphasis on a secondary school and
reform program of impressive expansion. In doing this, students interest
towards the fields they are assigned to needs to be taken into consider-
ation. This has been put into practice when the Ministry of Education
and preparatory schools have assigned students in fields of studies based
on their performance at secondary schools. However, they used only the
students grade 10 Ethiopian General School Leaving Certificate Exam-
ination result to assign them. The objective of this study is to develop
a knowledge-based systems using machine learning (data mining) tech-
niques that consults the students in their field of study selection pro-
cess. In this study, the hybrid model that was developed for academic
research is used. To build the predictive model, 9364 sample students
data from selected secondary schools are used. The sample data is pre-
processed for missing values, outliers, noisy and errors. Then the model is
experimented using decision tree (j48) and rule induction (PART) algo-
rithms. In this study as compared to j48, the PART unpruned decision
list algorithm has 98.003% predictive performance. Thus, the knowledge
discovered with this algorithm is further used to build the knowledge-
based systems. Hence, the Java program is used to integrate data mining
results to knowledge-based systems. As a result, the developed knowledge
based-systems is used to predict students field of study based on their
performance at secondary school. The study concludes that, to build
the accurate knowledge-based systems discovering knowledge using data
mining techniques is significant.
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1 Introduction

1.1 Background

In governmental and private secondary school in Ethiopian education systems,
field of interest is selected by students based on the score of the student
in Ethiopian General School Leaving Certificate Examination (EGSLCE), the
capacity of the preparatory school and the governments policies and strategies
which influence more of students to select science fields. However, the existing
systems is based on the point of view of preparatory schools to receive new
students and students interest based on their results, but not on the basis of
secondary schools that are sending their students to pursue higher, and the
preparatory schools that knows very little about the applicant, the secondary
school knows a great deal more about their student. That is, those scoring higher
results than others can have the chance to be assigned to field of study based on
their choice [1].

As per the revised manual of higher and preparatory education students
placement, students have the right to choose and study any field of study in order
of applicant’s interest (Ministry of Education, 2011). Even though ministry of
education consider students’ interest, there are always students who are assigned
to field of study which is not their choice or interest. Such students complain
about and become disappointed with the field they are assigned to. Moreover,
according to Ministry of Education of Ethiopia, student who have completed
their secondary school education and fulfilled minimum result of the year in
EGSLCE will choose their field of interest based on their interest to join their
preparatory education. However, a major problem student face is selecting a
field of interest that is appropriate for them to follow in preparatory school
which otherwise will affect their future education.

Most of the students are not clear to know about each field of interest and
make the selection without compressive advice from expert. They only follow
advice from families, their senior and graduated students from universities and
they look output of future job engagement. However these did not help them
in selecting a field of study that is best fit to them. To overcome this problem,
students need expert advice that enables them to decide which field of stream
is appropriate for them for their future education based on different background
factors and their performance to the specific field of interest using their historical
data.

Currently, data mining and knowledge base systems could have been found
in many applications both commercially and the research community [2]. Knowl-
edge based systems (KBS) can help link and integrate all available knowledge
sources, including explicit knowledge (various kinds of databases stored in exist-
ing information systems) and in-explicit knowledge (practical experience, skills,
thought and thinking method in the brain of the experts) to form knowledge
databases of various kinds [3].

Data mining (DM) is the use of algorithms to discover hidden knowledge.
It has attracted a great deal of attention in the information industry and in
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society as a whole in recent years; wide availability of huge amounts of data and
the imminent need for turning such data into useful information and Knowledge
Market analysis, fraud detection, and customer retention, production control
and science exploration. Important decisions are often made based not on the
information-rich data stored in data repositories, but rather on a decision makers
intuition. The decision maker does not have the tools to extract the valuable
knowledge embedded in the vast amounts of data.

Rule induction is one of the major classification techniques of data mining
and is perhaps the most common method of knowledge discovery in unsupervised
learning systems. It is the process of extracting useful rules in the form of if then
from data based on statistical significance. A Rule based system constructs a set
of if-then-rules. Rule induction knowledge representation has the following form

IF conditions THEN conclusion

This rule consists of two parts. The rule antecedent (the IF part or left part) con-
tains one or more conditions about value of predictor attributes whereas the rule
consequent (THEN part or right part) contains a prediction about the value of a
goal attribute. The authors further explained that, an accurate prediction of the
value of a goal attribute will improve decision-making process. IF-THEN predic-
tion rules are very popular in data mining; they represent discovered knowledge
at a high level of abstraction. In the field of study selection system, it can be
applied as follows:

(Background performance in secondary school) implies (field of interest)

Example: If then rule induced in the field of study Natural Science: when the
rules are mined from the database the rules can be used either for better under-
standing of the business problems that the data reflects or for performing actual
predictions against some predefined prediction target and it is helpful for decision
making in the field of study selection system.

Moreover, decision tree training algorithms (J48) have been used for clas-
sification in different application areas, such as medicine, manufacturing and
production, financial analysis, astronomy, and molecular biology.

Therefore, in this study the main goal is firstly, the students result will be
predicted and the predicted model will used for ministry of education to adjust
the intake capacity of the preparatory schools and students field of study. Then
integrate the output model to knowledge based systems to recommend or advice
the students in their field of study selection early.

Hence, to address this problem the researcher use integrated model of DM
with knowledge base systems to predict model and integrate it with knowl-
edge based systems to advise students in their field of study selection that will
appropriate to them, considering all back ground factors and students secondary
school scores.

To this end, this study investigates and addresses the following research
questions.
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– What are the relevant attributes used for prediction model?
– How to develop an integrated prototype model for field of study selection?
– To what extent the integrated prototype model provides appropriate advice

for students in their field of study selection?

2 Materials and Methods

In this study a hybrid knowledge discovery process model is followed. This model
takes lessons both from the industrial and academic models. It was developed
based on the CRISP-DM model by adopting it to academic research [4]. A hybrid
data mining process model is a six step process which includes understanding
the business problem, understanding the data, data preparation, data mining,
evaluation of the discovered knowledge and use of discovered knowledge [5].

2.1 Problem Understanding

To improve the education planning and strategies of Ethiopian secondary edu-
cation, in focusing on field of study selection, domain problem understanding is
assessed and investigated in depth with domain experts for constructing field of
study selection predictive model.

In the study, the researcher identified the core domain experts and purpo-
sively selected domain areas from Amhara, Oromia, Addis Ababa and Debub
such as secondary schools, Preparatory Schools students and Ministry of Edu-
cation to define the business problem and determine the data mining goal. In
addition to this, observations, review of different articles and pilot study was
done about how the business process was performed so as to understand the
problem area noticeably. To understand clearly, the researcher has attempted to
discuss the issue by classifying into three major tasks and consequently identify
what are the inputs used in the area? How inputs are processed? What outputs
are expected in return?

Firstly, admission to preparatory schools based on secondary school perfor-
mance is therefore a topic of importance [6]. How a student chooses a field of
study, and conversely how a Preparatory school places a student in appropriate
field of study, determine the success of both sides in carrying through the future
higher education [6].

Thus, studying appropriate field within students interest according to their
historical performance is important [1]. In this regard, a novel prediction model
that can provide recommendations for students in their decision making about
which field of study a student should apply to, taking not only the students
secondary school scores but also considering other background factors like gender
and school completed into account [6].

Secondly, according to MOE, as cited in [1,7], the intake capacity and avail-
ability of field of study in the preparatory school and higher education insti-
tutions at large affects the MOE in field of study placement process to assign
students with their interest. Placing students according to the intake capacity
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and available fields in the preparatory is one of the important points of the MOE
that aims to place students with their interest so as to resolve the problems arisen
in field of study selection processes.

Thirdly, though few, past researcher has suggested that students backgrounds
and other factors correlate to the performance of their preparatory and tertiary
education [6]. In this regard, active supports on secondary school students were
given to address the problem by collaborative actions with secondary school
teachers, families and school administrators.

Therefore, in the MOE and students side the secondary school have a great
attention in field of study selection so as to avoid factors which may cause wrong
field of study selection. Potential interactions among predictors and field of study
selection were assessed from various sources to put forth the predictors affecting
field of study selection and to create a model that is useful for prediction.

2.2 Data Understanding

The data employed for this study was collected from purposively selected sec-
ondary schools students from Amhara, Oromia, Addis Ababa and Debub. From
the whole data set, only 2014–2015 is considered in order to suit the research
goal in the study. This data were collected from both natural science and social
students in the secondary schools randomly. The intent of this study is to dis-
cover hidden knowledge based on primary data that was collected from selected
secondary students form filled by their own hand to input to the knowledge
bases.

Initially, the data set were collected in paper file format, so the researcher
prepared a form in MS-Excel 2010 program by selecting the attributes defined
in the problem domain. During further processing the relevant attributes are
selected. The importance of attributes in field of study predictive modeling is
checked by maximum gain ratio, GainratioAttributeEval search method and
WEKA attribute selection ranker method. Hence, experiments are built based
on the selected attributes. List of raw data variables in the initial data set is
shown in Table 1.

2.3 Data Preprocessing

According to Han and Kamber [8], the data processing task of data mining
includes data cleaning, data integration, data reduction, and data transforma-
tion. Before feeding data to Data Mining we have to make sure the quality of
data. Well-accepted multidimensional data quality measures such as accuracy,
completeness, consistency, timeliness, believability and interpretability are pre-
processed.
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Table 1. List of raw data variables in the initial data set.

Category Field Attribute Data Type Descriptions

Students Grade 9
result

1 ID Number Nominal Identification number

2 Name Nominal Name of students

3 Sex Nominal Gender of student

4 Age Nominal Age of student

5 School Completed Nominal Secondary school completed

6 English Nominal Secondary School Result

7 Mathematics Nominal Secondary School Result

8 Physics Nominal Secondary School Result

9 Chemistry Nominal Secondary School Result

10 Biology Nominal Secondary School Result

11 Civic & ethics Nominal Secondary School Result

12 Geography Nominal Secondary School Result

13 History Nominal Secondary School Result

Students Grade
10 result

14 English Nominal Secondary School Result

15 Mathematics Nominal Secondary School Result

16 Physics Nominal Secondary School Result

17 Chemistry Nominal Secondary School Result

18 Biology Nominal Secondary School Result

19 Civic & Ethics Nominal Secondary School Result

20 Geography Nominal Secondary School Result

21 History Nominal Secondary School Result

Students Grade
10 EGSLCE

22 English Grade Nominal Result point in EGSLCE

23 Math Grade Nominal Result point in EGSLCE

24 Physics Grade Nominal Result point in EGSLCE

25 Chemistry Grade Nominal Result point in EGSLCE

26 Biology Grade Nominal Result point in EGSLCE

27 Civics Grade Nominal Result point in EGSLCE

28 Geography Grade Nominal Result point in EGSLCE

29 History Grade Nominal Result point in EGSLCE

30 EGSLCE GPA Nominal Total point in EGSLCE

Other factor 31 School Type Nominal Government or private

32 Field of Study Nominal Field of study assigned
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3 Result and Discussion

3.1 Experimentation

To discover knowledge from the preprocessed data for predicting field of study,
two data mining classification algorithms have been experimented. Based on the
hybrid model used in this study, after preparation and preprocessing of the data,
the next step is mining or modeling process followed by model evaluation. A data
set with a total of 9364 records is used for training and testing the predictive
model constructed in this study.

3.2 Attribute Selection

The importance of attributes in field of study predictive modeling is checked
by maximum gain ratio using WEKA ranking optimal attributes. Evaluating
on all training data, attributes selection has been involved through all possible
combinations of attributes in the data to find which subset of attributes works
best for field of study prediction. To do this, determining CfSubsetEval method is
used to assign a value to each subset of attribute by searching best first method
technique in WEKA. With these regards, attributes selected using best first
techniques in WEKA are SEX, SCHOOL COMPLETED, FAMILY INTEREST
and STUD INTEREST.

The researchers also experiments WEKA attribute selection method using
GainratioAttributeEval search method and WEKA attribute selection ranker
method. The result of the ranker based on information gain ratio, Best first
method gives 4 attributes whereas ranker method gives 31 attributes. Thus,
before preceding the experiments the researcher evaluates the accuracy of the
model in WEKA with the selected attribute in both best first and ranker meth-
ods. The experimental result shows that the ranker method is better than
the best first method. Thus, the subsequent experiments, regarding selected
attributes are performed based on attributes selected in ranker method as show
in Table 2.

3.3 Experimental Setup

For experimentation, two classification algorithms, PART decision list and J48
decision tree, have been employed by considering different parameters for model
building such as pruning, unpruning and testing model performance with selected
attributes and all attributes in the sample data sets. The importance of attributes
in field of study predictive modeling is checked by maximum gain ratio, Gainra-
tioAttributeEval search method and WEKA (Waikato Environmental for Knowl-
edge Analysis) attribute selection ranker method.

The experiments are conducted on two setups with pruned and unpruned
parameters, both contains all the attributes. Thus, the models are com-
pared using different performance measures like accuracy, TN Rate, TP Rate,
F-Measure, ROC Area and execution time as shown in Table 3.
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Table 2. Attributes ranked with information gain.

Rank Attribute Weight Representation Descriptions

11 STUD INTEREST 0.206508 STUDENT INTEREST (SS, NS)

7 FAMILY INTEREST 0.140479 FAMILY INTEREST(SS, NS)

4 SCHOOL COMPLETED 0.10635 SCHOOL COMPLETED (AA, OR, DB, AM)

10 FAMILY ED UBG 0.057187 FAMILY EDUCATIONAL BACKGROUND

29 EGSLCE GEO 0.056475 EGSLCE GEOGRAPHY (A, B, C, D, F)

19 SEC SCH BIO 0.04726 SECONDARY SCHOOL BIOLOGY

27 EGSLCE BIO 0.045974 EGSLCE BIOLOGY (A, B, C, D, F)

16 SEC SCH MATH 0.038681 SECONDARY SCHOOL MATHEMATICS

1 SEX 0.037591 GENDER (F, M)

20 SEC SCH CIV 0.03473 SECONDARY SCHOOL CIVICS

12 STUD SPECIAL SKIL 0.03284 STUDENTS SPECIAL SKILL

18 SEC SCH CHEM 0.027585 SECONDARY SCHOOL CHEMISTRY

5 SCHOOL TYPE 0.026087 GOVERNMENT OR PRIVATE SCHOOL

8 LANG PROBLEM 0.021487 LANGUAGE PROBLEM (YES, NO)

21 SEC SCH GEO 0.017276 SECONDARY SCHOOL GEOGRAPHY

26 EGSLCE CHEM 0.016969 EGSLCE CHEMISTRY (A, B, C, D, F)

31 EGSLCE CGPA 0.014092 GSLCE COMMUTATIVE AVERAGE

24 EGSLCE MATH 0.013919 EGSLCE MATHEMATICS (A, B, C, D, F)

22 SEC SCH HIS 0.013496 SECONDARY SCHOOL HISTORY

28 EGSLCE CIV 0.011518 EGSLCE CIVICS (A, B, C, D, F)

17 SEC SCH PHY 0.009404 SECONDARY SCHOOL PHYSICS

14 CURRENTLY LIVE 0.00938 CURRENTY LIVE WITH (ALON, WITH F)

15 SEC SCH ENG 0.009304 SECONDARY SCHOOL ENGLISH

30 EGSLCE HIS 0.008649 EGSLCE HISTORY (A, B, C, D, F)

25 EGSLCE PHY 0.008468 EGSLCE PHYSICS (A, B, C, D, F)

9 FAMILY JOB 0.006388 FAMILY JOB (PRVT, GOVT, FARM)

23 EGSLCE ENG 0.005362 EGSLCE ENGLISH (A, B, C, D, F)

3 LIVING BG 0.004409 LIVING BACKGROUND (CITY, RURAL)

13 FAMILY CLASS 0.000341 FAMILY CLASS (MID, HIGH, LOW)

2 AGE 0.000305 AGE (LOW, MID, HIGH)

6 DISABLITY 0.000142 DISABILITY (YES, NO)

As presented in Table 3, all classification algorithms performed nearly
equal. The highest accuracy is 98.00% while the lowest accuracy score is
97.8%. Unpruned PART rule induction classifier which was implemented on all
attributes achieved the highest accuracy (98.00%) while an pruned PART tree
classifier which was implemented on all attributes came out to be the second
with classification accuracy of 97.99%.

A model built from pruned PART rule induction with all attributes scored
the highest TP Rate while the other model built scored the lowest TP Rate.
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Table 3. Performance summary of J48 and PART classification algorithms.

Model Accuracy TP Rate TN Rate F-Measure ROC Area Time (Sec)

j48 unpruned 97.78% 97.8% 97.7% 97.8% 98.3% 0.11 s

j48 with pruned 97.88% 97.8% 98.2% 98% 98.4% 0.14 s

PART with unpruned
parameters

98.00% 97.8% 98.2% 98% 98% 0.45 s

PART with pruned
parameters

97.99% 98.2% 97.8% 98% 98.7% 0.38 s

It was easier for the unpruned rule induction with all attributes to identify
negative cases correctly compared to the other models. In contrast, a model
built from others with all attributes straggled a little bit to identify negative
case correctly compared to the Unpruned PART rule induction classifier.

3.4 Performance Analysis of the Selected Model

Based on the experimental result shown in Table 4 PART rule induction classi-
fication algorithm with unpruned all attributes is selected as the best predictive
model for this study and the rules generated by this model are further used for
developing the intended knowledge-based systems.

Table 4. Performance analysis of the selected PART rule induction algorithm.

Model Rule Accuracy Confisun Matrix
PART unpruned
with all attributes 72 98 a b classified as

4575 102 a= SOCIAL SCIENCE
85 4602 b = NATURAL SCIENCE

PART pruned
with all attributes 106 97.99 a b classified as

4592 85 a= SOCIAL SCIENCE
103 4584 b = NATURAL SCIENCE

Experimenting PART decision list rule induction classification algorithm with
different parameters, PART unpruned decision list model is selected with a per-
formance of 98.00% of accuracy.

Table 4 shows that the model built with PART unpruned decision list with all
attributes classified 9177 (98.003%) of instances correctly while 187 (1.997%) of
the instances were classified incorrectly. Moreover, the model identified 4575 of
social science instances correctly out of 4677 instances that were social science
and the remaining 102 instances were classified incorrectly as natural science
while they are actually social science. The model also identified 4602 natural
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science instances correctly out of 4687 instances that are natural science and the
remaining 85 instances were identified to social science while they are actually
natural science. As a result, the overall accuracy rate of the model is highly
successful.

3.5 Error Rate (Misclassification) of the Selected Model

Error rates are used to make actual decisions about which parts of the tree to
replace or raise. One of the methods in the knowledge discovery tasks is to evalu-
ate the performance of the system about how correctly the model classifies tuples
into different labeled classes. Though the predictive performance of the selected
model (PART) is promising 98.003% of accuracy for field of study prediction,
the model commits 1.997% of the cases to classify wrongly (misclassified) to
some other class. The learning algorithm made bias to the majority class (social
science) in this case in all the modes the predictive performance in identifying
True Positive or social science cases of model is higher than identifying True
Negative or natural science cases. This is because there is imbalance between
the two classes in the data set. Consequently, the model tends to misclassify
instances to some other class. The other reason for misclassification is due to the
fact that field of study is based on the values of other attributes i.e. taking the
similarity of the other attributes as a predominant predictive values.

3.6 Rule Extraction

From the entire models that are built, the model developed with unpruned all
PART rule induction classifier was selected as the best model for this study. The
rules provided by PART models can be easily assimilated by human without
any difficulty. PART decision list generated 72 significant rules that are useful
for field of study prediction. Thus, the researcher discusses with domain experts
about the significance of the rules. Therefore, all 72 best rules are selected that
cover most of the data points in the study in consulting with domain experts.
Some of the interesting rules generated by PART unpruned tree model with all
attributes are presented below.

RULE 1: IF STUD INTEREST = SS AND SEC SCH CIV = C AND FAMILY
CLASS = MID AND EGSLCE GEO = B AND SEC SCH BIO = C THEN
FIELD OF STUDY = SOCIAL SCIENCE (249.0) The first rule selected from
the rules generated by the PART algorithm gave a correct result for all 149
cases that it covers; thus, its success is 100%. This rule is a very strong rule for
predicting students field of study. The domain expert accepted this rule.

RULE 2: IF STUD INTEREST = SS AND SEC SCH CIV = B AND EGSLCE
GEO = B AND FAMILY INTEREST = SS AND SCHOOL COMPLETED =
AM AND FAMILY CLASS = MID AND SEC SCH MATH = C AND EGSLCE
BIO = B THEN FIELD OF STUDY = SOCIAL SCIENCE (800.0) This rule
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selected from the rules generated by the PART algorithm gave a correct result
for all 800 cases that it covers; thus, its success is 100%. This rule is a very strong
rule for predicting students field of study. The domain expert accepted this rule.

RULE 3: IF STUD INTEREST = NS AND SCHOOL COMPLETED = AM
AND EGSLCE BIO = A AND FAMILY INTEREST = NS AND FAMILY
CLASS = MID AND STUD SPECIAL SKIL = STEM THEN FIELD OF
STUDY= NATURAL SCIENCE (939.0) This rule selected from the rules gener-
ated by the PART algorithm gave a correct result for all 939 cases that it covers;
thus, its success is 100%. This rule is a very strong rule for predicting students
field of study. The domain expert accepted this rule.

RULE 4: IF STUD INTEREST = SS AND STUD SPECIAL SKIL = ART
AND EGSLCE MATH = C AND EGSLCE GEO = B THEN FIELD OF
STUDY = SOCIAL SCIENCE (718.0) This rule selected from the rules gen-
erated by the PART algorithm gave a correct result for all 718 cases that it
covers; thus, its success is 100%. This rule is a very strong rule for predicting
students field of study. The domain expert accepted this rule.

RULE 5: IF STUD SPECIAL SKIL = STEM THEN FIELD OF STUDY =
NATURAL SCIENCE (3.0) This rule selected from the rules generated by the
PART algorithm gave a correct result for all 3 cases that it covers; thus, its
success is 100%. This rule is a very strong rule for predicting students field of
study. The domain expert accepted this rule.

3.7 Mapping Predictive Model to Knowledge-Based Systems

In this study Java programming has played a great role in integrating the data
mining to knowledge-based systems. In order to explore alternative program
representations a parser that translates a Java program from a text file repre-
sentation to a Prolog representation is implemented. A parser transforms a flat
file to a tree representation, the parse tree. Therefore, the researcher develop
a tool using Java Programming Language and runs the Java code against the
Java source file to produce file containing PART decision list rules and Prolog
file that contains facts and rules used by the knowledge bases.

Finally, the hidden knowledge discovered using data mining techniques
(PART decision list classification algorithm) is being rules and facts used in
building knowledge-based systems that predict students field of study. Then the
knowledge based systems is used for prediction field of study by inferring from
the inference engine of the knowledge based system. Moreover, in addition to
resealing mechanisms, the developed knowledge based systems could have a self-
learning capability that new rules can be updated automatically.



182 S. Yitagesu et al.

4 Conclusions and Future Work

Joining to preparatory school to study fields with students background perfor-
mance issue and giving emphasis to factors that affect secondary school students
are given less emphasis throughout the Ethiopian education systems. The major
challenge for field of study selection with students performance in the country
is lack of skill. In Ethiopia, due to wrong field of study selection which may
lead to students dropout, the number of tertiary students and their parents are
disproportionate. Due to this the placement of students to a given field of study
is greatly unfair. Lacks of knowledge among secondary school students, the allo-
cation of budgets for preparatory school, and the lack of awareness about field
of study selection based on students performance are the other challenges that
become obstacle to address the problem.

In this study the hybrid methodology was employed. In order to discover
knowledge from the data collected from selected secondary schools of Oromia,
Amhara, Debub and Addis Ababa, a total of 9364 students record from 2014–
2015 years were taken for both classes (natural science and social science) using
stratified simple random sampling technique. The findings noticeably show that
the PART decision list algorithm is selected based on its highest accuracy of
98.00% and the discovered knowledge using this algorithm has been automati-
cally connected to knowledge-based systems using Java. Based on which it pro-
vides the recommended field of study together with the probable reasons being
assigned to the recommended field of study.

As a result, the following future works are given based on the opening oppor-
tunities and uncovered areas by this study.

– This study only gives advice for the best one field of study. For future work
researchers would develop and improve this system by advising more than
one field of study selection.

– This study is limited to advising the students side during their field of study
selection. Therefore, further investigation should be done in the integration
of both students side and Ministry of Education side by considering all the
available criteria such as, disability, sex as affirmative action, availability of
fields and developing regions.

– This study is attempts to integrate data mining discovered knowledge to rule
based knowledge-based systems. But to enhance the performance of the pro-
posed knowledge based systems, the integrated approaches should be investi-
gated in which the case-based reasoning with rule based systems is incorpo-
rated.

– To reach the advising in every ones hand there is a need to incorporate with
web based mobile application for easy accessibility of the system using mobile
internet.
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Abstract. With the popularity of Linked Open Data, a large amount
of RDF data have been published and developed in the form of knowl-
edge graphs, which can be publicly accessible via SPARQL endpoints.
The efficiency of SPARQL querying on large-scale knowledge graphs
has attracted increasing research efforts. In this paper, we propose a
template-based query approach, which involves temporal, spatial, and
domain-specific constraints to focus on certain resources of interest. Fur-
thermore, query results which include a set of RDF triples are visualized
in graph format to display entities and relationships in a user-friendly
manner. We also analyze the visualized graph with ranking, partition-
ing, filtering, and statistics. Various template-based queries are designed
and evaluated on the knowledge graph of DBpedia. It can be observed
that template-based queries with temporal-spatial and domain-specific
constraints can effectively facilitate users to obtain target answers by
filtering out irrelevant information.

Keywords: Template query · Temporal-spatial · Visualization
SPARQL

1 Introduction

With the popularity of Linked Data, a series of systematic methods to organize
and publish RDF graphs have been developed [6], which aim to build large-scale
knowledge graphs. As a flexible graph-like data model, an RDF graph is a set
of triples, where each triple, consisting of a subject, predicate, and object, can
be viewed as an edge in a directed graph from a subject to an object with the
predicate as the edge label. SPARQL is the standard query language, endorsed
by W3C, to retrieve data from RDF graphs. Since RDF has been gradually rec-
ognized as a major representation format by the knowledge graph community, in
recent years, increasing importance has been attached to SPARQL for querying
large-scale knowledge graphs more effectively.

To provide effective SPARQL query experience, there have been some
research efforts on large-scale knowledge graphs. With the interface of
TriniT [15], users need to input a complete SPARQL query, which is difficult
c© Springer International Publishing AG, part of Springer Nature 2018
C. Liu et al. (Eds.): DASFAA 2018, LNCS 10829, pp. 184–200, 2018.
https://doi.org/10.1007/978-3-319-91455-8_17
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for end users. On the other hand, in RelFinder [8,13], users need to provide two
resources in the interface. Then, from a starting node, RelFinder explores its
neighboring nodes and properties, which form the edges in the paths between
the two user-specified resources. Meanwhile, Fusion [1] is also designed to offer
discovery of relationships between two given resources. As a graph-based query
method, NAGA [11] provides a user interface and focuses on a novel scoring
model to rank results. Shekarpour et al. [14] propose basic graph pattern tem-
plates to generate SPARQL queries, where users merely need to provide some
words of interest. However, the above methods are designed for professional pro-
grammers in most cases and the query results are returned in form of triples or
paths, which are not visible and usable for users.

In this paper, we propose an approach to evaluating template-based SPARQL
queries, which are defined as general SPARQL queries with Basic Graph Patterns
(BGPs) and FILTER clauses. End users just need to provide several specific key-
words or values to replace the placeholders in BGPs or FILTER clauses without
knowing the syntax and semantics of SPARQL. Since the attributes about time
and space are common and essential for the resources in knowledge graphs, we
define the basic template query by adding temporal-spatial constraints that are
provided by users. However, in the real world, users’ requests not only focus on
the temporal and spatial attributes of resources but also other various domain-
specific properties. If users need to obtain precise relationships, they can choose
the refined template query, which replaces the variables with certain values or
adds triple patterns with extra constraints based on the basic template query.

Despite the proliferation of knowledge graphs, there still exist a number of
obstacles, which hinder the large-scale deployment of knowledge graphs [2]. In
general, for end users, the query result on knowledge graphs is a set of triples
that are not yet sufficiently visible and usable. The visualization for knowledge
graphs is commonly displayed in form of a labeled graph, such as the Paged
Graph Visualization [4]. It turns out that the efficient innate human capabili-
ties can be inspired to perceive and process data when knowledge graphs are
presented visually [10]. Therefore, we convert the result of the template-based
query into a series of nodes and edges and display them in graph format using
the following three steps: (1) the result is loaded into the R tool; (2) igraph
package is applied to construct an adjacency graph of the result in R; and (3)
the adjacency graph can be visualized as a labeled graph in Gephi. We designed
and evaluated 8 template-based queries on the knowledge graph of DBpedia.
Moreover, We demonstrate these queries in several typical case studies via a
SPARQL endpoint on a single machine.

Our main contributions include: (1) We propose the basic template SPARQL
query with temporal-spatial constraints, where the keywords or values are pro-
vided by users to extract entities and relationships of interest. (2) Further we
design the refined template query, which is defined by adding constraints with
certain domain-specific values based on the basic one. (3) Various queries are
designed and conducted as different case studies on knowledge graphs, such as
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the DBpedia dataset. Moreover, we realize a user-friendly visualization of each
query result in graph format.

The rest of the paper is organized as follows. We discuss the related work in
the areas of SPARQL query and visualization on knowledge graphs in Sect. 2.
Section 3 provides the fundamental definitions of background knowledge. In
Sect. 4, we describe in detail the template-based query. We also present the uni-
versal procedure of visualization in Sect. 5. Queries based on the basic and refined
templates are evaluated in case studies in Sect. 6, and we conclude in Sect. 7.

2 Related Work

The existing query and visualization methods on knowledge graphs can be clas-
sified into the following four categories:

Language-Based Query. TriniT search engine [15] provides a user interface for
querying, where users need to input a complete SPARQL query with knowing the
syntax of SPARQL. Elbassuoni et al. [5] present a structured query mechanism
on RDF graphs, which shows the inter-relationships between entities based on
a language model. Despite with rich expressiveness, the above language-based
query methods are designed for professional programmers in most cases. Thus,
it is difficult for end users to use it effectively.

Keyword-Based Query. Heim et al. [8] propose an approach, called RelFinder,
to searching the relationships between two user-specified nodes and displaying
all the edges between the two nodes as a graph. Users can choose a starting
node and incrementally explore a knowledge graph. The found resources are
visualized as nodes connected by the edges labeled with the relationships. In
addition, Lohmann et al. [13] present an approach with relationships filtering
in four dimensions based on RelFinder. Fusion [1] implements a path discovery
algorithm, which can find a path represented in form of a triple between two
known resources given by users in a Web interface. However, the above methods
only focus on the paths satisfying between the two given nodes labeled with
keywords, which result in ignoring the global information that is vital for data
statistics and analysis.

Graph-Based Query. NAGA [11] is a semantic search engine, which is built
based on a knowledge base consisting of millions of entities and relationships.
It presents a graph-based query language that allows the formulation of queries
with semantic information, which can be more expressive than those standard
keyword-based search approaches. The query result of NAGA is ranked using a
scoring model, while it is not visualized in form of a graph and not intuitive for
end users.
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Template-Based Query. Shekarpour et al. [14] propose a set of predefined
basic graph pattern templates to generate SPARQL queries with the user-
supplied keywords. Users just need to provide several keywords, then the corre-
sponding SPARQL query can be generated and the query result can be returned.
LESS [2] presents a language, called LESS Template Language (LeTL), which
can define arbitrary text-based output representations and support the integra-
tion of information. It provides a Web interface for users to edit the template
with user-defined parameters, then returns the query result for users, whereas it
cannot display the result in form of a graph.

Actually, most of the above methods simply automatically display the results
in the Web applications without graphics visualization. Unlike the above meth-
ods, we combine keyword-based and template-based queries with a balance
between flexibility and expressiveness to design the basic and refined template
queries. In our method, the query result is displayed as a graph with interac-
tive features and filter options considering the global information in different
granularity and dimensions.

3 Preliminaries

In this section, we introduce the definitions of relevant background knowledge.
RDF data is a collection of triples denoted as (s, p, o), which states that the

resource s has a relationship p to the resource o, where s is called the subject, p
the predicate (or property), and o the object, which can be formally defined as
follows:

Definition 1 (RDF graph). Let U and L be the disjoint infinite sets of URIs
and literals, respectively. A tuple (s, p, o) ∈ U × U × (U ∪ L) is called an RDF
triple. A finite set of RDF triples is denoted as G = (V,E,Σ), called an RDF
graph, where V is a set of vertices that correspond to all subjects and objects;
E ⊆ V × V is a set of directed edges that correspond to all triples; and Σ is a
set of edge labels.

SPARQL is the standard RDF query language, in which Basic Graph Pat-
tern (BGP) queries are fundamental building blocks [7]. The BGP queries can
be easily extended to general SPARQL queries with FILTER, UNION, and
OPTIONAL.

Definition 2 (Basic graph pattern (BGP)). Assume there exists an infinite set
V ar of variables disjoint from U and L, and every element in V ar starts with
the character ? conventionally, e.g., ?v ∈ V ar. A triple (s, p, o) ∈ (V ar ∪ U) ×
(V ar ∪U)× (V ar ∪U ∪L) is called a triple pattern. Basic graph pattern (BGP)
is denoted as a finite set of triple patterns. For a triple pattern t, let vars(t) be
the set of variables occurring in t.

In order to help users query on knowledge graphs without knowing the syn-
tax and semantics of SPARQL, we design the basic template query. First, we
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predefine a series of placeholders, denoted by K = {K1,K2, . . . ,Kn}, where
Ki ∈ P(U ∪ L) and Ki denotes the resources that belong to some specific
domains. Then, as a placeholder, each element ki ∈ Kj can denote a sub-
ject, a predicates, or an object. For example, given a certain triple pattern
(s, ki, o), users can specify ki ∈ Kj to denote a predicate in the triple pattern.
In particular, we define Kpt as a set of predicates for restricting the temporal
attributes, such as Kpt = {birthYear,birthDay,...}, Kot as a set of objects for
representing certain temporal values, such as Kot = {1990,1990-01-01,...},
Kps as a set of predicates for restricting the spatial attributes, such as Kps =
{nationality,birthPlace,...}, and Kot as a set of objects for representing
certain spatial values, such as Kos = {United Kingdom, London,...}. There-
fore, we define the basic template query as follows:

Definition 3 (Basic template query). Assume that a SPARQL query, denoted
as Qt = {t1, . . . , tn}, includes a set of triple patterns and additional FIL-
TER statements. There exist several triple pattern statements, such as, tp =
(s, kpt, kot) satisying kpt ∈ Kpt ∧ kot ∈ Kot, tf = (s, kpt, o) satisying kpt ∈ Kpt

and o is restricted by FILTER in a range, and ts = (s, kps, kos) satisying
kps ∈ Kps ∧ kos ∈ Kos. If (tp ∈ Qt ∨ tf ∈ Qt) ∧ ts ∈ Qt, then Qt is a basic
template query. The placeholders in Qt can be replaced by proper values specified
by users.

The properties related to temporal-spatial attributes of the resources in
knowledge graphs are general in most cases. For Qt, users just need to provide
the values to replace the placeholders. However, in the real world, users’requests
not only focus on the temporal-spatial attributes, but also other attributes in
different domains. If users would like to obtain more specific or detailed infor-
mation, they can choose the refined template query, which is defined as follows.

Definition 4 (Refinement relation). Let Sq and Sr denote two sets of basic
template queries, a binary relation from Sq to Sr, denoted as R ⊆ Sq × Sr, is
called a refinement relation if and only if ∀(Qt, Qr) ∈ R the following conditions
hold, for a triple pattern t ∈ Qt: (1) t ∈ Qr or t /∈ Qr ∧ ∃ tr ∈ Qr ∧ vars(tr) ⊂
vars(t); (2) vars(Qr) ⊂ vars(Qt).

Definition 5 (Refined template query). Given a basic template query Qt =
{t1, . . . , tn}, where ti is a triple pattern or a FILTER statement, we design a
query Qr = {t1, . . . , tn, tn+1, . . . , tn+m}, where tn+i (i ≥ 1) denotes a triple
pattern in general SPARQL. If Qt and Qr satisfy a refinement relation, i.e.,
(Qt, Qr) ∈ R, then Qr is called a refined template query w.r.t. Qt.

Obviously, for a refinement relation R, ∀(Qt, Qr) ∈ R, the result set of Qr

is a subset of that of Qt [12]. For instance, in Fig. 1, the SPARQL expressions
highlighted in orange represent temporal-spatial constraints, in gray represent
extra refined triple patterns. The query result is a set of triples, i.e., a series of
subjects, predicates, and objects, which need to be visualized explicitly. To this
end, we visualize these triples in graph format.
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SELECT * SELECT *
WHERE { WHERE{

.tsitrAlacisuMepytx?.m?z?x?

?x ?u ?y . ?x associatedMusicalArtist ?y .

?x kpt kot . ?x birthYear 1989 .

?x kps kos . ?x birthPlace United Kingdom .

?y ?v ?n . } ?y type Person . }

Fig. 1. Examples of the basic and refined template queries

Definition 6 (Visualization of RDF triples). We define the visualization of a set
of RDF triples as an labeled undirected graph G = (V,E), called the visualized
graph. Then, for ∀ a triple (s, p, o), the subject s (or the object o) denotes a
vertex v ∈ V (or v′ ∈ V ) labeled with s (or o), and the predicate p denotes an
undirected edge between v and v′. The nodes are sorted in different colors and
sizes and the graph is shown in proper layouts.

4 Template-Based Query

In this section, we describe two template-based queries in detail. Moreover, we
present how to evaluate the queries to obtain the meaningful target relationships
and information of rich semantics.

4.1 Basic Template Query

There exist several predicates that are restricted to the sets Kpt and Kps in the
basic template query. The basic template query applies temporal and spatial
constraints to the resources, which contributes to an important influence on the
visualized graph.

Given a basic template query Qt, users need to provide kot and kos to com-
plete the query and execute it against a SPARQL endpoint. Since the predicates
in Kpt and Kps are determined by the knowledge graph, we can evaluate the
basic template query on a knowledge graph in the real world, such as DBpe-
dia. For example, when asking the query “to search the one that belongs to
dbo:Preson and return the person and his related attributes”, two triple pat-
terns t1 = (?x rdf:type dbo:Person) and t2 = (?x ?p ?y) can return the tar-
get answers. In basic template query, we add temporal and spatial constraints
based on t1, which is shown in template Qt. It aims to find all the resources
that have the property rdf:type with dbo:Person, dbo:nationality with kos,
and dbo:birthYear with the value that is larger than kot. When we increase (or
reduce) the range of kos or kot, the number of the results can change dramatically,
which can be clearly observed in the visualized graph.
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Template Qt:
PREFIX rdf: <http://www.w3.org/1992/02/22-rdf-syntax-ns#>
PREFIX dbo: <http://dbpedia.org/ontology/>
PREFIX db: <http://dbpedia.org/resource/>
SELECT ?x ?y
WHERE {

?x rdf:type dbo:Person.
?x ?p ?y.
?x kps (e.g., dbo:nationality) kos (e.g., db:United Kingdom).
?x kpt (e.g., dbo:birthYear) ?birthYear .
FILTER(?birthYear >= kot (e.g., 1990)) .

}

In this paper, we mainly focus on the resources and their relationships involv-
ing persons, i.e., social networks. We also consider the resources in other domains
to reveal the meaningful relationships in the real world. When the domain varies,
the corresponding temporal and spatial attributes also change.

4.2 Refined Template Query

In the basic template query, we only add temporal and spatial constraints. How-
ever, the resources in knowledge graphs have covered various domains and the
query result is too large to be analyzed directly due to the massive knowl-
edge graphs. We propose the refined template query to specify and restrict the
resources further to search more meaningful relationships. For example, we spec-
ify ?p in t2 = (?x ?p ?y) of Qt as dbo:parent and add new triple patterns
(?x ?z ?m), (?y ?v ?n), . . . , to restrict ?x and ?y, where ?z, ?m, ?v, ?n, etc.
are all specified by users.

Template Qr:
SELECT ?x ?y
WHERE {

?x rdf:type dbo:Person.
?x dbo:parent ?y.
?x kps (e.g., dbo:nationality) kos (e.g., db:United Kingdom).
?x kpt (e.g., dbo:birthYear) ?birthYear .
FILTER(?birthYear >= kot (e.g., 1990)) .
?x ?z ?m .
?y ?v ?n .
. . .

}

Obviously, there exists a refinement relation R from Qt to Qr, where the
result set of Qr is a subset of that of Qt.
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5 Template-Based Visualization

In this paper, the result of the template-based query is a set of RDF triples.
Therefore, we can transform these RDF triples into an undirected labeled graph.

As a statistical analysis software, R combines statistical analysis and graph
visualization well. The igraph package in R can easily convert the result into
an adjacent graph in GraphML format. Gephi is a very powerful software for
processing graphs with many functions, such as sorting, partitioning, statistics,
filtering, layout, and so on. To this end, we process the query results with R and
realize visualization of RDF triples in Gephi.

5.1 General Data Transform Algorithm

Given a template-based query Q, we execute the query in R against a specified
SPARQL endpoint. Once receiving the result, we transform it to an adjacency
graph in Algorithm1, which includes the general steps of visualization in R.

Algorithm 1. visualizeInR
Input : The template-based query Q.
Output: A visualized graph.

1 Re ← the result of Q against a specified SPARQL endpoint;
2 Sort Re as a table Tr;
3 Select two columns −→x , −→y in Tr;
4 m,n ← the number of values in −→x ,−→y , respectively;
5 Mxy ← construct a matrix with m rows and n columns;
6 if i-th value in −→x relates to j-th value in −→y then
7 Mxy[i][j] = 1;

8 else Mxy[i][j] = 0;
9 if visualizing a direct relationship then

10 xy ← graph.incidence(Mxy);

11 else if visualizing an indirect relationship then
12 Mxy ← Mxy ∗ Mxy;
13 diag(Mxy) ← 0;
14 xy ← graph.incidence(Mxy);

15 Attach the labels to the corresponding nodes in xy;
16 return xy in GraphML format ;

The query result in R includes several columns of different entities with
certain attributes. We select two columns of entities to construct an adjacency
matrix (lines 2–8), which can be transformed into an adjacency graph. There are
two cases: (1) when visualizing a direct relationship, we transform the adjacency
matrix into an adjacency graph directly (lines 9–10); (2) when visualizing an
indirect relationship, we conduct multiplication with the adjacency matrix itself
to build a new matrix, then we transform the new one into an adjacency graph
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(lines 11–14). For clarity of the visualized graph, we attach the labels to the
nodes in the graph. Finally, the output is a labeled graph in GraphML format,
which can be further demonstrated in Gephi.

5.2 Visualization and Analysis

Gephi is a common visualization tool, which is mainly used for exploratory data
analysis, link analysis, social network analysis, and biological network analysis.
As a powerful software for processing graphs, it provides systematic analysis with
ranking, partitioning, filtering, and statistics for graph analysis [3]. In this paper,
the input of Gephi is an adjacency graph from R, shown in a random layout,
which can be sorted and displayed in a proper layout as output to intuitively
provide useful information for end users.

The process of visualization in Gephi can be realized in the following steps.
First, we can allocate different colors to the nodes in accordance with the param-
eters of betweenness centrality or PageRank and sort the size of each node by
its degree. Then we can choose an appropriate layout strategy to display the
nodes. There are a variety of layout strategies which consider the gravitational
and repulsive forces between each node. Furthermore, to obtain more refined
information, we can select nodes or edges with thresholds, ranges, and other
properties to filter out irrelevant information.

6 Case Study

The SPARQL queries were executed against a SPARQL endpoint provided by Vir-
tuoso on a PC machine. Eight template-based queries were designed and evalu-
ated on the knowledge graph of DBpedia, shown in four case studies. The datasets
we employed are four subsets in DBpedia, called instance types en, labels en,
mappingbased literals en, and mappingbased objects en, respectively. We
also displayed the visualized graph with sorted nodes in terms of colors and sizes.
In most cases, a strategy, called ForceAtlas2, was chosen to layout the nodes in
the graph, which aims to generate a readable shape of the graph [9].

Case Study 1. Without temporal and spatial constraints, the result includes
a large number of triples which cannot be analyzed intuitively when visualized.
We carried out 4 template-based queries as follows, for selecting the entities
and relationships in the real world, in three granularities: (i) template query
with temporal and spatial constraints, (ii) refinement by replacing variables with
constants, and (iii) refinement by adding extra triple patterns.

When asking the query “which musical artists have a genre?”, in template
query users just need to provide MusicalArtist, genre, and temporal and spa-
tial constraints instead of a complete SPARQL query. For example, we select
musical artists and corresponding resources who were born in United Kingdom
and between 1987 and 1997, shown as Q1. The result of Q1 is shown in Fig. 2(a).
Although the nodes that represent dbo:MusicalArtist are highlighted in green
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(a) The result of Q1
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(b) The result of Q2

Fig. 2. The visualization of the query results of Q1 and Q2 (Color figure online)

and its related nodes are marked in red, the whole results are still difficult to be
analyzed intuitively.

Q1: SELECT ?x ?y
WHERE {
?x rdf:type dbo:MusicalArtist . ?x dbo:genre ?z .
?x ?p ?y . ?x dbo:birthPlace db:United Kingdom .
?x dbo:birthYear ?birthYear. FILTER(?birthYear >= 1987) .
FILTER(?birthYear <= 1997) .
}

Furthermore, we can narrow the range of spatial and temporal values, such
as London and 1989, shown as Q2. As shown in Fig. 2(b), the size of the result
decreases in comparison with the result of Q1. We can observe that the node
labeled with db:Katy B and db:Labrinth have the larger outdegree than the
other nodes. However, temporal and spatial constraints are inadequate, the above
results include a certain number of resources that users are not interested in.

Q2: SELECT ?x ?y
WHERE {
?x rdf:type dbo:MusicalArtist . ?x dbo:genre ?z .
?x ?p ?y . ?x dbo:birthPlace db:London .
?x dbo:birthYear 1989.
}
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db:Katy_B

db:Labrinth
db:Breakstep

db:Contemporary_R&B

db:Dubstep

db:Electronic_dance_music

db:Electronica

db:Hip_hop_music

db:House_music

db:UK_funky

db:UK_garage

(a) The result of Q3

db:Labrinth

db:MckNasty

db:Rihanna

db:The_Weeknd

db:Usher_(singer)

(b) The result of Q4

Fig. 3. The visualization of the query results of Q3 and Q4

To obtain more specific information, more constraints need to be added based
on the basic template query. For example, if users are interested in the musical
artists who can play Bass guitar, or the people who are associated with the
musical artists, then variables can be replaced with constants or extra new triple
patterns can be added. Suppose Q3 be a query that satisfies the refinement rela-
tion R(Q2, Q3). Based on Q2, Q3 is formed by replacing the triple pattern (?x
?p ?y) with (?x dbo:instrument db:Bass guitar), whose result is shown in
Fig. 3(a). As we can see, the size of the result of Q3 decreases significantly com-
pared with that of Q2. We use Q4 to select the persons who have the relationship
called associatedMusicalArtist with musical artists, shown as follows.

Q4: SELECT ?x ?y
WHERE {
?x rdf:type dbo:MusicalArtist . ?x dbo:genre ?z .
?x dbo:birthPlace db:London . ?x dbo:birthYear 1989.
?x dbo:associatedBand ?y . ?y rdf:type dbo:Person .
}

The query Q4 also satisfies R(Q2, Q4), whose result is shown in Fig. 3(b). It can
be observed that the answers to Q3 and Q4 are both subsets of the answers to Q2.

Case Study 2. When querying the universities that have direct relationships,
we add corresponding temporal and spatial constraints, i.e., dbo:foundingDate
and dbo:country. We design Q5 and vary the value of kot in temporal dimension,
i.e., 1800-01-01 and 2000-01-01 to analyze the query results, as shwon in Fig. 4.

Q5: SELECT ?x ?y
WHERE {
?x rdf:type dbo:University . ?y rdf:type dbo:University .
?x ?p ?y . ?x dbo:country db:United States .
?x dbo:foundingDate ?date .
FILTER(?date >= 1800-01-01 (or 2000-01-01)) .
}
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Obviously, the number of nodes in the result of Q5 declines as the range of
temporal constraint being narrowed, as shown in Fig. 4(a) and (b). The main
relationships between two universities are that one has dbo:affiliation with
the another. We allocate the color of each node using the community detection
algorithm and sort the size of each node with the value of the degree. Thus,
different communities consisting of several universities are highlighted in different
colors. In particular, the less important nodes are marked in gray. It can be
observed that all the universities are divided into several groups, which can be
analyzed further.
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Fig. 4. The visualization of the query result of Q5 (Color figure online)

Case Study 3. In Q5, it searches the universities that have direct relationships,
where each node in Fig. 4 represents a university. Now we look for a person and
his/her related university. Temporal-spatial constraints are added to the person
rather than the university, as shown in Q6.

Q6: SELECT ?x ?y
WHERE{
?x ?p ?y . ?x dbo:nationality db:United Kingdom .
?x rdf:type dbo:Person . ?y rdf:type dbo:University .
?x dbo:birthYear ?birthYear . FILTER(?birthYear >= 1900) .
}

The result of Q6 contains the persons and the related universities, including
296 nodes and 236 edges in total, among which 169 persons marked in red and
127 universities in green in Fig. 5(a). We allocate color of each node by its kind;
rank the size of each node by PageRank algorithm in Gephi, where the rank of
a node is higher, the size is larger. Based on the result of Q6, we just display
the nodes whose rank are greater than or equal to 0.59, then we obtain several
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(a) Persons and universities
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Fig. 5. The visualization of the query result of Q6 (Color figure online)

significant nodes as shown in Fig. 5(b). Further, the modularity class is applied
to allocate the color of each node in order to build 9 main communities consisting
of the persons and the related universities in Fig. 6.

In particular, we take advantage of the above direct relationships between the
persons and the universities to mine the indirect connections, i.e., the schoolfel-
low relationship. After using matrix multiplication operation in Algorithm1 to
process the result of Q6, we can obtain the social relationship between the per-
sons who are studying or working in the same university, as visualized in Fig. 7,
which is a complex social network and different from the other visualized graphs.
If a person has complex relationships with other persons, then the color of the
node that labeled with this person is closer to red. We use the K-core algorithm
to refine the social network further and employ between centrality to filter out
the nodes, as shown in Fig. 8(a) and (b).

Case Study 4. In this subsection, we focus on the relationships that belong to
some specific domains. For example, based on Q1, we change the value of object
correspond with to rdf:type in the first triple pattern, which can limit the sub-
ject to a certain class of people, such as swimmer, writer, soccerplayer, or tennis-
player. Then we design Q7 to specify the relationship called dbo:influencedBy,
which is a unique attribute in dbo:Writer. Similarly, we desgin Q8 to search the
relationship called dbo:soccerPlayer between a soccerplayer and a team. For
obtaining specific results, we search the soccerplayers and their teams, who are
born after 1800 s and have British citizenship.

The result of Q7 includes 29 nodes and 18 edges in Fig. 9(a), which means that
there are 18 relationships satisfy the conditions. We sort color of each node by
the modularity class and rank the size of each node by PageRank. In Fig. 9(a),
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Fig. 6. The visualization of the main communities in Q6 (Color figure online)
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Fig. 7. The visualization of the schoolfellow relationship based on Q6 (Color figure
online)
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Fig. 8. The visualization of the schoolfellow relationship with filtering (Color figure
online)
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db:Michael_Hoey_(linguist)

db:Norman_Dennis
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db:Tennessee_Williams
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(a) The influencedBy relationship

db:Alfred_Chalk
db:James_Jones_(footballer)

db:Stephen_James_(model)

db:William_Gosling_(footballer)

db:AFC_Wimbledon

db:Brentford_F.C.

db:Chelmsford_City_F.C.

db:Great_Britain_Olympic_football_team

db:Nea_Salamis_Famagusta_FC

db:Scotland_national_youth_football_team

db:Upton_Park_F.C.

(b) The soccerPlayer relationship

Fig. 9. The relationships of some specific domains in Q7 and Q8 (Color figure online)

the size of a node is proportional to the rank of the node. The relationship
soccerPlayer in Q8 involves soccer players and teams, which are marked in
yellow and green, respectively, as shown in Fig. 9(b). Since the above two rela-
tionships belong to the specific domains, the number of result is relatively fewer
and it can be easily visualization.
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7 Conclusion

We present template-based queries on knowledge graphs, which is a query
method based on temporal, spatial, and domain-specific constraints. We mainly
propose two template queries, i.e., the basic and refined template queries, to
extract valuable information on knowledge graphs, whose results are visualized
in undirected labeled graph. Our experimental results are well displayed in graph
format for data analysis. With different constraints, knowledge graphs are visu-
alized in different granularity. Our future work includes the visualization of more
knowledge graphs and implementation of a more user-friendly interface.
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Abstract. This paper explored extensively the collocability and semantic
prosody of the verbs of publicity in China’s English media, and then contrasted
them with those in American newspapers. The purpose of the study is to disclose
the attitudinal meanings from their linguistic performance. To that end, the
Corpus of China’s English Media (CCEM) was built with 29,151,028 tokens,
and the newspaper branch of COCA was used as a comparable corpus. All the
col-locational patterns of the verbs were extracted from the two corpora, and
they were further analyzed in great detail. The major findings of the study can be
summarized as below: (1) The verbs of publicity are generally used more fre-
quently in CCEM. (2) Chinese journalists tend to use some unique collocational
patterns to describe some political, cultural or social concepts that are specific to
China. (3) Chinese journalists have a preference for collocational patterns with a
positive or neutral semantic prosody over those with a negative semantic pro-
sody. These findings suggest that the attitudinal meanings could be worked out
from the differences in collocational behaviors and semantic prosody between
the texts in CCEM and COCA.

Keywords: Collocation � Semantic prosody � Semantics � Social media
Corpus linguistics � Linguistic theories

1 Introduction

English media has achieved a substantial growth in China since its introduction of the
reform and opening policy. It is reported that there are in all more than 20 English
newspapers and periodicals alone in Mainland China (Zhang 2012).

China’s English media has become one of the major means to present the story of
China to the world. Most of the English language reports in Chinese media are written
by Chinese journalists. Guo and Huang (2012: 227) reported that around 70% of the
news articles in the three newspapers they investigated were written by the publica-
tion’s Chinese staff.
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Collocation and semantic prosody are two closely related terms in linguistics, and
mainly deal with the structure and meaning of word combinations. By examining the
differences in collocational behavior and semantic prosody between texts in China’s
English language media and the English language media in the United States, it will
disclose the levels of meaning from their use in language. This study, from the per-
spective of corpus linguistics, will attempt to answer the following three research
questions:

(1) Are there any differences between China’s English media and American media in
the use of the verbs of publicity? If so, what are they?

(2) Are there any differences between China’s English media and American media in
the use of the collocates occurring to the right of the verbs of publicity? If so, what
are they?

(3) Are there any differences between China’s English media and American media in
terms of semantic prosody of the verbs of publicity? If so, what are they?

2 Relevant Studies

The linguistic features of English media in China have been a core subject for many
researchers. Most of the studies have been conducted at either the lexical or gram-
matical level.

2.1 Studies at the Lexical Level

Wen and Yu (2003) conducted a study on English expressions with Chinese charac-
teristics and their intelligibility in China’s English newspapers with a sample of around
150 news articles in the publication, the 21st Century. They parsed the articles and
picked up 88 English expressions found to have distinct Chinese characteristics. With
the help of English native speakers, they concluded that 96.6% of the expressions are
intelligible, and that localization of English occurs only at the lexical level in China’s
English newspapers.

Gao (2006a) extracted 500 key words from China’s English News Articles Corpus
(CENAC), about 54% of which are unique Chinese borrowings, coined words, and
words with semantic shift. She further analyzed their linguistic features, and concluded
that nativized words and expressions are common in China’s English media. In the
same way, Gao (2006b) studied 1,736 titles from CENAC, and reached the same
conclusion that the lexical units found in the article titles are nativized to express
Chinese politics, culture, and social life.

Zhang (2016) extracted 1,231 English words and expressions found to have Chi-
nese characteristics from the Corpus of English on China (CEC). Their distributive
features and frequencies of use were analyzed and calculated. Through in-depth
analyses, Zhang found that there are significant differences in the use and treatment of
these words and expressions between Chinese and international English media.
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2.2 Studies at the Grammatical Level

Li (2007) examined multi-word units found in CENAC. The results of Li’s study show
that Chinese news reporters tend to use longer word clusters in their reporting when
compared with their British counterparts. Moreover, these word clusters are
ex-pressive, with fixed structure and specific linguistic and social meanings, which is
indicative of the nativization of multi-word units in China’s news articles.

Hu and Zhang (2015) collected 1,681 news articles published in the China Daily
during the period from July to October 2011, and built a Micro Corpus of the China
Daily (MCCD) with about 1 million tokens. By comparing the semantic, collocational,
and grammatical patterns of high-frequency verbs of transformation in the MCCD and
the Corpus of Contemporary American English (COCA), they found that the verbs
under investigation tend to co-occur with certain types of nouns which mirror the
current status of Chinese society, and that colligation patterns more closely resemble
those found in the Chinese language.

Yu (2006) compared the collocational patterns of the word foreign in CENAC and
the NBNC (the news subcorpus of the BNC), and found that the collocates of the base
foreign are more diversified in CENAC than those in the NBNC. The use of the word
foreign in China’s newspapers shows an implicit tendency toward nativization. Yu and
Wen (2010) used the same corpora and examined the collocational patterns of 20 high
frequency evaluative adjectives. They concluded that the use of English in Chinese
media outlets displays systematic nativization, which is both grammatical and
intelligible.

To sum up, all these studies employ corpus-based research methodology to
examine the nativization of English in China. They either used existing corpora (Gao
2006a, b; Yu 2006; Li 2007; Yu and Wen 2010) or built their own (Wen and Yu 2003;
Hu and Zhang 2015; Zhang 2016) to achieve their research objectives.

However, these studies have the following limitations. Firstly, they only concen-
trate on the lexical or collocational localization of English, but ignore the importance of
looking at the attitudinal meanings of these collocations. Secondly, and with the
exception of the CEC, all the corpora used in the aforementioned studies are at a scale
of around 1 million tokens, which is not large enough to reveal the linguistic behavior
under investigation sufficiently. The size of Zhang’s (2016) corpus is larger, but his
study only covers lexical units with Chinese characteristics and forgoes investigating
collocation or semantic prosody. Thirdly, the corpora are not fully representative of
English language media in China. For example, the data for the tailored corpora comes
from a single source: The 21st Century for Wen and Yu’s corpus (2003), and the China
Daily for Hu and Zhang’s corpus (2015). CENAC only covers three newspapers: the
China Daily, the Beijing Weekend, and the Shanghai Star. Finally, although researchers
agree that nativization of English in China has occurred at the lexical level, there does
not seem to be a consensus that it has occurred at the syntactic level. Wen and Yu
(2003: 8) argue that localization of the English language is not common in China’s
officially published English periodicals, and it does not occur at the syntactical level,
even though most scholars hold the opposite view.

In contrast to past studies on the topic, this paper will focus on collocation and
semantic prosody in order to explore further the attitude and evaluation of China’s
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English media. In order to achieve the research objectives, a larger corpus of English
media in China will be collected, and the issue of representativeness has been tackled
more carefully by including more English language newspapers and periodicals at
various levels.

3 Methods

It is generally acknowledged that collocation and semantic prosody are “inaccessible to
a speaker’s conscious introspection” (Xiao and McEnery 2006: 106). Therefore, this
study will follow a corpus-based research methodology.

3.1 Source of the Data

The linguistic data used in this study come from the Corpus of China’s English Media
(CCEM) and the COCA. The former was specially built for this study based on the
domestic news branch of the CEC. The latter is utilized in this study as a reference
corpus. The CCEM collected 87,658 texts from six major English language newspapers
and periodicals published in China from 2006 to 2013. The six include China Daily,
People’s Daily, Global Times, Shanghai Daily, China Today, and Beijing Review. The
corpus has about 29,151,028 tokens, covering a wide range of topics in politics,
economy, culture, and social affairs in China. The reference corpus utilizes the
newspaper branch of the COCA, which consists of 105,963,844 tokens out of its sum
total 533,788,932 tokens.

3.2 Procedures

Data extraction and analysis followed the procedures numerated below:
First, all the data in the CCEM was tagged using the software TagAnt 1.2.0 so that

all the words in the corpus were given a part-of-speech tag. This enables one to
distinguish uses of the verbs indicating publicity in its verb form.

Second, the software AntConc. 3.4.4 was used to extract the collocational patterns
of the verbs of publicity from the CCEM. For example, by imputing the query
expression “publicize_vv *_nn” into AntConc, all the collocations of publicize +
nouns were listed. The collocational patterns of the verbs in the newspaper branches of
the COCA were queried one by one.

Third, all the collocations from both the CCEM and the COCA were sorted
manually and analyzed in detail. Focus was placed on finding the differences between
China’s English language news media and American media in terms of collocational
behavior and semantic prosody.

Fourth, the log-likelihood ratio calculator developed by Liang Maocheng was used.
This is a tool which enables easy calculation of log-likelihood and chi-square values
needed in corpus contrastive studies. By imputing the following four values into the
calculator, one can get the log-likelihood and significance values of the lexical item in
the two corpora: the token numbers of the two corpora, and the original frequency
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numbers of the lexical item in the two corpora. If the significance value is less than
0.05, then the result can be considered statistically significant.

4 Results

To accomplish the objectives of the study, the following verbs of publicity were
chosen: publicize, propagate, disseminate, preach, circulate, and propagandize, which
are examined in the context of meaning to “make something known to the public”.

4.1 Frequency

The frequency of the verbs in the two corpora is shown in Table 1.

From Table 1, one can see that three out of the six verbs are significantly overused
in China’s English news media compared with those in American news media, as their
p-values are less than 0.05. The three verbs are publicize, disseminate, and circulate.
The verb propagandize is overused in China’s English news media, but not to a
significant level. However, the verb preach is significantly underused in China’s
English news media. The verb propagate has nearly the same frequency in both
corpora.

4.2 Verb + Noun Collocation

Collocations can be approached with different methods, such as Sinclair’s statistical
method (Sinclair 1991) or Cowie’s phraseological method (Cowie 1998). For the
purpose of this study, the head nouns co-occurring to the right of the verbs functioning
as an object, and those to the left of the verb functioning as a subject when the verbs are
used in a passive form, are considered as a verb + noun collocations. The most fre-
quent of these are listed in Table 2.

The word publicize is highly overused in the CCEM. 17 out of the 20 collocations
listed in Table 2 are significantly overused in China’s English news media. The fol-
lowing collocations are uniquely Chinese, as they occur only in the English texts

Table 1. The frequency of the verbs in the two corpora

Verbs Original/Norm.
freq. in CCEM

Original/Norm.
freq. in COCA

Log-likelihood Significance

Publicize 673/23.2 833/7.9 398.43 0.000***+
Propagate 35/1.2 137/1.3 0.15 0.694−
Disseminate 121/4.2 236/2.2 28.66 0.000***+
Preach 127/4.4 1510/14.2 230.27 0.000***−
Circulate 414/14.3 964/9.1 53.85 0.000***+
Propagandize 11/0.4 20/0.19 3.14 0.077+
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written by Chinese news reporters: publicize policy/data/asset/regulation/spirit/
law/expenditure. By contrast, only one collocation is not found in the CCEM.

As the verb propagate has a low frequency in both corpora, there are only a small
number of collocational patterns (see Table 3), none of which is significantly overused
or underused in the CCEM. The exception is the collocation propagate view.

The case of disseminate is more complicated. As shown in Table 4, some collo-
cational patterns appear only in Chinese English news texts, such as disseminate
rumor. However, some collocations common in American news texts are not found
in the text for their Chinese counterparts, such as disseminate news/report/lie/
propaganda.

Table 2. Collocational patterns of the verb publicize

V + N
collocation

Original freq. in
CCEM

Original freq. in
COCA

Log-likelihood Significance

Publicize
information

71 6 178.55 0.000***+

Publicize case 19 53 0.94 0.333+
Publicize list 19 1 50.82 0.000***+
Publicize result 18 4 36.29 0.000***+
Publicize
budget

13 2 29.07 0.000***+

Publicize
report

12 3 23.25 0.000***+

Publicize plan 12 3 23.25 0.000***+
Publicize
statement

11 1 27.34 0.000***+

Publicize detail 9 3 15.57 0.000***+
Publicize
knowledge

8 1 18.75 0.000***+

Publicize
policy

8 0 Invalid Invalid

Publicize data 8 0 Invalid Invalid
Publicize asset 8 0 Invalid Invalid
Publicize
regulation

7 0 Invalid Invalid

Publicize
warning

6 2 10.38 0.001**+

Publicize spirit 6 0 Invalid Invalid
Publicize law 6 0 Invalid Invalid
Publicize
expenditure

6 0 Invalid Invalid

Publicize
shooting

0 6 Invalid Invalid

Publicize trial 1 12 1.85 0.174−
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Different from the other verbs denoting publicity, the verb preach is underused in
the CCEM as shown in Table 5, which leads to fewer collocational patterns in the
English texts of the CCEM. Some frequently used collocations in the COCA cannot be
found in the CCEM. They are preach sermon/message/patience/hatred/word/defense.

In Table 6, the following four collocational patterns are found to be significantly
overused in the CCEM: circulate draft/picture/photo/report. Additionally, the collo-
cation circulate petition is significantly underused in the CCEM. At the same time, some
collocational patterns occur exclusively in the Chinese texts (circulate notice/post/
story/article) or exclusively in the American texts (circulate memo/proposal/email).

Table 3. Collocational patterns of the verb propagate

V + N
collocation

Original freq. in
CCEM

Original freq. in
COCA

Log-likelihood Significance

Propagate myth 1 7 0.44 0.506−
Propagate value 1 3 0.03 0.870+
Propagate hatred 1 2 0.22 0.639+
Propagate idea 2 2 1.56 0.211+
Propagate view 2 0 Invalid Invalid

Table 4. Collocational patterns of the verb disseminate

V + N collocation Original freq.
in CCEM

Original freq.
in COCA

Log-likelihood Significance

Disseminate
information

20 54 1.23 0.267+

Disseminate rumor 12 0 Invalid Invalid
Disseminate
culture

7 1 15.93 0.000***+

Disseminate
knowledge

6 3 8.40 0.004**+

Disseminate
technology

4 1 7.75 0.005**+

Disseminate line 3 1 5.19 0.023*+
Disseminate
message

1 12 1.85 0.174*−

Disseminate news 0 12 Invalid Invalid
Disseminate report 0 8 Invalid Invalid
Disseminate idea 1 4 0.01 0.931−
Disseminate lie 0 4 Invalid Invalid
Disseminate data 1 3 0.03 0.870+
Disseminate
propaganda

0 3 Invalid Invalid

Disseminate view 1 3 0.03 0.870+
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Table 5. Collocational patterns of the verb preach

V + N collocation Original freq. in
CCEM

Original freq.
in COCA

Log-likelihood Significance

Preach benefit 3 2 3.44 0.063+
Preach virtue 2 10 0.18 0.670−
Preach theory 2 0 Invalid Invalid
Preach gospel 2 73 23.17 0.000***−
Preach Buddhism 2 0 Invalid Invalid
Preach value 2 10 0.18 0.670−
Preach sermon 0 24 Invalid Invalid
Preach message 0 22 Invalid Invalid
Preach patience 0 12 Invalid Invalid
Preach hatred 0 10 Invalid Invalid
Preach word 0 10 Invalid Invalid
Preach defense 0 9 Invalid Invalid
Preach importance 1 9 0.94 0.332
Preach
Christianity

1 8 0.68 0.411

Table 6. Collocational patterns of the verb circulate

V + N
collocation

Original freq. in
CCEM

Original freq.
in COCA

Log-likelihood Significance

Circulate draft 6 4 6.89 0.009**+
Circulate picture 5 1 10.42 0.001**+
Circulate notice 5 0 Invalid Invalid
Circulate post 4 0 Invalid Invalid
Circulate photo 4 1 7.75 0.005**+
Circulate story 3 0 Invalid Invalid
Circulate rumor 3 3 2.34 0.126+
Circulate report 3 1 5.19 0.023+
Circulate
information

3 3 2.34 0.126+

Circulate article 3 0 Invalid Invalid
Circulate letter 2 6 0.05 0.817+
Circulate
statement

2 5 0.19 0.664+

Circulate
petition

1 31 9.24 0.002**−

Circulate memo 0 9 Invalid Invalid
Circulate plan 1 7 0.44 0.506−
Circulate
proposal

0 6 Invalid Invalid

Circulate email 0 4 Invalid Invalid
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Notably, in Table 7 there are two completely different sets of collocates for the node:
one set in the CCEM (propagandize theory/idea/extremism/democracy/partnership/
clash) and the other in the COCA (propagandize communism/history/idealism/
issue/morality/life/public).

4.3 Semantic Prosody

Originating from Sinclair, the term “semantic prosody” has different interpretations in
corpus linguistics. However, there is a general consensus that it relates to the attitudinal
meaning. In Sinclair’s words, semantic prosody is “on the pragmatic side of the
semantic/pragmatics continuum” (Sinclair 1996: 87). In Louw’s words, it expresses
“the attitude of its speaker or writer” (Louw 2000: 60). A given word tends to collocate
regularly with a group of other words characterized by favorable, neutral, or unfa-
vorable meanings. As a result, the given word takes on some of the meaning of the
group of other words, and becomes associated with a pleasant or unpleasant meaning.
In this paper, this is defined as a positive, negative, or neutral semantic prosody.

Since collocation is defined in this paper as a co-occurrence of any two lexical
items “with mutual expectancy greater than chance” (Wei 2002: 100), the collocations
with frequencies greater than two are included in order to analyze their semantic
prosodies. The semantic prosodies of the collocations of the verbs of publicity are
shown in Table 8.

Table 7. Collocational patterns of the verb propagandize

V + N collocation Original freq.
in CCEM

Original freq.
in COCA

Log-likelihood Significance

Propagandize theory 2 0 Invalid Invalid
Propagandize idea 1 0 Invalid Invalid
Propagandize
extremism

1 0 Invalid Invalid

Propagandize
democracy

1 0 Invalid Invalid

Propagandize
partnership

1 0 Invalid Invalid

Propagandize clash 1 0 Invalid Invalid
Propagandize
communism

0 1 Invalid Invalid

Propagandize history 0 1 Invalid Invalid
Propagandize
idealism

0 1 Invalid Invalid

Propagandize issue 0 1 Invalid Invalid
Propagandize
morality

0 1 Invalid Invalid

Propagandize life 0 1 Invalid Invalid
Propagandize public 0 1 Invalid Invalid
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From Table 8, we can see that the collocations for the verb publicize has primarily a
neutral semantic prosody in both corpora. However, it is more likely to co-occur with a
pleasant collocate in the CCEM than in the COCA. The log-likelihood data indicate
that the collocations with positive and neutral semantic prosodies in the CCEM are
significantly overused with a p-value of 0.000. Similarly, the verb propagate is found to
chiefly accompany a neutral collocate in both corpora, and the collocations with a
neutral semantic prosody are significantly overused in the CCEM with a p-value of
0.041.

An overwhelming majority (89%) of the collocations for the verb disseminate have
a neutral semantic prosody in the COCA. The rate for the collocations in the CCEM is
about 63%. Moreover, the collocations with positive (p = 0.000) and neutral
(p = 0.004) semantic prosodies are significantly (p = 0.000) overused in the CCEM.
The verb preach has a mainly neutral semantic prosody in the COCA, and accounts for
more than 70% of its total co-occurrence. However, it has a greater chance (50%) of
having a positive semantic prosody in the CCEM. The collocational patterns with
neutral semantic prosodies are significantly underused (p = 0.000) in the CCEM in
companion to the COCA.

The verb circulate has a predominantly neutral semantic prosody in both corpora,
as shown in Table 8. Specifically, the rates are 85% in the CCEM and 96% in the
COCA. Moreover, the collocations with a positive semantic prosody are significantly
overused in the CCEM with a p-value of 0.001.

The verb propagandize is a special case. Except for the collocate theory, no other
collocate occurs more than once in either the CCEM or the COCA. In the CCEM, the
verb goes with two favorable words (democracy and partnership), two neutral words
(theory and idea) and two unfavorable words (extremism and clash). In the COCA, it is
associated with seven other words, two of which can be said to have a pleasant
meaning (morality and idealism), and the remaining five of which can be said to have a
neutral meaning (communism, history, issue, life, and public).

Table 8. Semantic prosodies of the collocations

Verbs Original/Norm. freq. in
CCEM

Original/Norm. freq. in
COCA

Positive Negative Neutral Positive Negative Neutral

Publicize 20/0.69 32/1.1 462/15.93 14/0.13 84/0.79 318/3
Propagate 0/0 5/0.17 14/0.48 9/0.08 15/0.14 25/0.24
Disseminate 20/0.69 18/0.62 66/2.28 12/0.11 7/0.07 154/1.45
Preach 23/0.79 5/0.17 18/0.62 103/0.97 38/0.35 330/3.11
Circulate 5/0.17 6/0.21 60/2.07 1/0.01 5/0.05 165/1.56
Propagandize 2/0.07 2/0.07 3/0.10 2/0.02 0/0 5/0.05
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5 Discussion

The answer to the first research question is a resounding affirmative. Of the six verbs
under investigation, five are overused or underused in the CCEM, and only the verb
propagate is used with almost the same frequency in both corpora. These differences in
frequency may reflect the differences in the attitudes of China’s news media and
American news outlets.

First of all, China’s English news reporters show a potential preference for
reporting the positive side of daily events, even though they strive to be objective. That
might explain why Chinese journalists significantly overuse the verbs publicize, dis-
seminate, and circulate, which have an approving or at least a neutral connotation. In
addition, the verb propagandize, which has a disapproving connotation, is not overused
significantly. This style of reporting may be a reflection of Chinese culture, which
values harmony very highly. Moreover, these Chinese English news media sources are
targeted primarily at an international readership. It is, therefore, all the more important
to present the more positive aspects of China to the world. China Today, a monthly
magazine investigated in this study, sets out to “promote a knowledge of China’s
culture, geography, economy and social affairs as well as positive view of the People’s
Republic of China and its government to people outside of China” (https://en.
wikipedia.org/wiki/China_Today, retrieved 30 May 2017).

Secondly, China’s English news media have a different focus of news coverage
than their American counterparts. Although the Chinese media try to cover both
domestic and international news, they are in fact more concerned with what is hap-
pening in China. For example, the Beijing Review, a weekly magazine, stated its
editorial policy in its first, 1958 volume (the publication was called the Peking Review
at that time), to “provide timely, accurate, first-hand information on economic, political
and cultural developments in China, and her relations with the rest of the world”
(Peking Review 958: 3). The China Daily, a daily newspaper, states that it “provides
24-h authoritative information on China through multiple channels” (http://www.
chinadaily.com.cn/static_e/digitalmedia.html, retrieved 30 May 2017). These editorial
policies result in unbalanced news coverage. The underused verb preach in the CCEM
supports this argument because the word closely associates with Christianity, which is
not common in China.

The answer to the study’s second research question is strongly positive. The
companions to the verbs denoting publicity (either in the object slots or in the subject
slots when the verbs are used in a passive form) vary in frequency, form, and meaning
in the texts of Chinese English news media and American media. The differences in
using particular collocational patterns in particular contexts may be caused by the
contrasting cultures, language attitudes, and language habits of the reporters.

These collocational patterns can be categorized into three distinct groups. The
unique collocational patterns occurring only in the CCEM fall into the first group.
Examples include publicize policy/asset/regulation/spirit/law/expenditure, as shown in
the concordance lines below:

1. Officials would visit these families, publicize the policy allowing a second ch…
2. Early in January, Wenzhou publicized a trial policy that would allow individu…
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3. Bureau called on 20 travel agencies to publicize the new law and required it…
4. The Gazette account publicizes administrative laws and orders of the…
5. …political bureau approved and agreed to publicize the Regulation on Strictly…
6. Central authorities publicized late last month 65-item regulations…

These collocations, specific to Chinese English texts, may come from their corre-
sponding expressions in the Chinese language. In Chinese, there are such phrases as
xuān chuán (publicize) zhèng cè (policy) (see examples 1 and 2 above), xuān chuán
(publicize) fǎ lǜ (law) (see examples 3 and 4 above), and xuān chuán (publicize) fǎ guī
(regulation) (see examples 5 and 6 above). They are directly translated into English.
This conclusion is supported by Kachru’s (1990) argument that nativized collocations
for world Englishes originate from loan translations of the collocational structure in the
source language.

Another source of nativized collocational patterns are the specific concepts and
referents only found in China.

7. …conscientiously study, publicize and implement the spirit of the 18th…
8. A campaign will be launched to publicize the Party national congress spirit.
9. …from the CPC to foreign countries to publicize the spirit of the CPC session.

10. …with six eminent monks preaching Buddhism. The thoughtful composition…
11. …brought to China by monks who were preaching Buddhism.

For examples 7 through 9, the collocation publicize spirit represents a specific
political concept in China, and the word spirit is frequently used in conjunction with
the Communist Party of China (CPC) sessions. Buddhism is a major religion in China,
but is not as common in the United States. Therefore, the collocation preaching
Buddhism (see examples 10–11) does not occur in the texts of American newspapers.

Some unique collocational patterns in the CCEM have been found to have
undergone a process of semantic shift. The collocations publicize asset and publicize
expenditure are cases representative of this shift.

12. …Government began to publicize its expenditure related to the three public…
13. ….requesting them to publicize their expenditure on public receptions,…
14. …and city governments have publicized expenditure on overseas trips, …
15. …, also expressed their willingness to publicize their families’ assets.
16. “Their relatives’ assets should also be publicized as some officials will trans…
17. “I would like to publicize my family’s assets if the authorities…
18. …soon, the concept of publicizing officials’ assets is beginning to tak…

The so called “three public expenditures” is a specific Chinese expression, meaning
the consumption of public funds in official receptions, the acquisition of vehicles and
visits abroad. The Chinese government at various levels is required to disclose these
three public expenditures. So publicize here means to make known something
heretofore kept secret (see examples 12 through 14). It is the same with the colloca-
tional pattern for publicize asset. As a measure for anti-corruption policy in China,
government officials are required to make public their assets. Therefore, publicize in
this context can mean to make something public (see examples 15 through 18).
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The overused collocational patterns found in the CCEM are classified as the second
group. Some of the overused collocations may be derived from fixed Chinese
expressions. For example, in Chinese, it is common to say “gōng bù (publicize) míng
dān (list)”, “gōng bù (publicize) hēi míng dān (blacklist)”, and “gōng bù (publicize) jié
guǒ (result)”, which are more frequently expressed in English as “provide list”, “keep
blacklist”, and “announce result” in the COCA. Some overused collocational patterns
might be the results of the difference in the use of certain words in the two corpora. For
instance, publicize information/knowledge is overused in the CCEM, while in the
COCA, American journalists prefer to use the terms disseminate information/
knowledge.

The third group is comprised of the underused collocational patterns found in the
CCEM. These patterns mainly reflect the different political, economic, and social sit-
uations in China and America. In the COCA, one can find more collocations, as shown
in the following concordance lines:

19. …a study that examines whether well publicized mass shootings increase…
20. …in recent years, despite highly publicized school shootings. Many states…
21. ….including invitations to preach sermons in churches. He isn’t sure about…
22. …her to stand behind a pulpit and preach a sermon, or teach from the Bible…
23. ….even from the pulpit while preaching the Gospel. All of the above is true…
24. ….a bold and unmistakable voice, preaching the Gospel of Grace in a way…
25. ….records of the attacks; they have circulated petitions and rallied crowds…
26. …called Prosperity Patriots circulated a petition to get the alcohol issue…

Shootings take place more often on campuses in the United States. As a result, it is
the focus of reporting in American newspapers, whereas such incidents rarely take
place in China. Similarly, the public circulation of a political petition is unlikely to
occur in China. The phrases preach sermon and preach Gospel depict situations in
which speeches are delivered on religious subjects during occasions of public speaking,
which is also uncommon in China.

The answer to the last research question is also affirmative, but to varying degrees.
Generally speaking, the verbs publicize, propagate, disseminate, preach, and circulate
have a primarily neutral semantic prosody in the COCA. However, they are found to be
used differently in the CCEM. First, although the verbs publicize, disseminate, and
circulate mainly have a neutral semantic prosody in the CCEM, they are more likely to
co-occur with a favorable word in the CCEM than in the COCA. Moreover, Chinese
news reports tend to overuse the verbs publicize, propagate, disseminate, and circulate
with a positive or neutral semantic prosody. This may indicate that they prefer to report
more good news or tend to take a more positive attitude toward what they report.
Secondly, the collocations of preach with a negative meaning are found to be under-
used in the CCEM, which additionally indicates that English news media in China
exhibit a preference for reporting on positive events. Thirdly, while the verb propa-
gandize itself has a disapproving connotation, it co-occurs with favorable or neutral
words in the COCA, such as propagandize morality/idealism/history, etc. It thus has a
neutral or positive semantic prosody in the COCA. In the CCEM, propagandize has an
equal chance to pair with a favorable, unfavorable, or neutral word.
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6 Conclusion

Compared to their Chinese counterparts, the reporting style of English news reporters
in China closely resembles the Western style. However, the tone of the English lan-
guage news reports is still in line with all news media in China. The primary concern of
this study was the attitudinal meanings embedded in the collocations exhibited in the
CCEM and the COCA. It was assumed that if there were any differences between them,
this would be reflected in their collocational patterns and semantic prosody. Below is a
brief summary of the study’s major findings:

(1) The six verbs examined have varying frequencies in the CCEM and the COCA.
Four verbs are overused, and one verb is underused in the CCEM. (2) The collocational
patterns of the verbs indicating publicity in the CCEM are different from those found in
the COCA in frequency, form, and meaning. Chinese journalists, on the one hand, use
some unique collocations that occur only in the CCEM, and on the other hand underuse
or overuse some collocations to illustrate their attitudes toward specific conditions and
situations. (3) The semantic prosodies of the collocations in the CCEM are quite
different from those found in the COCA. Chinese journalists are more inclined to use
collocational patterns with a positive or neutral semantic prosody, and tend to underuse
those with a negative semantic prosody.

The findings of this study suggest that English news media in China have a different
focus for news coverage compared to their American counterparts, and that they tend to
take a more positive attitude towards what they report.
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Abstract. Location dependent information services can be characterized as the
applications that coordinate a cell phone’s area or position with other data to
give enhanced value of services to the client in the right place and at the right
time from anywhere. Limited battery power and frequent disconnection due to
moving environment prompts mobile distributed database to be a fertile land for
many mobile databases researchers and specialists. New policies/protocols must
be designed to efficiently handle the issued nearest neighbor queries. Our works
involves design of new cache replacement policies, indexing, pre-fetching
protocols with comparison of their performances from existing policies/
protocols and reporting for future research directions.
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1 Introduction

Location-Based Services (LBS) are one of the emerging applications among various
mobile and wireless based technology. LBS provide context aware information to the
client at the right time in the right place. Many of the technological constrains are
added to these applications to maintain integrity and consistency of result acquired
from LBS-Server. The basic reference architecture of mobile databases contains three
entities: fixed hosts, mobile units, and base stations. Mobile units are low power
moving object having lesser computational functionality that move around a geo-
graphical region. These geographical regions are basically divided into wireless cells
i.e. mobile client contains data centric applications and roams between wireless cells.
LBSs [1, 2] are gaining popularity in current trends where most of the applications use
some context-aware information included with the mobile host. Context-aware infor-
mation includes time, location, and device identity nearby to a given entity. The
potential sources of this information are web browser, camera, microphone, GPS
Receiver, a server associated with the given entity. Here, entity can be person, device,
or application. Location services can be characterized as services that incorporate a cell
phone’s area or position with other data to give enhanced value to user. It answers the
location-related queries which are initiated by moving user, where the location is the
parameter of the query which are provided to the client either explicitly with query or
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implicitly using a global positioning system (GPS). Some of the applications [3–7]
which are gaining popularity in our daily life can be local information access (Traveler
information system, navigation maps, news etc.). Apart from this, user makes some
nearest-neighbor queries (show me all nearest hotel, ATM, Saloon).

The rest of this paper is organized as follows. Section 2 explores the issues and
research challenges important for the performance of LBS. Sections 3 and 4 describes
the contributions, major findings of our experimentations. Section 5 has given con-
clusion and scope for future works in LBS.

2 Performance Issues and Research Challenges

Numerous research works have been done separately on Predictability & Consistency
of LBS. To maintain consistency in nearest-neighbor based applications, system needs
to identify the data-item’s valid scope and store it with them in the cache [8–10]. Due to
the associated valid scope with given data item, the user might reject the received result
if user has moved to different places and may ask to the server for reprocessing of the
query to get valid result. To improve the performance of the system, there should be
some mechanism to obtain fast and accurate answers to issued queries. Very little
works has been done to optimize the location dependent query processing [11–14].
Data replication is employed in any distributed system to improve reliability and reduce
communication costs and response time thus to reduce the incurred network traffic.
Data replication technique creates various copies of same data and place it to various
nodes based on some performance criteria. The problem of replication in LBS is to find
the number of replica that system should create, the place where it should be put and
maintain the consistency among various replica for better performance of given system
[15–17]. The bandwidth of downlink communication is much greater than that of the
uplink communication. The policy [18] should be designed in such a way that mes-
sages sent to the server would be less than message received from server. The order in
which the query executed is defined as query scheduling [19–21]. Mobility of users
makes it more challenging to handle the query scheduling task. One of the limitations
in mobile host is its limited battery power. So this is also a considerable issue while
making any application for mobile environment as if processing power is restrained; it
compromises the capability of every mobile node offering applications and services
[22, 23]. Based on previous theoretical studies and concepts, many focused imple-
mentations and simulation [24–26] has been done. However, none of the previous
simulations has complete prototype consisting of all of the functionality for LBS. So,
one of the important issues is implementation of complete prototype [27] for consistent
location aware system.

2.1 Predictability and Consistency

For Nearest-Neighbor query applications, the cached spatial data result may become
invalid because of the client movement. To maintain consistency, system needs to
identify the data-item’s valid scope and store it with them in the cache [8–10]. The
concept of valid scope information was first proposed by Zheng et al. [8], in which it
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was used to assemble a semantic cache that allows you to reuse the cached data. GPS
serves to identification of the location of any mobile device in geometric location
model. The ancient policy particularly Polygonal Endpoints and Approximate Circle
schemes show poor performance for invalidation information in terms of overhead and
imprecision. In [9] Kumar et al. gives a comparison of various methods to find best
suitable candidate for valid scope (i.e. best suitable sub polygon of a given polygon).
They proposed a generalized algorithm known as CEB_G which improves the caching
efficiency in comparison to that of basic CEB algorithm. The CEB_G algorithm adjusts
the overhead and accuracy of valid scope. Moreover, to further improve caching
efficiency they proposed a new algorithm CEFAB which considers user’s movement
pattern and speculation for its future access.

2.2 Cache Replacement Policy

Whenever a query issued, if cache doesn’t contains searched data items then system
execute replacement process. The problem is to be addressed and also improve
cache-hit ratio [28–34]. The conventional cache replacement policy such as LFU, LRU,
LRU-K [28] have been widely used in various applications in past. The working
principle of these policies are that the access pattern shows temporal locality i.e. the
future access pattern dependent on only past access pattern rather than spatial infor-
mation. Furthest Away Replacement policies [29] which considers both clients current
location as well as movement direction in replacement policy. The eviction is made
sequentially in the order of distance from the client. This policy dismisses the client’s
temporal access properties. In the event when mobile clients’ direction updated fre-
quently, then it will make unpredicted effect on membership of objects as it will show
frequent switching between the in-direction set (towards valid scope) and the
out-direction sets (moving far from valid scope). PAID policy evicts the data having
the least cost when cache replacement is performed. PAID (Probability Area Inverse
Distance) [30] has the limitation that the priorities for the client’s location nearby data
objects in cache and the effect of the size of data object have not been considered. To
overcome this limitation, Mobility Aware Replacement Scheme (MARS) [31] came
into existence. The data objects updates are considered in this policy. This policy
evaluates the various score such as spatial score, temporal score and an object retrieval
cost. The update rate in location dependent data is very small as compared to that of
temporal data. In deciding cache replacement data item, the anticipated region has
major impact. None of the above described cache replacement policies is fit best if there
is frequent updation in client’s movement direction because previous schemes consider
data distance only and to work with frequent changing direction based location
dependent, data the scheme should incorporate functionalities that can predict possible
client’s near future region/area. In [32] Kumar et al. proposed Prioritized Predicted
Region based Cache Replacement Policy (PPRRP) and compared it against previous
cache replacement schemes Euclidean, FAR, Manhattan, LRU, PA and PAID.
To improve the system performance predicted region is widely employed in location
based services. Kumar et al. have given a scheme PPRRP which finds the predicted
region of valid scope for client’s current position and assigns precedence to the closed
data items. The client’s movement direction is not considered while assigning priorities
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to data item. Moreover, using moving interval length (MIc) as radius in this policy has
a drawback that system needs to compute the predicted region on the changes in
moving client’s direction or velocity.

2.3 Prefetching and Indexing

To answer mobile object database queries, searching each location in database is
overwhelming task. It degrades the performance of the overall location dependent
information system (LDIS). For better performance we would like to do the spatial
indexing [35, 36] of location attributes but this indexing cannot be directly applied in
LDIS to answer the queries. The reason behind this, the spatial index needs to be
update continuously with changes in locations and which would further increase the
work load on the system and communication overhead in excessive amount. To
achieve better performance, indexing phenomenon is used in which server
pre-computes index information and stores it with data for future queries. Here the
question of indexing problem is how can we efficiently index the valid scopes of all
data instances of a given query type? It is more difficult to index the geometric location
mobile queries in comparison to symbolic location models query. In the spatial
indexing, structures such as minimal bounding rectangle are used to map the spatial
objects. If the MBR will overlaps to each other, then the search performance would be
degraded as the overlapping area searched more than once. In air indexing server pre-
computes the index information and broadcast it on the outgoing channel. A mobile
client seeking for a query can search for its index and can predict the arrival time of the
desired data; it is advantageous for mobile client as it allows going on power saving till
the queried records arrive on the requested channel. The disadvantage of this phe-
nomenon is searching for additional indexing data makes broadcast cycle longer.

3 New Direction for Research

The future scope of LBS is very vast and diverse. Meeting the issues and challenges
discussed previously from all the characteristics would require more extensive and
coordinated research efforts in the specific areas such as new metrics for location aware
database, performance and predictability, methods and trade-off between various pairs
of parameters etc. From the implementation point of view, the work undertaken will
address the problems of Location Aware Information System. The main areas of
research are listed below.

1. Development of efficient geometric model for valid scope and cache invalidation
policy [8–10].

2. Optimization of location dependent query processing and reduce power consump-
tion [11–14].

3. Development of new algorithms for improvement in cache-hit ratio of replacement
policy [28–34].

4. Defining efficient process for data prefetching and indexing [35, 36].
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5. Performance evaluation of above algorithms with reference to database size, cache
size, moving/prediction interval, query interval etc.

6. Analyzing the effects of main memory, secondary storage and buffer size on system
performance.

7. Development of fault-Tolerant approaches, Recovery Scheme & Schedulable
Conditions for LBS.

8. Implementation of complete prototype for consistent location aware system.

4 Our Contributions

In [44], we have presented various research issues of location aware moving object
databases. It includes various existing policies in location-aware mobile data man-
agement namely cache invalidation and replacement, mobility recommendation,
location data map matching, replication and location privacy. Various sub-areas in the
directions of location-aware information system are being explored, where there is any
possible research scope. The work done by us gives better solutions for some of the
listed research directions stated in the previous section.

1. The accuracy of mobility prediction degrades in LDIS when it involves a lot of
random movements [37–39]. Thus, these random movements must be reduced to
get accurate mobility prediction. In [45] a sequential pattern mining method in
moving client’s movement histories [40–43] for the coverage region is employed to
find frequent mobility patterns. The paper investigates clustering technique to
extract similar mobility behaviors in users moving histories. The SPMC-PRRP
model for next location prediction in predicted region was proposed to be used in
estimating the distance between data item’s valid scope reference point to the
anticipated next location of the client. The cache replacement cost function for
eviction of data item uses the next location prediction for effective cost computation
of valued data items.

2. In one of paper, a cache replacement policy MPRRP [46] is proposed that consists
of weighted cache replacement cost function for eviction of data item when cache
becomes full. A normalized negative cosine function which considers present
moving direction of client is used to assign weight for replacement cost. The
predicted region radius estimation method that was defined in PPRRP has been
modified in the proposed MPRRP. The radius of predicted region circle is estimated
by root mean square distance in the place of moving interval radius. This leads to
reducing the unnecessary computation overhead. The proposed MPRRP policy
added the temporal locality factor i.e. frequency of use in addition to spatial score
for computation of the replacement cost. MPRRP achieves up to 5% performance
improvement in terms of cache hit ratio compared to previous replacement policies
[28–34].

3. In one of the paper [47] mobility rules based on similarities between user’s
movements data has be framed to be used in next location prediction. The condi-
tional data distance equation has been revised and being used depending upon
whether the data item’s valid scope falls within predicted region or outside the
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predicted region. The proposed policy achieves significant performance improve-
ment in cache hit ratio on varying outlier ratio, minimum confidence and support
threshold.

5 Conclusions

Handling of cache replacement policy is a key issue being studied by us. Despite this,
there are many research accomplishments and techniques which have emerged from the
area of location bases services. They lead to the increasingly growing interest in the
performance mobile distributed database system. Many research accomplishments and
techniques, which have emerged from the area of location aware moving database
systems. In this research proposal, light has been shed on promising challenges in
location aware moving database systems for applying our efforts and resources in a
better way to cope up with them. Efforts will also be made to investigate these points
for improving the performance for given research area. As for the future work in cache
replacement policy, data dissemination schemes, pre-fetching and Hidden Markov
Model with Bi-clustering for LDIS can be selected as research area which will over-
come the challenges posed by it.
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Abstract. The intrusion detection for the network traffic is a technique to detect
abnormal traffic flow patterns in periodic network packets. The traffic flooding
attacks can be detected by the abnormal intrusion detection techniques that
detects well known attack patterns. In this paper, we propose an intrusion
detection way to classify normal and abnormal traffic packet pattern by con-
verting traffic into time series data and analyzing them, and apply the infor-
mation gain technique to reduce the learning execution times. That is, the
normal and abnormal packet patterns are classified by applying the shapelets
technique to the time-series pattern between the normal traffic and the abnormal
traffic packet patterns. The experimental results show that the proposed method
classifies normal patterns and traffic flooding attacks into 95% accuracy.

Keywords: Bigdata analysis � Intrusion detection � Traffic flooding attack
Time-series analysis � Shapletes analysis

1 Introduction

The big data analysis and processing are an important issue with increased IoT devices,
and many researches have been studied by using machine learning, parallel processing,
cloud computing, and sensors [1–5]. Recently, as IT technology has become more
popular, personalized service is provided to users through various technologies
including prediction model design in various fields, and reliability of personal infor-
mation including network security has been highlighted accordingly [2]. In particular,
big data, including sensitive data such as personal information, personally identifiable
information, and intellectual property are likely to be exposed to cyber attacks and
hacking. Therefore, it is very important and difficult to establish effective security for
Big Data systems and services. In the network intrusion detection technology, the
intrusion model can be divided into two types of normal and abnormal traffics. The
anomaly based detection technique can generate a profile of a user’s general pattern
and analyzes patterns [6]. Therefore, the intrusion detection system can classify a
pattern obtained from past intrusions [6].
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DDoS (Distributed Denial of Service) attack, which is one kind of abnormal
infiltration analyzed by abnormal-based intrusion detection technology, creates a large
number of zombie PC remotely, and uses it to increase the traffic exponentially. In
addition, the cases of traffic flooding attacks are continuously increasing, and thus an
efficient detection technique for such abnormal intrusion attacks is required.

In this paper, we propose an intrusion detection way to detect and classify abnormal
intrusion attacks by transforming normal and abnormal traffic packet patterns into
time-series pattern, and apply shapelets analysis technique to transformed time-series
data. The intrusion detection refers to analyzing and classifying network traffic data and
structure abnormally. Also, we apply the information gain technique to features
selection to reduce the learning execution times. Based on the experimental result, we
confirmed that, proposed approach can provide 95% accuracy by using information
gain and shapelets analysis.

The rest of this paper is structured as follows. Section 2 describes the related works
on researches for the intrusion detection systems and the time-series data analysis
methods. Section 3 describes packet characteristics of traffic flooding attacks and
measurement methods, and how to apply the shapelets analysis and reduce the features
by using information gain technique. Sections 4 and 5 describe the experimental results
and conclusions.

2 Background

2.1 Intrusion Detection System

The intrusion detection systems protect the computer and mobile devices. Static
analysis methods run the file and examine the contents of the file. Moser et al. [7] uses a
number of virus/malware approaches such as bus conversion, noxiousness and variant
techniques. Siddiqui et al. [8] protected the file system using the file function, which
N-grams are sequences of bytes of a certain length, and contain bytes adjacent to each
other [9]. Wavelet transform [10] is another source of file functionality. Bilar [11]
proposed the mnemonic of the instruction using the predictor of the malicious program.
Statistical machine learning and data science methods [12] have been increasingly used
for malware detection, including approaches based on support vector machines, logistic
regression, Naïve Bayes, neural networks, deep learning, wavelet trans-forms, decision
trees and k-nearest neighbors [8, 10, 13–19].

The entropy analysis [10, 16, 20–22] is an effective technique for abnormal data
detection by pointing to the possible 6080 presence of deception techniques. Despite
polymorphism or obfuscation [23], files with high entropy are more likely to have
encrypted sections in them. When an abnormal data switches between content regimes
(i.e., native code, encrypted section, compressed section, text, padding), there are
corresponding shifts in its entropy time series [10]. In general, entropy analysis of data
for intrusion detection, either the mean entropy of the entire data, or the entropy of
chunks of code in sections of the file are computed. This simplistic entropy statistics
approach may not be sufficient to detect expertly hidden malware, which for instance,
may have additional padding (zero entropy chunks) to pass through high entropy filters.
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2.2 Time-Series Clustering of Network Traffic

According to Keogh [24], clustering of time series can be categorized into two cate-
gories: full clustering and sub-clustering. Full clustering refers to grouping many
individual time series into similar clusters or classes. Subsequence clustering refers to
the use of sliding windows to extract subsequences from a single time series, and
clustering is applied to the extracted subsequences. One of the most widely used
approaches is hierarchical clustering. A similarity measure (i.e., Euclidean distance) is
applied to generate a pairwise distance matrix of primitive data. This approach generally
applies to time series with the same length, but dynamic time warping (DTW) can be
applied as a similarity measure to handle variable length time [25, 26]. The generation of
the distance matrix is typically a computationally expensive operation for long time
series [27]. Other widely used clustering algorithms such as K-means can also be applied
to raw data [28]. By applying transformations to reduce the dimensionality of the data,
as opposed to performing clustering on raw information, you can reduce the complexity
of time series clustering. The purpose of the transformation is to first extract a specific
function from the data, then apply a similarity measure and use the result as input to the
clustering algorithm. In [27], the authors propose global feature extraction from indi-
vidual time series (i.e., trend, periodicity, and kurtosis, etc.). Time-series with similar
global characteristics are clustered together. In [29], clustering is performed on the
histogram representation of the data. Other transforms such as DFT (Discrete Fourier
Transform) [30, 31], SVD (Singular Value Decomposition) [32] and APCA (Adaptive
Piecewise Constant Approximation) [33] have also been proposed.

These transformations can extract the global properties of the time series. The main
disadvantage of these approaches is the fact that when the local shape similarity is
fundamental (i.e., a sequence of signal strength measurements), the overall character-
istics are not sufficient to adequately distinguish the time series. The use of wavelets
has been discussed in the literature as a dimensional reduction technique that enables
the extraction of localized shape features in the time domain [31, 34–37]. Transfor-
mations such as DFT can determine all spectral components in a time series, but cannot
determine when these spectral components are present in the data (i.e., time localization
of features is not possible). The wavelet decomposition is provided to solve this
problem. Recently, shape transformations have been proposed as approaches to cluster
time series according to the shape [38–40, 44]. With this approach, a series of shapes
(i.e., subsequences with high discrimination power) are extracted from the time series
collection.

2.3 Shapelets-Based on Time-Series Analysis

The shapelet is defined as a subsequence of one-time series in [38]. The subsequence
S of length L is defined as a subset of one continuous value from the time series. The
shapelets are selected by capturing unique shape features that are com-mon in time
series classes. The shapelets can be found in L through a search of all possible sub-
sequences of each time series as candidates for the shapelets [44]. However, this
process is time consuming and a more efficient technique for shapelets generation has
been proposed [38, 39]. The process of discovering shapelets for time-series clustering
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involves three main steps: creating candidates, measuring similarities between candi-
dates and time series, and finally evaluating the quality of candidates. Regarding the
generation of a shapelets candidates, it is first necessary to define the length of the
candidate subsequence. Generally, a subsequence with a length between the predefined
values lmin and lmax is considered. Using a generic search to generate the shapelets
candidates, all possible subsequences with lengths between lmin and lmax are extracted
from the time series of L. This process is slow and inefficient for large time series sets
with long lengths. Rather than applying exhaustive search to create shapelets, we apply
the algorithm proposed by Zakaria et al. In [39], we have made some modifications to
accommodate the fact that we deal with time series of different lengths. [39], the
authors proposed the use of unchecked it to collect time series.

3 Proposed Methods

In this paper, we use the NSL-KDD dataset, a quantified version of KDD CUP’99. The
NSL-KDD dataset needs to extract useful features because it contains irrelevant data,
redundant data, and noise data.

For this reason, data dimension reduction is performed through the information
gain technique of feature selection. As a result of feature selection, the top 10 features
with high weight are extracted and classified into normal and abnormal data by
applying it to Shapelets, a machine learning technique.

Figure 1 shows the overall configuration of the proposed method.

Fig. 1. The overall structure of the proposed method.
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3.1 DoS Attack Detection Using Time Series Pattern

NSL-KDD [43] is a refined version of the data set KDD CUP’99, which is part of the
DARPA scheme. It has four types of attacks: normal traffic packets and abnormal
packets on the real network. Each attack consists of 41 features. In addition, the four
attack types consist of DoS, Probe, U2R, and R2L. It also supports learning and test
datasets, and the dataset features include protocol type, service, src_byte, and dst_byte,
which are the contents of the network header, and access details such as host and guest
logins. In this paper, we focus on traffic flooding attack using shapelets based time
series analysis and use DoS attack traffic dataset among four attack types.

Table 1 shows the distribution of packets by four attack types (i.e., DoS, Probe,
U2R, R2L) provided by the NSL-KDD dataset.

The four types of attacks provided by NSL-KDD are as follow.

• DoS: Denial of Service Attack, it is an attack that maliciously attacks a system and
causes the system to run out of resources, thereby preventing its intended use.

• Probe: An attack that collects system vulnerabilities before attempting an actual
attack.

• U2R: User to Root, it is an attack that attempts to gain administrator privileges.
• R2L: Remote to Local, an attack where an unauthorized user gains access from

outside.

3.2 Reducing the Feature by Using Information Gain

The training data set of NSL-KDD consists of 4,756,832 packets. In the case of
intrusion detection, it is necessary to learn about the types of attacks added periodically
in order to detect new attack types. Therefore, a method for reducing the execution time
of learning is needed. That is, when all the data sets are used, the accuracy of the
overfitting may be reduced and the learning time may be increased.

The entropy is used for numerical operations to find the best conditions for sepa-
rating data. This means the traffic flooding packets generated from the data set. If a
given data set contains a lot of different types of values, the entropy is high, and if it is
distributed over the same types of values, the entropy is set low. The entropy is used for
numerical operations to find the best conditions for separating data. If there are many
different kinds of results in a given data set, entropy is high, and entropy is low if the
same kind of results exist. The entropy has a value between 0 and 1, that is, when

Table 1. Distribution of packets by attack type.

Types of attack # of packets Ratio distribution of packet (%)

DoS 50,943 71
Probe 18,216 25
U2R 72 1
R2L 2,231 3
Sum of total 71,462 100
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entropy is 0, only the same types of data exists, and when entropy is 1, it is not
separated at all.

E Sð Þ ¼ �
X

x2X p xð Þ log2 p xð Þ ð1Þ

p xð Þ ¼ freq Sxð Þ
Sj j ð2Þ

The entropy calculated using Eq. (1) can be used to calculate a value of information
gain that can distinguish data with high discrimination power.

InformationGain Sð Þ ¼ Ehighlevel Sð Þ �
X

t2T p tð ÞElowlevel tð Þ ð3Þ

Ehigh level(S) is the entropy of a parent node, so that the information gain is the
entropy of the parent node minus the entropy of the child node, taking into account the
weights proportional to the number of records in the lower node.

In this paper, to solve the problem of decreasing the accuracy and increasing the
learning time according to over-sum, we applied the information gain method [46] to
select the top 10 features among the 41 features and apply it to the time-series analysis
method. Table 2 lists the top 10 information gains used in this paper.

4 Experimental Results

The shapelets technique is used to classify time series patterns and classifies them into
several classes using subsequences extracted between time series patterns [41, 42, 44].
That is, the Euclidean distance is calculated for each traffic time series pattern using the
extracted representative subsequence by learning several traffic time series patterns.
Then, normal and abnormal binary classification is performed according to the criterion
of the threshold value with respect to the calculated distance.

Table 2. Information gain-based feature selection.

No. Features Information gain score
(Priority score)

1 Src_bytes 1.345491
2 Service 1.097208
3 Flag 0.962485
4 Diff_srv_rate 0.947248
5 Dst_host_diff_srv_rate 0.886182
6 Same_srv_rate 0.878879
7 Count 0.820505
8 Dst_host_same_srv_rate 0.800392
9 Dst_host_srv_count 0.777514
10 Dst_bytes 0.722053
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To effectively reduce the learning and test execution time of the shapelets tech-
nique, Fast-shapelets technique [41, 42, 44, 45] was applied and the shapelets were
created to maximize the distance between normal and abnormal pattern classes.

After generating the shape through the Euclidean distance method in the normal
traffic class and the abnormal traffic class, binary classification was performed based on
the threshold values of the abnormal traffic class and the generated shapelets. We used
labeled training and testing data sets to distinguish between normal and abnormal data.
The training set consisted of 67,343 normal and 43,281 abnormal data, and the test set
consisted of 9,710 normal and 5,076 abnormal data. In Fig. 1, each feature is set on the
x-axis, and the packet value is shown on the y-axis (Fig. 2).

To classify the two labeled classes, a subsequence (i.e., Shapelet) was extracted
through a learning process. It is confirmed that they are classified by mapping to normal
and abnormal data using the extracted Shapelet. In this paper, we classify traffic
flooding attack (i.e., DoS) packet and normal data packet using shapelets algorithm,
and confirm the classification process through the following decision tree.

In order to show the accuracy performance of applying the proposed approach to
NSL-KDD packet data, we define the following three accuracy metrics (Fig. 3).

precision ¼ TP
TPþFP

ð4Þ

recall ¼ TP
TPþFN

ð5Þ

acurracy ¼ TPþ TN
TPþ TNþFPþFN

ð6Þ

Experiments in this paper were performed on Intel Core i5-4690 3.5 GHz, 8 GB
RAM environment. The data used in the experiment are the NSL-KDD data set, and the
classifier for packet classification is shapelets.

In order to verify the validity of the proposed method, we conducted a comparative
experiment with SVM, which is a typical technique in machine learning algorithms.
The ratio of training and test data was constructed in the same way as the proposed
method, and the kernel function used RBF (i.e., Radial basis function).

Table 3 shows the metrics for classification of normal and abnormal packets for the
SVM and the proposed method. SVM and the proposed method were verified through
the precision, recall, and accuracy, which are measures to judge classification accu-
racy. The precision is the ratio of the number of the normal packets detected to the
actual number of packets, and the recall is the ratio of the number of normal packets
detected by the algorithm among the actual packets. And accuracy means total
accuracy.

Table 4 shows the execution time of the learning by reducing the number of
features through Information Gain. As a result of reducing the number of features, it is
confirmed that the performance improvement is about 25 times higher than the exe-
cution time using all 41 features.
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(c) Pattern of abnormal packet data 

(d) Abnormal packet data and the shapelets. 
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Fig. 2. Pattern of the normal data and abnormal attack packet. (a) shows the normal data packet
that keeps a low value and records a high value in the tenth feature (Dst_byte), and (b) shows an
extraction of shapelets from normal data, (c) shows abnormal packet data that records a high
value in for a second and seventh features, and (d) shows that the shapelets extracted from the
normal data is applied to the abnormal packet data.

234 Y. Kim et al.



5 Conclusions

The intrusion detection system is an important technique that sets the criteria for
reliability and validity for hosts that support the network services. In this paper, we
proposed a shapelets technique for detecting abnormal traffic based on traffic flooding
attack and confirmed that the classification accuracy was about 95%. Also, we con-
firmed that there is a 25 times improvement in the performance time by reducing the
number of features with information gain technique. In the future works, we will
conduct research on real-time attack detection by classifying each attack technique and
reducing the execution time.

Fig. 3. The shapelets dictionary and decision tree for classifying packets: the representative
subsequence shapelets is extracted from the learned normal data to classify the two classes
(Normal, and traffic flooding packets, i.e., DoS).

Table 3. Classification accuracy of SVM and proposed methods.

Rating scale Result (%)
SVM Proposed methods

Precision 98.4 96
Recall 95.6 97
Accuracy 96.3 95

Table 4. Computational time according to number of features.

# of features Learning time (sec.)

Non-feature selection 41 428
Feature selection 10 17
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Abstract. Set of tuples expansion system (STEP) extracts information
from the Web in the form of tuples. It builds a graph of entities consist-
ing of Web pages, wrappers, seeds, domains, and candidates as its nodes
while the relationships between them as edges. The final weight given for
each node after running random walks on the graph is used to order the
extracted candidates. Due to the nature of the regular expressions used
as wrappers, some of the extracted candidates may contain “noise” and
therefore can be considered as “false”. These false candidates may rank
higher than the “true” ones on the list because they are extracted from
many Web pages or produced by many different wrappers. Minimizing
these false candidates is necessary to ensure the validity of the result
presented.

In this research, we propose a method to tackle the aforementioned
problem of STEP by reconstructing tuples. We begin with extracting
binary tuples from the Web. These binary tuples consist of a key attribute
and a property of the attribute. To validate the truthfulness of the binary
tuples, we apply truth-finding algorithms. This helps us in building a
credible list of binary tuples. We propose two methods to reconstruct
tuples from binary ones. We use the reconstructed tuples to enrich the
graph of entities of STEP such that the “true” candidates receive more
confidence and rank higher in the graph. We show that our approach
is efficient and significantly improve the confidence level of the tuples
extracted by STEP. We also conduct an experiment on a real-world
case of populating a database relation from the Web with our proposed
approach.

Keywords: Set expansion · Tuples · Reconstruction · Truth-finding

1 Introduction

Set of tuples expansion system, such as STEP [12], extracts information from
the World Wide Web in the form of tuples. Particularly, given a set of tuple
examples <Fat Tony’s, Kuta, +62 857 9264 1911>, <Warung Laota, Tuban,
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+62 361 8947490>, STEP returns a list consisting of the name of restaurants,
its location, as well as the telephone number. The list is ordered based on the
confidence level of the tuple candidates. Wang et al. [35] proposed the graph of
entities and applied PageRank algorithm on the graph. Er et al. [12] have applied
the approach on tuples. The final weight assigned to each node by PageRank
is then used to rank the tuple candidates. Truth-finding algorithm can also be
applied to a set of tuples candidates where only one tuple candidate is selected
as the truth for each object of the dataset. In [13], the authors experimented
with eleven truth-finding algorithms, including state-of-the-art such as Majority
voting, TruthFinder [38], Cosine, 2-Estimates, and 3-Estimates [19], LCA [29],
Depen and its variants [9], and compared their performance with PageRank. It
is shown that the truth-finding algorithms outperformed PageRank in terms of
average precision, recall, and F-measure.

Motivations. PageRank [28] is primarily used by Google to measure the impor-
tance of Website pages with refers to a query given by the user. Each link from
other Web pages to a target Web page is treated as a vote for the target page.
The Web pages are then ranked according to its corresponding vote count. In
the particular case of STEP [12], a graph is built by defining a set of entities
(Web pages, wrappers, seeds, domains, and tuple candidates) as nodes and the
relationships between entities as links. A tuple candidate node is only linked
with wrapper nodes. This means that the rank of a tuple candidate in the final
list only depends on the number of wrappers used to extract that particular can-
didate. The wrappers in STEP are regular expression-based wrappers. They are
generated by comparing the contexts of a pair of seeds in a page. This method
may produce more tuple candidates, but on the other hand, it is more prone to
extracting “false” ones. These false candidates may receive as many vote count
as the true candidates due to the nature of the graph of entities. They may have
more votes if they are extracted by many wrappers on the same page or from
other wrappers from other pages. The reverse situation where true candidates
have more votes than the false ones can also happen. This is the motivation of
this research where we propose a solution to ensure that true candidates will
always have more votes than the false ones and rank higher on the list. We
explain briefly our proposed method next.

Tuples such as those given as examples earlier consist of n elements. Each
element is a value for an attribute of a real-world entity. We use the term element
and attribute interchangeably throughout this paper. Among these n-elements,
one of them is the key attribute while all the remaining elements are the prop-
erties of the key attribute. Consider the tuple <Fat Tony’s, Kuta, +62 857 9264
1911> where n = 3, the key attribute in this tuple is “Fat Tony’s” while “Kuta”
and “+62 857 9264 1911” are values for attributes “location” and “telephone
number” of Fat Tony’s respectively. These two attribute values and their key
attribute are actually tuples of length n − 1, <Fat Tony’s, Kuta> and <Fat
Tony’s, +62 857 9264 1911>. If we have the knowledge of these two tuples a
priori, add them to the graph of entities as new nodes, and create links to the can-
didate tuple <Fat Tony’s, Kuta, +62 857 9264 1911>, then the tuple of length
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n = 3 would gain more weight after we perform the PageRank algorithm. Subse-
quently, the candidate tuple should also rank higher in the final list presented to
the user. Based on this intuition, we propose to extract binary tuples from Web
pages. To yield a trustworthy list of binary tuples, we apply several truth-finding
algorithms on the extracted binary tuples. Next, we evaluate the performance
of each algorithm in terms of the precision, recall, and F-measure. We select the
best algorithm as a tool to verify the truthfulness of the binary tuples. From
these verified binary tuples, we reconstruct tuples of n-element (n > 2). The
reconstructed tuples are then added to the graph of entities with the purpose
of enriching the graph. We show that the addition of these reconstructed tuples
can improve the confidence in the extracted candidates.

Contribution. The contribution of this research is the following.

– The tuple reconstruction problem and one of its possible solution. We first
define the problem and propose a method to solve the problem. We also
evaluate the performance of the proposed method by means of several truth-
finding algorithms.

– We enrich the graph of entities in [12] with the reconstructed tuples. We
extensively evaluate the performance of PageRank in the graph before and
after the addition of the reconstructed tuples. We show that this approach
can significantly improve the confidence level in the list of extracted tuples.

– We experiment with an application of the proposed approach on populating
database relations directly from the Web. We show that the approach is
effective.

We organize the remaining of the paper as the following. We review previous
research relating to our work in Sect. 2. Our proposed approach is detailed in
Sect. 3. We detail the experiments conducted and analyze the results in Sect. 4.
We conclude the paper in Sect. 5.

2 Related Work

This section summarizes the related work on set expansion and entity profiling.

2.1 Set Expansion

The set expansion problem is related to finding and extracting other members of
a semantic class from a data source when given some examples or seeds. To be
more concrete, when given HTML pages (the data source), a set of names (the
seeds) of restaurants in Kuta (the semantic class), the set expansion goal is to
extract other names of restaurants in Kuta from the HTML pages. A wide range
of research areas have gained the benefit of embedding set expansion systems
including knowledge extraction [25], question answering [37], and vocabulary or
dictionary construction [7,33]. Set expansion systems use the following frame-
work to achieve their goal:
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– fetch relevant documents. Retrieve relevant documents containing the
seeds. The sources from which set expansion systems retrieve the relevant
documents can range from encyclopedia [4], Web pages [6,12,35,36], search
logs [27,40], etc.

– infer patterns and extract candidates. In order to be able to generate
patterns, set expansion systems must first locate occurrences of each seed
in each of the retrieved documents. The surrounding contexts in which the
seeds occur are then compared to generate patterns (wrappers). Candidates
are then extracted from the documents using the inferred wrappers.

– ranking. The last step in the framework is to apply a ranking mechanism,
such as nearest neighbor [27], Bayesian sets [36], iterative thresholding [21],
random walk [35], and PageRank [12,36] on the extracted candidates. Due
to a large number of the extracted candidates, the ranking step seems neces-
sary although set expansion system such as DIPRE [6] does not employ any
ranking strategies.

Brin [6] proposed DIPRE where the duality between patterns and target
relations is exploited. In the first step, from the occurrences of each seed in
the collected documents, DIPRE infers wrappers which are used to extract new
candidates. Next, the newly found candidates are used to retrieve more docu-
ments and the previous step is carried out. These two steps are repeated until
no more candidates can be extracted. SEAL [35] was proposed by Wang et al.
In the paper, the authors explained how to extract atomic entities from semi-
structured corpus. A weighted graph model is introduced to rank the extracted
candidates. The weight for each candidate is the result of applying a random
walk on the graph. In [36], Wang et al. extended SEAL to extract binary rela-
tions. ER et al. [12] proposed to generalize the set expansion problem to set
of tuples expansion. A set of tuples is used as input to the system where each
tuple consists of more than two elements. Each element in the tuple belongs
to a different semantic class while being all semantically connected in the real
world. For instance, when the user gives a set of tuples <Fat Tony’s, Kuta,
+62 857 9264 1911>, <Warung Laota, Tuban, +62 361 8947490> a system
implementing the approach returns relational instances composed of the name
of restaurants in Bali with their corresponding location and telephone number.
In [13], the authors apply truth-finding algorithms to the set of extracted can-
didates and compare the performance with PageRank. It has been proven that
the level of confidence of the extracted candidates is significantly improved.

2.2 Entity Profiling

Constructing a structured profile for a real-world entity combines techniques
used for information extraction and data integration. Information extraction is
the task consisting of extracting entity-related structured facts or records from
unstructured data (e.g., free texts) or semi-structured data (e.g., web tables).
Finding and extracting such data have gained interest in the research commu-
nity. Abdessalem et al. [1] proposed ObjectRunner where a user can specify the
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target data freely. To extract the data from Web pages, ObjectRunner leverages
not only the description of the input but also the page structure. More details
of the system, as well as the experiments conducted, can be found in [8]. DIA-
DEM [18] is a large-scale extractor of structured data. Phenomenological and
ontological knowledge is integrated into the system to explore potential Web-
sites, identify structured data, and automatically infer wrappers. In WADar [26],
the inferred wrapper is continuously improved by observing the data extracted
from previous runs. Other proposed solutions are specifically designed to extract
product specifications from Web pages [31] or to extract structured data from
content management systems [15], emails [39], etc.

The different pieces of extracted facts from different sources can be grouped
and then integrated to build a complete profile related to each entity. This is
the task of data integration. Since the facts extracted from various sources can
come from different schemas, attributed with different names, and have different
values, data integration usually consists of three steps to resolve each of the previ-
ously mentioned task: schema mapping, record linkage, and truth-finding. Schema
matching related to the task of finding specifications to describe the relation-
ships between data in two heterogeneous schemas [14]. In [32], the authors review
existing approaches of schema matching and differentiate them based on the
matchers. Record linkage also referred to as entity resolution and reference recon-
ciliation deals with the problem of identifying data records that refer to the same
real-world entity. A survey of recent approaches can be found in [20], while [3]
studies the theoretical properties, and [22] evaluates the existing approaches to
real-world problems. Truth-finding also referred to as fact-checking, truth dis-
covery [10,38,41,42], and data fusion [5,11,23,30], tries to tackle the problem
of deciding the true information as well as trustworthy sources automatically.
It achieves this goal by analyzing the data values provided, source overlapping,
and conflicts. Various application domains such as data integration [9,41], infor-
mation retrieval [2], Open Linked Data [24], and set expansion [13] have gained
the benefit of applying truth-finding approach. Majority voting is the earliest
approach proposed for truth-finding and has since been widely adopted. Recent
approaches, however, have implemented an iterative process to advance the tra-
ditional models. These advance approaches fall into one of these categories:
agreement-based methods, including Cosine, 2-Estimates and 3-Estimates [19],
TruthFinder [38], uses the notion of majority to iteratively computes source
trustworthiness and value confidence score until convergence, MAP Estimation-
based methods, including MLE [34], LTM [41], LCA models [29], is built on Max-
imum A Posteriori paradigm, and Bayesian Inference-based methods, including
four variants of Depen models [9], SmartMTD [16,17] is based on a bayesian
analysis.

3 Tuple Reconstruction

In this section, we show our approach of reconstructing tuples. We consider fixed
finite sets of attribute labels A and values V . We formally defined the following.
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Definition 1. A tuple t consists of a set of v where v is a mapping v : A → V .

To form a tuple, we must first select a set of attributes for a real-world entity.
For instance, we select the entity to be a restaurant, and for this object, we
choose n = 3 attributes which include the name of the restaurant, the location,
and the telephone number. Each of these attributes can take exactly one value
from V domain. If we take “Fat Tony’s”, “Kuta”, and “+62 847 9264 1911” as
the values for the attributes then we form the tuple <Fat Tony’s, Kuta, +62 857
9264 1911>.
Let n and i denote the number of elements and the index of each element in a
tuple respectively.

Definition 2. The key attribute is the identifier of a tuple and comprised of
the first n − 1 elements for n-element tuple where n ≥ 2.

The key attribute acts as the identifier of the tuple. For example, in the tuple
<Fat Tony’s, Kuta>, the key attribute is Fat Tony’s where it represents the
name of the restaurant.

3.1 Extracting Binary Tuples

Before we can reconstruct n-element tuples (n > 2), we must first extract binary
tuples from Web pages. We define the attribute domain as {the name of the
restaurant, the postal code, the location/city, the email address, the Website
URL, Facebook page, Twitter, Instagram, GooglePlus, and Youtube channel}.
Each of these binary tuples consists of the key attribute and another attribute.
We apply the following procedure to extract binary tuples from the Web with
the provided key attribute values.

– Run a query to the search engine (Google) using each key attribute value as
the search query and collect the top-m Web pages returned by the search
engine.

– To get the candidate values for attribute location from each of the Web pages
collected, conduct the following.

• Remove HTML tags from the Web page.
• Apply named-entity recognition tagger and collect “location” tagged

words.
• Verify each “location”.

– To get all candidate values for the other attributes, use the predefined regular
expression for each of the attributes and search for matching texts on the Web
page.

– Generate the binary tuples by combining the key attribute and an arbitrary
candidate attribute value (greedy approach).

– Apply a truth-finding algorithm on the set of binary tuples generated from
the previous step.
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3.2 Generating Tuples

Let n and i denote the number of elements and the index of each element in a
tuple respectively. As we described briefly in Sect. 1, an n-element tuple can be
constructed from a pair of (n − 1)-element tuples for n > 2. These two (n − 1)-
element tuples should have the same elements ordered from index i = 1 to n−2.
In general, a pair of n-element tuples can be merged to construct an (n+1)-tuple
if they both share the same n − 1 elements. Consider the following two tuples
<Fat Tony’s, Kuta> and <Fat Tony’s, 80361> wherein both tuples n = 2. The
two tuples can be combined to form <Fat Tony’s, Kuta, 80361>. If, for instance,
we generate another n = 3 tuple <Fat Tony’s, Kuta, +62 857 9264 1911> using
the same procedure, then the two tuples can be combined to generate an n = 4
tuple <Fat Tony’s, Kuta, 80361, +62 857 9264 1911>. The process is repeated
until there is no more n + 1 tuple can be generated from n tuples. This tuple
reconstruction process is similar to the process of generating lattice in association
rules mining. We refer to the tuples generated from this process as reconstructed
tuples.

Fig. 1. Tuple reconstruction illustration

Generating tuples with the previously explained method is quite strict
because the two n-element tuples to be combined must have the same n − 1
elements as its prefix. Consider Fig. 1 where on the first level of the graph we
have three binary tuples <Fat Tony’s, Kuta>, <Fat Tony’s, 80361>, and <Fat
Tony’s, +62 857 9264 1911>. The binary tuples can be combined to generate
the nodes in the second level. Note that two of the three tuples in the second
level have the same key attribute. Thus, the combination of the tuples <Fat
Tony’s, Kuta, 80361> with <Fat Tony’s, Kuta, +62 857 9264 1911> yields the
tuple <Fat Tony’s, Kuta, 80361, +62 857 9264 1911> in the third level. If we
compare the previous tuple with the rightmost node of the second level, we can
see that it only missing the element “80361”. We can combine the middle and
the rightmost node in the second level to form the tuple in the third level if
we disregard the key attribute of both tuples. This method is looser and can
help the candidate tuples (nodes) get more vote (edges) which in turn give more
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confidence on the tuples itself. We present the comparison of the strict and loose
methods of generating reconstructed tuples in Table 2.

4 Performance Evaluation

We report here the result of our evaluation the performance of PageRank on the
graph of entities with and without the addition of the reconstructed tuples.

4.1 Experimentation Setting

Input Datasets. We built a dataset of restaurants to intensively performed
tests on our proposed approach. The restaurants dataset is constituted of the
name of restaurants (the key attribute) and other essential information with
refers to the restaurant such as the address, the telephone number, the postal
code, the location, the Web page URL, as well as the social media (the Facebook
page URL, the Twitter and Instagram account, Youtube page). We also man-
ually constructed the baseline for the dataset from Tripadvisor (http://www.
tripadvisor.com). We excluded the Web pages used as the baseline from the
search results.

Evaluated Metrics. To conduct the performance evaluation we measure three
metrics: precision (p), recall (r), and F-measure. To compute the metrics we use
the following equations:

p =

∑|R|
i=1 Entity(i)

| R | ; r =

∑|R|
i=1 Entity(i)

|G| ; F-measure = 2 ∗ p ∗ r

p + r
(1)

Entity(i) returns a true value if the ground truth contains the i -th candidate
or false otherwise. |R| and |G| denotes the number of distinct candidates and
the size of the ground truth respectively.

4.2 Experiments

Extracting Binary Tuples. We start our experiment by applying our approach
of extracting binary tuples from Web pages. A list of 837 restaurants is used as
input. We use m = 10 to collect the top ten Web pages returned by Google for
each restaurant. For the sake of fairness, we exclude any Web pages under the
domain of www.tripadvisor.com from the search results. The extracted binary
tuples are then fed into eleven truth-finding algorithms including Cosine (CO),
2-Estimates (2E), 3-Estimates (3E), Depen (DP), Accu (AC), AccuSim (AS),
AccuNoDep (AN), TruthFinder (TF), SimpleLCA (SL), GuessLCA (GL), and
MLE [34](ML) where each of these algorithms will select the true value for
each of the mentioned attributes. We then compare the selected true values
for each algorithm with the baseline and calculate the precision, recall, and F-
measure. We select the best algorithm based on these metrics. The result of the
measurement is shown in Table 1.

http://www.tripadvisor.com
http://www.tripadvisor.com
www.tripadvisor.com
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Table 1. Precision, recall, and F-measure of truth-finding algorithms

CO 2E 3E DP AC AS AN TF SL GL ML

Precision 0.4746 0.5424 0.5000 0.5212 0.5551 0.5466 0.5551 0.5551 0.5424 0.5381 0.2226

Recall 0.7887 0.9014 0.8310 0.8662 0.9225 0.9085 0.9225 0.9225 0.9014 0.8944 1.0000

F-measure 0.5926 0.6772 0.6243 0.6508 0.6931 0.6825 0.6931 0.6931 0.6772 0.6720 0.3641

Reconstructing Tuples. From the binary tuples extracted earlier, we can con-
struct new tuples with n = 3. From the new tuples with n = 3, we can then form
tuples with n = 4, and so on. Thus, if we have binary tuples, we can recursively
construct new tuples with n > 2. We run the strict and loose method of recon-
structing the tuples and compare the statistics of both methods. Table 2 shows
the comparison of the two methods. The leftmost column indicates the number
of element n, where the next column shows that we experiment with 4 and 5
elements in a tuple. The first row denotes the number of nodes (V) and edges
(E) in the graph, while the second row compares the two graphs, the first is
the graph without the addition of reconstructed tuples (OG) whilst the latter
is the graph with the addition of the reconstructed tuples (NG). The “S” and
“L” label in both of the NG columns denote the strict and loose methods of
reconstructing tuples respectively.

Table 2. Statistics for methods of tuples reconstruction

V E

OG NG OG NG

n 4 13224 S 30348 49776 S 101921

L 31137 L 115212

5 16334 S 57048 62060 S 230540

L 60914 L 412754

PageRank Performance on Graph of Entities. In this experiment, we are
interested in evaluating the performance of PageRank on the graph of enti-
ties with the addition of the reconstructed tuples. We run the PageRank algo-
rithm on the graph of entities twice. First, the graph of entities only consists of
n-elements candidate tuples, and other entities introduced in [12]. Next, we add
the reconstructed tuples with the number of elements equals to 2 until n − 1
recursively. We then calculate the number of “false” candidates contained in the
top-k candidates of the two graphs. We present the result of the comparison in
Table 3. k in the top row denotes the top-k in the list of candidate tuples, while
the capital K in other rows indicates thousands. We use k in the range of 5000
until 60000 with a 5000 increment. The first two columns of Table 3 denote the
same labels as in Table 2. “S” and “L” label in the third columns denote the
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strict and loose methods of reconstructing tuples. The fourth column in Table 3
represent the same labels as in the second row of Table 2. The value in thousand
inside the brackets, for example (13K) for n = 4, type of tuple reconstruction is
strict (S), and in the graph without the reconstructed tuples (OG), denote the
number of the extracted tuples (|R| = 13000).

Table 3. False candidates contained in the top-k list

Top-k

5K 10K 15K 20K 25K 30K 35K 40K 45K 50K 60K

n 4 S OG 0 0 630 (13K) * * * * * * * *

NG 0 0 0 0 0 630 (30K) * * * * *

L OG 0 0 630 630 630 630 630 (31K) * * * *

NG 0 0 0 0 0 0 630 (31K) * * * *

5 S OG 0 0 0 865 865 865 865 865 865 865 865 (57K)

NG 0 0 0 0 0 0 0 0 0 0 865 (57K)

L OG 0 0 0 865 865 865 865 865 865 865 865 (61K)

NG 0 0 0 0 0 0 0 0 0 0 206 (61K)

4.3 Result Analysis

Binary Tuples Extraction Analysis. From Table 1, we can see that three
algorithms (Accu, AccuNoDep, and TruthFinder) are the best in terms of preci-
sion and F-measure. AccuNoDep leaves out the assumption of source dependence
and because it receives exactly the same scores as Accu, we can conclude that
there is no dependency between sources from which we extract the tuples. This
is also supported by the fact that TruthFinder, which uses a dampening factor to
address the possibility of source dependence, also has the same scores. However,
it has been proven that the use of the dampening factor is not necessarily effec-
tive [9]. Thus, we select Accu as the algorithm to use in validating the binary
tuples extracted from the Web.

Reconstructing Tuples Analysis. Table 2 shows the statistic of the proposed
methods of reconstructing tuples. Both of the proposed methods add a significant
amount of new nodes and edges into the graph. Compared to the original graph
(OG), the tuple reconstruction process almost tripled the nodes in the new graph
(NG) for both n = 4 and 5. For the number of edges, the new graph has twice
as many as the original graph for n = 4, while for n = 5 it is five to six times
larger. This large number of new nodes and edges contributes to the fact that
the false candidates rank lower in the new graph as opposed to the original one.
We detail the evaluation next.

PageRank Performance Analysis. From Table 3, we can see that the effect of
introducing the reconstructed tuples and adding them into the graph of entities
improve the confidence level of the extracted candidates. For each of the OG row
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in the table, the “false” candidates can be found quite early in the list (k = 15000
and 20000 for n = 4 and 5 respectively). For n = 4, with the strict or loose method
for reconstructing tuples, the false candidates are introduced in k = 15000, where
the total number of the extracted candidates are between 30K–31K. This means
that the false candidates receive the same number of votes as half of the total
candidates. In other words, we can not trust half of the list because it contains
false candidates. For n = 5, contrary to the earlier case, the false candidates can
be found nearly at the end of the list (in range 50K–57K and greater than 60K
for strict and loose method respectively). However, using the loose method we
can see that adding reconstructed tuples to the graph helps minimize the number
of false candidates by more than 75% (865 to 206 false candidates). From this
observation, we can conclude that the addition of reconstructed tuples into the
graph of entities can improve the level of confidence in the list of the extracted
candidates.

Table 4. False positives deduced by Accu

Object Property Value Source Label

Ma-Joly PHONE +62 361 753 780 http://www.ma-joly.com/ False

Ma-Joly PHONE +62 361 753 781 http://weddingsatmajoly.com/ True

Ma-Joly PHONE +62 878 6081 4531 http://www.bali-indonesia.com/
magazine/ma-joly-restaurant.htm

False

Micro-Analysis. The tuple reconstruction process depends heavily on the
binary tuples extracted from the Web. As explained earlier, we apply eleven
state-of-the-art truth-finding algorithms on the extracted binary tuples. We also
concluded that Accu is the best truth-finding algorithm for the task. Never-
theless, we encountered some cases where Accu deduce “false positive”. Let us
take a look at Table 4. From the table, we can see that there are three sources
where each of the sources contributes a single fact for attribute “PHONE” of
an object “Ma-Joly”. The value “+62 361 753781” is considered as the “true”
value for the phone attribute. This is actually incorrect because from the official
Website of Ma-Joly we know that the phone number is “+62 361 753780”. If we
use the result of the truth-finding algorithm then we would extract <Ma-Joly,
+62 361 753781> instead of <Ma-Joly, +62 361 753780>. This would also
affect the tuples reconstructed from the binary tuple and in the end influence
the confidence in the extracted tuples of STEP. One easy way to fix this is by
always prioritizing the information extracted from official Web pages. We use
this intuition in our experiment on populating database relation which we will
detail next.

http://www.ma-joly.com/
http://weddingsatmajoly.com/
http://www.bali-indonesia.com/magazine/ma-joly-restaurant.htm
http://www.bali-indonesia.com/magazine/ma-joly-restaurant.htm
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4.4 Populating Database Relation

We continue our running example here and conduct a simple experiment on
extracting tuples for a database relation “Restaurant”. The relation consists of
three columns namely “Name”, “Telephone”, and “Address”. We restrict our-
selves for the purpose of the performance evaluation to extract only restaurants
in the area of Kuta, Bali, Indonesia, otherwise, the domain is too large to cover.
We choose TripAdvisor1 as our baseline. There are 871 restaurants in the Kuta
area according to TripAdvisor. We manually identify the telephone number,
address, as well as the official Web page of each restaurant.

We give the following two tuples as examples, <Warung Laota, +62 361
8947490, Jl. Raya Kuta 530> and <Made’s Warung, +62 361 755297, Jl. Raya
Seminyak>. Our goal here is to populate the relation with tuples of length 3
(n = 3). The restaurant name is the key attribute. We then decompose these
two examples tuples into two groups of binary tuples. The first group consists of
<Warung Laota, +62 361 8947490> and <Made’s Warung, +62 361 755297>,
while the second <Warung Laota, Jl. Raya Kuta 530> and <Made’s Warung,
Jl. Raya Seminyak>. We run the STEP algorithm on the two groups separately.
The statistics of running the algorithm on these groups is shown in Table 5.

Table 5. Binary tuples statistic

#Group #Distinct restaurant #Tuples extracted #Distinct source

1 783 10,910 1,739

2 765 9,595 1,523

The columns in Table 5 show the group number, the total number of distinct
restaurant, the total number of tuples extracted, and the total number of distinct
source respectively. From the table we can see that STEP extract more tuples in
the form of the name of restaurant and telephone (#Group 1) number compared
to the name of restaurant and address (#Group 2). This is quite predictable
because the most common information on a Web page about a restaurant is
its telephone number. This intuition is supported by the fact that in the first
group STEP manages to retrieve significantly more sources (216) than the second
group, thus extracts more tuples. From this statistic, we can expect to generate
a maximum of 765 tuples of length 3.

The extracted candidates for each group are then used as input to the truth-
finding algorithms. In [13], we experimented with eleven truth-finding algorithms
using several datasets and concluded that the Accu algorithm achieved the best
performance. Thus, in this experiment, we choose Accu as the truth-finding algo-
rithm. The result of running truth-finding algorithm on the extracted candidates
is a list of facts considered as the true value. However, it may contain false pos-
itives, i.e. false facts which are labeled as true by the truth-finding algorithm.
1 https://www.tripadvisor.com/Restaurants-g297697-Kuta Kuta District Bali.html.

https://www.tripadvisor.com/Restaurants-g297697-Kuta_Kuta_District_Bali.html
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We compare the list given by the truth-finding algorithm with our manually
built baseline to measure the accuracy. In this comparison, we disregard the
information on sources of the facts that are considered as true by the truth-
finding algorithm. Column 3 in Table 6 shows the accuracy of the truth-finding
algorithm. Next, we detect the false positives by first checking whether there
are facts extracted from official Web pages that are considered as false and then
compare the facts with the baseline. We count the number of facts extracted
from official Web pages which match our baseline. We recalculate the accuracy
and column 4 in Table 6 shows the new accuracy. There is an improvement (4.2%
and 0.9% for #Group 1 and 2 respectively) in terms of accuracy if we prioritize
the facts extracted from official Web pages rather than just entirely depend on
the truth-finding algorithm. As we can see that the improvement is not much
for #Group 2. This is understandable because there are too many variations
on writing an address. Although we have made the comparison to be as fair
as possible (by transforming the text to lowercase, removing spaces and special
characters, etc.), but still it only improves the accuracy by less than one percent.
Nevertheless, we conclude that taking into account facts that are extracted from
official Web pages can indeed improve the accuracy. This will also give us more
confidence on the extracted binary tuples.

Once we have the binary tuples then the tuple reconstruction process is
straightforward. To get an n-length tuple we need to combine pairs of (n − 1)
length tuples. In our experiment n = 3, thus we combine all pairs of the binary
tuples extracted from the previous step which have the same key attribute.
For example, from #Group 1 we have <Bale Udang Mang Engking, +62 361
8947119>, while from #Group 2 <Bale Udang Mang Engking, Jl. Nakula no.
88>. The two tuples can be combined and yield <Bale Udang Mang Engking,
+62 361 8947119, Jl. Nakula no. 88>. From our experiment, we manage to
construct a total of 64 tuples of length 3. Although from #Group 1 and 2 we
extract 196 and 119 binary tuples respectively, not all of the key attribute (in
this case the name of the restaurant) are contained in both groups. For example,
in #Group 1 we have <69 Tequila Bar, +62 361 752208>, while the tuple with
the same key attribute is missing from #Group 2. This is the reason why we can
only construct 64 tuples of length 3.

Table 6. Prioritizing official Web pages to minimize false positives

#Group #Distinct restaurant #w/o Official webpage #w Official webpage

1 783 20% (157) 24.2% (190)

2 765 14.1% (108) 15% (119)

5 Conclusion

We present two methods for reconstructing n-element tuples from binary tuples.
The binary tuples are extracted from the Web using a key attribute as the query
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to the search engine. To help ensure the truthfulness of the extracted binary
tuples, we apply several truth-finding algorithms and measure its individual
performance in terms of precision, recall, and F-measure. The best algorithm
is selected as a verification tool in generating the list of truthful binary tuples.
The binary tuples are then used to enrich the graph of entities with the intuition
that this will help us in minimizing the number of false candidates. The empirical
evaluation shows that the approach is efficient and practical. We have proved
that our approach can significantly improve the confidence level of the extracted
candidates by lowering the rank of the false candidates while giving higher rank
to the true candidates. The entity profiling process described in this research
is simple yet efficient. We are investigating ways of improving this process by
adding ontological knowledge, applying natural language processing to help us in
defining the relationship between the key attribute and its properties. Ensuring
the truthfulness of the binary tuples also provides challenges such as the case
of multiple truth for an attribute, as well as the multiple sources for attribute
values. We hope to be able to tackle these problems and to further improve the
level of confidence for the extracted candidates. Nevertheless, we show that our
proposed approach can directly be applied to a real-world case of populating
database relation automatically from the Web.
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Abstract. In training machine learning models, loss functions are commonly
applied to judge the quality and capability of the models. Traditional loss
functions usually neglect the cost-sensitive loss in different intervals, although
sensitivity plays an important role for the models. This paper proposes a
cost-sensitive loss function based on an interval error evaluation method (IEEM).
Using the key points of grade-structured intervals, two methods are proposed to
construct the loss function: a piecewise function linking by key points, and a
curve function fitting by key points. The proposed function was evaluated against
three different loss functions based on a BP neural network. The comparison
results show that the proposed loss function based on IEEM made the best
prediction of the PM2.5 air quality grade in Guangzhou, China.

Keywords: IEEM � Loss function � Loss sensitivity � Machine learning

1 Introduction

The core of machine learning is a model trained by the training data, and a method to
adjust the parameters of the model according to its loss function. The purpose of the
training is to minimize the model’s average misprediction loss [1, 2].

Different machine learning models also have specific choices for the loss function.
Frequently used loss functions include the 0–1 loss function [3] (for classifiers), the
square loss function [4] (for least square methods), the hinge loss function [5] (for
support vector machines), the logarithmic loss function [6] (for logistic regression), the
exponential loss function [7] (for AdaBoost models), and the relative loss function [8].

The classification and prediction of machine learning methods are often hampered
by outliers and asymmetric costs that are associated with different types of errors. For
example, for cancer judgments, incorrectly classifying a cancer patient as healthy has
more serious consequences than raising a false alarm on a healthy person [9]. For
disaster loss prediction, underestimating a disaster loss value incurs heavier costs than
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overestimating it by the same amount. Solving such problems entails the use of
cost-sensitive learning as surrogate loss functions, which attempt to minimize the
expected misprediction cost, rather than use a simple measure such as the mean squared
error. Also, several loss functions, such as Huber [10], LinLin [11, 12], and LinEx [13],
have been proposed as alternatives.

However, all the traditional loss functions and their alternatives ignore the loss
sensitivity caused by the different intervals or grades. Therefore, the cost sensitivity of
different data intervals should also be considered when calculating the loss.

We have previously reported on the interval error evaluation method (IEEM) [14],
which proposed that the sensitivity of the error should be processed partly in accor-
dance with the different intervals. In this paper, the IEEM loss function is proposed: a
new cost-sensitive loss function based on the IEEM. The IEEM loss function is defined
as L y; ŷð Þ ¼ g yð Þ � g ŷð Þð Þ2, where y is the predictive value and ŷ is the actual value.
We also propose two methods to construct the function g, which can adjust loss
sensitivity reasonably. The first method is a piecewise function that connects the key
points, and uses interval range as a horizontal axis and grade numbers as a vertical axis.
The other method is fitting a derivable curve function by the key points; this could be
an exponential or a logarithmic function. We have empirically evaluated our proposed
method in the domain of PM2.5 air quality grade prediction. The results show a marked
performance improvement of the proposed function over the Huber and least squares
loss functions.

The organization of this paper is as follows: Sect. 2 describes related work and
Sect. 3 details the IEEM loss function. Section 4 describes our experiments and results
predicting the PM2.5 air quality grade. Finally, Sect. 5 summarizes the paper.

2 Related Work

Several studies have been made on cost-sensitive learning in the data mining and
statistics fields. Most of them focus on classification problems. In this section, we
review the traditional loss functions and several representative cost-sensitive loss
functions proposed in the past decades, especially for regression problems.

For a regression problem, it assume that the loss function L eð Þ depends only on the
prediction error e ¼ y� ŷ.

2.1 Least Squares Loss Function

Most models for classification and regression with cost-blind loss functions assume that
all errors have the same cost. The classic loss function for regression problems is the
least squares loss, which refers to the square of the error, that is,

L eð Þ ¼ eð Þ2: ð1Þ

Although this loss is mathematically rather easy to handle, and the corresponding
learning algorithms are often computationally feasible, it is well known that mini-
mizing a model’s loss based on the least squares loss is sensitive to outliers [2].
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Furthermore, many loss functions are for special purposes, such as the hinge loss
function, the logarithmic loss function, the exponential loss function, and the relative
loss function. These are all cost-blind loss functions like the squares loss function, so
this paper does not discuss them. Several cost-sensitive loss functions are introduced in
the following sub-sections.

2.2 Huber Loss Function

To reduce the effect of outliers, the Huber loss function considers a convex differen-
tiable cost function, which is quadratic for small errors and linear for others, that is
[10, 15],

Ld eð Þ ¼ eð Þ2; e� d

d � 2 ej j � dð Þ; otherwise

(
ð2Þ

where d is a parameter that must be set in advance. Figure 1 illustrates a squares loss
function and two Huber loss functions with different d s. Compared with the squares
loss function, a Huber function can reduce the loss statistically when errors are far from
the origin. So the Huber function is one kind of cost-sensitive loss function that adjusts
the sensitivity by setting the value of d. Huber loss functions for regressive learners
have been proven robust, and widely applied to robust regression [16–18]. Some
improved Huber loss functions have also been proposed [19–21].

2.3 Asymmetric Loss Function

Sometimes, overestimating and underestimating are associated with different types of
prediction errors where L eð Þ and L �eð Þ are generally different: these are called
asymmetric losses. Several asymmetric loss functions have been proposed in the last

Fig. 1. A squares loss function and two Huber loss functions d1\d2ð Þ
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decades. Lin-lin, the earliest asymmetric loss function, shown in Fig. 2(a), was pro-
posed by Granger in 1969. It has the following form [22]:

L eð Þ ¼ a � e; y� ŷ� 0

b � e; y� ŷ\0

(
: ð3Þ

The quad-quad loss function, shown in Fig. 2(b), assumes that the asymmetric loss
increasing with error is not at a linear, but at a quadratic rate [4]; that is,

L eð Þ ¼ a � em; y� ŷ� 0

b � em; y� ŷ\0

(
: ð4Þ

In particular, Varian proposed the LinEx loss function, which is better known—
even the shape of the cost function is different for the two types of errors; that is,

L y; ŷð Þ ¼ b exp a y� ŷð Þð Þ � a y� ŷð Þ � 1ð Þ: ð5Þ

Here, b > 0, a 6¼ 0. Figure 2(c) shows that LinEx is approximately linear (in-
creasing slowly) on one side and exponential (increasing quickly) on the other side.
The left side could be approximately linear and the right side exponential (when
a[ 0), or the opposite when a\0. The LinEx loss function is very useful, especially in

Fig. 2. Three possible cost functions: LinLin, QuadQuad and LinEx

258 S. Chen et al.



the field of statistics. In addition, several improved loss functions based on LinEx have
been proposed [23, 24].

This series of loss function is widely used in the field of statistics. Constructing an
appropriate function is often an art and requires deep domain expertise [4].

2.4 Tuning Method for Cost-Sensitive Loss

Individually making each regression learner cost-sensitive is nontrivial and often
laborious [25], because parameter(s) setting is involved, professional knowledge and
experience are necessary, and few optimizing or improving methods exist. To avoid
these cumbersome parameter settings, the post hoc tuning method tries to find a reg-
ulatory function of the prediction of a regular regression model to make the final
cost-sensitive prediction [4, 26]. The method is generally divided into two steps. First,
learn a cost-blind regression model f, and e ¼ y� ŷ ¼ f xð Þ � ŷ. Then, construct an
adjusted regression model f 0 xð Þ ¼ g f xð Þð Þ and the loss function

L ¼ g yð Þ � ŷ: ð6Þ

The special case of a tuning function in [26] is in the form of g fð Þ ¼ f þ d. So the
loss function is

Ld ¼ dþ y� ŷ: ð7Þ

A brute-force or hill-climbing algorithm can be used to find the appropriate d.
Zhaou et al. [4] improved f 0 as a polynomial function, which has wider applicability.
This tuning method for cost-sensitive loss was actually an optimizing measure for a
learner model to use a post hoc tuning algorithm. Although the cost of regression was
reduced, the method could not explain how it works.

3 IEEM Loss Function

For a regression problem with a dependent variable y and a vector of independent
variables x, a regression model is a mapping f : x ! y learned from a training sample
S ¼ xi; ŷiji ¼ 1; 2; 3. . .Nf g by some learning method: yi ¼ f xið Þ. If the ith prediction
error ei incurs a loss L yi; ŷið Þ and L is the loss function, the average misprediction loss
of the regression model, as estimated on S, is defined as

h ¼ 1
N

XN

i¼1
L yi; ŷið Þ ð8Þ

It has been pointed out that a loss function has the following three properties [12, 26]:
(1) L 0ð Þ ¼ 0, (2) minL eð Þ ¼ 0, because L eð Þ� 0, and (3) Assuming e1 ¼ y1 � ŷ;
e2 ¼ y2 � ŷ, if e1j j e2j j and e1 � e2h i0, then L e1ð Þ\L e2ð Þ.

Among these three properties of a loss function, the first one means to accurately
predict no loss; the second means that there is loss in prediction error; and the third
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means that to the same true value, a larger prediction error will bring greater loss.
Keeping to these properties, we propose the IEEM loss function as follows.

3.1 IEEM Loss Function

Sometimes we divide data into several grades according to certain rules, such as rainfall
grades, disaster grades, risk grades, and wealth grades. Data at the same grade have
identical rules or the same method is applied on the data. We have proposed IEEM
[14], which evaluates error based on data interval divisions.

In the defined domain R of x, assuming m intervals are divided, the ith 1� i�mð Þ
interval is defined as

Xi ¼ xi;�xi½ Þ ¼ x 2 Rjxi � x\�xi; i ¼ 1; 2; . . .;mf g: ð9Þ

Therefore, �xi ¼ xiþ 1 if R is continuous. We further assume that the maximum

evaluation error in the ith interval is ki, that is, ki ¼ g �yið Þ � g y
i

� ���� ���; i ¼ 1; 2; . . .;m: Ki

is defined as the accumulation from k1 to ki, that is,

Ki ¼
Xi

1
ki ð10Þ

Usually, ki is suggested to be 1, or it can also be elastically set after professional
consideration. In this paper, we assume ki ¼ 1; i ¼ 1; 2; . . .;m. Thus we define key
points based on �xi;Kið Þ, i = 1, 2… m, as shown in Fig. 3. Based on the key points of
intervals, a monotone function g yð Þ is constructed as an error evaluation function.
IEEM is then defined as

eieem ¼ g yð Þ � g ŷð Þ: ð11Þ

The error measure converts the traditional equation e ¼ y� ŷ to Eq. (9). Based on
Eq. (11) and the squares loss function, the IEEM loss function is defined as

L y; ŷð Þ ¼ g yð Þ � g ŷð Þð Þ2 ð12Þ

How to construct the function g is the key to the IEEM loss function. We propose
construction steps as follows:

Step1. Set the grades’ range as an abscissa axis and Ki as a vertical axis,
Step2. Draw (x1, 0) and the key points �xi;Kið Þ, as shown in Fig. 3,
Step3. Construct the IEEM loss function by linking the key points. Two methods,
piecewise-IEEM gp

� �
and curve-IEEM gcð Þ, are proposed to link the key points, as

described in Subsects. 3.2 and 3.3.
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3.2 Piecewise-IEEM Loss Function

This method treats function g as a piecewise function divided by intervals; that is,

gp xð Þ ¼

g1 xð Þ; x 2 X1

g2 xð Þ; x 2 X2

. . .
gi xð Þ; x 2 Xi

. . .
gm xð Þ; x 2 Xm

8>>>>>><
>>>>>>:

; ð13Þ

where m is the number of intervals within the defined domain and Xi ¼ xi;�xi½ Þ is the ith
interval of the value range. For simplicity, we set gp xð Þ as a piecewise linear function,
and the maximum error as 1 in the same grade, that is, ki ¼ 1. Then we obtain gp xð Þ as

gp xð Þ ¼

x�x1
�x1�x1

; x 2 X1

x�x2
�x2�x2

þ 1; x 2 X2

. . .
x�xi
�xi�xi

þ 2; x 2 Xi

. . .
x�xm
�xm�xm

þm� 1; x 2 Xm

8>>>>>>>>><
>>>>>>>>>:

: ð14Þ

Fig. 3. Schematic diagram of IEEM key points
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Taking air quality grade prediction as an example, we will show how to construct
the IEEM loss function. Air quality grade is based on the average daily concentration of
PM2.5, also known as particulate matter, which refers to particles in the atmosphere that
are less than or equal to 2.5 lm which seriously pollute the air. The standards for the air
quality grade are different in many countries. The air quality grade standard in the
United States is chosen in this paper, as shown in Table 1.

Set the grade number as a vertical axis with the maximum error as 1 in the same
grade ki ¼ 1ð Þ and the PM2.5 concentration as an abscissa axis, and then draw the key
points of the grade divisions. The key points are �xi; ið Þ, i = 1, 2… 6. Link these key
points with line segments, as shown in Fig. 4. gp was acquired as

gp xð Þ ¼

x
12 ; x 2 0; 12½ Þ
x�12
23 þ 1; x 2 12; 35½ Þ

x�35
20 þ 2; x 2 35; 55½ Þ

x�55
95 þ 3; x 2 55; 150½ Þ

x�150
100 þ 4; x 2 150; 250½ Þ

x�250
250 þ 5; x 2 250; 500½ Þ
6; x� 500

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

: ð15Þ

Obviously, gp is a monotone function in the domain. In Fig. 4, a simple example is
shown to explain how to calculate the eieem. Assuming ŷ ¼ 320, y ¼ 205, then

eieem ¼ gp yð Þ � gp ŷð Þ
¼ 5:3� 4:5

¼ 0:8

Table 1. Air quality grade corresponding to the average daily concentration of PM2.5 in the
United States

Air quality Average daily concentration of PM2.5 lg=m3ð Þ
Description Grade

Good 1 0–12
Medium 2 12–35
Unhealthy for sensitive persons 3 35–55
Unhealthy 4 55–150
Very unhealthy 5 150–250
Toxic 6 250–500
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Finally, the piecewise-IEEM loss function is defined as

Lp y; ŷð Þ ¼ gp yð Þ � gp ŷð Þ� �2 ð16Þ

3.3 Curve-IEEM Loss Function

The piecewise-IEEM loss function is a nonsegmented function, which is difficult to
deal with in mathematics. It is necessary to find a simpler function but which still has
the three properties of a loss function. A smooth curvilinear function gcð Þ, such as a
logarithmic function or an exponential function, is one candidate. This derivable curve
function may be fitted by or near the key points. In addition, the curve-IEEM loss
function based on gc is defined as

Lc y; ŷð Þ ¼ gc yð Þ � gc ŷð Þð Þ2: ð17Þ

By observing the distribution of the key points in Fig. 4, we selected a logarithm
function and performed the function fitting. Therefore,

gc xð Þ ¼ a � ln bþ xð Þþ c: ð18Þ

In accordance with the key points, we used the curve fitting function of the Python
SciPy library to simulate Eq. (18). The parameters thus can be obtained as a = 1.627,
b = 12.44, and c = − 4.131. The root mean squared error (RMSE) and the coefficient
of determination (R2) are commonly used indices for testing the fitting effect. The
closer to 0 the RMSE value is, the better the fitting [27]. The range of R2 is [0, 1], and
the closer to 1, the better the fitting [28]. In this case, RMSE = 0.1827 and

Fig. 4. IEEM error calculation diagram
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R2 = 0.9952. Figure 5 shows that the fitting effect is acceptable. Therefore, the func-
tion gc is acquired:

gc xð Þ ¼ 1:627 � ln 12:44þ xð Þ � 4:131; x� 0: ð19Þ

By incorporating Eqs. (18) and (16), Eq. (20) is acquired (shown in Fig. 5):

Lc y; ŷð Þ ¼ 2:6471 � ln 12:44þ yð Þ � lnð12:44þ ŷÞ½ �2 ð20Þ

Through the analysis, the IEEM loss function meets the three properties of loss
function listed in the introduction of this section. Compared with the tuning method;
that is, Eq. (6), the IEEM loss function not only revises predictive value y but also
revises the actual value ŷ with the same rule. Thus, the position of y and ŷ can be
recognized, and the sensitivity of loss can be adjusted according to not only the
distance between y and ŷ but also the position of their intervals.

Human perception of error and the calculation of sensitive loss is a fuzzy process,
so fuzzy mathematics can be used to analyze them. The function g both in
piecewise-IEEM and curve-IEEM can be regarded as a fuzzy function, which can help
to make the machine learning model understand loss in a condition of ambiguity.

4 Evaluation and Results

In this section, we report on the implementation and empirical evaluation of the IEEM
loss function. We apply the function to a BP neural network model of PM2.5 con-
centration air quality grade prediction, which is a cost-sensitive regression problem
described in Sect. 3.2. For performance comparison, we applied several loss functions
to the same neural network model. Because this prediction was not about symmetric
loss, symmetric loss functions such as lin-lin, quad-quad, and LinEx were excluded.

Fig. 5. Logarithmic loss function fitting effect diagram
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Two other types of loss functions were applied to compare: a squares loss function and
a Huber loss function.

4.1 The Data

We used the concentration of PM2.5 in Guangzhou from November 2011 to June 2017
from the monitoring data of the US embassy1. This PM2.5 concentration data set is
recorded hourly and summed up as the average daily PM2.5 concentration, as shown in
Fig. 6.

Many factors affect the concentration of PM2.5, but its short-term fluctuations are
mainly related to seasonal and meteorological factors [29].

As shown in Fig. 6, the PM2.5 concentration fluctuated seasonally. We thus sum up
the average monthly PM2.5 concentration as a seasonal fluctuation coefficient.

PM2.5 concentration is closely related to weather conditions such as wind speed,
wind direction, and humidity. After evaluating the literature [30–33] and making several
tests, we chose 18 meteorological factors: surface temperature, maximum surface
temperature, minimum surface temperature, average wind speed, maximum wind speed,
direction of maximum wind speed, extreme wind speed, precipitation, average tem-
perature, maximum temperature, minimum temperature, atmospheric pressure, maxi-
mum pressure, minimum pressure, sunshine hours, relative humidity, minimum relative
humidity, and vaporization. All these Guangzhou meteorological data were from the
meteorological data center of the China Meteorological Administration2.

Air quality on a certain day is not only related to the air condition and meteorological
factors of the previous day but also has a strong correlation with weather conditions on
the forecast day [30]. Also, the accuracy rate of the meteorologic forecast was high
enough to be an effective reference for predicting the air quality. So the factors used as
input of the prediction model included the seasonal coefficient, meteorological factors of

Fig. 6. Daily distribution diagram of PM2.5 concentration in Guangzhou in recent years

1 Web site: http://www.stateair.net/web/post/1/3.html.
2 Web site: http://www.cma.gov.cn/2011qxfw/2011qsjgx.
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the prediction day and the previous day, and the PM2.5 concentration of the previous
day, which composed a 38-dimension input structure. All these inputs were normalized
in range [0, 1]. After removing incomplete records, we obtained a dataset containing
1,900 records. Ten percent of the data were randomly selected as test data and the rest as
training data.

The output values need to be converted to average daily PM2.5 concentration
values, this is to say, air quality grades for the precision test.

4.2 The Results

Because the purpose of this study was to test the performance of each loss function, we
used the same machine learning method to forecast the comparison effectiveness. We
constructed a BP network based on a TensorFlow framework, which has four layers:
the number of nodes in each layer was 38, 50, 20, and 1. The optimizer was based on
the AdamOptimizer algorithm, and the learning rate was set at 0.01. The method of
cross validation was used for training, and the number of steps was 5,000.

Three kinds of loss functions were constructed: the squares error loss function
based on Eq. (1), the Huber loss function based on Eq. (2), and two IEEM loss
functions based on Eqs. (16) and (20). In Eq. (2), for the Huber loss function, an
appropriate value of parameter d needed to be given previously; nevertheless, there was
no reasonable measure to acquire it. So we used a brute-force algorithm to search it
from 10 to 150 with a 0.1 skip. Finally, the best value (55.3) of parameter d was
acquired while the BP network reached the best performance.

These three loss functions have the same level of time and space overhead. The
results of the three loss functions which were applied in the same data set and the same
structure of BP neural network are shown in Table 2. In the comparison, the Huber loss
function did better than the squares loss function, and improved the accuracy from
64.74% to 67.37%, because the former function effectively reduced anomalous vari-
ance caused by outliers and improved the robustness of the model. The IEEM loss
functions, both piecewise-IEEM and curve-IEEM, obtained the two highest accuracies,
which were 70.53% and 71.05%, respectively. IEEM loss functions not only controlled
the cost sensitivities of losses caused by outliers but also reasonably adjusted the cost
sensitivities of the losses caused by normal data. Thus, it taught the machine learning
model how humans sense losses caused by error.

Table 2. Performance of a BP neural network in different loss functions

Loss function Accuracy

Squares loss 64.74%
Huber d ¼ 55:3ð Þ 67.37%
Piecewise-IEEM 70.53%
Curve-IEEM 71.05%
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5 Conclusions

This paper proposes a new cost-sensitive loss function for machine learning models.
The proposed function is based on interval division, where grade division is as an
existing and reliable method. Two methods are proposed to construct the IEEM loss
function: a piecewise-IEEM loss function and a curve-IEEM loss function. Because it
incorporates the three properties of loss functions and can be explained with fuzzy
mathematics, the IEEM loss function is reasonable and authoritative. Furthermore, it is
easy, rapid, and can be constructed with little skills. The results of comparing the
proposed function with the squares loss and Huber loss functions show that the IEEM
loss function is more accurate in PM2.5 air quality grade prediction.
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Abstract. Trust is one of the most important types of social informa-
tion since we are more likely to accept viewpoints from whom we trust.
Trustee recommendation aims to provide a target individual with a list
of candidate users she might be trust. However, most existing work on
this topic focuses on the use of trusters’ interest but ignores the influence
of trustees for recommendation. In this article, we propose a simple but
effective method with the incorporation of both interest and influence of
users for trustee recommendation based on binary user-user trust feed-
back. Specifically, we first introduce LDA twice on truster-documents
corpus and trustee-documents corpus respectively to discover interest
communities of users and influence communities of users. We then per-
form matrix factorization method on each community and finally design
a merge method to rank the top-N trustees for a target user. Experimen-
tal results on Epinions dataset demonstrate that our proposed method
outperforms other counterparts by large margins.

Keywords: Trustee recommendation · Topic modeling
Communities · Matrix factorization

1 Introduction

Social recommender systems have attracted much more attention during the
past few years due to the prevalence of online social networking services. In a
social recommender with trust implementation, like Epinions1, where users can
specify whom to trust and build her social trust-network. This process of trust
generation is uni-directed, i.e., if user u add user v to her trust list while user
v is not necessarily to confirm the action. User u thus becomes one of user v’s
trusters and user v becomes one of user u’s trustees.

Confronting a vast volume of data resources, users require a method for fast
finding their desired data [11,12]. Trustee recommendation, also known as a
type of Top-N user recommendation became an important research topic, since
people are more willing to receive suggestions from users they trust. Most work
on this topic are designed for truster’s interest extraction. However, they neglect

1 http://www.epinions.com.
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the fact that people often influence each other by recommending items/users.
That is, the influence of trustees should also be considered in order to achieve
better recommendation performance.

Armed with this concept, we utilize the binary user trust feedback (which in
this case indicate truster-trustee relationships) and propose a two-step approach
to recommend trustees to a target user in this work. We first employ LDA method
twice separately on truster-documents corpus and on trustee-documents corpus
to discover interest communities and influence communities of users. Then we
apply matrix factorization on every discovered communities. Based on the results
obtained after matrix factorization, we organize two candidate lists according to
interest communities and influence communities respectively. Finally we devise
a method to merge these two candidates lists for final trustee recommendation.
Extensive experiments on a real-word dataset Epinions demonstrate that the
proposed method outperforms counterparts by large margins.

The remainder of the paper is organized as follows. Related studies are
reviewed in Sect. 2. Section 3 introduces the proposed method, and in Sect. 4,
we validate the effectiveness of the proposed method by experimental evaluation
on a real-word dataset. Finally, we conclude this paper in Sect. 5.

2 Related Work

CF approach utilizes the wisdom of crowds and has achieved great success in
recommending area [9,15]. Matrix Factorization (MF) is one of the most suc-
cessful CF method and has also shown to be very valuable in scenarios with
implicit feedback [3,4,7,8]. IF-MF [4] is the state-of-the-art MF extensions for
implicit feedback, which predicts if an item is selected or not coupled with a con-
fidence level. In another direction, various LDA [1] models have been proposed.
Reference [2] designs a LDA-based model to group users to handle popular users.
Work in [5] presents a topic model to discover user-oriented and community-
oriented topics simultaneously for recommending users. LDA is used in [10] to
mine interests of users based on ratings and tags. Reference [6] uses topic model
to analysis users’ repost behaviors. Work [13,14] propose a UIS-LDA model,
which is able to incorporate users’ interest and social connection to predict user
preferences for better user recommendation. However, all of these work focuses
on the use of truster’s interest but ignores the influence of trustees for recom-
mendation.

CB-MF is the most similar work to our proposed method DuLDA-MF. It
utilizes LDA for clustering users into communities to enhance the existing MF-
based user recommendation. To the best of our knowledge, it is the first work to
consider both interest and influence of users for user recommendation. However,
it roughly maps both followers interest and followees influence into the same
latent space. That is, it failures to distinguish the two factors and also difficult
to be explained.
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3 The Proposed Method

The scope of our recommendation method is to rank candidate trustees for a
target user where only user-user social trust information is provided. Technically,
we first introduce a dual LDA process to discover interest communities of users
and influence communities of users (See Sect. 3.1), and then apply MF on each
community for Top-N trustee recommendation (See Sect. 3.2).

To facilitate the following discussion, we introduce a number of notations. Let
U represents the set of users, E represents the set of user pairs, each e(f, g) ∈ E
indicates a truster-trustee relation from truster f to trustee g. Trusters set F ,
trustees set G are formulated as follows:

F = {f |f ∈ U ∧ ∃(g ∈ U ∧ e(f, g) ∈ E)} (1)

G = {g|g ∈ U ∧ ∃(f ∈ U ∧ e(f, g) ∈ E)} (2)

Hence, the task of our Top-N trustee recommendation can be formalized as
follows: giving a set of social trust relation e(f, g), for each user u, recommend
her a small list (N) of ordered trustees from that she has not yet added to her
trust list.

3.1 Discover Communities of Users

LDA is one of the most advanced algorithms for topics modeling. In this
work, we introduce LDA twice on truster-trustee relationships for topics extrac-
tion, namely DuLDA for convenient. Specifically, DuLDA includes a truster-
documents LDA process and a trustee-documents LDA process. The former is
for extracting interest topics of users, and the latter is for extracting influence
topics of users.

Discover Interest Communities. Just as one has a topic in mind when
choosing a word for a document, likewise a user has an interest in mind when
select another user as trustee. Therefore, we regard each trustee g ∈ G as a
word, every truster f ∈ F as a truster-document df containing all her trustees.
The truster-document df and truster-documents corpus Df are formulated as
follows:

df = {g|g ∈ G ∧ ∃e(f, g) ∈ E} (3)

Df =
⋃

f∈F

df (4)

The plate notation for this truster-documents LDA is showed in Fig. 1 where
zin, θin and φin are random variables, and g is the observed variable. αin, βin are
given hyper parameters. We denote that |Df | is the number of truster-documents
corpus, |F | is the number of trusters and each df has Ndf

trustees. θin with
Dirichlet prior αin depicts the distribution of per-truster-document on Kin inter-
est topics, φin with Dirichlet prior βin captures the proportion of per-trustee is
assigned from interest topics Zin.
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in  

  g

z in in 

|Df | 

 in

Ndf 

in
Kin

Fig. 1. The plate notation for truster-documents LDA.

We denote the variables zi corresponding to the i-th trustee in a truster-
document df , zi is the interest topic allocation for this trustee. z¬i represents all
interest topics allocation except for zi. During the sampling process, we sample
variable zi for each iteration as:

Pr(zi = z
in|z¬i

, Df , α
in

, β
in

, g) ∝
n¬i
df ,zin

+ αin

∑

z′∈Zin

n¬i
df ,z′ + Kin × αin

×
n¬i
zin,g

+ βin

∑

g′∈G

n¬i
zin,g′ + |G| × βin (5)

In the above formula, n¬i
zin,g denotes the number of times that an observed

trustee g under topic zin excluding zi; n¬i
df ,zin refers to the count of a document

df was assigned to topic zin except for zi. After sampling is complete, we infer
the latent variable θin

df
via the following equation:

θin
df

=
nzin,g + αin

∑
z′∈Zin

ndf ,z′ + Kin × αin
(6)

For each interest topic zin, we then form a corresponding interest community
cin. It includes trusters in cin.F and trustees in cin.G, which are given by follows:

cin.F = {f |f ∈ F ∧ ∃(Pr(zin|df ) ≥ γ)} (7)

cin.G = {g|g ∈ G ∧ ∃(Pr(zin|dg) ≥ ζ)} (8)

where both γ, ζ are thresholds.
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Since a higher Pr(zin|df ) or Pr(zin|dg) indicates the user is more strongly
associated with the topic, for the corresponding community, we regard
Pr(zin|df ) as the trusters membership and Pr(zin|dg) as the trustees mem-
bership. Among them, Pr(zin|df ) is defined as:

Pr(zin|df ) =
Pr(zin|df )∑

z′∈Zin

Pr(z′|df )
(9)

The numerator Pr(zin|df ) can be obtained from θin
df

, and Pr(zin|dg) can be
achieved with the following equation:

Pr(zin|dg) =

∑
f∈dg

Pr(zin|df )

∑
z′∈Zin

∑
f∈dg

Pr(z′|df )
(10)

The edge in an interest community cin denoted as cin.E is given by:

cin.E = {e(f, g)|e(f, g) ∈ E ∧ f ∈ cin.F ∧ g ∈ cin.G} (11)

Discover Influence Communities. A user often has various influence to
attract another user to follow her. Therefore, we regard each truster f ∈ F as a
word, every trustee g ∈ G as a trustee-document dg containing all her trusters.
The trustee-document dg and trustee-documents corpus Dg are formulated as
follows:

dg = {f |f ∈ F ∧ ∃e(f, g) ∈ E} (12)

Dg =
⋃

g∈G

dg (13)

fl

f

z flfl

|Dg |

fl

Ndg

fl
Kfl

Fig. 2. The plate notation for trustee-documents LDA.
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This trustee-documents LDA plate notation is showed in Fig. 2 where zfl, θfl

and φfl are random variables, and f is the observed variable. αfl, βfl are given
hyper parameters. We denote that |Dg| is the number of trustee-documents cor-
pus, |G| is the number of trustees, and each dg has Ndg

trusters. θfl with Dirichlet
prior αfl depicts the distribution of per-trustee-document on Kfl influence top-
ics; φfl with Dirichlet prior βfl captures the proportion of per-truster is assigned
from influence topics Zfl.

We denote the variables zi corresponding to the i-th truster in a trustee-
document dg, zi is the influence topic allocation for this truster. During our
sampling process, we sample variable zi for each iteration as:

Pr(zi = z
fl|z¬i

, Dg, α
fl

, β
fl

, f) ∝
n¬i

dg,zfl + αfl

∑

z′∈Zfl

n¬i
dg,z′ + Kfl × αfl

×
n¬i

zfl,f
+ βfl

∑

f′∈F

n¬i

zfl,f′ + |F | × βfl (14)

In the above formula, n¬i
zfl,f denotes the number of times that an observed

truster f under topic zfl excluding zi; n¬i
dg,zfl refers to the count of a document

dg was assigned to topic zfl except for zi. After sampling is complete, we infer
the latent variable θfl

dg
via the following equation:

θfl
dg

=
nzfl,f + αfl

∑
z′∈Zfl

ndg,z′ + Kfl × αfl
(15)

For each influence topic zfl, we then form a corresponding influence commu-
nity cfl. It includes trusters in cfl.F and trustees in cfl.G, which are given by
follows:

cfl.F = {f |f ∈ F ∧ ∃(Pr(zfl|df ) ≥ γ)} (16)

cfl.G = {g|g ∈ G ∧ ∃(Pr(zfl|dg) ≥ ζ)} (17)

where both γ, ζ are thresholds.
Similar with interest communities formation, we regard Pr(zfl|df ) as the

trusters membership and Pr(zfl|dg) as the trustees membership. Among them,
Pr(zfl|dg) is defined as:

Pr(zfl|dg) =
Pr(zfl|dg)∑

z′∈Zfl

Pr(z′|dg)
(18)

The numerator Pr(zfl|dg)) can be obtained from θfl
dg

, and Pr(zfl|df ) can be
achieved with the following equation:

Pr(zfl|df ) =

∑
g∈df

Pr(zfl|dg)

∑
z′∈Zfl

∑
g∈df

Pr(z′|dg)
(19)

The edge in an influence community cfl denoted as cfl.E is given by:

cfl.E = {e(f, g)|e(f, g) ∈ E ∧ f ∈ cfl.F ∧ g ∈ cfl.G} (20)
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3.2 User Recommendation

After independently training truster-documents LDA model and trustee-
documents LDA model, we can obtain two sets of communities: Kin numbers
of interest communities and Kfl numbers of influence communities. We perform
IF-MF algorithm on each community to map the trusters and trustees into the
reduced latent space of L respectively.

We organize every community c (c here refers an interest community and
an influence community otherwise) as a matrix form M̃c. Through performing
IF-MF on each M̃c, we obtain C score (f,g,c) for every community c. Noted that
xf are latent feature vectors for trusters and yg are latent feature vectors for
trustees in community c.

C score(f, g, c) = xf � yg (21)

Thereafter, we separately take the maximum score of Cin score(f, g, cin)
among Kin communities and Cfl score(f, g, cfl) among Kfl communities. They
are denoted by F in score(f, g) and F fl score(f, g), respectively.

F in score(f, g) = Maximum(C score(f, g, c)
c∈Cin

) (22)

F fl score(f, g) = Maximum(C score(f, g, c)
c∈Cfl

) (23)

Following that, we generate two candidate lists for each truster f : a list of top-
N candidates and a list of top-(N+δ) candidates. The former ranks N users with
highest F in score(f, g) scores, denoted by list Af ; the latter list ranks (N + δ)
users with highest F fl score(f, g) scores, denoted by list Bf . For each candidates
g in the ordered set Af , we check every element in set Bf to see if the same g
exists. If it is, we will compare the F in score(f, g) score with F fl score(f, g), and
choose the higher score to replace the original F in score(f, g) score in Af . Until
all the candidates in Af are checked, we rerank Af according to the updated
scores and take it as the final top-N list for the target user f .

4 Experiments

4.1 Description of the Dataset

To validate the proposed method we conducted extensive experiments on Epin-
ions dataset, which is taken from a public web site2. We deleted the users with
less than five trusters/trustees. The preprocessed dataset is also extremely sparse
and imbalanced containing 44852 users with 13008 trusters, 44711 trustees and
the number of explicit trust relations between users is 442,175. Its density is
0.03% in terms of trust relations. For each truster, we randomly choose 90%
trustees she has trusted as training set data and the remaining 10% trustees
are used as testing set data. The evaluation metrics used in our experiments are
Recall, Precision, F1 Score and NDCG.
2 http://www.trustlet.org/wiki/Downloaded Epinions dataset.

http://www.trustlet.org/wiki/Downloaded_Epinions_dataset
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4.2 Comparative Methods

To comparatively evaluate the performance of our proposed method DuLDA-MF,
we take the following six related methods as competitors:

1. CB-MF [16]. A community-based user recommendation method.
2. IF-MF [4]. A state-of-the-art MF technique for implicit feedback data.
3. LDA-MF . Unlike DuLDA-MF, only the truster-documents LDA process is

conducted.
4. RLDA-MF . Unlike DuLDA-MF, only the trustee-documents LDA process

is conducted.
5. LDA-Based . An LDA-based model proposed in [2] and we recommend

trustees using the equation as Ref. [13,14]:
6. PopRec. This method generates a non-personalized ranked trustee list based

on how often the users are chosen as trustees among all users.

For LDA-based model, we set Dirichlet prior hyper-parameters as αin =
αfl = βin = βfl = 0.1. We also set the number of latent topics Kin = 5 and
Kfl = 5 for our DuLDA-MF, Kfl = 10 for RLDA − MF and Kin = 10 for
LDA − MF and LDA − Based. We also empirically set thresholds γ = 0.4,
ζ = 0.01. For all the MF models, we set the number of latent factors L = 10.
We experimentally set δ = 10 in this paper.

4.3 Method Comparisons

Figure 3 presents the recommendation performance of all the comparison meth-
ods in terms of F1 Score@N, Precision@N, Recall@N and NDCG@N, respec-
tively. Generally, our method DuLDA-MF obtains the best performance in com-
parison with all the other methods. Compared to the best performance of base-
line methods CB-MF, DuLDA-MF averagely increases the F1 Score by 21.10%,
the Precision by 19.98%, the Recall by 25.07%, and the NDCG by 19.98%. We
attribute these results to the advantage of separately considering users’ interest
and influence instead of mapping them into the same latent space. This can help
extracting higher quality of topics and thus significantly improving the effective-
ness of trustee recommendation.

CB-MF outperforms other MF based methods (LDA-MF, RLDA-MF ).
These results again prove that integrating both interest of users and influence
of users to learn user trust preferences can improve the recommendation per-
formance. An interesting and important finding is that RLDA-MF outperforms
LDA-MF. Previous research concentrated on truster’s interest, as this paper
mentioned about truster-documents LDA processing. However, our experiment
discovered that recommend from trustee’s influence (from trustee-documents
LDA) yield even better results. Thus, we believe that incorporating users’ influ-
ence positively boosting our results. On the other hand, the most basic, non-
personalized PopRec method can achieve tolerable results in some cases. It may
imply that users tend to trust popular trustees to some extent. We also find
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(a) F1 Score

(b) Precision

(c) Recall

(d) NDCG

Fig. 3. Comparison of trustee recommendation on Epinions dataset.
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that directly performing IF-MF on original data set outputs the worst results
on various evaluation metrics, the reason we consider is the extremely sparsity
of user-user trust relationships. It also confirms that the necessity of discovering
communities before matrix factorization which helps to mitigate the data sparse
problem.

5 Conclusion

This article proposed a simple but effective trustee recommendation method
with the incorporation of truster’s interest and trustee’s influence. Technically,
we organized truster-documents corpus and trustee-documents corpus for LDA
processing. Based on extracted interest topics and influence topics of users, we
picked qualified users to form interest communities and influence communities
accordingly. After that, we performed matrix factorization on each community
and merged the result to generate N ranked trustees toward a target user. We
conducted experiments on a real-word data set, and demonstrated that our
method performed the best in comparison with other counterparts. In the future
work we plan to extend our approach by integrating user-user social trust infor-
mation with user-item feedback history as to improve recommendation accuracy.
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