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Abstract. Signed social networks have both positive and negative links
which convey rich information such as trust or distrust, like or dislike.
However, existing network embedding methods mostly focus on unsigned
networks and ignore the negative interactions between users. In this
paper, we investigate the problem of learning representations for signed
networks and present a novel deep network structure to incorporate both
the balance and status theory in signed networks. With the proposed
framework, we can simultaneously learn the node embedding encoding
the status of a node and the edge embedding denoting the sign of an
edge. Furthermore, the learnt node and edge embeddings can be directly
applied to the sign prediction and node ranking tasks. Experiments on
real-world social networks demonstrate that our model significantly out-
performs the state-of-the-art baselines.
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1 Introduction

In recent years, online signed networks are proliferating rapidly. For example,
the consumer review sites like Epinions allow members decide whether to trust
each other; news websites such as Slashdot allow users to tag each other as
friends or foes. In the signed networks, the relations between entities convey rich
information and are signed positively or negatively. Signed network are useful in
many applications like recommendation, advertisement, and community detec-
tion. Among which, sign prediction and ranking nodes constitute the foundations
for sign network analysis. The task of sign prediction [9,18] is to infer signs of
existing links. Links with positive signs may show trust and agreement, while
negative links may represent the distrust and disagreement. It is essential to
identify the positive or negative relation between two users. For example, when
recommending friends for a user u in a social network, it is required not to list
u’s foes in the candidates. Sign prediction can be viewed as a sub-task of link
prediction [15] but has received very limited attentions [3,9,17,18] by now.
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Ranking nodes aims to find out how important a node is based on its reputa-
tion [2,8]. The solution to this problem is traditionally developed in the area of
webpage ranking, and the PageRank [2] and HITS [8] are two classic algorithms.
More recently, ranking in signed network has aroused great research interests due
to its wide applications like targeted advertisement or trust network construc-
tion. However, most of existing approaches [7,12,16] are simple modifications
of PageRank and HITS and cannot deal with signed links directly. Hence new
approaches are desired to include the impacts from both positive and negative
links.

We follow this line of work and consider the problem of sign prediction and
node ranking in signed networks. Our approach is motivated by balance [6] and
status [5] theory. We build on the work of SiNE [18], which considers balance
theory as “users should sit closer to their friends than their foes” and adopts
a similarity based function to measure such a relation. We go beyond a single
usage of balance theory and propose a novel framework which incorporates the
balance and status theory into a unified deep learning framework.

2 The Proposed BASSI Model

2.1 Balance Theory and Status Theory

Balance and status are two fundamental theories in social science. Balance the-
ory is originally defined for undirected networks to model the relations of likes
and dislikes. It implies that “the friend of my friend is my friend” and “the enemy
of my enemy is my friend” [6]. Status theory [5,10] is proposed to represent the
social status of the people in directed networks, where the status may denote
the relative ranking, prestige, or skill level. For example, a positive/negative
link from a to b denotes “b has higher/lower status than a”. The status rela-
tion should be transitive, which means that “a person respected me should be
respected by my subordinate”. In order to illustrate the balance and status the-
ory in the directed sign network, we adopt the triangle representations [10,15]
and list the possibilities of 12 triangles in Fig. 1.

Fig. 1. Twelve types of signed triangles.
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For example, for T15 in Fig. 1, balance theory indicates that the sign of edge
eij should be a “+” (j is i ’s friend) given that k is an enemy of i and k is an
enemy of j. Similarly, for T22 in Fig. 1, status theory suggests that the sign of
edge eij should be a “−” (the status of i is higher than that of j) given that i
has higher status than k and k has higher status than j.

In real-world signed networks, Leskovec et al. found that more than 0.9 of
triangles satisfy balance [9] and status theory [10], respectively. Hence in the
following, we investigate how to incorporate the balance and status theory in a
unified framework.

2.2 Modeling Balance Theory

We now take the triangle T15 in Fig. 1 as an example to show the detail of
modeling balance theory. As we illustrated in the previous section, given that
ejk = − and eik = −, we have eij = + if we follow the rule of “the enemy of my
enemy is my friend”. Mathematically, taking the sign of three edges together,
our goal is to maximize the following objective function.

Jb
T15 = P (+|eij) + P (−|ejk) + P (−|eik), (1)

where Jb
T15

is the overall probability for predicting the sign of three edges in T15

guided by balance theory. Taking all triangles in the network into consideration,
we can define the objective function Jbal for triangles satisfying balance and use
a loss function Lbal to measure the difference between the observation and the
prediction as:

Lbal = L(Jbal) =
∑

t∈Tsam

L(Jb(t)) =
∑

t∈Tsam

Lb
�(t) =

∑

t∈Tsam

λb
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ikLb
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jkLb
jk

(2)
where Lb

� denotes the loss for sampled triangles, Tsam is the set of triangles
satisfying balance theory and λb

ij , λ
b
ik, λ

b
jk are the indicator function denoting

whether an edge is missing from the sampled triangle.
Lb
ij in Eq. 2 is used to measure the difference between the predicted value

P (+|eij) for the sign of the edge eij and the ground truth value yij , and it can
be defined using a cross-entropy loss function. Hence we have:

Lb
ij = −yij log P (+|eij) − (1 − yij) log(1 − P (+|eij)) (3)

Similarly we can define the loss for other edges and get Lb
ik, Lb

jk in Eq. 2.

2.3 Modeling Status Theory

We continue to use the triangle T15 in Fig. 1 to show the detail. We denote the
status ranking score of node vi, vj , vk as Ri, Rj , Rk respectively. Given that
eij = + and eik = − in T15, we have the status relationships as Ri < Rj and
Ri > Rk if we follow the rule of “the person respected by me should have higher
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status than me”. Mathematically, taking the status relationships of two edges
together, our goal is to minimize the following objective function.

Js
T15

= Q(Ri < Rj , Ri − Rj) + Q(Ri > Rk, Ri − Rk), (4)

where Js
T15

is the overall distances from status relationships Ri < Rj and
Ri > Rk, and Q is the function to measure the distances between true sta-
tus relationship (Ri < Rj) and predicted status relationship value (Ri − Rj).
Taking all triangles in the network into consideration, we can define the objective
function Jsta for the triangles satisfying status theory and use a loss function
Lsta to measure the difference between the observation and the prediction as:

Lsta = L(Jsta) =
∑

t∈Tsam

L(Js(t)) =
∑

t∈Tsam

Ls
�(t) =

∑

t∈Tsam

λs
ijL

s
ij + λs

ikLs
ik (5)

Ls
ij in Eq. 5 is used to measure the difference between the predicted status

relationship value Ri − Rj from the edge eij and the “ground truth” value qij ,
and it can be defined using a square loss function. Hence we have:

Ls
ij = Q(Ri < Rj , Ri − Rj) = (qij − (Ri − Rj))

2 (6)

Similarly we can define the loss for other edges and get Ls
ik, Ls

ki in Eq. 5. Since
we do not have the ground truth value qij measuring status relationship between
vi and vj , we define the following boundary function to calculate the value of qij .

qij =

{
max(Ri − Rj , γ), i → j : −
min(Ri − Rj , −γ), i → j : +

(7)

where γ is a threshold of status relationship value.

2.4 BASSI Model

Based on the mathematically modeled balance and status theory, we now propose
a novel BASSI model to combine two theories into a unified deep network. The
whole objective function of BASSI can be written as:

Lall = Lbal + Lsta + λregLreg (8)

where Lreg = ||Θ||22 is the L2 regularizer for all parameters Θ in the neural
network and λreg is the corresponding weighing factor (λreg = 0.0001 in our
experiments). With the objective function Lbal and Lsta given above, our task
now is to find a function f to measure the probability P (+|eij) or P (−|eij)
of the sign of an edge eij and a function g to get the ranking score Ri of a
node vi. Motivated by recent advances in deep learning which has been proven
to be powerful in learning nonlinear representations, we propose a deep neural
network to learn the embedding of nodes and edges as well as the function f and
g. Figure 2 shows the architecture of BASSI.

The input to the framework is the set of triplets (xi,xj,xk) denoting
the embedding of the nodes in triangles extracted from the signed network.
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Fig. 2. Architecture of BASSI model

The upper part is the embedding process based on balance theory, where we
start from the node embedding layer to optimize the relationships in a triangle
in next layers. More formally, we define the probability P (+|eij) of the sign of
an edge eij as:

P (+|eij) = f(xi,xj) = f(eij) = σ(eijW1 + b1), (9)

where σ is a sigmoid function, W1 and b1 is the weight and bias in the second
layer of the upper part, respectively, and eij is the embedding of an edge eij and
defined as:

eij = xiWeh + xjWet + be, (10)

where Weh and Wet are the weights and be the bias in the first layer of the
upper part.

The lower part is the embedding process based on status theory, where we
begin with the node embedding layer to model the relationships between nodes
in the point of view of ranking scores. Formally, we define the following ranking
score function g for a node vi as:

Ri = g(vi) = σ((xiW2 + b2)W3 + b3), Ri ∈ (0, 1), (11)

where W2, b2, and W3, b3 are the weights and biases in the first and second
layer of the lower part.

To train our BASSI model, we simply adopt the stochastic gradient descent
approach [1] to update the parameters in the neural network and get the repre-
sentations for nodes X in the signed network.

3 Experimental Evaluation on Sign Prediction

We first conduct the sign prediction experiment to check whether our embeddings
improve the performance of signed network analysis [18].
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3.1 Settings

We conduct experiments on two well known and publicly available signed social
network datasets. Slashdot [10] is a technology-related news website known for
its specific user community. Users are allowed to tag each other as friends or
foes. Epinions [10] is an online social network of a general consumer review site.
Members of the site can decide whether to “trust” each other.

For this prediction experiment, we use four state-of-the-art baselines: Deep-
Walk [11], LINE [13], FExtra [9], and SiNE [18]. We randomly select 80% edges
as training set and the remaining 20% as the test set. After we get node embed-
dings from DeepWalk, LINE or SiNE, we follow the way in [4] to get edge
features through four operators (average, Hadamard, weighted-L1, weighted-L2)
and then choose the best one to display. With the learnt edge features, we train
a logistic regression classifier on training set and use it to predict the edge sign
in test set. We run with different random seed for 5 times to get the average
scores. We set all the embedding dimension 20 as SiNE [18] does. For the main
hyper-parameters in BASSI, we set epoch = 10, status difference gap γ = 0.5,
missing third edge learning rate η = 0.01. For baselines, we follow the default
settings in their paper.

3.2 Results for Sign Prediction

We report the average auc, macro-F1 and micro-F1 as evaluation metrics as
those in [9,18]. Table 1 shows the results. Scores in bold denote the highest
performance among all methods.

Table 1. Results for sign prediction on Slashdot and Epinions

Dataset Metric DW LINE SiNE FExtra BASSI

Slashdot auc 0.7703 0.5470 0.8357 0.8866 0.9041

macro-F1 0.6005 0.4364 0.7174 0.7391 0.7906

micro-F1 0.7775 0.7742 0.8260 0.8465 0.8601

Epinions auc 0.8170 0.5704 0.7822 0.9446 0.9503

macro-F1 0.6141 0.4605 0.6154 0.8070 0.8714

micro-F1 0.8693 0.8533 0.8627 0.9213 0.9387

We can observe that on both datasets our BASSI model significantly out-
performs all baselines in terms of three metrics. (1) DeepWalk and LINE are
the worst, showing that it is not suitable to directly apply unsigned network
embedding methods to this problem. (2) SiNE performs better than LINE and
DeepWalk in most of cases while it is worse than FExtra and BASSI. This can
be due to that SiNE ignores sign’s direction information as it is designed for
undirected signed network. (3) FExtra is the second best, but it cannot com-
pete with BASSI. For example, BASSI has the macro-F1 score of 0.8714, while
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that for FExtra is 0.8070, showing a 7.98% increase. The reason can be that the
embedding process in BASSI can capture more complex latent relations than
the feature-engineering approach FExtra.

4 Experimental Evaluation on Node Ranking

Based on the status theory in signed network, the ranking score of each node
can be seen as its status. To demonstrate the property of such ranking scores
in real-world signed social network, we design a status comparison experiment.
Specifically, we simplify the comparison procedure used in the [12,14] as follows:
we take the test edges as the ground truth, and compare the status between

two adjacent nodes by their ranking scores. For example, vi
+(−)−→ vj can be

transformed into Ri < (>)Rj based on status theory. In this way, we can measure
how the ranking scores generated by different methods are consistent with the
ground truth.

We conduct the status comparison experiments on the Epinions and Slashdot
datasets. We use the following six baselines: Prestige [20], PageRank [2], Exp [16],
PageRank [2], MPR [12], MHITS [19] and Troll-Trust [19]. We use 80% edges as
training set and 20% edges as test set and use accuracy an the evaluation metric
as that in [12,19]. For Troll-Trust, we test different combinations of β = [0.01,
0.1, 0.2, 0.5, 0.9] and λ1 = [0.1, 0.5, 1.0, 5.0, 10.0, 100.0] and choose the best
results on Slashdot and Epinions. For other baselines, we follow the setting of
Troll-Trust [19]. For our BASSI model, we simply get the ranking scores from
the model trained in the sign prediction task. The results are shown in Table 2.

Table 2. Accuracy for status comparison on Slashdot and Epinions

Dataset Method

Prestige PageRank Exp MPR MHITS Troll-Trust BASSI

Slashdot 0.4619 0.6273 0.5920 0.5815 0.5518 0.5915 0.7345

Epinions 0.5134 0.6515 0.6457 0.6503 0.5883 0.6424 0.7270

It is clear that our BASSI model preserves the status property signifi-
cantly better than any other ranking methods in both networks. This could
be attributed to that BASSI unifies two theories in a framework, and it benefits
from the balance theory to learn better status representations for the nodes.

5 Conclusion

In this paper, we propose a novel BASSI (BAlance and Status combined SIgned
network embedding) model to learn the node and edge representations in social
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networks. In particular, we first define two new objective functions to mathe-
matically modeling the balance theory and status theory. We then design a deep
neural structure to combine two theories in a unified framework. Based on the
deep network, we learn the node embedding and edge embedding denoting the
status of a node and the sign of an edge, which can be directly used in node rank-
ing and sign prediction tasks. We conduct extensive experiments on real world
networks. The results demonstrate that our model significantly outperforms the
state-of-the-art baselines.

In the future, we plan to investigate how the learnt representations can be
used in other applications like community detection or recommendation. We
are also interested in making connections between our model and the social
properties of real world networks.
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