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Abstract. Traditional Collaborative Filtering (CF) models mainly
focus on predicting a user’s preference to the items in a single domain
such as the movie domain or the music domain. A major challenge for
such models is the data sparsity problem, and especially, CF cannot make
accurate predictions for the cold-start users who have no ratings at all.
Although Cross-Domain Collaborative Filtering (CDCF) is proposed for
effectively transferring users’ rating preference across different domains,
it is still difficult for existing CDCF models to tackle the cold-start users
in the target domain due to the extreme data sparsity. In this paper,
we propose a Cross-Domain Latent Feature Mapping (CDLFM) model
for cold-start users in the target domain. Firstly, the user rating behav-
ior is taken into consideration in the matrix factorization for alleviating
the data sparsity. Secondly, neighborhood based latent feature mapping
is proposed to transfer the latent features of a cold-start user from the
auxiliary domain to the target domain. Extensive experiments on two
real datasets extracted from Amazon transaction data demonstrate the
superiority of our proposed model against other state-of-the-art methods.
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1 Introduction

With the quick development of Internet and Web techniques, e-commerce has
become increasingly popular. In order to help consumers find what they really
desire from the massive amounts of products, recommender systems become
indispensable in most e-commerce websites. Collaborative Filtering (CF) is a
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widely used technique in recommender systems due to the fact that it requires
little domain-specific knowledge. Traditional CF models focus on single-domain
user preference prediction and suffer from the data sparsity problem. Although
Cross-Domain Collaborative Filtering (CDCF) is proposed to enrich the knowl-
edge in the target domain by taking advantage of multi-domain ratings, and
most CDCF models, e.g. TCF [1], CST [2], CMF [3] are designed to alleviate
the single-domain data sparsity problem, while how to effectively recommend for
the cold-start users is still not fully explored.

Fig. 1. Illustration of the cross-domain recommendation for cold-start users (Color
figure online)

In real world, the cold-start users of an item domain may have ratings in
another item domain. Thus, the problem setting about cross-domain recommen-
dation for cold-start users studied in this paper is illustrated in Fig. 1. One can
see from Fig. 1 that cold-start users only have ratings in the auxiliary domain,
which is different from most previous works [1,2] that only assume the auxiliary
domain data is relatively denser than the target domain data. Users who have
ratings in both domains are called linked users whose rating data is marked with
dashed red box in Fig. 1. It is challenging to make recommendations for the cold-
start users in the target domain. First, rating matrices in different item domains
are usually sparse, which makes it difficult to characterize users. Second, there is
no rating data for cold-start users in the target domain, and user rating behavior
and preference in different domains are varied.

To address the above challenges, we propose a Cross-Domain Latent Feature
Mapping (CDLFM) model. Firstly, we handle the rating matrices in different
domains separately with Matrix Factorization by incorporating User Similar-
ities (MFUS) in order to gain domain-specific user latent features in sparse
domains. Next, to transfer the knowledge of user characteristics across domains,
we propose a neighborhood based gradient boosting trees method to learn the
cross-domain user latent feature mapping function for each cold-start user. Due
to space limit, the details of CDLFM are addressed in our technical report [4].
Our major contributions are summarized as follows:
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• An improved rating matrix factorization model is proposed which is the first
to consider users’ similarity relationship reflected from their rating behaviors.

• A neighborhood based gradient boosting trees method is proposed for more
accurately performing cross-domain latent feature mapping.

• We conduct extensive experiments on the Amazon rating data to evaluate the
proposed model and make comparisons with other state-of-the-art models.

2 Related Work

The existing research related to our work mainly includes matrix factorization
and cross-domain recommendation. Compared with existing rating matrix fac-
torization models [5–7], besides taking the user rating behavior into consider-
ation, our MFUS also capitalizes on the advantages of both the neighborhood
and latent factor models by incorporating user similarities into the Matrix Fac-
torization (MF) [5] process. TagiCoFi [7] also aims to improve the performance
of MF via user similarities, but it relies on tagging information.

For cross-domain recommendation, transfer learning has been used exten-
sively for alleviating the data sparsity problem. For the cold start problem,
there have been tag-based and review-based cross-domain factorization models
[8,9], and Hu [10] mentions the unacquainted world for users. EMCDR [11] and
[12] try to use the Multi-Layer Perceptron (MLP) and a transformation matrix
to map the user feature vector across domains, but they take all the linked users
into consideration which may introduce noise. On social networks [13], Zhao
[14] maps users’ social networking features to another feature representation for
product recommendation. In our work, no text information is available and we
make cross-domain feature mapping in a more explicable way.

3 Matrix Factorization by Incorporating User Similarities

The user rating behaviors in different item domains can be quite different. Firstly,
we handle the rating matrices of different domains separately. In order to bet-
ter characterize users in sparse domains, we take users’ rating behaviors into
consideration and an improved rating matrix factorization model named MFUS
(Matrix Factorization by incorporating User Similarities) is proposed.

3.1 Rating Behavior Based User Similarity Measures

Similarity Based on Common Ratings. Given two users u and v, if they
have commonly rated products Cuv, we can compute their similarity based on
their rating similarity on Cuv. In our experiments, we first compute the aver-
age of squared rating difference over the users’ ratings on Cuv, and then a
monotonously-decreased exponential function is used to transform the difference
into a similarity value.
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Similarity Based on the Estimations of Having No Interest. A user’s
potential preference can be also reflected by the products that he/she does not
give ratings to, and we can not arbitrarily conclude that a user does not like the
unrated products. We use Pui to represent the probability of user u having no
interest on the product i. If u dose not rate i, Pui can be estimated by Pui =

[1 − f1 (nu) × f2 (ni)]× [1 − f3 (ni/n) × f3 (nHi/ni)], where f1 (nu) =
√

1 − n2
u

m2 ,

f2 (ni) =
√

1 − n2
i

n2 , f3 (x) = 2
1+e−σx − 1. n and m denote the numbers of users

and products in a domain. nu and ni represent the total rating numbers of user
u and product i. nHi is the number of high ratings on product i (the high rating
is 4 or 5 in our experiments). When user u rates product i, Pui can be estimated
from the rating score Rui. For example, if Rui = 1, Pui = 1; if Rui = 2, Pui = 0.8;
if Rui = 3, Pui = 0.5 and so on.

Given two users and the products which have not been rated by both of them,
we can compute a similarity value based on the computed probability values.

Similarity Based on Rating Biases. We observe that users’ rating values are
usually unevenly distributed. For example, high ratings, 4 and 5, usually account
for a large proportion, while low ratings hold a small proportion. We call this
as the rating biases of users. Here, we adopt the idea of TF-IDF to measure the
users’ rating biases, and the rating bias of user u to rating score r ∈ {1, 2, 3, 4, 5}
can be calculated via rf (u, r) × logbase (n/uf (r)), where uf (r) represents the
number of users who have given the rating score r, rf (u, r) = nur/

(∑5
z=1 nuz

)
,

nur represents the frequency of rating score r used in u’s rating history, and base
is a predefined parameter (base = 2 in our experiments). Then we can compute
the third similarity measure based on the users’ rating biases.

Finally, for users u and v, the weighted average of the three similarity mea-
sures is used as the final similarity value between them.

3.2 Rating Matrix Factorization

We embed the user similarities in Sect. 3.1 into the matrix factorization model
as a new regularization term and our goal is solving the following minimization
problem:

min
U,V

1
2

n∑
u=1

m∑
i=1

Yui

(
Rui − Uu∗VT

i∗
)2

+
α

2
tr

(
UUT

)

+
α

2
tr

(
VVT

)
+

β

2

n∑
u=1

n∑
v=u+1

Suv ‖ Uu∗ − Uv∗ ‖2
(1)

where Uu∗ and Vv∗ represent the latent features of user u and product i, (·)T
and tr (·) denote the transposition and trace of a matrix, and Yui is 1 if user u
rated product i and 0 otherwise. α and β are the regularization parameter to
prevent over-fitting. Equally, we transform (1) to
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min
U,V
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(2)

where L = D − S with D being a diagonal matrix whose diagonal element is
Duu =

∑n
v=1 Suv, S is the users’ similarity matrix, and I is an identity matrix.

We apply the alternating gradient descent to optimize one column of U or one
row of V at a time. If we use F to represent the objective function in (2), the
gradients can be computed as follows:

∂F
∂U∗k

= (αI + βL)U∗k−x, x∈Rn×1 with xu =
∑m

i=1 Yui

(
Rui − Uu∗VT

i∗
)
Vik

∂F
∂Vi∗

= −∑n
u=1 Yui

(
Rui − Uu∗VT

i∗
)
Uu∗ + αVi∗.

4 Neighborhood Based Latent Feature Mapping

The proposed MFUS can learn the domain-specific latent features of users in
different domains. However, for the cold-start users UT , we can only obtain
their latent features in the auxiliary domain which cannot be used directly for
making recommendation in the target domain due to the different semantic
meanings of latent features in different domains. However, the same user’s latent
features in different domains can be highly correlated. Therefore, we try to use
the linked users UL as a bridge to learn the function F which can map the user’s
latent features from the auxiliary domain to the target domain. The input of the
mapping function F is a user’s latent features in the auxiliary domain and the
output is the same user’s latent features in the target domain.

We adopt the Gradient Boosting Trees (GBT) method [15] to learn the map-
ping function F since it is powerful to capture higher-order transformation rela-
tionship between the input and output. Assuming the dimension of the latent
features in the target domain is Kt, we can use GBT Kt times and learn the
mapping function F =

{
f (k) (x)

}Kt

k=1
, where the jth subfunction f (j) (x) takes

the user’s latent features in the auxiliary domain as input and returns the jth
mapped latent feature in the target domain. Moreover, for each cold-start user,
we use the similar linked users to learn the mapping function. Thus in the last
step of our model, for each user u ∈ UT , we use Nu to denote the similar linked
users to u with each v ∈ Nu, v ∈ UL and Sa

uv > sim. Here, sim is a predefined
similarity threshold value and Sa

uv is the user similarity in the auxiliary domain
computed in MFUS. Latent feature pairs {Ua

v∗,U
t
v∗}v∈Nu

, where Ua
v∗ and Ut

v∗
represent user v’s latent features in the auxiliary domain and target domain, are

used to learn the mapping function Fu =
{

f
(k)
u (x)

}Kt

k=1
via GBT. According to

the latent features Ua
u∗ and the mapping function Fu, we can compute the user

mapped latent features u in the target domain with the element uk = f
(k)
u (Ua

u∗).
Based on the latent feature matrix of products in the target domain, the rating
predictions of the cold-start user u can be computed by r̂ = VtuT .
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5 Experiments

5.1 Experiment Setup

We extract two datasets from the Amazon rating data [16]. The first extracted
dataset consists of the ratings about movies and books, and the second one
consists of the ratings about movies and electronic products. We first filter out
the linked users and items with very small number of ratings. Besides the linked
users, some active users who have given a large number of ratings in a certain
domain are also included. Finally, we have 16926 linked users in the first dataset
and 12004 linked users in the second one. The statistics of the two datasets are
given in Table 1. RMSE and MAE are used as the evaluation metrics, and we
compare our model CDLFM with the following baselines AF [1], CDCF-U [10],
CDCF-I [10], CMF [3], TMatrix [12] and EMCDR [11], where EMCDR is one
state-of-the-art cross-domain recommendation method for cold-start users.

Table 1. Statistics of the two datasets used for evaluation

Dataset 1 Rating value Density

Movie {1, 2, 3, 4, 5} #users 17926 0.00225

#movies 4595

#ratings 185421

Book {1, 2, 3, 4, 5} #users 17426 0.00149

#books 8935

#ratings 231564

Dataset 2

Movie {1, 2, 3, 4, 5} #users 12203 0.00307

#movies 3625

#ratings 135587

Electronics {1, 2, 3, 4, 5} #users 12728 0.00212

#electronics 4302

#ratings 115955

5.2 Experimental Results

Experiments with different auxiliary and target domains are denoted as MB and
ME for brevity. For example, MB denotes the experiments on Dataset 1 with
Movies as the auxiliary domain and Books as the target domain. The dimension
of latent features is set to 15 and sim in CDLFM is set to 0.45.

Impact of Data Density. To evaluate the impact of data density, we randomly
select 50% of the total linked users as the cold-start users and construct three
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Fig. 2. Performance of methods under different data density levels

Fig. 3. Performance of methods under different overlap levels

different training sets denoted as density levels 50%, 70% and 100%. Taking the
density level 70% for example, the training set consists of 70% of the total rat-
ings in the auxiliary domain and 70% of the remaining ratings (after removing
the cold-start users’ ratings) in the target domain. Figure 2 report the results
on different datasets and CDLFM performs best under all different data density
levels. For EMCDR, MLP are learned based on all linked users which may intro-
duce noise. Besides, from Fig. 2, one can see that the sparser the dataset is, the
improvement of our model compared to EMCDR is more obvious.

In our model, MFUS can learn more accurate domain-specific latent features
in sparse domains and neighborhood based GBT can learn more appropriate
feature mapping function for each cold-start user. Therefore, we can predict
cold-start users’ latent features and preference accurately in the target domain.

Impact of the Size of Linked Users. we also experiment with three differ-
ent user overlap levels, namely 30%, 50% and 70%. Taking overlap level 30% for
example, we randomly select 70% of the total linked users as the cold-start users,
and the remaining ratings in the dataset compose the training set. The results
are reported in Fig. 3. One can see that our model achieves the best perfor-
mance under all user overlap levels. Similarly, the less users overlap between two
domains, the improvement of our model compared to EMCDR is more obvious.

6 Conclusions

In this paper, we present a novel model CDLFM for more effective cross-domain
recommendation for cold-start users. Firstly, a new rating matrix factorization
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model is proposed to learn more accurate latent features of users in sparse
domains. Then, a neighborhood based feature mapping method is used to learn
more appropriate latent feature mapping function across domains. The experi-
mental results demonstrate the superiority of our model.
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