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Abstract. In this paper, we propose a novel Cross-Domain Collabo-
rative Filtering (CDCF) algorithm termed Low-rank and Sparse Cross-
Domain (LSCD) recommendation algorithm. Different from most of the
CDCF algorithms which tri-factorize the rating matrix of each domain
into three low dimensional matrices, LSCD extracts a user and an item
latent feature matrix for each domain respectively. Besides, in order to
improve the performance of recommendations among correlated domains
by transferring knowledge and uncorrelated domains by differentiating
features in different domains, the features of users are separated into
shared and domain-specific parts adaptively. Specifically, a low-rank
matrix is used to capture the shared feature subspace of users and a
sparse matrix is used to characterize the discriminative features in each
specific domain. Extensive experiments on two real-world datasets have
been conducted to confirm that the proposed algorithm transfers knowl-
edge in a better way to improve the quality of recommendation and
outperforms the state-of-the-art recommendation algorithms.
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1 Introduction

Nowadays, for the sake of the benefit of businesses and the satisfaction of users,
many online platforms like Amazon, Netflix and Douban use recommendation
algorithms [1–3] to recommend items to users who are the most likely to be
interested in them by analyzing huge amounts of data about user behaviour.
More often than not, the task of recommendation algorithm is to speculate the
value of missing ratings in the sparse user-item rating matrix by analyzing a
few known ratings. Then some unrated items with high predicted ratings will
be recommended to the target users. Collaborative Filtering (CF) [4,5] is the
most widely used recommendation algorithm and one representative technology
for collaborative filtering is matrix factorization.
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Over the past decade, matrix factorization has attracted an increasing
amount of attention and has been applied in many areas such as machine learn-
ing [6] and data mining [7]. From the perspective of collaborative filtering [4],
matrix factorization firstly extracts latent factors of users and items from the
user-item rating matrix and then predicts missing ratings according to those
latent factors. In practice, the rating matrix is usually quite sparse so that it is
difficult to learn satisfactory latent factors of users and items which will make
a great impact on the quality of rating prediction. Besides, it is a challenging
task to make reliable predictions for new users due to the lack of the relevant
rating data. In order to solve the above data sparsity and cold-start problems
as well as improve the quality of recommendation [8], transfer learning [9] has
been integrated into matrix factorization to transfer the knowledge from auxil-
iary data to rating data. Some typical auxiliary data are social media [10], tag
information [11], user reviews [12] and product images [13].

As a special case of transfer learning, Cross-Domain Collaborative Filtering
(CDCF) [14] transfers knowledge of rating data among multiple domains to make
a better recommendation. It predicts ratings for all domains by learning from
multiple rating matrices of different domains together. Combining all domains,
we have more data to describe the features of users which can mitigate the
sparsity problem. If a user does not get any ratings to items in a target domain
but there are some ratings in other relative domains, we can solve the cold-
start problem by learning the features of the user from other relative domains.
Most existing CDCF methods [15–18] tri-factorize the rating matrix of each
domain into three low dimensional matrices which represent user latent factors
(or labels), codebook (or rating pattern matrix) and item latent factors (or
labels) respectively. Usually, the codebook describing the relations between the
clusters of users and items is shared among domains. Besides, users may appear
in all domains and the user factors can also be shared, so user latent factor
matrix or codebook can be viewed as a bridge to transfer knowledge. However,
in the scenario where the domains are uncorrelated, the bridge can not transfer
meaningful knowledge and even transfer negative knowledge which reduces the
effect of recommendation. Besides, even for the same user, the performance will
differ from one domain to another. So there are some domain-specific features of
each user. Unfortunately, there is still a lack of methods differentiating shared
features and domain-specific features adaptively.

To solve the above problems, we propose a novel cross-domain collaborative
filtering algorithm termed Low-rank and Sparse Cross-Domain (LSCD) recom-
mendation algorithm. Different from most of the existing CDCF algorithms,
we decompose all the rating matrices of different domains into user and item
latent feature matrices. More specifically, each user latent feature matrix con-
sists of two parts: user-domain-shared feature matrix and user-domain-specific
feature matrix. The former is used to describe the overall preferences of users
among multiple domains which is modeled by a low-rank matrix. And the latter
is a sparse matrix which is used to characterize the discriminative features in
each domain because the expressions of some features vary from one domain to
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another. For example, if a user is willing to give high ratings to all items on aver-
age, we can capture this feature by analyzing the rating records of all domains.
But if the user prefers movies to books, the user may give higher ratings on movie
domain than book domain. So, a domain-specific feature matrix should be used
to adjust shared feature matrix to fit specific domain. Therefore, if the domains
are correlated, the performance can be improved because we use more rating
data to learn the shared features of users. On the contrary, if the domains are
uncorrelated, the performance can still be improved because we can distinguish
the domain-specific features of different domains.

Extensive experiments have been conducted on two real world datasets: Ama-
zon and MovieLens. The results show that the proposed LSCD recommendation
algorithm can improve the quality of recommendation as the number of domains
increases even the domains are uncorrelated and outperforms the state-of-the-art
recommendation algorithms.

2 The Proposed Algorithm

We assume there are D domains in a recommendation task. The input user-
item rating matrix Rd ∈ R

m×nd represents the rating relation between m users
and nd items in the dth domain. Note that the users are the same in each
domain. Each entry denotes the rating of a user to an item within a certain
numerical interval [Rmin, Rmax] which will vary on different datasets. The rating
will be zero if the user has not rated the item. Id is the indicator matrix of Rd,
where the value will be equal to one if the corresponding item in Rd has been
rated or zero otherwise. U ∈ R

m×l is the user-domain-shared feature matrix
and Hd ∈ R

m×l is the user-domain-specific feature matrix in the dth domain.
V ∈ R

nd×l denotes the item latent feature matrix in the dth domain. Among
them, l � min(m,nd),∀d = 1, . . . , D is the number of latent features.

In the dth domain, the user latent feature matrix is the sum of the domain-
shared feature matrix and domain-specific feature matrix, i.e., U + Hd. In the
proposed algorithm, the shared features and domain-specific features can be dif-
ferentiated adaptively. Based on the traditional matrix factorization algorithm,
the predicted ratings of users to unrated items in the domain can be estimated
by the product of users’ and items’ latent feature matrices,

Pd = (U + Hd)V T
d . (1)

In matrix factorization, those latent feature matrices will be learnt from rating
data by minimizing the sum of squared errors between real ratings and predicted
ratings. Besides, we should learn all the parameters among all domains together
so that the shared features and domain specific features of users can be distin-
guished, and the user-domain-shared feature matrix U can be viewed as a bridge
to transfer knowledge among domains. So the loss function is,

1
2

D∑

d=1

‖(
Rd − (U + Hd)V T

d

) � Id‖2F ,

where ‖ · ‖F is Frobenius norm and � denotes the Hadamard product.
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Multi-Task Learning (MTL) [19] captures the task relationship via a shared
low-rank structure, and CDCF is similar to this learning method since we want
to explore the latent feature relationship among multiple domains. So the basic
idea of MTL inspires us to divide the factors of users into shared part and
domain-specific part. The shared part is used to model the overall preferences of
users among multiple domains. Although the dimension of U is Rm×l, the num-
ber of shared features may be less than l and even equal to 0 if the domains are
uncorrelated. When the domains are uncorrelated, it is not necessary to trans-
fer knowledge because transferring negative knowledge may reduce the effect.
Besides, if the domains are strongly correlated, the rank of U is at most l. So we
need to find some important shared features from the l features, the number of
which may be less than l. Besides, we can get a good result even the number of
features is not large enough, since the most important features can be selected.
Therefore, we assume U is low-rank. So users will share the same low-rank fea-
ture subspace and we should minimize rank(U) to get a low-rank structure of
user-domain-shared feature matrix.

On the other hand, the preference of a user to different domains will vary
slightly as discussed earlier and it can be reflected by a few features. So we use
entry-wise sparse regularization term to identify those discriminative features
in each domain. Because l0-norm counts the number of nonzero elements of a
solution, we should minimize ‖Hd‖0 to get a sparse structure of user-domain-
specific feature matrix. And the matrix can be utilized to adjust domain-shared
feature matrix to fit specific domain. The objective function is,

LO =
1
2

D∑

d=1

‖(
Rd − (U + Hd)V T

d

) � Id‖2F +
λV

2

D∑

d=1

‖Vd‖2F

+ λU rank(U) + λH

D∑

d=1

‖Hd‖0,

where λV , λU and λH are regularization coefficients. The ratio between λH and
λU is used to control the composition’s ratio of shared and domain-specific parts
in user latent features. The Frobenius norm of Vd is added to prevent overfitting.
However, for U and Hd, the Frobenius norms are not necessary because the low-
rank and sparse regularization terms of the two variables can also do this.

Solving the above nonconvex optimization problem is NP-hard. As pointed
out in [20], if the rank of U is not too large and Hd is sparse, the regularization
terms rank(U) and ‖Hd‖0 can be approximated by the tightest convex relaxation
‖U‖∗ and ‖Hd‖1 respectively where ‖·‖∗ and ‖·‖1 denote the Nuclear norm and
the l1-norm of a matrix, respectively. Therefore, the relaxed objective function is,

L =
1

2

D∑

d=1

‖(
Rd − (U + Hd)V

T
d

) � Id‖2
F +

λV

2

D∑

d=1

‖Vd‖2
F + λU‖U‖∗ + λH

D∑

d=1

‖Hd‖1.

The approximate projected gradient method is used to solve the above objective
function. After obtaining the latent feature matrices U , Hd and Vd, the predicted
rating matrix Pd of each domain can be estimated by Eq. (1).
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3 Experiments

In this section, some experiments are conducted to evaluate the effectiveness of
the proposed method1.

3.1 Datasets and Evaluation Measures

In our experiments, two real-world datasets with multiple item domains are used,
namely Amazon and MovieLens.

– Amazon2: This dataset is obtained from Julian McAuley [13], which contains
6,643,669 users, 2,441,053 products and 80,737,555 ratings of 24 domains from
Amazon spanning Jun 1995–Mar 2013. Each record is a (user, item, rating,
timestamp) tuple and the time information is not used. Four item domains
are used in our experiments, i.e., Book, CD, Music and Movie.

– MovieLens3: This dataset is obtained from the Information Retrieval Group
at Universidad Autónoma de Madrid, which contains 2113 users, 10,197
movies, and 855,598 ratings from MovieLens spanning 1970–2009. We use
the tags of movies to classify the ratings into 18 domains and the four movie
domains are used in our experiments, i.e., comedy (COM), dramatic (DRA),
action (ACT), thrilling (THR) domains.

Without loss of generality, the two datasets are split randomly with 80% as the
training set and 20% as the testing set. In order to evaluate the quality of the
recommendation algorithms, two widely used evaluation metrics, namely Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE), will be used to
measure the accuracy of the predicted ratings.

3.2 Comparison Experiments

We compare the results of the predicted ratings of the proposed LSCD algo-
rithm with nine state-of-the-art recommendation algorithms, i.e., N-CDCF-U,
N-CDCF-I, MF-CDCF, CMF [21], CDTF, CLMF [17], TALMUD [15],
CDLD [22] and PCLF [23] where N-CDCF-U, N-CDCF-I, MF-CDCF and
CDTF are from the same paper [16]. N-CDCF-U and N-CDCF-I are neighbor-
hood based collaborative filtering methods computing the similarities between
users and between items by cosine similarity over all items and users respec-
tively. But the other eight algorithms (including LSCD) are matrix factorization
methods. For these matrix factorization methods, we set the dimensionality of
latent feature vector l = 50. Besides, the step size μ and the item regularization
coefficient λV are set to 0.001 and 0.1 respectively. To be fair, all the regulariza-
tion coefficients of the compared algorithms are set to 0.1. We initialize all the
latent feature matrices randomly.
1 Source code and datasets are available at https://github.com/sysulawliet/LSCD.
2 http://jmcauley.ucsd.edu/data/amazon.
3 https://grouplens.org/datasets/hetrec-2011.

https://github.com/sysulawliet/LSCD
http://jmcauley.ucsd.edu/data/amazon
https://grouplens.org/datasets/hetrec-2011
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Fig. 1. Performance comparisons of different combination of two domains.

There are 11 combinations of the 4 domains. Plotting all the results in a
figure will lead to chaos. Without loss of generality, we plot some typical com-
binations of domains. The comparison results in terms of MAE and RMSE on
the two datasets over two domains are reported in Fig. 1. Six different pairs of
domains are selected from each dataset respectively. The results show that the
proposed LSCD algorithm outperforms the other state-of-the-art CDCF algo-
rithms in all combinations of two domains. Generally speaking, the other five
matrix factorization methods are inferior to the two neighborhood based col-
laborative filtering methods on the MovieLens dataset but better than the two
algorithms on the Amazon dataset. The reason is that, the Amazon dataset is
much sparser than the MovieLens dataset, and those matrix factorization meth-
ods can work well when data information is sparse because they predict ratings
according to latent features rather than the original data. Besides, those neigh-
borhood based collaborative filtering methods have more advantages when the
rating matrix is dense since they can get a more precise user or item similarity
matrix. But the proposed LSCD algorithm which is also based on matrix factor-
ization can work well on both datasets. One reason may be that the low-rank
structure of U makes it able to catch the shared feature subspace of users from
few entries.
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On the other hand, the results of different combinations of two domains are
quite different. For example, the performance of (CD + Music) domains is better
than (Book + Music) domains on the Amazon dataset. And the performance of
(DRA + ACT) domains is better than (COM + ACT) domains on the MovieLens
dataset. Intuitively, Music is more correlated to CD than Book and action movie
is more correlated to dramatic movie than comedy movie. So the performance of
correlated domains will be better for the eight recommendation algorithms. But
the proposed LSCD algorithm can obtain good results even the two domains
are uncorrelated since the all sparse matrices Hd can characterize those domain-
specific features of users and differentiate all domains better.

4 Conclusion

In this paper, we have proposed a novel cross-domain collaborative filtering
recommendation algorithm termed LSCD which can better model the latent
features of users to improve the quality of rating prediction. Based on matrix
factorization, we assume the user latent features are divided into shared and
domain-specific parts. We use low-rank matrix to capture the shared feature
subspace of users and use sparse matrix to identify discriminative features in
each domain. The objective function is optimized by the approximate projected
gradient method and theoretical analysis has shown the complexity and con-
vergence of the proposed algorithm. Extensive experiments on two real-world
datasets have confirmed that the proposed algorithm can transfer knowledge
among domains in an even better fashion and significantly outperforms state-of-
the-art recommendation algorithms.
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