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Introduction

Joss Moorkens, Sheila Castilho, Federico Gaspari, and Stephen Doherty

Abstract The continuing growth in digital content means that there is now
significantly more linguistic content to translate using more diverse workflows
and tools than ever before. This growth necessitates broader requirements for
Translation Quality Assessment (TQA) that include appropriate methods for the
domain, text type, workflow, and end-user. With this in mind, this volume sheds light
on TQA research and practice from academic, institutional, and industry settings
in its unique combination of human and machine translation evaluation (MTE).
The focus in this book is on the product, rather than the process, of translation.
The contributions trace the convergence of post-hoc TQA methods, with cross-
pollination from one translation method to another: New error typologies are being
taken on for MTE; the concept of ‘fitness for purpose’ when raw or post-edited MT
is considered ‘good enough’ is now also used for crowdsourced translation. The
state-of-the-art evinces a pragmatic focus, calibrated to a targeted end-user group.
Understanding translation technologies and the appropriate evaluation techniques is
critical to the successful integration of these technologies in the language services
industry of today, where the lines between human and machine have become
increasingly blurred and adaptability to change has become a key asset that can
ultimately mean success or failure in a competitive landscape.
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The continuing exponential growth in primarily digital content means that there is
now significantly more linguistic content to translate using more diverse workflows
than ever before. This growth necessitates broader requirements for Translation
Quality Assessment (TQA) that include appropriate methods for the domain, text
type, workflow, and end-user. With this in mind, this volume sheds light on TQA
research and practice from academic, institutional, and industry settings in its unique
combination of human and machine translation evaluation (MTE). Understanding
translation technologies and the appropriate evaluation techniques is critical to
the successful integration of these technologies in the language services industry
of today, where the lines between human and machine have become increasingly
blurred and adaptability to change has become a key asset that can ultimately mean
success or failure in a competitive landscape. This tumultuous environment affects
all translation stakeholders, from students and educators to project managers and
language services professionals, including in-house and freelance translators, as
well as, of course, translation scholars and researchers.

At a high level, translation providers may try to ensure trust in translation quality
levels by following standard approaches and workflows, such as the International
Standards Organisation (ISO) 17100 translation process standard,1 or the 18587
process for the human post-editing of MT output.2 Another approach is to measure
quality using traditional definitions of post-hoc quality, and it is these that we focus
on to a greater extent in this volume.3 Both approaches are used in tandem in the
world’s largest translation service, the European Commission Directorate-General
for Translation (DGT), as described in detail in the chapter by Drugan et al. Not
only is the DGT process the gold standard for translation quality, but it is an unusual
example of moving beyond formal equivalence to a scenario in which each language
version may be considered the ‘original’ text, due to legal effect, in that these texts
“create rights, obligations and legitimate expectations” (ibid.).

What becomes clear when reading the following chapters is the convergence
of post-hoc TQA methods, with cross-pollination from one translation method to
another. New standard error typologies (see Lommel, in this volume), introduced to
replace the previous TQA models, are being taken on for machine translation (MT)
evaluation, as described by Popović. The concept of ‘fitness for purpose’ when raw
or post-edited MT is considered ‘good enough’ for a notional translation end-user,
as discussed by Way (this volume), is now also used for crowdsourced translation, as
described by Jiménez-Crespo (this volume). Crowdsourced evaluation is becoming
more common within the MT research community, particularly for large-scale
competitive shared tasks (Graham et al. 2017).

1https://www.iso.org/standard/59149.html
2https://www.iso.org/standard/62970.html
3Abdallah (2017) suggests that an all-encompassing quality model should include not only process
and product, but also social quality, as the interactions and work practices of those in a translation
network are likely to affect process and product quality (see also Sect. 6.4, in Castilho et al.).
Drugan et al. consider this in their contribution.

https://www.iso.org/standard/59149.html
https://www.iso.org/standard/62970.html
http://dx.doi.org/10.1007/978-3-319-91241-7_2
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Consideration of the (usually assumed) requirements of a translation’s end-user
is not novel, and follows in the tradition of the functionalist approaches to transla-
tion, and in particular Skopos theory (Vermeer 1978). However, the sheer amount
of text to translate and the number of language pairs and directions has led to a
new level of pragmatism in large translation service providers, whereby a sharpened
focus on a targeted end-user (as detailed in Suojanen et al. 2015) has added a
new meticulously calibrated variability to translation quality requirements. These
may be expressed using vague, relatively undefined terms, such as the prescriptive
guidelines for light or medium post-editing, the exacting requirements of detailed
error typology evaluations with an elaborate system of associated penalties, or a
combination of approaches tailored for a translation client.

The subtitle of this volume is From Principles to Practice, and some of the
principles of TQA are only of use in an academic context, or in the case of error
typologies have been too unwieldy to apply at scale, tend to be difficult to explain
to translation clients, and were for many years at a developmental standstill. For
this reason, we hope to bring principles and practice together in this volume, with
descriptions of highly complex use-cases for many text and translation process types
(Drugan et al. and Way), novel empirical applications of translation technology and
evaluation (O’Brien et al.; Toral and Way; Specia and Shah), and considerations of
broadened future TQA applications (Doherty and Kruger; Jiménez-Crespo).

The first part of the book examines the state-of-the-art in TQA, beginning with a
chapter by Castilho et al., who provide a historical background and an overview of
established and developing approaches to human and machine TQA. In this opening
chapter, the most popular automatic MT evaluation metrics are described in detail.
This is followed by an in-depth discussion of the leading current issues in TQA,
including problems with standardisation and consistency, particularly in relation to
translator education and training, a topic returned to in a later chapter of the book
(see Doherty et al.).

Drugan, Strandvik, and Vuorinen bring experience and expertise from both
academia and translation quality in an institutional setting. Drugan (2013) has pre-
viously combined academic, theoretical and professional approaches to measuring
and improving translation quality, offering a critical analysis of their effectiveness
especially in industrial scenarios. This chapter focuses on the particular quality
requirements of the European Commission DGT, wherein legislative texts in all
official EU languages are considered equivalent and equally authentic. Defining
translation quality and consistently managing quality expectations are challenging
tasks when trying to balance legal compliance and maintain consistency among
a huge and geographically dispersed cohort of translators, with varied translation
processes and working conditions as either public servants or freelance work-
ers. This chapter details the complex and interconnected TQA methodologies
employed within the DGT. The authors also consider implications of these pro-
cesses beyond translation for institutional and (increasingly) freelance translators
to whom European Commission work is outsourced, with regard to power, agency,
professionalism, and values.
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Jiménez-Crespo describes how the relatively novel practice of crowdsourcing
has impacted the notion of translation quality by expanding the fitness-for-purpose
model (see also Way, in this volume), introduced with the growth in digital
content and the need for fast (and, one may add, low-cost) translations. The
author discusses the distribution of responsibility to different agents, that is, how
the responsibility for the translation quality may shift from language providers
and translators to participants from crowd platforms. Jiménez-Crespo presents
an overview of workflow practices in these crowd platforms inspired both by
professional context and translation automation. Translation crowdsourcing also
introduces some particular TQA measures, such as crowd selection, embedded
translator testing, and community-building.

In the final chapter of this part, Doherty et al. revisit some of the key issues
addressed in the volume, focusing on academic applications of TQA. Firstly,
teaching of contemporary evaluation methodologies provides translation graduates
with skills that we can already see prove valuable, with graduates moving on to
advisory roles in the language industry, using their expertise to take on such tasks
as workflow design, project preparation, and MT training data selection. Secondly,
familiarity with TQA measures prepares translation graduates for the standards
that will be applied and the quality expectations in the translation industry. For
these reasons, we advocate adding both of these applications of TQA to translation
curricula.

In the second part of the book, we look at developing applications of TQA.
Lommel has a long history of vital contributions to quality issues and standards in
the translation and localization industry. His chapter provides a historical context
for translation error typologies (also known as typologies and classifications),
mostly used in the translation industry, and the background to recent influential
developments in the area, namely the Multidimensional Quality Metrics (MQM) and
Dynamic Quality Framework (DQF). While these two approaches began indepen-
dently, they were harmonised in 2014. Lommel describes the hierarchy, dimensions,
scoring, and specifications of this recent systematic standard approach to assessing
translation quality. Popović describes the state-of-the-art for automatic, human,
and computer-aided annotation of MT errors according to various error typologies
as a way to compare MT systems or as a diagnostic tool for MT developers.
Human-annotated translations can give deep insight, but tend to suffer from low
inter-annotator agreement, especially when error classes are not clearly defined.
Popović explains why automatic tools struggle to accurately identify very specific
error types and tend to confuse mistranslations, omissions, and additions. She also
discusses the evolution of MT error typologies, and describes experiments with
different analysis methods (including the MQM, described in detail in Lommel’s
chapter), such as attempts to employ linguistic check-points to identify specific
linguistic phenomena that cause particular problems. This chapter brings up the need
to consolidate disparate MT evaluation typologies, in order to improve consistency.
One particularly interesting suggestion is that widespread use of MQM for MT
evaluation would allow subsets of a single unified metric to be used for both human
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and MT evaluation. As an alternative, Popović suggests a unified metric based on a
number of typologies used in previous studies.

Way (2013) described use-cases appropriate for MT based on the perishability
of texts, but increases in quality, coupled with economic considerations, mean
that MT is being pressed into action in more workflows, and MT post-editing has
gone mainstream (Lommel and DePalma 2016). Cognisant of this, Way updates
his assessment of MT today in his contribution, explaining the “proper place”
of MT, human and automatic evaluation metrics, and task-based MT evaluation.
He addresses the weaknesses of automatic evaluation, and describes the changing
nature of MT systems. Finally, he examines how MT is currently deployed, and
considers associated questions of MT quality expectations and perception, and his
prediction of its continued use as a production tool alongside translation memory.

Audiovisual translation (AVT) is absent from contemporary discussions of TQA,
especially in the context of translation technologies of MT and post-editing. Doherty
and Kruger remedy this with a comprehensive overview of the state-of-the-art in
computer-aided AVT, and the difficulties of assessing whether translated media,
consumed using a wide range of media devices, translated employing a functionalist
approach, meet the needs of a heterogeneous audience. The authors consider
the difficulties of merging the distinct AVT quality needs, usually prescriptively
imposed (see Ivarsson and Carroll 1998), with concepts in TQA (such as accuracy)
when spatial and temporal constraints may require the subtitler to substantially
reformulate a target segment. They believe that the fields of language technology
and AVT are (and should be) convergent and that this convergence, along with
insights from cognitive translation studies, will help to show a holistic way in
which traditional and new metrics can be used complementarily for measuring AVT
quality.

The chapters in Part III present empirical studies, employing novel applications
of TQA. One suggestion from Way’s contribution on quality expectations of MT
is “system-internal confidence measures”. Relatedly, in this chapter, Specia and
Shah discuss the historical background, and “promising practical uses” of MT
quality estimation (QE). The purpose of QE is to provide an indicator of quality
for individual MT outputs in use, where reference segments are not available. The
authors describe several possible applications of sentence-level QE, such as to
predict post-editing effort, to select a preferred translation from several produced by
different MT systems, to choose effective MT training data, or to identify samples
for human evaluation using an error typology (rather than sampling randomly), and
provide experiment results to show to what extent QE has worked in a research
environment. MTQE is very much an active research topic today, and the authors are
clear that this is “far from a solved problem”. However, they envisage that successful
deployment of MTQE has “immense potential to make MT more useful to end-users
of various types”.

O’Brien, Simard and Goulet explore the potential of using MT and self-
post-editing as a second-language academic writing aid. The authors choose an
interesting range of quality assessment measures, comparing participant percep-
tions, temporal effort (time spent), and revisions required when participants write an
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academic abstract in their first language, then machine translate and self-post-edit
it, and when they write the abstract in English (their L2). Results are also compared
using an automatic grammar- and style-checking tool. Participants were generally
impressed with the quality of MT output, but some had difficulty in finding the
appropriate terminology in their native language, as they were used to using English
language terms. This study demonstrates the potential for reducing the cognitive
burden of authors when accessing international academic publishing via the current
lingua franca of English.

A recent, novel approach to MT using neural network models is introduced
by Toral and Way. Although Way advises the use of MT for highly perishable
texts in his other contribution, with Toral he investigates the results when that
advice is completely disregarded, translating a non-perishable and difficult content
type. They apply neural MT to literary texts and perform a quality assessment
comparing a portion of the output to that from statistical MT systems and published
human translations, showing surprisingly promising results, especially considering
the challenging text type.

At an extremely dynamic time for the translation industry, where the pressures of
technology and economy have accelerated change (not only for the better) in work
processes and working conditions, we consider that it is essential to continually
update knowledge of technology and process, in order to maximise one’s agency
as a translator, student, teacher, researcher, or process manager. As an aid for
such a purpose, we, the editors, believe that this volume covers the dominant
methods from various translation scenarios, providing a comprehensive collection
of contributions by leading international experts in human and machine translation
quality and evaluation who can situate current developments and chart future trends
of significant interest to the translation community as a whole.
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Part I
Scenarios for Translation

Quality Assessment



Approaches to Human and Machine
Translation Quality Assessment

Sheila Castilho, Stephen Doherty, Federico Gaspari, and Joss Moorkens

Abstract In both research and practice, translation quality assessment is a complex
task involving a range of linguistic and extra-linguistic factors. This chapter
provides a critical overview of the established and developing approaches to the
definition and measurement of translation quality in human and machine translation
workflows across a range of research, educational, and industry scenarios. We
intertwine literature from several interrelated disciplines dealing with contemporary
translation quality assessment and, while we acknowledge the need for diversity
in these approaches, we argue that there are fundamental and widespread issues
that remain to be addressed, if we are to consolidate our knowledge and practice
of translation quality assessment in increasingly technologised environments across
research, teaching, and professional practice.

Keywords Translation quality assessment · Principles to practice · Translation
industry · Translation metrics · Translation studies · Machine translation ·
Human translation · Professional translation
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1 Background

Translation is a complex cognitive, linguistic, social, cultural, and technological
process. Defining the translation process and assessing the quality of its outputs
reflects this complexity and has rendered the concept of translation quality difficult
to operationalise and measure. Consequently, definitions of translation quality
attempt to capture these dimensions and their interactions to devise a means of
formally assessing translation quality for a given purpose.

Given its importance, it is not surprising that translation quality assessment
(TQA) has been a topic of much debate in translation studies and translation tech-
nology in particular, as well as throughout the translation and localisation industry.
Even though there are commonalities in the theoretical discussion of translation
quality in the dichotomy between the source-oriented concept of accuracy (or
adequacy) and the target-oriented concept of fluency, in practice resource constraints
mean that TQA processes vary considerably and have limitations. At the same
time, the evolution and widespread adoption of translation technologies, especially
machine translation (MT), have resulted in a plethora of differently operationalised
definitions of translation quality (Gaspari et al. 2015). Drawing upon an industry
survey that involved almost 500 translation and localisation buyers and vendors,
where respondents could select one or more options, Doherty et al. (2013) identify
a strong preference among respondents for human TQA (69%) over automatic
evaluation (22%) and customised in-house measures (13%), when participants were
asked to state which evaluation methods they used, including all the ones that
applied to them.

This overview of methodologies and approaches to human and machine TQA
is by no means exhaustive; rather it is intended to serve to highlight the diversity
of its applications from fundamental and applied research projects to everyday
industry pricing and public consumption. We do not attempt to criticise or reduce the
diversity of these methodologies and approaches; rather, we provide a contemporary
inventory of TQA which then develops to identify a number of universal issues,
especially in the technologised environments of today and tomorrow, where the
border between human and machine translation is being obfuscated (see O’Hagan
2012; Doherty 2016).

Accordingly, this chapter first reviews a wide range of approaches to TQA in the
context of human translation (HT) from translation studies and industry literature.
It then moves to examine MT quality and its assessment, highlighting the strengths
and weaknesses of the various approaches that are discussed. Finally, it identifies
several open issues which, we contend, should be addressed if we are to advance
TQA in research, educational, and industrial contexts.
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2 Notions of Translation Quality and Its Assessment

Although TQA is recognised as a key topic in the area of translation and localisation,
academia and industry differ greatly when it comes to defining and evaluating
translation quality. As Drugan (2013) aptly puts it, “theorists and professionals
overwhelmingly agree there is no single objective way to measure quality”. While
researchers and academics tend to focus on theoretical and pedagogic concerns
related to translation quality, in most sectors of the industry TQA is broadly limited
to the application of somewhat arbitrary ‘one-size-fits-all’ error typology models
that aim to give quantitative indicators of quality (Lommel et al. 2014; for a
discussion of some relevant developments, see the contributions by Lommel and
Popović in this volume).

Approaches and practices in TQA tend to differ at both the micro and macro
level, as the meaning of quality can vary considerably for different individuals,
groups, and contexts. Further variability is added as the nature and purpose of
an evaluation are likely to change depending on whether it takes place as part
of a production process or a research study. In industry, the aim of TQA is to
ensure that a specified level of quality is identified, measured, and delivered to
the client, buyer, end-user, etc., of translated content. In research, the aim is
typically to obtain a measure that can show a demonstrable change in quality,
most usually an improvement, from previous work or between different translation
processes. The commercial interest in research and development of MT systems has
also contributed to the debate, with alternative ways of assessing quality, e.g. by
using automatic evaluation metrics and measuring post-editing (PE) effort. When
considering the issue of translation quality, academia and industry are effectively
“pursuing different goals and asking different questions” (Drugan 2013), and an
agreement on an objective way to measure translation quality seems desirable (Koby
et al. 2014).

We contend that the boundaries between HT and MT (and, to some extent,
also those between translation as understood in academia versus in the industry)
are increasingly blurring; this is apparent, in particular, in software and web
localisation as well as in a wide range of technical and specialised domains,
where MT (often supported by PE) is becoming widely used alongside the now
commonplace computer-assisted translation (CAT) software such as translation
memories, especially for projects involving major languages as source or target,
or for language pairs with substantial commercial interest. The classical strict
separation between (professional) HT on the one hand, and MT on the other, seems
to become increasingly indistinct today; one need only think about PE, interactive
MT, and the related techniques and tools which are becoming progressively more
efficient. This trend is set to extend to a growing number of domains, as parallel
corpora and natural language processing tools required to build customised and
domain-adapted statistical and neural MT systems become available for new
language pairs, additional text types, and further subject matters. In addition, more
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and more technological solutions are being adopted to support translation efforts
e.g. in crowdsourcing and shared or collaborative projects (see Jiménez-Crespo in
this volume).

In such a complex and fascinating scenario, it seems legitimate to argue that, even
though so far the notions of quality have differed for HT and MT, the methodologies
and approaches used for TQA may at some point converge, and possibly be unified,
as a result of this increasing integration between different ways of translating.

2.1 TQA in Translation Studies

This section situates TQA with respect to key theories and major paradigms that
have guided the development of Translation Studies since it first emerged as a
separate independent discipline. Early definitions of translation quality from the
time when translation studies started moving its own first steps as an offshoot
of linguistics, such as those provided by Nida (1964) and Holmes (1988), focus
on translation criticism rather than empirical measurement. Taking stock of the
substantial progress made by Translation Studies over the decades, House (2001)
calls for a move away from subjective quality evaluation to assessment of functional
equivalence, but crucially admits that an evaluator “will always be forced to flexibly
move from a macro-analytical focus to a micro-analytical one”, thus suggesting an
inherent shortcoming in this approach.

For Drugan (2013, emphasis in the original), “within translation studies, theorists
disagree even on how many categories of models there are”; this in itself suggests
that research-oriented TQA models are heavily theoretically motivated, reflecting
the assumptions, and to some extent the biases, of those who propose or adopt
them.1 As a matter of fact, several researchers, such as House (1997), Schäffner
(1997), Secară (2005), and Fields et al. (2014), have argued that evaluation is
directly associated with the underlying translation theory that one subscribes to,
so that inevitably “different views of translation lead to different concepts of
translational quality, and hence different ways of assessing it” (House 1997).

The “equivalence” approach defines translation as a reproduction of the source
text in the target-language, that is, “the attempt to reproduce the source text
as closely as possible” (Lauscher 2000). Criticism of this approach relates to
the fact that “the target text can never be equivalent to the source text on all
levels” (ibid.), and over time theorists have indeed differentiated between types of
equivalence (Nida 1964; Catford 1965; Baker 1992; Pym 2010). One of the first
systematic models for TQA comes from Reiss (1971), who builds on the concept of
equivalence, suggesting specific translation methods according to text types. In her

1For a comprehensive review on translation theories in relation to quality see Munday (2008); Pym
(2010); Drugan (2013); House (2015).
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model, “a translation is deemed good if it achieves optimal equivalence” (Lauscher
2000). Critics of this approach claim that the notion of “optimal equivalence” is too
vague, and that there is no convincing explanation as to how text and language
functions should be classified comparing the source and the target sides of the
translation (see House 2015).

The descriptive and markedly target-oriented approach introduced by Toury
(1995) rejects the prescriptive notion of equivalence and sees the target text as
the starting point for a translation analysis (Williams 2013). For House (2015), the
descriptive theory has an overly broad view of what translation is, “which makes it
impossible [ . . . ] to clearly define criteria for translation quality assessment”.

In the functionalist (or Skopos) approach (Reiss and Vermeer 1984), “it is the
purpose of a translation that determines the translation strategy and the shape it takes
in the host culture” (Williams 2013). That is, the purpose is the most important factor
in translation. However, House (2015) does not consider the functionalist approach
particularly useful for TQA, since it is not clear “how one can determine whether a
given translation fulfils its skopos”.

For Munday (2008), even though there has been a move away from prescriptive
approaches to translation, new perspectives to translation have continued to emerge
in recent years, “each seeking to establish a new ‘paradigm’ in translation studies”
(ibid.). The author affirms that translation methodology has evolved and has become
more sophisticated, but there is still “considerable divergence”, as the object of study
has changed over time from translation as connected to pedagogy to the “study of
what happens in and around translation, translating and now translators” (ibid.). For
Munday, this shift of the object of study of translation has allowed for a framework
in which the choice of theory and methodology is crucial and “depends on the goals
of the research and the researchers” (ibid.).

2.2 TQA in the Translation Industry

To provide a complementary perspective to the one sketched above concerning
the conceptualisation of TQA viz. major theoretical streams in translation studies
over the decades, this section focuses specifically on the role of TQA in the
translation and localisation industry. While recognizing that translation covers very
multifaceted and diverse business sectors across the world, here we consider in
particular technical and specialised domains, as they represent ideal areas for the
application of agreed and standardised TQA procedures, in which most of the
professional translators work. Of course, the translation industry as a whole also
includes a wide range of literary and non-fiction texts (e.g. biographies, travel
literature, academic essays, etc.), which are subject to specific TQA processes
(e.g. revision by senior translators or subject matter experts). However, in the
interest of providing a more cohesive and focused discussion, we limit the brief
overview presented in this section to the technical and specialised domains within
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the translation and localisation industry (for a novel appraisal of the potential of
neural MT to provide quality translations of literary texts, see Toral and Way, this
volume).

A common view in the translation industry is that quality is largely related to
customer opinion (e.g. Drugan 2013), while O’Brien (2012) argues that quality
evaluation in the translation industry is “managed by gatekeepers in the supply
and demand chain who work with static evaluation models [ . . . ] applying penalties
and maintaining thresholds with little, if any, input from customers”. The rise of
MT, which is now increasingly integrated into CAT work environments for an
ever increasing range of technical and specialised texts as well as language pairs,
has also contributed to making TQA a much-debated topic in the translation and
localisation industry, since “human and machine translation [ . . . ] quality evaluation
methods have been fundamentally different in kind, preventing comparison of the
two” (Lommel et al. 2014).

Language Service Providers (LSPs) carry out TQA at the process level,
where workflow steps are pre-defined, concurrently with translation work, using
standalone or inbuilt CAT tool error checking software, or post-hoc using one of
several evaluation models. Concurrent error checking tools that check for errors in
respect of terminology, consistency, punctuation, formatting, number values, and
tags include ApSIC XBench, Yamagata QA Distiller, ErrorSpy, Okapi CheckMate,
and Acrocheck, to name but a few. Debove et al. believe that these tools constitute
a “crucial step in the translation workflow” (2011) that work efficiently, although
they also tend to generate a lot of false positives or incorrectly identified errors.

The evaluation models used in the industry are predominantly error-based, where
errors found in (samples of) the translated text are counted, classified and weighted
according to their severity by a senior translator or reviewer. This entails that the
errors (and their severity weightings) must be predetermined according to some
logical or hierarchical criteria. Interestingly, this is a common assessment approach
in academic translator training programmes as well, even though lecturers tend
to grade entire translation assignments or exams of their students (as opposed to
samples or extracts). Other factors are also typically considered in TQA conducted
as part of academic translator training, like the expected bilingual expertise (whether
this concerns particularly the source or the target-language) on the part of the
students, especially when the trainees translate into their non-native language (see,
e.g. Stewart 2012, 2013; Tang 2017). These issues of language competence are less
relevant in professional translation, as there is often an expectation that this should
be performed only into the translator’s native language. However, no matter how
desirable this requirement is, in several parts of the world the sociolinguistic and
economic reality is such that this principle is not upheld consistently, especially
for language pairs where the demand for translations into a certain language (most
notably English) exceeds the supply of native speakers of the target-language who
are also proficient in the (local) source-language (see e.g. Campbell 1998; Adab
2005; Pokorn 2005).

With regard to specific TQA methodologies used in the industry, lists of error
types to evaluate translations and localisation projects began to be widely used
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in localisation in the late 1990s. One particularly influential model has been
the Localisation Industry Standards Association (LISA) QA Model, which has
continued to be used in a variety of adaptations even after LISA ceased its operations
in 2011. The LISA QA model consists of a list of types of errors categorised as
‘minor’, ‘major’ or ‘critical’, in the opinion of whoever performs the evaluation.
Each segment of the translated text is assigned a score depending on the type(s)
of error(s) it contains, which leads to an overall score for the whole evaluation
task. A translation receives the status of ‘pass’ or ‘fail’ depending on the threshold
defined by the evaluator, who decides how demanding and strict he/she wants to
be in the overall evaluation of the translation product (i.e. how many errors of
which severity can be tolerated in the evaluated text, for it not to be rejected).
Many company-specific TQA models are customised from the original LISA model
(O’Brien 2012); however, as pointed out by Lommel et al. (2014), among others,
one of the major limitations of this type of TQA model is its underlying ‘one-size-
fits-all’ philosophy: if, on the one hand, this offers a degree of standardisation, on
the other it makes adaptability to the specifications of individual translation and
localisation projects rather difficult.

The tendency to quantify, and thus increasingly standardise, TQA at the process
level has gained traction in recent times, with the development of an ISO certifi-
cation of translation parameters, namely, the ISO/TS 11669:2012. The ISO 11669
is a guideline standard that “provides guidance concerning best practices for all
phases of a translation project” (ISO/TS 11669:2012) and features a framework
for a structured translation specification consisting of 21 translation parameters
in five categories: source content, requirements for the target, production tasks,
environment, and relationships. Translation quality is defined by the standard as
follows: “When both requesters and TSPs [Translation Service Providers] agree
on project specifications, the quality of a translation – from a workflow and final
delivery perspective – can be determined by the degree to which the target content
adheres to the predetermined specifications.” (ISO/TS 11669:2012).

For Muegge (2015), the standard is “a major evolutionary step forward”,
especially when compared to previous standards such as the ASTM F2575,2 since
it devotes a great space to terminology management. In contrast, for Muzii (2014),
the ISO 11669 is a long list of parameters that builds upon “vague, blurry, and
subjective criteria for quality assessment from the archetypal academic scenario”
of a traditional “error-catching approach” (ibid.).3 Such opposing views on this
particular ISO standard confirm the difficulty of proposing effective solutions to
long-standing problems in the industry due to the lack of recognised approaches to
successfully measure and reward quality, even though this is taken for granted both
by clients and providers.

2http://www.astm.org/Standards/F2575.htm
3A new ISO proposal was accepted in 2017 and is under development at the time of writing.
The new standard is ISO/AWI 21999 “Translation quality assurance and assessment – Models and
metrics”. Details are at https://www.iso.org/standard/72345.html

http://www.astm.org/Standards/F2575.htm
https://www.iso.org/standard/72345.html
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Interestingly, Koby et al. (2014) disagree on a single definition of translation
quality, offering both a broad and a narrow definition in its place. In the broad view,
specifications relating to the readers and users as well as to the purpose of the trans-
lation should be made explicit whenever possible: that is, requesters and providers
should negotiate requirements and discuss the end-users’ needs upfront, and state
them as specifications before the translation process even begins. This broad view
is predicated on the assumption that there cannot be absolute specifications that are
applicable once and for all to translation projects in general, and is reminiscent
especially of the tenets of Skopos theory (Reiss and Vermeer 1984) and, more
in general, of functionalist approaches to translation (e.g. Kussmaul 1995; Nord
1997), discussed in Sect. 2.1. In contrast, Koby et al.’s (2014) narrow definition
categorises translation as text-centric, that is, activities such as summarisation,
localisation, etc., are not considered to be translation. This narrow view suggests
that explicit specifications are often unnecessary, because requesters and end-users
do not always know what specifications a project requires, thus proposing a radically
different view from that adopted in their broad definition. Interestingly, one key
point on which there is agreement is that a method for measuring translation quality
“should emphasise identifying problems that can be corrected” and that “any effort
to measure translation quality is doomed to confusion without an explicit definition
of translation quality” (Koby et al. 2014).

The Translation Automation User Society (TAUS) is a translation industry think-
tank that has been attempting to develop and benchmark indicators of effective
TQA for a few years, involving major stakeholders in the industry. In a 2011 report
(O’Brien et al. 2011), TAUS considers a range of variables such as communicative
function, end-user requirements, context, mode of translation (HT, raw MT output,
and post-edited MT), as well as content profiling and quality estimation (see Specia
and Shah, this volume) as precursors to TQA. One of the noteworthy points of the
Dynamic Quality Framework (DQF) developed by TAUS (O’Brien et al. 2011) is
that rather than dealing with problems after the translation process, quality issues
should be considered before the actual translation process begins (for subsequent
efforts to integrate the DQF within a broader translation quality metric, see Lommel,
this volume). Work in the same area has also been conducted by QTLaunchPad, an
EU-funded collaborative research project which aimed at standardising TQA, by
identifying quality barriers in translation and language technologies and preparing
steps for overcoming them (Doherty et al. 2013). This initiative has then developed
into QT21, a large-scale initiative focusing on the identification of quality barriers
in MT and systematic improvements to address them.4

One of the major outcomes of QTLaunchPad was the Multidimensional Quality
Metrics (MQM) framework, which creates a shared quality metric for both HT and
MT quality evaluation, based on the identification of textual features and specific
types of issues that can be selected by the users, depending on the project they are
working on, their priorities in the evaluation, etc. It should be noted that the MQM

4http://www.qt21.eu/

http://www.qt21.eu/
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can be applicable to professional translations as well as to MT output, i.e. the metric
is designed to evaluate the translation product, regardless of how the target text is
generated. Interestingly, even though the MQM incorporates many principles from
the LISA QA Model, it was developed to address the widely recognised limitations
in previous quality evaluation models adopted in the translation industry, providing
the flexibility to accommodate other standards. The DQF and the MQM are the
most recent large-scale initiatives attempting to standardise TQA, bringing together
approaches that originally developed independently in research and in the industry,
and their integration is described in detail by Lommel (this volume).

In sum, as this overview shows, several efforts have been made to achieve
effective quality evaluation models that combine, and to some extent reconcile,
different views of translation quality, including, crucially, the expectations of end-
users. This is a widely felt need in the translation and localisation industry, and
we commend such worthwhile attempts to provide reliable TQA methodologies
that promote quality. As such, we agree with Koby et al. (2014), who argue that
translation studies and the translation industry “need a way to compare different
sorts of translation as objectively as possible, with an emphasis on identifying
problems”, and the metrics adopted to this end should be “built on a well-defined
foundation including at least clearly stated definitions of translation, quality, and
translation quality” (ibid.). The rest of this chapter and indeed the entire volume
attempt to disentangle and shed further light on these crucial issues from multiple
perspectives, which should be of benefit both to the translation industry and to the
research and academic community, including in particular translator trainers (the
chapter by Doherty et al. in this volume, in particular, is devoted to teaching-oriented
and pedagogic issues in the area of TQA).

3 TQA Performed by Humans

A range of measures exist for TQA performed by humans in research and in
industry. In these scenarios, TQA is most commonly carried out looking at adequacy
and fluency, although secondary measures can also be employed to assess the
readability, comprehensibility, usability and acceptability of translations, especially
MT output (see also Way, this volume), including with comparative approaches
based on ranking of multiple renditions of the same input (not necessarily an
entire text, as it is quite customary to evaluate individual segments or sentences
in this way). Such TQA is carried out by evaluators in a range of scenarios,
where performance-based measures and user-centred approaches are more recent
additions. The rest of this section discusses in turn the main approaches to TQA
performed by humans especially to evaluate MT output, highlighting their main
strengths and weaknesses; finally, Sect. 3.6 considers the key issues concerning the
evaluators who perform these various types of human TQA.



18 S. Castilho et al.

3.1 Adequacy and Fluency

Adequacy (also called accuracy or fidelity in certain studies devoted to MT
evaluation, MTE) is a well-established TQA measure for MT output (Koehn 2009:
218ff), and is typically defined as the extent to which the translation transfers the
meaning of the source-language unit into the target. Adequacy judgements are often
used alongside those concerning fluency, which instead focuses on the target text
and is typically defined as the extent to which the translation follows the rules and
norms of the target-language (regardless of the source or input text). Arnold et al.
(1994) note that fluency (using the term intelligibility, which may have other specific
meanings in other contexts) is “affected by grammatical errors, mistranslations and
untranslated words”, a view that Reeder (2004) substantiates in experimental con-
ditions which identified predictors as incorrect pronouns, inconsistent prepositions,
and incorrect punctuation.

Adequacy and fluency are typically assessed using ordinal scales in the form of
Likert scales (see Fig. 1). This assessment is normally conducted at sentence (or
segment) level, without considering extended context, to evaluate MT output. The
assessment of adequacy requires some degree of bilingual proficiency, while – at
least in principle – fluency requires only proficiency in the target-language; both
professional and amateur evaluators can be employed in TQA tasks adopting this
double integrated approach (see Sect. 3.6 for a more detailed discussion of the key
issues concerning evaluators).

3.2 Readability and Comprehensibility

The study of readability is well established, with relevant measures being refined
for over a century, e.g. to define the features of linguistic complexity of a text
in a particular language that make it suitable for intended readers of a certain
age and/or level of formal education. Broadly, readability relates to the ease with
which a given text can be read by one or more person(s). Many different measures
of readability exist, and they are typically based on linguistic features such as
word frequency and sentence length, in addition to extra-linguistic features such
as formatting and spacing. Several of these measures have stood the test of time and
remain popular today, including Flesch-Kincaid (Flesch 1948; Kincaid et al. 1975)

Completely
Inaccurate

1 2 3 4 5

Mostly
Inaccurate

To how much of an extent is the target text unit an
accurate rendition of the meaning of  the source unit?

Somewhat
Accurate

Mostly
Accurate

Completely
Accurate

Fig. 1 An example of an operationalised measure of adequacy from a TQA task in an MT research
project
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and Dale-Chall (1948). A similar approach to the measurement of readability has
also been applied to interlingual readability measures, e.g. LIX (Björnsson 1971).
These measures, also known as readability metrics or indices, are available from
within word processing software and online, and have also been integrated into MT
systems with reports of relative success (e.g. Stymne et al. 2013).

In the context of TQA, measures of readability are typically used to assess
the complexity of the source or target text, where the latter is the most common
usage scenario. TQA using readability measures can rely on these measures with or
without end-user ratings of the readability of a translation. Typical examples of this
can be found in MTE (e.g. Doherty 2012) and community translation (Karwacka
2014) contexts.

Following Van Slype (1979), comprehensibility represents an attribute of the
(source or target) text which indicates how understandable it is for a reader. In
other words, while readability as described above is inherently dependent on the
text itself, comprehensibility can vary depending on the specific reader of the text
(e.g. their degree of education and familiarity with reading certain kinds of texts).

Doherty (2012) identifies an inconsistency in the literature, whereby compre-
hensibility and readability are either grouped together, where one is subsumed by
the other, or where both concepts and their measurements are separate. Smith and
Taffler (1992) find that “comprehensibility can be different to readability and the
latter might frequently be used erroneously as a proxy for the former”. Harrison
(1980), for example, reiterates that readability is a characteristic of the text, while
comprehensibility depends on the reader. On the other hand, Jones (1988) argues
that comprehensibility is reflected in readability as the former is not possible without
the latter. Finally, Van Slype (1979) holds that comprehensibility and intelligibility
are actually synonymous and refer to the “ease with which a translation can be
understood, its clarity to the reader”.

When intended as a discrete concept, comprehensibility can be measured in
the source text and in the target text. Much like readability, we typically see
comprehensibility being applied to the target text in TQA scenarios, especially
when evaluating MT output. As there are no unified prescriptive measures of
comprehensibility, TQA applications using this measure rely on Likert scales
(similarly to what happens with adequacy and fluency, as discussed in Sect. 3.1)
and cloze testing (or gap-filling, which is used extensively in foreign language
learning and testing; for an application of the cloze procedure to MTE, see Somers
and Wild 2000). Another technique that can be utilised to specifically assess
comprehensibility is recall testing, which derives from cognitive psychology and
is related to how much of (the information given in) a text the experimental subjects
can remember. Recall testing can be conducted in various ways, depending on the
constraints that are applied in the experimental set-up and on the type of interaction
with the evaluators (i.e. free recall, cued recall and recognition tasks).5

5The notion of ‘recall’ intended here is borrowed from cognitive psychology, and it should not be
confused with the concept of ‘recall’ (as opposed to ‘precision’) more commonly used to assess
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3.3 Acceptability

The term ‘acceptability’ has been used in various fields including linguistics,
translation, and human-computer interaction (HCI), and so different definitions
have been assigned to the term. In the context of TQA, it refers to the degree to
which the target or output text meets the needs and expectations of its reader(s) or
user(s). Chomsky (1969) views acceptability as a matter of degree(s) that can be
specified through various operational tests. Applied to translation, De Beaugrande
and Dressler (1981) state that acceptability concerns “the text receiver’s attitude
that the set of occurrences should constitute a cohesive and coherent text having
some use or relevance for the receiver, e.g. to acquire knowledge or provide co-
operation in a plan”, and such attitudes of the text users “involve some tolerance
toward disturbances of cohesion or coherence, as long as the purposeful nature of the
communication is upheld” (ibid.) – a notion that is reminiscent of the functionalist
approaches in translation theory reviewed in Sect. 2.1.

With specific reference to MT, Van Slype (1979) defines acceptability, somewhat
tautologically, as “a subjective assessment of the extent to which a translation is
acceptable to its final user” that “can be effectively measured only by a survey of
final users” (ibid.), although the author does not specify the type of survey questions
to be put to the user. Several studies attempted to measure the acceptability of
MT, drawing on Van Slype’s definition, including Coughlin (2003), Lassen (2003)
and Roturier (2006). For Roturier (2006), “acceptability does not only refer to the
relevance a text has for its receiver, but also to the manner in which its textual
characteristics are going to be accepted, tolerated, or rejected by its receivers”, and,
therefore, “users will find machine-translated documentation acceptable when they
tolerate some of the textual disturbances caused by an MT process”. The author
concludes that it is “essential that the evaluation of documents is performed by
genuine users of such documents to maximise the ecological validity of the study”
(ibid.); while we concur that this is desirable in principle, particularly in research
settings it is often impractical to conduct extensive acceptability tests with the
real intended users of MT output, and for example students or evaluators from
crowdsourcing platforms are involved as feasible alternatives (see Sect. 3.6 for a
more detailed discussion of evaluators).

Acceptability is also a relevant concept in HCI. For Nielsen (1993), system
acceptability “is the question of whether the system is good enough to satisfy all
the needs and requirements of the users and other potential stakeholders, such as
the users’ clients and managers”. In his model of system acceptability, Nielsen
considers usability to be a narrow concern of the system acceptability model.
Castilho (2016) measures the acceptability of machine-translated instructional

natural language processing tasks and, in particular, the performance of MT systems, e.g. with
automatic evaluation metrics, which are discussed in more detail in Sect. 4 (for an introduction to
the role of precision and recall in automatic MTE metrics, see Koehn 2009: 222).
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content using the concept of acceptability, following Nielsen (1993), De Beaugrande
and Dressler (1981), as well as Roturier (2006). In this view, acceptability is
composed of various categories, and is measured via usability, satisfaction and
quality. Castilho (2016) states that users will find a translation to be more acceptable
if they are able to use it to perform tasks, regardless of any flaws it may contain, or
“they will find the text less acceptable if the flaws in the translation affect their
ability to use the text to some extent”.

3.4 Ranking

Ranking is typically used in research contexts and to comparatively evaluate output
from different MT systems originating from the same source text. In such scenarios,
evaluators are asked to rank the given sentences in the target-language against given
criteria or general concepts, e.g. fluency. As shown in Fig. 2, a source-text unit
is provided and two or more MT outputs are listed anonymously, normally in an
unpredictable, randomly scrambled order. The evaluators then either pick the single
best translation in their opinion, or put the target-language options in order from
best to worst, according to some specific criteria. This approach to TQA, which
has the advantage of providing easy-to-interpret outcomes while being relatively
fast and efficient, is popular in large-scale MTE campaigns such as the well-
established shared tasks conducted within the Workshop in Machine Translation
(WMT) series.6

Fig. 2 An example of a ranking task in Appraise (Federmann 2012)

6See http://www.statmt.org/

http://www.statmt.org/
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3.5 Usability and Performance

The usability of translated content is rarely considered from a TQA perspective.7

While it is often the case that the usability of products and services containing
translated or localised content is assessed and tested with real users, e.g. for software
and web-based applications, few studies have measured the usability of translated
content in isolation (cf. Byrne 2006). In terms of overall usability of products and
services, Sacher et al. (2001) identify the macro-level of language and culture as
being of importance, rather than focusing on a ‘translation problem’. Similarly,
Proctor et al. (2002) identify translation as being one aspect of usability and
state that translated content “should not lose its meaning through translation”, but
unfortunately further details to this are not provided.

Studies such as Roturier (2006), Stymne et al. (2012), Doherty and O’Brien
(2014), Castilho et al. (2014), Klerke et al. (2015), and Castilho and O’Brien
(2016) have specifically investigated the usability or usefulness of MT output,
and measures of efficiency, accuracy, and user satisfaction are typically used in
assessing the usability of natural language processing applications more generally
(e.g. Dybkjær et al. 2004). In addition to such an approach, Gaspari (2004) evaluates
the expectations and success rates of users when they use popular free online MT
systems for the first time, examining the extent to which such web-based systems
enable users to learn how to use them effectively.

Doherty and O’Brien (2014) identify an inconsistency in terminology and
operationalisation in usability studies and call for the adoption of international
standards, in this case, the ISO/TR 16982, which defines usability as “the extent
to which a product can be used by specified users to achieve specified goals with
effectiveness, efficiency, and satisfaction in a specified context of use” (International
Organization for Standardisation 2002). Here, again, the emphasis is placed on the
product in a generic sense, rather than specific aspects of its contents, e.g. technical
documentation.

In a similar vein, performance-based measures are also employed in TQA
contexts to assess how users actually use the product or service in which there
is translated content. These measures can be objective and subjective: objective
measures typically measure time (e.g. time spent on a webpage or window to find
a specific piece of information), browsing behaviour (e.g. visits and revisits to a
webpage or window, number of ‘likes’ and ‘shares’ on social media); subjective
measures ask users for their opinions on the content, e.g. checking whether the

7The notion of ‘usability’ discussed here is different from that of ‘adequacy’ covered in Sect. 3.1,
as it involves aspects of practical operational validity and effectiveness of the translated content,
e.g. whether a set of translated instructions enable a user to correctly operate a device to perform
a specific function or achieve a particular objective (say, update the contact list in a mobile phone,
adding a new item).
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webpage was what the user was actually looking for, getting the user to rate their
level of satisfaction, asking the user whether they would recommend the content to
friends or colleagues.

These performance-based measures focus on the users of the final product or
service and involve collecting real usage data. This approach is more feasible and
common in the localisation industry, especially for video games, software, websites
and online services, and provides an indirect method for TQA under the assumption
that negative results indicate errors or unsatisfactory quality, while positive results
indicate high quality.

3.6 Evaluators

By way of conclusion of this discussion of the main approaches to TQA performed
by humans, including the respective pros and cons, this final section examines
some key issues concerning the evaluators themselves. TQA can involve both
professional and amateur evaluators, depending on the scenario: while, intuitively,
professionals can be assumed to provide more reliable results, amateurs may be
equally helpful in some TQA tasks; professional translators and linguists are more
frequently involved in TQA in the industry (cf. Sect. 2.2), but recent approaches
that incorporate crowdsourcing techniques have included amateur evaluators (for
a comprehensive discussion of this new phenomenon, see Jiménez-Crespo, this
volume). In MT research contexts, in particular, professional evaluators tend to be
the exception, rather than the rule: resource constraints may make it difficult for
researchers to access trained professional evaluators. There is therefore a tendency
to rely on students and amateur evaluators, sometimes with an undefined (or self-
rated) proficiency in the languages involved, an unknown expertise with the text type
and requirements of the TQA task at hand, and no formal or extended training in the
use of TQA measures or error typologies employed in the task (Doherty 2017).

TQA tasks may be conducted individually, in groups, and in crowds. On an
individual level, the evaluator typically assesses HT or MT against the given
criteria and provides the results. Group-based TQA involves several evaluators
conducting the assessment in this way and the averaging of their scores, to moderate
strong positive or negative personal biases. On a larger scale, groups of amateur
evaluators take part in crowdsourced TQA evaluation campaigns for research and
industry-related purposes. The reason why group-based and crowd-based TQA
mostly involves (often volunteer) amateurs is that the quantity of evaluators is
supposed to, at least partially, make up for their lower level of expertise when
eliciting judgements on quality; in contrast, it is very unusual to engage groups
of professionals or experts (e.g. senior translators or trained linguists) to assess
the same translation or MT output, also because it would be very expensive.
Unfortunately, very few studies actually provide the specifications of human TQA
tasks and it appears from the data available that professional or trained evaluators
are the exception in MTE tasks, rather than the rule (e.g. Doherty 2017).
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One approach that is worth mentioning is user-centred translation (UCT, Suo-
janen et al. 2015), in which users have a central role to play in the production
and evaluation of the translation. UCT examines usability research approaches
from the perspective of translation in order to develop a model in which the end-
user is considered consistently throughout the translation process (cf. Sect. 3.5).
Suojanen et al. (2015) argue that traditional TQA practices suffer from ‘end-of-
the-line’ problems, that is, TQA mostly “focusses on measuring the end product”
in which “any changes can be costly both financially and in terms of missed
deadlines”. They also claim that UCT can be an alternative basis for evaluation
as it “concentrates on imagining what kind of a process will produce a variety of
successful translations to serve the needs of different commissions” (ibid.). Errors,
especially translation mistakes in comparison to the source text, are evaluated
according to their relevance in terms of functionality and usability. Although UCT’s
position for offering the model is academic, the model is also claimed to be a
framework for TQA in the translation industry as due to the competitive market
situation, companies have to become more flexible and innovative and the user-
centred approach allows translation companies to create “new value for customers”
and redefine “the products and services offered” (ibid.).

4 Automated TQA

The need to assess MT systems via their output has existed since the early days
of MT, and it is no surprise that MTE has been studied extensively. It has even
been famously claimed by Wilks (1994) that “MT evaluation is, for all its faults,
probably in better shape than MT itself”. One would be forgiven for thinking that
this statement appears much harsher, and less accurate in its paradoxical nature,
today than it did when it was first put forward. MT has certainly made significant
strides since the mid-1990s, and MTE methodologies have substantially improved
in parallel. In spite of this general progress, however, MT quality can be assessed
in a wide range of different ways and no single approach or metric is sufficient to
address all evaluation purposes and scenarios (Hovy et al. 2002).

Several researchers have worked on the problem of measuring translation quality
for MT. The Defense Advanced Research Projects Agency (DARPA) MTE project
represented one of the earliest formalised efforts in this area in the 1990s. The
DARPA MT initiative lasted 4 years and aimed at developing new approaches and
methodologies for evaluating MT systems (White et al. 1994). Another notable past
effort aimed at tackling MTE issues was the Framework for the Evaluation of MT
(FEMTI), that aimed at drawing an overall perspective of all the MTE metrics
according to the evaluation purpose; the ultimate goal of FEMTI was to “build a
coherent picture of the various features and metrics that have been used in the past,
to offer a common descriptive framework and vocabulary, and to unify the process
of evaluation design” (Hovy et al. 2002). More recently, the WMT events, held
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annually since 2006, have included extensive manual and automatic evaluations of
commercial and experimental MT systems (Callison-Burch et al. 2007).

One initial, and rather basic, distinction that can be useful to explore the MTE
space is that MT quality can be assessed manually or automatically. On the one
hand, automatic evaluation is generally recognised as being objective and cheap,
although it has been claimed that it is less comprehensive than manual evaluation
and does not readily indicate the type of problems that the translated text contains
(Uszkoreit and Lommel 2013). On the other hand, manual evaluation is often
claimed to be subjective and can be slow as well as expensive to perform (Bojar
et al. 2011; Callison-Burch et al. 2011), and inter-annotator agreement can be an
issue, when evaluations are performed involving multiple judges, which is clearly
desirable in principle; however, manual approaches have the benefit of being useful
to assess complex linguistic phenomena, going beyond mere adequacy and fluency
(described in more detail in Sect. 3.1), but focusing also, for example, on error
types (see Popović in this volume for an overview of error typologies for MTE),
provided that the evaluators have a good grounding in translation and linguistics.
Manual approaches also vary with regard to the skills of the evaluators: while,
for example, grammaticality and fluency can be evaluated by looking only at the
target text (hence requiring, at least potentially, thorough familiarity exclusively
with the target-language), judgements of accuracy and adequacy assume bilingual
competence (see Sect. 3.6). All these factors can have an impact on the cost, length
and overall complexity of human MTE.

In light of these apparent shortcomings, automatic MTE metrics may offer a
valuable alternative. Automatic MTE is a thriving research area at present, with
many scholars working on evaluating and improving the relevant automatic metrics
as well as proposing new ones. The main purpose of state-of-the-art automatic
evaluation metrics is to compare the output of an MT system (the so-called
translation hypothesis) to one or several reference translations, which are assumed
to be good, because they are human quality. Therefore, essentially automatic MTE
metrics try to measure how close the output of a given MT system is to the reference
translation(s), computing a score to quantify this similarity (Koehn 2010).

The first automatic metrics used in MTE came from the field of automatic
speech recognition, as was the case for Word Error Rate (WER) used by Nießen
et al. (2000); this error rate computes the insertions, deletions and substitutions
required for the MT output to match the reference translation, normalised by
the length of the reference translation. Other automatic evaluation metrics such
as Translation Error Rate (TER, Snover et al. 2006) and the variant Human-
targeted TER (HTER), have also become relatively popular. Bilingual Evaluation
Understudy (BLEU, Papineni et al. 2002) has gained substantial popularity by
showing good correlation with human judgement, and it eventually became the
official metric of the MTE campaigns of the National Institute of Standards and
Technology (NIST, Doddington 2002).

Other common automatic metrics that are also based on error counting viz.
(multiple, when available) reference human translations include General Text
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Matcher (GTM, Turian et al. 2003) and METEOR (Lavie and Agarwal 2007).
Although several new metrics have been developed and individual researchers use
different ones, BLEU is the de facto standard for most research purposes, in a
prevailing position compared to METEOR and TER. An interesting, and more
recent, automatic MTE metric is CHRF (Popović 2015), which is based on the
use of character n-gram F-score: this metric has been shown to offer a number of
advantages, as it takes into account some morpho-syntactic phenomena while being
language-independent and tokenisation-independent; crucially, it also shows good
correlations with human judgments both on the system- and on the segment-level.
In addition, comparisons of the different metrics have found that new-generation
metrics can outperform BLEU in terms of correlation with human judgements
(Callison-Burch et al. 2009), which is the case for ULC (Giménez and Màrquez
2008), MaxSim (Chan and Ng 2008) and RTE (Padó et al. 2009) when translating
into English; and for TERp (Snover et al. 2006) and wpBleu (Popović and Ney
2009) when translating into other languages. These results demonstrate that the
debate on the best approaches and automatic metrics for evaluating MT quality is
far from settled.

One of the main arguments for using automatic metrics is that they have
the advantage of requiring minimal human labour, therefore supposedly being
more objective. As opposed to human assessments, they circumvent the need
for (bilingual) evaluators to assess the translation, which tends to make the
assessment much more cost-effective, possibly however with the risk of losing
granularity. It is important to note that translators are needed in order to create
the reference translation(s) used in the process; this in itself introduces a more
subtle element of subjectivity and variability. In addition, the gold standard quality
of the human reference is assumed, but often not verified. And, crucially, the
quality of the MT output is judged on the basis of how closely it resembles the
specific reference translation(s), while even a basic understanding and experience
of translation suggest that for a given source text or input sentence there can
be multiple good, or equally valid, renditions into one target-language. Hence,
one can claim that automatic MTE metrics provide scores that appear to be
objective and reliable, but the way in which they work is based on a number of
assumptions that can raise some concerns as to their actual value (see Way in this
volume).

Automatic MTE also provides rapid feedback and is often used on an ongoing
basis throughout development to test changes in a given MT system and gather
valuable indications as to how its performance could be improved. However,
another problem with automatic metrics is that at present their ability to assess
syntactic and semantic equivalence in MT output is severely limited, since they
lack linguistic analysis and understanding, and face just as many challenges as MT
itself. Although METEOR allows for non-exact matches such as synonyms and
paraphrases, the processing of complex and subtle levels of syntactic, semantic and
pragmatic equivalence between any source and target-languages remains a serious
challenge for automatic MT quality metrics. To overcome this limitation, a number
of automatic metrics exploiting deeper linguistic analysis have been proposed, e.g.
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Owczarzak et al. (2007), Giménez and Màrquez (2008), Padó et al. (2009), Liu
et al. (2011). Crucially, however, as is the case for METEOR, even when evaluation
metrics can incorporate such rich linguistic knowledge, this increased possibility to
analyse and factor in linguistic variation relies on rather sophisticated technologies,
resources and language processing tools, which are available only for a limited,
although admittedly increasing, number of well-supported languages (see Rehm and
Uszkoreit 2012).

Finally, automatic metrics have been recently proposed that evaluate MT at
the document level, rather than at the sentence/segment level, which could lead
to a more precise way of measuring the coherence of an automatically translated
text. These include, for example, Giménez et al. (2010), who propose to use
coreference and discourse relations in MT metrics, Wong and Kit (2012), who
apply lexical cohesion to existing sentence-level evaluation metrics, and Guzmán
et al. (2014), who incorporate discourse structures to complement existing automatic
MTE metrics.

5 TQA in Integrated HT-MT Workflows

In providing this inventory of contemporary TQA techniques and metrics, we argue
that the boundary between HT and MT has become increasingly blurred in recent
years, largely due to the development of CAT tools and technologised workflows
(see O’Hagan 2012; Doherty 2016). In the context of TQA, it consequently becomes
more difficult to identify the agent of a translation, and even if a human agent is
identified, unless we are operating in a research environment where independent
variables can be controlled and manipulated, it is typically unknown to what extent
MT or other translation technologies and tools have been involved in the process.
We therefore suggest here that the traditional separation of human and machine is no
longer valid, and drawing an arbitrary line between HT and MT no longer serves us
in research, teaching and professional practice. With this in mind, we now focus on
TQA in the context of integrated HT-MT workflows, which are now commonplace
in the translation industry and will continue to develop as translation technologies
become more sophisticated, especially in the area of PE.

PE consists in the practice of modifying raw MT output so that a specific quality
level is achieved. There are generally two distinct main types of PE: so-called ‘light
PE’ and ‘full PE’ (Allen 2003). Light PE has a quick turn-around and only essential
errors are corrected, which makes it more appropriate for short-lived translated texts
for internal circulation; in contrast, full PE requires more corrections for a higher
quality, with a slower turn-around, and is typically employed to disseminate high-
visibility or sensitive texts (O’Brien et al. 2009) – the aim of PE is to achieve
publishable quality for the final revised MT output. Quite clearly, a large number of
options are possible between these two extremes, depending on the circumstances in
which the translation is needed and the resources that are available in given specific
situations.
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In seminal work in this area, Krings (2001) divided PE effort into three
categories: temporal, technical, and cognitive, where temporal effort is the time
spent doing PE, technical effort is the number of edits made by the post-editor,
and cognitive effort is measured using eye-tracking, keyboard logging, pause-to-
word ratios, or other similar methods. Many subsequent studies have built upon
Krings’ ground-breaking work and, in recent years, the task and process of PE have
received significant attention (e.g. De Almeida and O’Brien 2010; Depraetere 2010;
Plitt and Masselot 2010; Sousa et al. 2011; Specia 2011; Koponen 2012; O’Brien
et al. 2012, 2013, 2014; Guerberof 2014; Lacruz and Shreve 2014; Carl et al. 2015;
Daems et al. 2015; Moorkens et al. 2015), particularly as MT systems gain space
in the translation and localisation industry. Although it is possible to say that there
have been great advances in MT, PE of MT output is still the norm for achieving
publication quality.

Several approaches have been attempted to understand the level of cognitive
effort involved in PE, while clarifying what the effort indicators are and what
they can be used for. Snover et al. (2006) have measured PE effort in terms of
an edit distance, that is, the amount of edit operations (e.g. insertions, deletions,
substitutions, shifts, etc.) that transform the raw MT output into its post-edited
version. Tatsumi (2009) and O’Brien (2011) attempt to determine if automatic
metrics correlate with human judgements. Results from both studies suggest that
even though there is some correlation between PE effort and automatic metrics, it is
not a linear one. Sousa et al. (2011) compare the time spent on PE with (i) subjective
assessments of effort and quality, and (ii) the scores of automatic MTE metrics such
as BLEU, METEOR and HTER. The results show that sentences requiring less PE
time to achieve optimal (i.e. publishable) quality are more often tagged by humans
as demanding low effort. In addition, PE time has shown positive correlation with
BLEU, METEOR and HTER scores, that is, sentences that required less time to be
post-edited scored better for those metrics.

Specia (2011) uses PE effort classified in terms of time, subjective scores and
PE distance to predict the quality of an MT system. Results show that using those
effort indicators to train the confidence estimation models produces rankings of
translations that reliably reflect their required PE effort. Daems et al. (2015) examine
the impact of different types of MT errors on PE effort indicators from English into
Dutch with the help of an eye-tracker device. Their results show that average MT
error weights are good predictors of six different PE effort indicators, i.e. average
number of production units, average duration per word, average fixation duration,
average number of fixations, pause ratio, and average pause ratio.8

8In Daems et al. (2015), the average number of production units refers to the number of production
units of a segment divided by the number of source text words in that segment. The average time per
word indicates the total time spent editing a segment, divided by the number of source text words in
that segment. The average fixation duration is based on the total fixation duration (in milliseconds)
of a segment divided by the number of fixations within that segment. The average number of
fixations results from the number of fixations in a segment divided by the number of source text
words in that segment. The pause ratio is given by the total time in pauses (in milliseconds) for a
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An important evaluation-oriented use of PE consists of the collection of infor-
mation that can help to measure MT quality and diagnose translation problems.
Several tools have been developed in order to capture this information, such as Post-
Editing Tool (PET, Aziz et al. 2012), Translog-II (Carl 2012), Cognitive Analysis
and Statistical Methods for Advanced Computer Aided Translation (CASMACAT,
Alabau et al. 2013), and iOmegaT (Moran et al. 2014). One of the major concerns in
the translation industry is how to quantify the amount of effort that is necessary for
MT PE, based on the initial quality of the raw output, in relation to the final needs
and expectations of the end-users. The purpose of this is to pre-determine whether
MT output PE would be time- and cost-effective when compared to translating the
text from scratch, which in turn would guide pricing decisions, while also optimising
the turnaround time; these are all crucial factors to be competitive in an increasingly
pressurised translation market, in which budget-conscious clients regularly ask
translators to meet tight deadlines, but are hardly ever prepared to compromise on
the final quality of the translation product they receive. The possibility of reliably
assessing the expected PE effort has become indispensable, given that it enables
LSPs to optimise their translation processes.

6 Discussion

In this chapter we have provided a broad overview of the established and developing
approaches to TQA across HT and MT workflows. Our discussion of contempo-
rary approaches and methods has covered TQA performed by both humans and
automatic metrics, considering research and educational contexts as well as typical
scenarios in the translation and localisation industry. In addition to pointing out
differences and similarities across these different sectors, we have also examined the
strengths and weaknesses of the various techniques and metrics under review. This
enables us to articulate several fundamental issues that remain to be addressed in
research, education, and professional practice in this concluding discussion. In this
spirit, the remaining part of this overview summarises these key issues, grouping
them into four main areas; this serves as a prelude to the subsequent chapters of
the volume, which will expand on the main issues that have been introduced in this
opening overview.

segment divided by the total editing time (in milliseconds) for that segment and, finally, the average
pause ratio is the average time per pause in a segment divided by the average time per word in a
segment.
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6.1 Lack of Standardisation in TQA Usage

First and foremost, the investigation presented in this chapter shows there is a
serious lack of standardisation in TQA for both HT and MT. While specific sectors
of the industry have developed their own standardised measures of TQA, these
remain isolated cases and tend to focus on overall products and services, rather than
on the translated content itself. Further issues can be found in the lack of internal
standardisation in terms of designing, conducting, and reporting on TQA tasks.

Drawing from industry data, Ray et al. (2013) argue that “buyers and suppliers
often disagree on what translation quality means” as there is a significant lack of
agreement on the definition and measurement of TQA, which inevitably leads to
internal and external issues of mismatched expectations and even conflict. They
highlight the problem of there being “no generally accepted standards” in TQA,
where “quality expectations tend to follow prices up but not down” (ibid.). The same
issues persist in research involving TQA, notably in the recruitment of inappropriate
evaluators, the lack of transparency and reporting on TQA specifications and
procedures, and the reliance on one measure over a holistic approach that is less
prone to the issues inherent in any one human or machine TQA measure.

6.2 Inherent Inconsistency in TQA

Related to the first point, a lack of standardisation at the macro and micro level of
TQA has yielded great inconsistency in human TQA procedures most especially.
DePalma and Kelly (2009), perhaps somewhat simplistically, describe TQA in the
industry as “boiling down to the opinion of one person over that of another” with
“too much time in arbitration mode”. Although there will always be some degree
of variance in human judgement, White et al. (1994) attest that “evaluation must
exploit intuitive judgments while constraining subjectivity in ways that minimise
idiosyncratic sources of variance in the measurement”. In an effort to address this
issue, Doherty (2017) proposes a set of guidelines to improve the validity, reliability,
and consistency of TQA, with a focus on the adoption of psychometric principles
from the psychological and cognitive sciences, also suggesting an investment in
evaluator training and materials.

6.3 The Relationship Between Human and Automatic
Measures

Given the above issues in standardisation and consistency, it is unsurprising that
there is considerable variation in the correlations between human and machine TQA
(see, e.g. Labaka et al. 2014; Doherty 2017). Results from any TQA measure may
vary considerably depending on the specifications and context and should therefore
be interpreted with care. Popular automatic metrics such as BLEU have occasionally
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been shown not to correlate well with other TQA measures (see, for example,
Callison-Burch et al. 2006), yet continue to be widely used due to their relative ease
and low cost, especially when compared to human TQA, as explained in Sect. 4. It is
easy to see that inconsistencies and lack of correlation with human judgements may
be dependent, at least to some extent, on the language pairs and on the text types
involved in the specific evaluation tasks. Indeed, recent reviews hold that it is still
“often the case that the results of manual and automatic evaluations do not agree”
(Labaka et al. 2014). Far from calling into question the importance and usefulness
of TQA, this observation should encourage us to pursue more advanced and refined
procedures that minimise these shortcomings.

6.4 Social Quality and Risk

Changes in work practices due to rationalisation and cost-cutting have seen a
widespread move towards the vendor model and contingent work in the translation
industry (Abdallah 2012; Kushner 2013; Moorkens 2017). Drugan et al. (in this
volume) note that this move to outsourcing is occurring in the Directorate-General
for Translation (DGT), and consider the social, ethical, and qualitative implications.
This social aspect of translation necessarily affects the process and product of
translation, and, according to Abdallah (2012), should be considered in a three-
dimensional quality model with process and product quality. Abdallah (ibid.) argues
that “quality is a multidimensional concept which also includes ethical issues”, as
it would in any chain of production. While we focus (in this chapter and in this
book) on the product of translation, TQA in practice necessitates consideration of
the social.

Also outside of the scope of this chapter is consideration of risk. Any TQA
method aims to minimise risk, whether this is a risk to communication, to reputation,
or a risk of injury or death. Inherent in the notion of acceptability or ‘good enough’
translation is a permitted level of acceptable risk. A high-level consideration of TQA
requires evaluation of risks, assignment of responsibility, and risk management. This
is considered for crowdsourcing by Jimenéz-Crespo in this volume, and elsewhere
by Pym (2015) and Canfora and Ottmann (2016).

6.5 Education and Training

Finally, we argue that education and training in TQA underpin all of the above issues
and represent effective solutions, even if admittedly in the long term. This includes
not only the provision of accessible education and training for suppliers and buyers
of language services, but also for amateur translators and evaluators, public users of
translation services, and the relevant policy makers.

Such education and training should focus on providing knowledge of the
strengths and limitations of human and machine TQA measures, thus enabling all
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stakeholders in the TQA process to critically choose and assess the appropriateness
of TQA in a given context. Some of these issues are revisited in more detail in the
chapter by Doherty et al. in this volume in a specific teaching-oriented perspective.
Lastly, with regard to those conducting TQA, researchers and practitioners need
to be educated in transparent design and reporting of their TQA specifications and
results.

In closing, we are confident that by combining multiple perspectives and
covering a wide range of topics, the chapters in this volume provide a significant
step forward in addressing these issues and consolidate our current knowledge and
practice across the length and breadth of TQA in research, industry and education.
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Abstract Translation quality and translation quality management are key concerns
for the European Commission’s Directorate-General for Translation (DGT), and the
European Union institutions more broadly. Translated texts are often legally bind-
ing, politically sensitive, confidential or important for the image of the institutions.
For legislative texts, an important principle of EU law is that there is no ‘original’: all
language versions are equivalent and equally authentic. Consistency in translation
strategies and in the approach to quality is therefore critical.

In this contribution, we first outline the context in which translation takes
place in the EU institutions, focusing on challenges for quality. We illustrate
how translation quality is managed in practice, identifying two guiding principles:
consistency of approach, and consistency of quality. We explain how DGT’s quality
management policy defines quality and how it should be managed, then demonstrate
why achieving ‘equivalent’ quality across all language versions, translators, and
institutions is hard. We examine how translated texts are dealt with in the attempt to
achieve this goal. Last, we widen the focus to consider what these challenges and the
EU approach mean for translators and their status and agency. Issues of translation
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1 Introduction

Translation at the EU institutions has been widely documented and discussed by
scholars and leading EU practitioners (Dollerup 2001; Šarčević 2001; Wagner et al.
2002; Correia 2003; Tosi 2003; Koskinen 2008; Robertson 2012, 2016). This is true
at both macro and micro levels, with some studies taking a broad-brush approach
to translation across multiple institutions, while others have narrowed the focus to
specific aspects (e.g. revision and editing; cf. Martin 2007). Some attention has also
been paid to translation quality in the EU (Wagner 2000; Xanthaki 2001; Strandvik
2012, 2014b; Drugan 2013). However, the issue of translation quality management
(or translation quality assurance)1 has become increasingly important recently. This
is true both inside the EU institutions and in the translation industry more broadly,
associated with the development of international standards (Corpas Pastor 2009).
Translation quality management is as yet comparatively unexplored by translation
studies academics, however, in contrast to more specific features such as quality
assessment (QA)2 or quality control (QC).3 In this chapter, we seek to contribute to
bridging this gap in understanding via a collaboration between EU experts and an
academic specialist in professional translation quality management.

2 Why Is Translation Quality Important for the EU?

Translation quality4 and quality management are highly significant concerns for the
EU and for the European Commission as one of its key institutions. Why?

1In this contribution, we use ‘quality management’ to refer to the totality of policies, methods,
processes and procedures designed and implemented to achieve the product and service quality
objectives set. ‘Quality assurance’, which is part of quality management, refers, in a wide sense, to
operations taking place before, during and after translation (and involving both source and target
texts) to ensure the desired quality of the product. We use the term ‘quality assurance’ in full
to avoid possible confusion with ‘quality assessment’, as both may be abbreviated to QA in the
literature.
2Methods and procedures used to judge whether, and to what extent, a translation product meets
the established quality requirements. In the EU context, quality assessment is mostly, but not
exclusively, performed on outsourced translations.
3The DGT definition of ‘quality control’ (QC) is “making sure that a translation complies with
the required quality standards for the intended use and the text type concerned”. QC relies on
revision (systematic comparison of the original and the translation) and review (target-text-focused
checking of the translation to ensure its suitability for the agreed purpose); see DGT’s tender
specifications for the OMNIBUS-15 outsourcing call for tender, Sect. 5.1 below; see also the ISO
17100:2015 standard – Requirements for translation services).
4In the DGT Quality Management Framework, ‘quality’ is defined, drawing on ISO standards
for quality management, as “the degree to which a set of characteristics fulfils stated or implied
needs or expectations”. Hence, DGT’s notion of quality is customer-focused. Defined in this way,
translation quality is never absolute but depends on both context and situation. It is the sum of
various quality aspects that may need to be prioritised and it concerns both products and services,
as well the processes involved.
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There are two main underlying reasons: efficiency and efficacy. First, it goes
without saying that optimising the efficiency of processes is a must and a continuous
concern in a context where thousands of in-house translators interact with each other
and with hundreds of different internal and external stakeholders in complex work-
flows. Second, in terms of efficacy, translation is a key instrument in communicating
the entire EU project to the European citizens. In 23 out of the EU’s 24 official
languages, communication takes place through translations. Translation is therefore
a fundamental element in putting the EU’s multilingualism policy5 into practice; as
Koskinen (2008) points out, the institutions both carry out translation and depend on
translation in order to function. Poor-quality translation would seriously undermine
not only the multilingualism policy, but also the institutions themselves. Efficacy
matters particularly in the EU context because translated EU legal acts have a
legal effect: they create rights, obligations and legitimate expectations. All language
versions, once they are adopted, are equally authentic. They are expected to convey
the same meaning and produce the same legal effect in all languages and all legal
orders. Those using, applying and interpreting the legal acts, be they national
authorities, businesses, courts of law, experts or citizens, need to be able to have
full confidence in the correctness of the language versions, first of all because, for
most EU legislative texts, national courts must be able to “interpret and smoothly
apply [them] even when the EU text is the only source of relevant law available
to national judges” (Xanthaki 2001). Second, individuals, companies and other
parties are now directly affected by, and must comply with, “complex EU legislation
affecting a huge chunk of their lives and ranging from equal employment rights
to sex equality and from the determination of technical standards for products
sold within the EU to the accountancy obligations of EU companies” (ibid.).
High-quality translations are essential if the stakeholders are expected to do this.
Moreover, in the legislative process, the EU institutions are interdependent and rely
on the quality of each other’s translations. For instance, in the ordinary legislative
procedure,6 the European Parliament and the Council of the European Union have
to be able to trust that the Commission’s proposal has been translated reliably;
and later, when the two institutions try to reach a mutual agreement, they must be
able to trust the quality of any additional translation or revision work done by one
of them (Strandvik 2014b). Once adopted, EU legislation must also be enforced
effectively. This involves reporting, correspondence, infringement handling, etc.
which all require good-quality translation.

5See Communication from the Commission to the Council, the European Parliament, the European
Economic and Social committee and the Committee of the Regions – A New Framework Strategy
for Multilingualism. COM(2005) 596 final. http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=
1512987626500&uri=CELEX:52005DC0596
6This is the main decision-making procedure used for adopting EU legislation. It mainly involves
the European Commission, the European Parliament and the Council of the European Union. For
a more detailed illustration of the procedure, see e.g. http://www.europarl.europa.eu/external/html/
legislativeprocedure/default_en.htm

http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1512987626500&uri=CELEX:52005DC0596
http://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1512987626500&uri=CELEX:52005DC0596
http://www.europarl.europa.eu/external/html/legislativeprocedure/default_en.htm
http://www.europarl.europa.eu/external/html/legislativeprocedure/default_en.htm
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In all this and more, the EU’s image is at stake. The European project also
needs to be communicated effectively. As Gouadec puts it, a defining feature of any
institutional translation is that some of the translation carried out will be “for the
benefit of institutions” (2010; our emphasis). In addition to regulating, the EU must
‘sell’ its idea – through information materials, press releases, leaflets, brochures,
websites, etc. – in order to gain or retain legitimacy and acceptance. This selling is
largely done through translations.

Consistency in both the approach to translation quality and in the quality of the
different language versions is therefore critical. This means that effective translation
quality management has become a central concern for the EU.

3 The EU Translation Context

European Union translation is unusual in several key ways. First, it does not take
place in one location, in one central translation service, but separately in different
EU institutions. Second, it happens on a very large scale and across an unusually
wide, and stable, range of language pairs.7 Third, EU translation is embedded in
an ongoing cycle, with a long history, a huge mass of pre-existing translated texts,
and a far-reaching impact in legal and political terms. Of course, on a day-to-day
basis, translation is experienced as a multitude of one-off requests or stand-alone
jobs, but the institutions and their substantial translation resources are ever present
as the background context. Fourth, all the above factors mean that translation policy
receives unusual attention in the EU. Decades of experience in organising translation
has resulted in substantial internal understanding, resources, and attention paid to
translation quality. Furthermore, there is a requirement to obtain consistent levels
of quality as well as value for money in publicly funded bodies. Policy makers
therefore have an interest in and impact on translation quality and its assurance.

The EU institutions producing translations include the European Commission,
the Council of the European Union, the European Parliament, the Court of Justice of
the European Union, the European Court of Auditors, the European Economic and
Social Committee and the European Committee of the Regions, and the European
Central Bank. They all have their own translation services (the two Committees

7Theoretically, as far as the EU’s official languages are concerned, there are 552 (i.e. 24 × 23)
potential language pairs to deal with. In practice, the number of language combinations is
considerably smaller, as English is now the overwhelmingly dominant source-language: In the
Commission, in 2016, more than 80% of all documents were translated from English. Translation
agencies on the market also deal with high numbers of language pairs, of course, but their
dependence on client demand and market developments leads to significant fluctuations, with
agencies regularly obliged to source new suppliers for previously unheard-of languages at very
short notice.
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share a joint one), located in either Brussels, Luxembourg or Frankfurt. In the EU
legislative process some of these institutions are in closer contact than others. This
is particularly true for the Commission, the Parliament and the Council. These three
must base their work on each other’s translations. In the legislative process, the
Commission drafts and translates a proposal, thereby doing the groundwork, not
least for terminology. The proposal is then transferred to the Parliament and the
Council, the actual legislators, for discussion, negotiation and adoption, and the
Commission’s translation serves as the basis on which the translation services of the
two institutions build their respective translation work, as they translate proposed
amendments, modifications or additions. The need for a consistent approach
to quality in this endeavour is evident, both within each language and across
languages.

The translation volumes are massive. In 2016, for instance, DGT alone received
some 73,000 language service requests and produced 2.2 million pages of transla-
tions in 24 languages. In total, approximately 1,600 in-house translators and 700
other staff were needed to do the job. Over the years, millions of pages have been
translated into every official language, and even the more recently joined member
states now have hundreds of thousands of pages of translated documents. This
also means that practically all new documents assigned for translation are based
on or related to pre-existing documents and texts, and often to multiple different
ones. Complex intertextual relations emerge, particularly in the case of legislation.
Existing texts set various, and tight, constraints on new ones, in terms of aspects
such as consistent formulations, terminology, and definitions of terms. A further
important feature in this context is that, with the exception of the Council, the
translation services of the EU institutions outsource a considerable share of their
production. In 2016, for instance, DGT sent out more than 650,000 pages, i.e. almost
30% of its translation volume, to be translated by freelancers. Under current plans,
the proportion of translations outsourced could increase to as much as 40% of the
total volume.

As a result of earlier translation work, a very large common central translation
memory database, Euramis, with a total of more than one billion memory segments
in the EU’s official languages, is in place. New translation tasks retrieve information
from Euramis so there is an inherent need to ensure the database is fit for
purpose and reliable. Each new translation memory segment exported into Euramis
should fulfil agreed quality requirements, so as to avoid ‘contamination’ of future
translation memories retrieved from the database. Due to the sheer volume of the
database, it is a challenging task to ensure that its design and maintenance are
managed efficiently. The need for quality content is arguably more important than
ever as the database continues to grow at a rapid pace (as memory tools are used
extensively and are expected to produce productivity gains), and in a context of
increased outsourcing (since outsourced translations are subject to standard industry
practices such as paying translators lower rates for fuzzy matches). Euramis also
serves as the basis for MT engines, which are now widely and increasingly used as
support tools by EU translators.
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4 Consistency of Approach

How can a consistent approach to quality be ensured in such a complex setting?
First of all, there has to be a shared understanding of how EU legislative and
other documents should be translated and what constitutes good quality in the EU
context. Secondly, this idea has to be operationalised in a coordinated manner, both
interinstitutionally and within the individual institutions, translation departments,
and units. For legislative documents in particular, there must also be sufficient
common ground on what quality means between the translators in the translation
units and the lawyer-linguists in the institutions’ legal services.8 The common
ground must cover notions of both drafting quality and translation quality, since
according to Regulation 1/58 “Regulations and other documents shall be drafted
in the official languages” (our emphasis) and in 23 languages this drafting takes
place via translation. In practice, this means that the drafting-through-translation
of legislative documents is in effect shared by two groups of people who typically
have different educational and professional backgrounds and, arguably, different
statuses within the organisation (Strandvik 2014a). This is also a setting where
power relations come into play. Namely, in the interinstitutional legislative process,
the lawyer-linguists have the final word on the translations and can overrule the
translators’ choices. Likewise, the lawyer-linguists have traditionally played and
are playing a dominant role in setting the norms and conventions for EU legal
translation.

Interinstitutionally, the shared understanding of quality finds its expression in
a number of common EU norm sources and guidelines. These include:

• the Interinstitutional style guide (drafted and translated jointly by the institu-
tions);

• the Joint Handbook for the Presentation and Drafting of Acts subject to the
Ordinary Legislative Procedure (drafted and translated jointly by the legal
services of the European Parliament, the Council and the Commission);

8In the EU institutions, the legal services constitute independent organisational entities, separate
from the translation and other services. One of the principal tasks of an EU lawyer-linguist is
to ensure that all EU legislation has the same legal meaning in every official language. Lawyer-
linguists must therefore be able to discern precisely the intention of EU legislation and make
sure that this intention is accurately conveyed in their native language. A degree in law is a pre-
requisite for the job. In addition, sound linguistic abilities and experience in drafting or translating,
checking or revising legal texts are emphasised as professional skills, but no formal degree in
languages, linguistics or translation is required (Correia 2003; Strandvik 2014a). However, today
this description applies particularly to the European Parliament and Council lawyer-linguists.
The role of the Commission’s lawyer-linguists, now called legal revisers, has changed over the
years. While still doing some translation revision, mostly of translations of the Commission’s
autonomous acts, they now concentrate mainly on the legislative quality of the original documents,
and much less on the quality of translations. As for the European Court of Justice, the translators,
who are all lawyers, are titled lawyer-linguists.
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• the Joint Practical Guide of the European Parliament, the Council and the
Commission for persons involved in the drafting of European Union legislation
(drafted and translated jointly by the legal services of the European Parliament,
the Council and the Commission, and now also annexed to the Joint Handbook
listed above); and

• the Manual of Precedents for Acts Established within the Council of the Euro-
pean Union (the Council’s own set of guidelines, but also used as reference by
other institutions; the manual largely overlaps with the Joint Handbook referred
to above).

These guides and handbooks are drafting guidelines, but through their trans-
lations into the EU’s official languages, and the fact that they contain explicit
references to translation, they also become normative translation guidelines. They
express the institutional intent, how the institutions want to draft legislation in the
different languages. They contain both general principles and (partly language-
specific) detailed drafting rules and formulae and are meant to serve as reference
tools for legislative drafting and other written works for the EU institutions, bodies,
and organisations. For instance, the Joint Practical Guide (JPG) was drawn up
as a result of Declaration No. 39 on the quality of the drafting of Community
legislation (1993), annexed to the final act of the Amsterdam Treaty, and the
subsequent common guidelines adopted by the European Parliament, the Council,
and the Commission in their 1998 Interinstitutional Agreement. According to the
JPG (2015),

In order for Community legislation to be better understood and correctly implemented, it is
essential to ensure that it is well drafted. Acts adopted by the Community institutions must
be drawn up in an intelligible and consistent manner, in accordance with uniform principles
of presentation and legislative drafting, so that citizens and economic operators can identify
their rights and obligations and the courts can enforce them, and so that, where necessary,
the Member States can correctly transpose those acts in due time.

In fact, for every new EU translator, professional and institutional socialisation is
largely a process of learning and internalising the rules and practices enshrined in
the common norm sources, and the – largely juridical – way of thinking underlying
them (Strandvik 2014a).

In addition to the common norm sources, the shared understanding of quality
is maintained and reproduced interinstitutionally through the EU’s technological
resources and tools. Euramis, the central translation memory database, suggests
memory segments – including normative ones – retrieved from earlier translations
to be used in new ones. Similarly, the EU’s terminology database IATE (InterActive
Terminology for Europe) contains (normative) terminology fed and validated by
the institutions’ translation services. Further cooperation channels and fora include
the European Institutions Linguistic Information Storage and Exchange9 (ELISE)
database, which supports rapid exchange of information on individual translations

9http://ec.europa.eu/dpo-register/details.htm?id=35571

http://ec.europa.eu/dpo-register/details.htm?id=35571
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or translation packages amongst translators working on the same file, and the more
formal Interinstitutional Committee for Translation and Interpretation (ICTI) which
deals with more general issues of common interest to the various translation and
interpretation services, including quality.

A significant driver of interinstitutional knowledge-sharing and cooperation on
translation quality is increased contact between the different institutions. Since the
entry into force of the Lisbon Treaty in 2009, the translation services and legal
services of the European Parliament and the Council have worked in closer contact
with each other in the context of the ordinary legislative procedure, coordinating the
translation, revision, and finalisation work related to legislative proposals received
from the Commission (Directorate-General for Translation 2010). Interinstitutional
cooperation, and thereby negotiation and reproduction of common quality norms,
also takes place through personal contacts and more or less formal language-specific
groups. For example, soon after Finland joined the EU in 1995, Finnish transla-
tors and lawyer-linguists formed an informal Finnish language group to discuss
problematic language- and terminology-related questions of common interest and
to issue recommendations on jointly agreed solutions, preferences, and practices.
The group, which consists of members from all Finnish translation units and legal
services in the Institutions plus the EU Publications Office, still exists, though it
now convenes less frequently (usually once a year) than during the early days of
Finland’s EU membership. Today, such networks are common practice in the EU
language communities.

At the intrainstitutional level (i.e. internally within a single institution), the
framework for ensuring a common and consistent approach to quality assurance
is more detailed and complex.

Unlike the Council’s Manual of Precedents mentioned above, there is no set of
general multilingual guidelines at the Commission. There is, however, a common
set of drafting rules, namely the Drafters’ Assistance Package (DAP) developed by
the Commission’s Legal Service on the basis of the JPG and used as an electronic
drafting aid. This internal tool offers step-by-step guidance on how to draft legal
acts and provides useful links and suggested wordings but exists only in English
and French. Several of the Commission’s individual Directorates-General have
their own drafting guidelines, such as DG Communication’s Guidelines for Press
Material and DG Trade’s DG Trade Communications Manual. In these guidelines,
the institution explains how it wants to communicate through different types of text.
Besides the drafting language, the principles expressed in such guidelines also apply
to translations (of press releases, competition documents, and so on).

Another Commission-wide quality effort is the Clear Writing Campaign
launched in 2010 as a joint initiative by five Commission departments: the
Secretariat-General, the Legal Service, DG Human Resources, DG Communication
and DGT. The campaign features training and clear writing awards for drafters,
among other measures. In 2011, it published a booklet entitled How to write clearly
(European Commission 2015) to serve as a quick guide for administrative drafting
in general. The guide has been translated and adapted into 22 official languages, so
it has become a language-specific reference document for good writing.
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The various guidelines mentioned above serve, above all, as technical reference
materials: they define the textual and linguistic norms and conventions to be applied
for legislative documents in particular, in order to write correctly and meet the
EU standard. But they leave many quality-related questions unanswered, especially
with regard to what good quality means in practice for text types/genres other than
legislation, how good quality can be achieved and ensured, how quality should be
monitored and assessed, and how efforts to guarantee quality should be reflected in
the operations of the whole organisation (Strandvik 2014a).

4.1 DGT’s Quality Management Model

In 2006, DGT launched a large-scale quality management project to address the
challenges listed above. The project focused on processes relevant for the quality
of translation services. More than 20 quality-related topics were identified and
analysed, including pre-processing of texts for translation; translation briefs and
feedback for freelancers; standards for the evaluation of freelance translations
(including training, error quantification, and tools for evaluation); increased aware-
ness about the nature and purpose of the texts to be translated; mapping of subject
matter competence; contacts with experts within and outside the Commission;
improvement of workflow tools for better capacity monitoring; collecting and
soliciting feedback; and more structured approaches to quality management in each
language department. Following this initiative, DGT launched a more compre-
hensive Total Quality Management project in 2008, during which all the relevant
workflow processes of the organisation, not just those directly related to translation,
were assessed by applying the Common Assessment Framework (CAF), a European
quality management methodology for public sector organisations.10 After several
years of work, DGT presented a comprehensive three-layer quality management
model (as shown in Fig. 1) consisting of:

1. An overall DGT Quality Management Framework (Directorate-General for
Translation 2014). This document defines the key concepts and principles for
quality management and outlines the structure of quality management-related
work, including the main contributors and processes involved.

2. Two sets of Guidelines, which operationalise the DGT Quality Management
Framework:

(a) DGT Translation Quality Guidelines (Directorate-General for Translation
2015): a document providing guidance on translation, quality control and
risk assessment; and

10See http://www.eipa.eu/en/topic/show/&tid=191

http://www.eipa.eu/en/topic/show/&tid=191
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Fig. 1 DGT’s three-layer reference model for quality management

(b) Guidelines for evaluation of freelance translations (Directorate-General
for Translation 2016a): a document describing the process of evaluation,
marking, and quality control of outsourced translations.

3. Various language-specific guidelines, drafted and maintained by the individual
language departments, for translation, revision, evaluation, and so on.

The DGT Quality Management Framework builds on the EN 15038:2006
standard for translation services and adopts a clearly functionalist approach to
translation quality. According to the Framework document:

As regards delivery of products and services, the key quality concept at operational level is
fitness for purpose (‘suitability for purpose’ as expressed in the standard of the translation
service provision).

A translation is fit for purpose when it is suitable for its intended communicative use
and satisfies the expressed or implied needs and expectations of our direct customers
(requesting DGs), our partners in the other EU institutions, the end-users and any other
relevant stakeholders.

In this definition, translation is seen as a purpose-oriented activity which serves
the needs and objectives of the Commission and its Directorates-General and,
ultimately, the end users. Hence, the products of translation, the translations, are
not independent objects with independent quality attributes but their quality is ulti-
mately determined by how successfully they can be used to fulfil the requirements
set by the processes and goals of the Commission and the EU at large.

The DGT Translation Quality Guidelines are an attempt at operationalising
the functionalist approach defined in the DGT Quality Management Framework.
They classify the EU documents typically submitted for translation into four main
categories according to their use and purpose:
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(a) legal documents;
(b) policy and administrative documents;
(c) information for the public;
(d) input for EU legislation, policy formulation and administration.

Based on the classification, each text category (divided into further sub-categories,
as appropriate) is described, focusing on the purposes, legal statuses, and other
characteristic features of these texts and the ensuing requirements for translation,
the risks involved in cases of poor quality, aspects and issues that should receive
particular attention in the translation process, and the recommended minimum level
of quality control. The document categorisation and the descriptions are also used
as part of the translation briefs provided to freelance translators.11

The Guidelines for evaluation of freelance translations aim to operationalise
the principles defined in the DGT Quality Management Framework and the DGT
Translation Quality Guidelines to ensure efficient, fair and consistent handling and
evaluation of outsourced translations. They include practical instructions on quality
requirements, error types, marking principles, quality marks and their distinctions,
as well as on text samples to be evaluated and feedback to be given, to help in-house
translators in their decisions when they act as evaluators. Outside the reference
model for quality management, but closely linked to the evaluation guidelines, DGT
also has a more comprehensive Outsourcing framework (Directorate-General for
Translation 2016b). The Framework, which consists of several modules, addresses,
among other things, key quality assurance aspects for outsourcing, such as ensuring
quality through communication, more specifically through specifications, transla-
tion briefs, and feedback.

Finally, the language-specific guidelines include various documents and instruc-
tion materials produced and maintained at the language department level to establish
standard linguistic practices in a specific language, to give guidance on recurring
linguistic problems and to define preferred (and non-preferred) usages. Such specific
guidelines are needed, because the aim of ensuring DGT-wide consistency of
approach necessarily has its limits. Since languages differ in their structures and
text type conventions and the challenges faced by translators (e.g. gender and
cases), each language department must also provide guidelines and instructions
according to the individual needs of their respective language: it would not make
sense for English translators to use the same guidance on these issues as Italian
translators. Moreover, since the overwhelming majority of Commission documents
are now drafted in English as the source-language, DGT’s English translators have
an inverted document flow compared to the other languages. They translate most of
the incoming documents that are used as input for the Commission’s administrative,
legislative, and monitoring work. The guidelines and instructions are hence not
uniform across DGT’s language departments.

11https://ec.europa.eu/info/files/translation-resources-translation-quality-info-sheets-contractors_
en

https://ec.europa.eu/info/files/translation-resources-translation-quality-info-sheets-contractors_en
https://ec.europa.eu/info/files/translation-resources-translation-quality-info-sheets-contractors_en
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4.2 Practical Quality Management at DGT Level

Alongside the above guidelines provided to operationalise the principles expressed
in the more abstract DGT Quality Management Framework, practical implementa-
tion of DGT’s quality assurance takes place through human action, interaction, and
processes at different organisational levels.12 There are many contributors beyond
the translators, both before texts reach the translators, and after they leave their
hands (as shown in Fig. 2). The main ones include, first of all, management levels:
senior management (Director-General, Deputy Director-General and Directors)
sets and enables strategic objectives related to quality while middle management
(heads of language departments and heads of translation units) has an important
role to play in terms of risk assessment and allocation of resources to translation,
quality control, and evaluation tasks. Other key actors are the four directorate-level
quality managers. They coordinate, as a team, quality management actions at DGT
level and deal with cross-cutting quality management initiatives, such as monitoring
the implementation of the corporate quality management system and promoting
a common understanding of quality-related issues. They also analyse individual
departments’ project reports and report on findings, advise senior management in
quality matters, draft policy papers dealing with quality, maintain a web forum
for quality-related matters, test quality assurance tools, and more. The quality
managers work in a matrix structure together with the quality officers (see also
Sect. 4.3), one per language department, who coordinate quality matters within their
respective departments and cooperate with their counterparts in the other language
departments, following up on incidents, ensuring that relevant knowledge sharing
takes place, and carrying out joint projects, such as ex-post quality analyses13 of
translation samples (see also Castilho et al. and Lommel in this volume).

DGT’s horizontal (non-translating) units and sectors also have a role to play
in practical quality management. The Editing Unit, which edits some of the
Commission’s documents and texts at the drafting stage, helps to improve linguistic
quality before texts are sent for translation. The Demand Management Unit,
and its Planning Sector in particular, which acts as the interface between DGT’s
clients (i.e. the Commission Directorates-General requesting translations) and
the language departments, has a key role in negotiating sustainable translation
deadlines, assuring the technical quality of source documents, and acquiring relevant
background information related to translation requests – all prerequisites for high-
quality translations. DGT’s Corrigenda Sector, also placed under the Demand

12See DGT’s organisation chart at https://ec.europa.eu/info/departments/translation_en
13‘Ex-post quality analysis’ refers to post-production analyses of translations after they have left
DGT. Typically, a sample of translations is collected, and a certain number of pages are analysed to
examine various aspects of quality. Different quality aspects may be focused on from one analysis
to another.

https://ec.europa.eu/info/departments/translation_en
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Fig. 2 Quality management at DGT level: potential contributors

Management Unit, has responsibility for corrigenda and correcting acts.14 In
addition to handling corrigenda requests, it drafts regular reports on the corrigenda
cases and their numbers, organises meetings with the language departments’
corrigenda correspondents and may bring up recurrent quality issues and give
recommendations. The External Translation Unit deals with external contractors,
also in matters related to (non-optimal) quality. The Evaluation and Analysis Unit
conducts business process analyses and suggests areas for improvement. The unit
runs regular customer satisfaction surveys among DGT’s clients and also collects

14A corrigendum is a formal document (a list of errors and their corrections), used to correct a
legal act or other official document or their translations, when the errors detected do not affect the
essential substance of the adopted act or document (in other words when they are non-substantive,
e.g. because they are obvious). When the errors detected do affect the substance of an act (i.e. are
substantive), a correcting act must usually be drafted. In such cases, an adoption procedure similar
to that applied when the act was initially adopted must be followed.
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data on so-called unsolicited general feedback, i.e. feedback on DGT’s translations
sent by stakeholders, such as national authorities, other EU institutions, businesses
or private citizens on their own initiative, without any specific request by DGT or
the Commission as part of the standard drafting/legislative process. DGT staff in
charge of training and knowledge sharing, including DGT Library, help organise
training events and, more generally, provide for knowledge resources and domain
competence management, in collaboration with senior and middle management and
the translation departments. Domain competence, in this context, includes both
knowledge of the Commission’s policies and EU legislation and knowledge of
specific fields (such as chemistry or economics), and is considered important for
translation efficiency and the avoidance of errors especially in cases of highly
technical or unclear source texts (Directorate-General for Translation 2017).

The most relevant individual staff roles in relation to practical quality manage-
ment are naturally linked to translation activities, but also to training and specialist
skills. Translators and assistants act at the DGT level in quality-related tasks such
as freelance correspondents, training correspondents, corrigenda correspondents,
language technology correspondents, lead translators (i.e. file coordinators for
important translation files), performers of joint technical quality checks, and a
host of ad hoc activities (e.g. as members of working groups). Terminologists, in
cooperation with DGT’s Terminology Coordination Unit, carry out DGT-wide
common terminology projects and ensure the reliability of the joint IATE terminol-
ogy database. Last but certainly not least, as an external party, the legal revisers in
the Commission’s Legal Service monitor whether the ‘originals’ comply with the
legislative drafting guidelines before translation, revise some of DGT’s translations,
provide translation models and templates for legislative documents, and give advice
in cases of translation problems with (potential) legal implications. Finally, an
external role in quality control is also played by the requesting Directorates-
General and the by the EU’s Publications Office. DGs may ask internal or external
experts to revise the translated language versions, and the Publications Office’s
proof-readers check legal acts and other documents and written materials before
publication, eliminating spelling errors, formatting problems and obvious linguistic
errors.

4.3 Practical Quality Management in DGT’s Language
Departments and Translation Units

Practical quality management involves processes as well as roles and responsi-
bilities, as outlined in the previous section. Quality management and assurance
measures at the level of individual language departments and translation units can
take many forms, depending on the specific situation of each department/unit. We
now outline the typical minimum procedures, shown graphically in Fig. 3. First,
as would be expected, is the aspect of quality management many non-specialists
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recognise as relevant, namely revision and review of translations. The translations
produced are systematically quality-controlled, usually by fellow translators but in
some exceptional cases also by external (national) experts. The quality control may
be carried out using variable combinations of comparative revision and target-text-
focused review. The decisions concerning the quality control to be applied are made
on the basis of risk assessments, mainly by the heads of translation units. In cases
where the risks are considered minor (e.g. where a translation is intended for internal
use only, or it is largely based on earlier, quality-checked translations or model
translations/templates), quality control may be done with a lighter touch. Revision
and review also have a training and knowledge sharing function, especially for the
benefit of new translators and trainees, as well as for those having to translate texts
with unfamiliar subject matters. Checks of the technical quality of translations are
in addition to revision and review. These are made mainly by assistants, observing
specific checklists for technical details, such as formats, numbering and integrity of
content, that have to be in order in the finalised translation.
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Another element of quality management which might be expected to figure
prominently in any organisation which outsources a significant percentage of the
translation task is evaluation and validation of outsourced translations. A sample
of every outsourced translation submitted by any external contractor is evaluated by
an in-house translator to verify whether the language department has received a
product that meets the quality requirements set in DGT’s tender specifications.15

In the evaluation, the translation is examined with regard to a set of quality
attributes (see Sect. 5.1). The evaluation is then validated by one of the department’s
validators to ensure fair and consistent marking, and feedback is provided to the
external contractor. The marks given are taken into account in the ranking of the
contractor on the list of contractors, calculated according to a dynamic ranking
system determining the order in which translation assignments are offered to
the contractors. The language department’s freelance correspondent monitors the
average quality marks and developments in the ranking.

All language departments in DGT must nominate a quality officer who coor-
dinates quality-related matters and, depending on the department’s needs and the
person’s competence profile, gives advice and support to translators on linguistic
and quality-related matters, analyses issues related to quality (also in cooperation
with national experts), drafts language-specific recommendations and guidelines
and posts and updates them on the department’s intranet website, and gives or
organises quality-related training within the department. Moreover, every DGT
translation department must allocate at least the equivalent of two full-time members
of staff in resources per year to terminology support, one of them by a full-time
terminologist. Translators usually send terminology enquiries to the department’s
main terminologist who then consults sources and experts to find a solution to the
problem. The results of such discussions and consultations are fed into the IATE
terminology database, as appropriate, to ensure correct and uniform usage.

Ex-post quality reviews conducted within the language department are more or
less regular post-production analyses of various quality aspects of samples of texts
translated and revised in the translation units. The findings of the quality reviews
are reported on, and training events may be organised to follow up on them; similar
analyses may also be carried out as joint projects involving all DGT language
departments. Response to quality-related feedback is distinct from such quality
reviews because it is based on feedback such as corrigenda and correction requests
or comments, suggestions or criticisms received from clients (requesting DGs), end
users of translations (e.g. national authorities) or other stakeholders in conjunction
with the translation/legislative process. The feedback is dealt with according to
standard procedures and, if necessary, steps are taken to put the matter right. It also
includes the so called unsolicited general feedback (see Sect. 4.2 above).

15DGT’s outsourcing is based on multiannual framework contracts concluded with external
contractors. The contracts result from a tendering procedure in which a set of tender specifications
defined by DGT are applied. In the tendering process, aspiring contractors’ offers are assessed as
a function of the quality of the service proposed and the price quoted, with a weighting of 70% for
quality and 30% for price.
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In addition to the standard measures listed above, DGT’s individual language
departments may carry out a number of supplementary activities aimed at assuring
and maintaining quality, according to their specific situations and needs (the list
here is not exhaustive). They often create networks between EU translators and
national authorities, such as ministries, specialised agencies, academic institu-
tions, expert bodies, or language authorities. Depending on the language and country
in question, such networks may have varying degrees of formality and focus on
more general cooperation in language matters or everyday exchange of information
on matters of terminology, linguistic questions, or quality-related feedback. As
examples of such initiatives, the Swedish and Finnish networks of cooperation
and feedback may be mentioned, both having informal, non-hierarchical, but well-
organised structures. In addition, language departments may have bilateral relations
and contacts, e.g. in matters of terminology and quality assurance, with external
experts or specialised national agencies dealing with individual policy sectors, such
as aviation, food safety, safety of medicinal products, or financial supervision.
Alongside these external expert links, the establishment of departmental quality
groups supports quality internally. Such groups may exist on a permanent basis or
be formed for ad hoc assignments. They may, for instance, conduct quality-related
analyses, identify and record good practices for quality assurance, or help draft
translation guidelines for certain text types or genres. They may also act as con-
sultative bodies, for example by commenting on new linguistic recommendations,
guidelines or model translations.

Language departments may also carry out assessments of the quality of
individual translators’ work. Translations produced by in-house translators may
be subjected to regular quality assessment carried out by the quality officer or a head
of unit or department, as part of the Commission’s annual career appraisal process
and in order to monitor the overall level of quality of the work done within the
translation department.

Tools and resources figure at departmental level as well as at DGT, institutional
or interinstitutional levels. Departments may take responsibility for tool-related
training or for the development and tailoring of checking tools, for example
applications developed to detect frequent errors in translations (e.g. deviations in
certain standard expressions or dates and numbers). The development and tailoring
is typically language-specific as some languages lend themselves to error checking
more easily than others.

To help to achieve consistency of terminology, departmental terminology wikis
may be set up as collaborative sites for discussing and recording terminology and
references during individual translation assignments. Such terminology wikis may
then be made available to the translation services of other institutions for their
further work on the same document or document package and the terms may be
validated and fed into the IATE terminology database.
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4.4 Consistency of Approach: Challenges

As we have seen, translation and quality assurance, which at first sight might seem
to be rather straightforward institutional operations, actually involve a multitude of
different processes. The multi-layered quality management system described above
includes a large number of different principles, guidelines, procedures, workflows,
and participants contributing to the overall goal. The assumption is that when the
rules, principles, and practices are adhered to, and everyone involved in the different
processes works correctly and according to agreed standards, good quality will be
achieved. One of the key elements in the system is therefore constant coordination
between the processes and the participants. Without it, the required efficiency,
uniformity, and consistency would inevitably be lost.

One of the challenges for the current framework is to ensure sufficient com-
munication and coordination between the numerous participants in the processes.
To address this issue within the Commission, DGT has created a system with lead
translators, who act as file coordinators or project managers for important translation
files, channelling and centralising the communication between all translators and the
requester. For major files, such as large translation packages with hundreds of pages,
a multitude of questions may be channelled from the translators to the requesters.
As an illustration, in the context of a recent package, more than 300 questions were
sent to the authors. The replies received from them provided the expert clarifications
the translators needed to carry out the work with a common understanding of the
source text. A third of the questions led to corrections in the source text and to new
document versions, while another third had to do with issues that did not warrant
corrections or new versions. A major challenge is also to ensure that this information
flow is not hampered when texts are outsourced.

In the interinstitutional setup, the challenges may multiply. For instance, in
the ordinary legislative procedure, the following actors are typically involved as
a minimum: drafters/translation requesters in the Commission Directorate-General
in charge of the legislative proposal; the Commission’s Legal Service; DGT Plan-
ning (which receives and transmits further the translation assignment); assistants,
translators, revisers, and terminologists in DGT translation units; national experts
(consulted in case of need or commenting on translations at the preparatory stage);
the Commission’s Secretariat General (which transfers the translated documents to
other institutions); translators, terminologists, assistants and other administrators in
the European Parliament and the Council; lawyer-linguists in the Parliament and
the Council; Members of Parliament (in the European Parliament) and national
authorities and their representatives (in the Council) negotiating the final version
of the act to be adopted; and the Publications Office. If, for instance, changes that
Parliament/Council lawyer-linguists working ‘downstream’ in the process make
in translations – possibly because of demands made by national authorities – do
not come to the attention of the translators/revisers further ‘upstream’, the same
errors or non-preferred usages may be repeated over and over again. A case from
one language department provides a telling example: the name of a new EU
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initiative was coined by the language department in DGT after consultations with
all institutions. However, when the document reached the Council and Parliament
a year later, national authorities proposed another name to the lawyer-linguists.
Since the proposed alternative name was fully correct and possible, it was accepted
and became the formal denomination. In the meantime, though, more than 300
other documents, featuring the name which had been agreed on initially, had
been translated. They were now outdated as far as the name of the initiative was
concerned. All relevant information concerning the initial process of establishing
the name had been duly documented in the ELISE database, which follows all
interinstitutional files throughout the workflow, but because of time pressure the
database was not consulted at later stages.

Secondly, documents or texts may bypass DGT and the standard quality assur-
ance processes, if those who need translations decide to produce or outsource
them themselves. In Commission Directorates-General, translations are sometimes
requested from their own in-house staff with a knowledge of the target-language
(but not necessarily any experience in translation), or, if speakers of the target-
language are not available, MT may be used, sometimes with no subsequent quality
control or post-editing. Similarly, materials to be translated may be sent to external
translation service providers without DGT playing any role in the process, and
the self-outsourced translations may not be subject to any quality control. The
results may thus deviate considerably from the normal quality standards of the
Commission. Sometimes, end products from such self-translation/outsourcing may
be combined with other texts translated earlier by the institution’s own translation
service (for instance on websites), and the result may be patchy, inconsistent, and
often difficult to correct afterwards.

In more general terms, basically any translation intervention which bypasses
the standard processes and/or is unforeseen and unannounced poses a significant
quality risk. This is illustrated well by cases in which, to achieve efficiency gains,
those needing translations are increasingly tempted to use automatically generated
translations for snippets of text that occur frequently in different documents and
contexts. Such snippets may include, for instance, dates to be inserted into texts, or
words, headings or labels for web pages. The ‘universal’ translations to be used
for automatic generation may be created by either having them first translated
by the institution’s translation service, as ordinary translation assignments, and
then storing them for future use, or by extracting them from existing translations.
However, their inherent problem is, besides that of possibly extracting wrong
forms in the first place, the unpredictability of their future uses: through automatic
generation the translations may end up in contexts where they do not fit at all.
And since the automatic generation takes place outside DGT, the end results cannot
usually be checked by translators, so they are largely uncontrollable and can only
be corrected afterwards, and not necessarily even then. A non-standard approach
poses risks for any language, but especially for the case-rich, agglutinative, and
inflectional ones, such as Hungarian, Estonian, or Finnish, which tolerate automatic
generation of text elements very badly. Increasing use of MT could lead to a further
escalation of this problem.
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A third challenge is the tension between harmonisation and flexibility. In a
workflow with so many processes, tools, participants, and large translation volumes,
there is a natural and well-founded wish to harmonise processes and working
methods. However, as Mossop (2007) says, translation and revision are not rule-
based activities. Instead, they are activities based on principles, and principles are
things you do, unless there is a reason to do something else. The interactions
between the various participants take place if there is a need for them to take place.
If a translator has a doubt, he or she consults the terminologist, the quality officer,
the requester, the lawyer-linguists, or a colleague, depending on a number of things
that may not be easily harmonised in an efficient way. What gives rise to a problem
in one language might not be an issue in other languages. Competence profiles of
the people involved may vary (domain competence, IT competence, etc.). Language
departments may be more or less able to access experts in national administrations
for terminology inquiries. Freelance markets are not the same, neither in size nor
in maturity. In other words, an efficient translation workflow is not a standardised
linear workflow, but one where certain processes are activated only if and when they
are needed and readily available.

5 Consistency of Quality

What remains to be discussed is how translation quality is evaluated and managed in
practice across DGT and its language pairs. How can consistent quality be attained
across two dozen languages? To understand this, and the challenges involved, we
need to have a look at DGT’s translation quality assessment model.

5.1 DGT’s Model for Translation Quality Assessment

According to DGT’s mission statement, DGT provides the Commission with high-
quality translation. The specifications of what this means in practice are laid down
in the DGT Translation Quality Guidelines described above. The basic quality
requirements are also presented in a compact form in the tender specifications16

for DGT’s most recent call for tenders for outsourced translations (OMNIBUS-15).
According to the specifications,

The quality of the translations must be such that they can be used as they stand upon deliv-
ery, without any further formatting, revision, review and/or correction by the contracting
authority.

To this end, the contractor must thoroughly revise and review the entire target text,
ensuring inter alia that:

16https://infoeuropa.eurocid.pt/files/database/000064001-000065000/000064078_2.pdf

https://infoeuropa.eurocid.pt/files/database/000064001-000065000/000064078_2.pdf
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Relevance
Error type Code Low High

Mistranslation + unjustified addition SENS
Unjustified omission or non-translation OM
Wrong or inconsistent EU usage or terminology TERM
Reference documents/material not used; norm sources or job-specific
instructions not adhered to

RD

Clarity, register and text-type conventions CL
Grammar GR
Punctuation PT
Spelling SP

Table 1 DGT’s quality grid

• it is complete (without unjustified omissions or additions);
• it is an accurate and consistent rendering of the source text;
• references to documents already published have been checked and quoted correctly;
• the terminology and lexis are consistent with any relevant reference material and

internally;
• appropriate attention has been paid to the clarity and register and text-type conventions;
• it contains no syntactical, spelling, punctuation, typographical, grammatical or other

errors;
• the formatting of the original has been maintained (including codes and tags if

applicable);
• any specific instructions given by the authorising department are followed; and
• the agreed deadline (date and time) is scrupulously respected.

As for linguistic and textual quality, the aspects of quality listed reflect the
following quality grid used by DGT (Table 1).

A distinction is made between ‘low-relevance’ and ‘high-relevance’ errors, a
high-relevance error being one that seriously compromises the usability of the text
for its intended purpose.

In addition to the aspects of quality listed in the table, EU translations have a
further ‘institutional’ quality requirement, namely that of equivalence or consistency
between (or equal value of) all language versions. In the EU (legislative) context,
this equivalence has also been termed ‘multilingual concordance’ or ‘multilingual
consistency’, in order to describe a situation where there are a number of language
versions (instead of only one source text and one target text) which may have
different linguistic equivalence relations vis-à-vis the source text and vis-à-vis each
other, but which should still produce the same legal effect.

5.2 Consistency of Quality: Challenges

As with the consistency of approach, the basic assumption is that if the above-
mentioned linguistic and textual quality requirements are perceived and observed
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in an appropriate and coherent manner by all those involved, there will be good and
consistent quality. This is, of course, possible only if the translation demand and
the organisation’s resources match each other. If translators do not have time to read
through their translations before sending them to revision and/or if quality assurance
and control procedures must be skipped altogether or reduced significantly due to
workload, consistency of quality is at risk. With the high translation demand in the
Commission and diminishing translation resources, it is a real challenge to carry out
workflow and translation processes in such a way that efficiency gains are achieved
without professional working methods being distorted (Strandvik 2018). Similarly,
if the domain competence required by specific translation jobs does not exist or
cannot be allocated, consistency of quality may be difficult to achieve, or assess.
And further, increased outsourcing may also contribute to such risks. For instance,
in-house field-specific domain competence may be gradually lost if all or most of
the documents dealing with a particular field are systematically outsourced. This,
in turn, may entail difficulties in maintaining consistency of quality through the
evaluation and revision of the outsourced translations.

The multilingual and multicultural organisation also presents certain in-built
challenges. While language-specific aspects of quality (such as grammar, punctu-
ation, and spelling) are relatively clear-cut, others are more vague (in particular
clarity, sense, and omission). For instance, what is considered clear writing in
one target culture may not coincide with the clarity ideals of another. Norms and
conventions of good administrative language, as reflected in sentence and paragraph
lengths and structures, use of rhetorical devices and such, are very different in, say,
Sweden and France (Strandvik 2012). Pym (2000), trying to explain debates in the
Finnish press concerning the EU and its (presumed negative) effects on the Finnish
language after Finland’s accession to the EU in 1995, even suggests that there is a:

significant divide here between the north and south of Europe, and more especially along
the lines of partition brought about by the sixteenth-century Reformation and Counter-
Reformation. Protestant Europe has long sought to bring the word of authority close to
the language of the people; it has long encouraged the individual to reason with the law
alone. Catholic Europe, on the other hand, has traditionally understood sacred texts through
a mediating institution; it is relatively unperturbed by the idea that priest-like experts might
exist for the interpretation and application of complex language. The analogy is perhaps
forced. But it does point to the depth of the traditions involved.

The fact that translators from different countries have different training back-
grounds may also play a role. For instance, when Greece joined the EU in 1981,
there was no translator training available in the country. As a result, many of
the Greek translators recruited by the EU came from engineering backgrounds.
Similarly, in some countries, Translation Studies has a long history as an inde-
pendent academic discipline whereas in others it has traditionally been a sub-
component of philology (Biel 2011). This may have an impact on translators’
perceptions as to their role, task and room for manoeuvre as mediators and
communicators (linguistics-based/source-text-oriented vs. functionalist/target-text-
oriented paradigm). Different perceptions and attitudes can have an impact on
multilingual consistency, as translators may approach their task with different
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preconceptions and mind-sets. They may also be the source of differing views
on what constitutes a high-relevance error, e.g. in terms of what translators can
add to or take away from a text (cf. Pym 2000). Similarly, these differences may
affect ‘professional visions’ of whether translators, in their translation approach and
strategies, should look rather inward towards their institutions or outward towards
the users and receivers of their translations (ibid.; see also Suojanen et al. 2014).

One factor that is challenging for the consistency of quality is that the EU’s
legislative translations, on the one hand, and its other translations, in particular
those of more informative and persuasive texts targeted at the public, on the
other, have to meet different demands. While legislative translations, aiming at
the same legal effect, have to conform to strict norms with regard to form and
content, translations of other texts can – and actually should (see DGT Translation
Quality Guidelines) – pursue their intended effects with a more varied set of tools,
particularly with regard to form but also, to some extent, to content elements
(localisation). If in the case of the latter, different approaches are adopted in different
language pairs, so that in some language pairs a strategic decision is made to stick
very close to the source text in all its aspects, but others choose a more target-
oriented and text-manipulative approach, then consistency of quality between the
language versions may not be achieved. An attempt to reproduce the source text
form and content as fully as possible may also result in what might be called
‘synoptic equivalence’. Synoptic equivalence means that on the surface a language
version may look very much the same as the source text but, exactly for this
reason, it may differ considerably as to the extent that it achieves the intended
communicative effect in comparison with the source text. Attempts to ensure such
synoptic equivalence are then potentially counter-productive, as they may prefer
formal correspondence to effective communication through translation. Related to
the above, the EU’s language regime also creates a somewhat tricky situation in that
the same translation may have to serve more than one member state (for instance
French translations serve France and Belgium). This means that some language
versions can be tailored less to local needs than others, which may have an effect on
multilingual consistency.

It is also worth noting that in certain situations different EU translation norms
may be in conflict with each other, and this may have an effect on quality. A case
in point is the so-called sentence rule which is applied in EU legislative translation.
According to the rule, the sentence boundaries in the enacting terms (articles) of
a legal act must be the same in all its language versions. This facilitates later
references to the provisions of the act. But it also means that a conflict with the
quality dimension ‘clarity’ may emerge, if the source text includes (excessively)
long sentences. At the same time, as typical and recommended sentence lengths
vary in different national (legal) languages, the forced reproduction of the sentence
boundaries in all language versions is potentially conducive to inconsistency of
quality.

Finally, technical constraints may manifest themselves in consistency of quality
issues. For example, translating an EU text, such as a Commission press release,
in the current XML format may effectively limit certain textual operations needed
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to optimise quality in certain languages, or at least make such optimisation more
difficult. As the limiting effects on different languages may vary, inconsistency of
quality may ensue. Similarly, new content types and content management systems
may have a ‘decontextualisation effect’, forcing translators to work on isolated
strings of text instead of coherent wholes (see Drugan 2013). This, too, may have
different consequences for different languages in terms of quality.

6 The Impact and Implications of Translation Quality
Management

These issues and challenges, and the associated response by DGT (i.e. the adoption
of a translation quality management policy) have effects beyond translation quality
alone. In such a large diverse multilingual and multicultural workplace ‘ecosystem’,
introducing any wide-ranging policy on management of course has significant con-
sequences, both intended and unforeseen. The DGT translation quality management
approach also raises questions relating to ethics, economics, politics, technology,
professionalism, culture, and values. Significant questions include the implications
for individual translators; issues relating to their agency,17 power, and status within
the EU institutions; issues relating to agency, power, and status beyond the EU
in the wider translation industry; and ultimately questions of culture, values, and
professionalism. Some of the most important are now briefly discussed from the
bottom up, i.e. from the individual translator, to the EU institutions, to the translation
industry generally, and finally to professional culture and values.

What does a consistent policy on translation quality management mean for
individual translators’ experiences of working for the EU institutions? Based
on the discussion in the previous sections, it could be concluded that DGT’s
quality management policy empowers and motivates translators by giving them
opportunities and responsibilities for taking action to ensure, maintain or improve
quality (including through acting in different quality-related roles). The fact that
most translations do not undergo any further quality control in the requesting
Commission Directorates-General after they leave DGT is also likely to add to
translators’ ownership and responsibility. But at the same time, the comprehensive
quality framework, with its strict norms, conventions, and standard procedures and
processes, obviously limits translators’ margin for manoeuvre.

Some likely outcomes are suggested by evidence from large-scale empirical
studies of Total Quality Management approaches across a broad range of industries
and sectors, though these have not thus far included the translation industry.
Early research on the effects of Total Quality Management concentrated on the

17Buzelin defines agency in general terms as “the ability to exert power in an intentional way”
(2011). Kinnunen and Koskinen define it as “willingness and ability to act” (2010). See also
Moorkens (2017) for a discussion of freelance translators’ agency.
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organisational level, assessing productivity, operational performance, and financial
aspects (Agus and Abdullah 2000; Nair 2006). However, more recent work has
shifted the focus to the individual. Studies have measured how Total Quality
Management affects staff workloads, sense of belonging, stress and well-being,
for example (Liu and Liu 2012). This work has found not only the improved
quality and efficiency which might have been expected, but also: enhanced staff
well-being, particularly where “team- and empowerment-oriented” TQM practices
are chosen; an increased sense of well-being related to job satisfaction when staff
have responsibility for promoting TQM practices; the creation of a “climate of
communication in the workplace”, due to the greater levels of interaction and
feedback among workers required by TQM approaches; and at the higher level,
greater “autonomy, meaningfulness and connectedness” (see Liu and Liu 2012 for
a summary of these findings across multiple studies). These impacts were observed
even though staff were found to work harder under TQM approaches.

However, the various studies which Liu and Liu assessed to identify these broad
findings focused on employees. As we note above, a significant and growing pro-
portion of translation work in the EU institutions is outsourced and thus performed
by freelance workers, who may have no direct connection to the institutions if
the work is further subcontracted by an external translation service provider, the
standard industry model. In a context where management of translation quality is
formalised and operationalised as outlined above, there is asymmetric access to
understanding of the quality management policy among freelance and in-house, or
novice and experienced translators. What is each individual’s place in the quality
management ecosystem and do they always understand this? Or even, in the case
of freelance providers, know that the quality management policy exists? What
access do freelance translators have to quality management processes and policy?
An important feature of TQM approaches is the feedback loop, so that the policy
evolves based on learning from practice and as practice itself changes; but this
depends here on the inclusion of a large cohort of freelance translators, who may
be well-placed to provide relevant feedback (for example, translators working for
the EU on a freelance basis may have decades of high-level experience working for
the institutions or even be former in-house translators). What do elements such as
consistency of approach mean in practice for those who deliver it via their individual
translations? Who makes decisions where conflicts arise? For instance, when
questions of cost or efficiency come into conflict with translators’ concerns around
time or translation quality, does the common approach to quality management help
in adjudicating or have a role in protecting quality standards? Empirical studies
of TQM approaches have also repeatedly emphasised the importance of co-worker
support for effective implementation (e.g. Joiner 2007), but freelance translators
typically work remotely and with little if any contact with their peers or in-house
staff: how can they access such ‘co-worker’ support? In a discussion of general
freelance translation contexts, Moorkens (2017) links freelance translators’ general
lack of supportive co-workers to lowered social capital, and hence lower job and
life satisfaction, and subjective well-being. It is not clear whether TQM approaches
can or do make an impact on this less positive broader setting. These questions
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do not have clear or uniform answers but highlight areas for further research and
development of TQM approaches in evolving work contexts.

Moving up a level from the individual translator to consider the broader context
within the institutions, questions of status, power and agency are present in relation
to the translation quality management policy. An empirical study by Dam and
Korning Zethsen (2008) singled out EU translators as those who may have an
“assumed higher status” in a profession which was more generally considered low-
status, including by translators themselves. Translator power and influence were
assessed by asking in-house translators and other employees in Denmark to state
whether they had, or might be expected to attain, “an executive office or managerial
position” (ibid.). The EU institutions’ development of more powerful roles in quality
management might support the hypothesis of “assumed higher status” in these
terms. However, power and influence at the EU must also be seen in the broader
context of the status of translators and quality managers in relation to multiple other
(powerful) actors such as lawyer-linguists, elected representatives, or officials in
national administrations. As outlined above, translators’ choices and decisions are
subject to review and can be overridden by lawyer-linguists, among others. Not only
this, but the strong institutional history and existence of approved prior translations
and reference documents mean that translators must accept recognised translations
that are not necessarily their own preferred version. Of course, this is no different
to most other professional translation contexts; but it can clearly come into conflict
with a strong emphasis on translation quality. Here we see a good illustration of
how translation quality is not absolute, but can be viewed differently at the level
of the individual and of the system. For instance, in a given individual translation
situation, it may be fully justified to accept a choice or solution which is not ideal in
terms of quality, because doing something else, and thereby deviating from earlier
usage or practice, could eventually lead to a more serious quality issue. Strandvik
(2014b) describes how different actors in the workflow have different needs and
expectations, and hence different views on what translation quality is. Dollerup
(2001) highlights a further question of status which is relevant for quality at the
institutional level: the different statuses of EU languages, with ‘official’, ‘working’,
and ‘other’ languages and, arguably, English as an exceptional case. How do the
different internal statuses of EU languages play out in practice in relation to the ‘no
original’ and ‘equivalent value’ principles for legislative texts, and how can a broad
translation quality management policy handle any conflicts which arise here?

Moving up one step further, to the level of the translation industry more
generally, other questions of status, power and agency arise, particularly in relation
to outsourcing. In common with many other sectors, translation is increasingly
subject to the drive to outsource provision of services, and the EU institutions too are
sending out a large and growing proportion of translation work. The logic of such
changes may seem apparent, for maintaining large in-house divisions is expensive
whereas outsourced models pass substantial costs (e.g. equipment, holiday pay)
on to the providers. The outsourcing model can have undesirable and hard-to-
predict effects for quality, however, and can thus come into conflict with the quality
management approach. As an example, it makes sense for organisations to outsource
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translation provision in terms of cost and, to some extent, administration upstream;
but this has consequences downstream for assessment and control of translation
quality. In-house staff must spend increasing time away from producing their own
translations to monitor and check other providers’ work, among other effects. This
means internal expertise and motivation (and hence, quality) can be placed at risk
in the longer term, making it all the more important that attention continues to be
focused on quality management at the strategic level so that unforeseen side-effects
or new issues can be spotted and addressed as they transpire.

What impact does quality management have at the more abstract level of
professional culture and values? Although there is little research in relation to
quality management in the translation industry, several decades of research into
the effects of TQM in management and business studies contexts indicate some
potentially relevant findings here (e.g. Adam et al. 1997; Kaynak 2003). A leading
empirical evaluation of the effects of TQM across multiple sectors and organisations
concluded that the three TQM practices which have direct effects on operating
performance were supplier quality management, product/service design, and pro-
cess management (Kaynak 2003).18 Performance was also affected by management
leadership, training, employee relations, and quality data and reporting, and by ‘top-
down’ approaches, with researchers stressing that “Quality should not be directed
from the outside the individual and the organisational unit, but inside both of them”
(Lee and Lazarus 2007).

In DGT, processes and their actors are critical in achieving this ‘insider’
direction. As Strandvik has argued (2014a), “roles might be clear-cut in theory but
overlap in practice”, so “the different actors quite heavily depend on each other for
the end product to be of high quality”. The very fact of formally paying attention
to quality management, and having dedicated quality managers and quality officers
whose role and responsibility it is, sends a clear signal of high-level encouragement
of a professional culture, developing and supporting a strong community of practice.
There is space to discuss strategic challenges and review the effects of responding
to them; for instance, do measures work as intended, and if not, what might
work better? This speaks to debates in Translation Studies around the need for
greater professionalisation or even regulation of the sector (e.g. Gouadec 2010),
and provides hope that the isolated freelance translator may be better integrated in a
coherent community, including resources, support, feedback loops with associated
opportunities for ongoing self-development, and recognition of their contribution.
Agency in this view is not the preserve of the translator, but shared by other
important parties including drafters of legislative texts, quality managers who see
the bigger picture across the institutions, and ultimately translation users (cf. work
by Suojanen et al. (2014) on User-Centred Translation), particularly appropriate in
the democratic EU context.

18In DGT terms, this would mean translation supplier management, translation/translation service
design, and translation process management.
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The EU has a leading role to play at this higher level of professional values and
ethics. In a context of increased outsourcing, an emphasis on translation quality
management offers a way to balance rational deployment of limited resources,
quality, and professionalism. One indication of the EU institutions’ values is that,
in their outsourcing tenders, they emphasise quality over price, as witnessed by the
Commission’s (DGT’s) quality/price weighting of 70/30 (see footnote 15). A qual-
ity management strategy can also deliberately address some negative effects of the
way the industry is increasingly structured. For example, in a situation where public
sector contracts are being dominated by a very small number of huge Language
Service Providers, the European Court of Justice explicitly offers opportunities for
individual freelancers, in addition to larger LSPs. Currently, 80% of their external
providers are in fact individual translators, without intermediaries. Another case
in point, outside the EU, is translation tenders published by the Swiss Federal
Chancellery which have for many years observed a minimum price level. Any bids
below this stipulated price level are excluded as ineligible. TQM approaches also
emphasise the importance of communication between suppliers, clients, employees,
and managers, and so they may offer effective ways to introduce greater peer (if not
directly ‘co-worker’) support for freelance translators as feedback loops develop
over time. Achieving this would be directly in line with TQM goals and likely to
have positive effects on translation quality, as Kayak concludes (2003) (translations
being the relevant ‘material’ here):

Establishing an effective system for collecting and disseminating quality data throughout
the organisation in a timely manner is necessary to realise improvements in supplier
quality management, product/service design, and process management. Then, firms can
focus on developing cooperative relationships with their suppliers to improve the quality
of incoming materials and to involve them in the buyer firms’ product/service design
and process management activities. Coordination and cooperation among employees who
participate in product/service design and process management are essential to improving
quality performance of firms.

One recent example of such good practices is the VW Language service which
was awarded the German Hieronymus Prize in 2014, precisely in recognition of its
supplier management model.19

Last, but not least, in a context of competing online sources of (dis)information,
political opposition to the very idea of the EU, and populist media with an anti-EU
agenda and deep pockets, there is a greater need than ever to communicate the EU
project to citizens as effectively as possible. This will of course have to be achieved
through quality translations.

19See http://bdue.de/de/fuer-presse-medien/presseinformationen/pm-detail/auszeichnung-vw-
erhaelt-bdue-hieronymus-preis-2014/

http://bdue.de/de/fuer-presse-medien/presseinformationen/pm-detail/auszeichnung-vw-erhaelt-bdue-hieronymus-preis-2014/
http://bdue.de/de/fuer-presse-medien/presseinformationen/pm-detail/auszeichnung-vw-erhaelt-bdue-hieronymus-preis-2014/
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Crowdsourcing and Translation Quality:
Novel Approaches in the Language
Industry and Translation Studies

Miguel A. Jiménez-Crespo

Abstract Crowdsourcing involves the outsourcing of processes previously con-
ducted by professionals in structured ways to communities and crowds using
innovative workflows in order to achieve the best possible results. This chapter deals
with the way in which the notion of quality has been impacted by the crowdsourcing
revolution in translation. After defining the scope of what crowdsourcing is in
translational contexts, it delves into the impact of crowdsourcing in terms of how
the industry and translation studies conceptualise and implement quality. The main
issues reviewed will be the consolidation of process-based approaches to guarantee
quality, the expansion of the fitness for purpose model, and the distribution of
responsibility to different agents that participate in the translation event. The
chapter ends with an exploration of novel practices and workflows to guarantee
quality inspired both by professional approaches and by MT research in existing
crowdsourcing initiatives.

Keywords Translation quality assessment · Principles to practice · Community
translation · Fitness for purpose · Translation process · Translation workflows ·
Translation studies

1 Introduction

The twenty-first century has witnessed the rise of crowdsourcing in all sorts
of realms and domains. Crowdsourcing entails outsourcing cognitive tasks and
problem-solving activities for free, or for low rates, to large crowds of motivated
participants (Brabham 2013). This technological revolution has been made possible
by new platforms and technologies that allow large groups of people to cooperate
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at a scale unimaginable decades ago. The continued evolution of technologies has
meant that during recent times we have witnessed the rise in (i) the number of tasks
and problem-solving activities to which crowdsourcing is applied, (ii) the output
volume of crowdsourcing in all realms, and (iii) the volume of participants. The
tasks that crowdsourcing has been applied to are many and varied in nature; from
drafting the Icelandic constitution (Siddique 2011) to creating computer operating
systems (Arjona Reina et al. 2013); from providing solutions to scientific problems
with Innocentive,1 to identifying stars and galaxies with GalaxyZoo,2 or even
collaboratively translating its spinoff website Zoouniverse (Michalak 2015). This
boom in crowdsourcing has also led to a considerable increase in scholarly interest
(Estellés et al. 2015): Google Scholar shows that in 2005 only 50 papers mentioned
crowdsourcing, while in 2015 alone this term was mentioned in almost 15,000
papers, chapters, and books. Given the paradigm shift in which task completion
and problem-solving have moved from being performed in professional contexts,
to outsourcing to large crowds of non-professionals working collaboratively using
distinct workflows, one basic question or concern of professional communities
and researchers alike is often the quality of the output. The innovation in terms
of workflows to harness the power of the crowd is also applied innovatively to
guarantee the highest possible level of quality.

In this context, this chapter deals with the implications of crowdsourcing for
translation quality. It delves into the ways in which this phenomenon introduces
novel approaches both in Translation Studies (TS) and the language industry. It
is intended to help bridge the gap between the industry and TS following recent
initiatives with the involvement of both interested parties, in order to standardise
metrics or models such as the TAUS DQF or MQM (i.e. Görög 2014a; Lommel
et al. 2014 and Lommel in this volume). The goals of these initiatives are to
establish common frameworks and also to enable the evaluation and comparison
of quality for all types of translation output that exist today: professional, non-
professional, crowdsourced, MT, post-edited MT, or hybrid approaches. It goes
without saying that professional approaches in the industry and in TS (i.e. Gouadec
2007; Drugan 2013 and Drugan et al. in this volume), as well as quality evaluation in
MT (see Castilho et al. in this volume), have been and will no doubt continue to be
widely researched. Nevertheless, crowdsourcing of translation quality has not been
sufficiently researched to date. A number of studies have been produced within the
MT literature (Zaidan and Callison-Burch 2011; Zbib et al. 2013; Yan et al. 2015
and many others), while the number in TS is still relatively modest but growing (i.e.
Jiménez-Crespo 2013, 2016, 2017a; Deriemaeker 2014; Klaus 2014; Mitchell et al.
2014; Mitchell 2015; Persaud and O’Brien 2017). This comes as no surprise given
that crowdsourcing in general is a phenomenon that can be considered to be “still
in its infancy” (Estellés and González 2012). This is also due to the fact that TS
has been concerned primarily with the question of motivation of participants, rather

1https://www.innocentive.com/
2https://www.galaxyzoo.org/

https://www.innocentive.com/
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than with quality or other issues (i.e. Mesipuu 2012; McDonough-Dolmaya 2012;
Olohan 2014; Jiménez-Crespo 2017a).

In general, two trends emerge in a first analysis of existing approaches to
crowdsourced translation quality. On the one hand, the large influence of MT and
language automation research: issues such as the focus on segmental processing,
the prioritisation of the development of workflows to secure quality (Morera-Mesa
2014) or the search for automatic quality measurements. At the opposite end of
the spectrum, certain practices implemented in crowdsourcing are applications of
existing professional approaches in the language industry: this can be perceived
in the replication of translation-edit-publish (TEP) approaches in certain non-profit
crowdsourcing initiatives, or in the use of quality metrics and error scales developed
for human translation in professional settings. No matter whether the approach to
crowdsourcing translation quality is closer to one or the other, the diverse range of
approaches have in common the need to adapt, combine, or merge existing practices,
or even to develop new hybrid ones, given the involvement of a wide range of
participant populations: from professionals to para-professionals, all the way to
bilinguals or even monolinguals (Hu et al. 2011; Mitchell et al. 2014; Koponen
and Salmi 2015).

In order to tackle the issue of quality in translation crowdsourcing, this chapter
consists of three sections with interrelated goals. The first section reviews the
notion of crowdsourcing from an epistemological perspective and delimits the scope
of what is – and what is not – translation crowdsourcing. The second section
reflects on the main issues of interest brought up in the analysis of crowdsourcing
quality evaluation, such as the reliance on process-based approaches to quality, the
consolidation and expansion of the fitness for purpose models, and the distribution
of responsibility to make decisions on quality. The third section provides an
overview of workflow practices in order to guarantee quality, categorised according
to whether they are inspired by professional or MT approaches.

2 Defining Crowdsourcing

In general terms, crowdsourcing implies the outsourcing of any cognitive tasks
that could in principle be completed by employees or professionals to a collective
of online users (Brabham 2013). One of the most complete definitions can be
found in the seminal paper Towards an integrated crowdsourcing definition (Estellés
and González 2012). This study identified and synthesised shared elements in 40
existing definitions from different perspectives. As a result of this exercise, the paper
proposed one of the most widely used definitions in the research community:

[A] type of participative online activity in which an individual, an institution, a non-
profit organization, or company proposes to a group of individuals of varying knowledge,
heterogeneity, and number, via a flexible open call, the voluntary undertaking of a task.
The undertaking of the task, of variable complexity and modularity, and in which the
crowd should participate bringing their work, money, knowledge and/or experience, always
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entails mutual benefit. The user will receive the satisfaction of a given type of need, be it
economic, social recognition, self-esteem, or the development of individual skills, while
the crowdsourcer will obtain and utilize to their advantage what the user has brought to the
venture, whose form will depend on the type of activity undertaken. (Estellés and González
2012)

If this definition is taken as a point of departure, “translation crowdsourcing” can
be defined as “collaborative translation processes performed through dedicated web
platforms that are initiated by companies or organisations and in which participants
collaborate with motivations other than strictly monetary” (Jiménez-Crespo 2017a).
Translation crowdsourcing is primarily characterised by the existence of a call by
an organisation, institution, or collective, to a large undefined community via the
web to perform a translation task in a collaborative manner (Estellés and González
2012; Brabham 2013). The organisations and collectives can be either for- or non-
profit, and this entails differences in the types of motivations the participants might
have. It is also defined by distinctive technological platforms and workflows that
allow an organisation to harness the collective intelligence to provide translations
(Morera-Mesa 2014; Jiménez-Crespo 2017b). It is productive to separate the
recent subdivision into “free” or “volunteer” crowdsourcing and “paid translation
crowdsourcing” (Garcia 2015). The latter refers to crowdsourcing models that
include payments for completing micro-tasks. The payments in these crowdsourcing
efforts vary depending on the targeted participant (Garcia 2015): from language
learners to bilinguals, continuing all the way to professional translators that may
receive higher compensation for participating in micro-task crowdsourcing at the
segment level. Paid translation crowdsourcing is incorporated in definitions in the
literature, where “the existence of a platform and a volunteer community/crowd
willing to translate with low payment (if any) content which is submitted online”
(Anastasiou and Gupta 2011) is envisaged.

This varied nature of translation crowdsourcing, spanning from volunteers
providing translation equivalents of terminology to be used in the improvement
of MT engines (Shimohata et al. 2001), all the way to paid crowdsourcing in
which collectives of vetted participants are compensated slightly below market rates,
represents one of the main innovative issues surrounding the analysis of quality
in crowdsourcing. Paid crowdsourcing has also demonstrated that even when the
origins of crowdsourcing are primarily based on free participation, it has now
expanded to include calls for professionals with specific experience, credentials,
or professional status. Crowdsourcing can thus no longer be simply associated with
non-professional level quality outcomes, as different sectors have extended these
practices to include the entire spectrum of possible participants, from lay people to
highly skilled professionals, depending on the initiative.

The emergence of paid crowdsourcing and the expansion of crowdsourcing to
professionals represents one of the main impacts on the translation profession: com-
panies such as Unbabel3 and Stepes4 have taken the evolution of crowdsourcing to a

3https://unbabel.com/
4https://www.stepes.com/
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professional setting in which micro-task translation workflows are accessed through
smartphones (DePalma 2015; Jiménez-Crespo 2017c). These paid crowdsourcing
models are innovative, in that they attempt to provide the highest possible quality
using professional communities, and in utilising a combination of the micro-task
segmentation approach and the immediacy of ubiquitous smartphone connectivity,
to attempt to deliver the fastest possible translations. Such recent innovations have
consistently attempted to take advantage of translation crowdsourcing developments
over the years to challenge the classic conundrum of the translation quality triangle:
Language Service Providers (LSPs) that use traditional professional workflows
cannot provide a combination of high quality, short turnaround time, and low cost
(Jiménez-Crespo 2017c).

It should also be kept in mind that due to the novel and dynamic nature
of crowdsourcing phenomena in general, and translation in particular, there is a
definitional fuzziness since “sometimes the boundaries of what is and what is not
crowdsourcing are not completely clear” (Estellés et al. 2015). In translation, the
main issue in this regard is related to whether the activity refers to crowdsourcing
or to “online collaborative translations” (Fernandez Costales 2011; Jiménez-Crespo
2017a), such as collective subtitling of multimedia materials such as movies or rom
files,5 or translation hacking of videogames. Crowdsourcing implies that there is an
organisation, company, collective, or institution that makes a call for participation
and that the locus of control is firmly within the initiating organisation. This
organisation is ultimately responsible for setting up the mechanisms, workflows,
and initiatives, in order to achieve the highest possible level of quality given
the constraints in terms of time, skills of participants, motivation to participate,
economic issues, technology constraints, content prioritisation, or prioritisation of
different components of quality, etc. It is also responsible for approving the final
translations that are published or distributed. In contrast, online community trans-
lation involves self-organised communities with the goal of performing translation
tasks collectively. In these communities economic factors are not significant, since
the motivations of the community or the participants are non-economic in nature
(Jiménez-Crespo 2017b). This scenario carries certain implications for quality,
since, despite the motivations of self-organised communities to produce translations
of quality as similar as possible to professional ones (Orrego-Carmona 2015), the
absence of remuneration entails a different conceptualisation of output quality to
communities with companies – and money – behind them.

5These are Read-Only Memory files, commonly used for emulation of outdated or incompatible
software such as video or arcade games.
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3 The Many Approaches to Crowdsourcing Translation
Quality: Industry and Translation Studies Perspectives

The exploration of translation quality in crowdsourcing is not an easy task. While
top-down professional approaches in TS and the language industry are guided by the
aspiration to conform to quality standards, error typologies, QA models, and norms,
collaborative scenarios are extremely open, creative, and dynamic, with a wide array
of diverging approaches that defy categorisation or uniform analysis. According to
Howe (2008), crowdsourcing is:

[An] umbrella term for a highly varied group of approaches that share one obvious attribute
in common: they all depend on some contribution from the crowd. But the nature of those
contributions can differ tremendously.

The same can, in fact, be said of how different key players approach the
evaluation of quality to guarantee ‘good enough’ levels of fitness for purpose; the
nature of quality and the processes and workflows to evaluate it can be differently
conceptualised across the board.

At the same time, translation quality has been evolving in parallel to the digital
world that has multiplied the volume of content that audiences may want to access in
their own language, as well as having accelerated the speed at which it is requested.
According to Muzii (2013), it is not in fact quality that is under pressure, but
translation. This has resulted in industry and academia finally acknowledging widely
that quality, or, fitness for purpose, is a flexible notion to include the fulfilment of
the needs of the users in an efficient and timely manner, whatever those needs might
be (see Way, and Sect. 3.3 on ‘acceptability’ by Castilho et al. in this volume). This
can thus encompass gisting translation in MT and high-quality human professional
translation. In the words of Garcia (2015), quality now entails a continuum “with
the enduring and critical at one extreme, and the ephemeral and inconsequential at
the other”. The impact of crowdsourcing on quality further accentuates that in the
industry, traditional “one-size-fits-all approaches do not satisfy buyers and vendors
of translation services anymore” (Görög 2014a). Therefore, the industry needs to
develop “new ways of evaluating the quality of translated content” (Görög 2014b).

Similarly, TS scholars acknowledge that in certain situations, it is better to
“provide some translations with available resources than none, even if quality
is lower” (Drugan 2013) and that quality evaluation should “take into account
the varying tolerance thresholds for quality that already exist in the professional
sphere” (O’Brien 2012). House (1997) assumes the necessity of determining a
priori these theoretical stances, and represents a firm defender of the need for
sound theoretical principles in quality evaluation. In contrast, however, TS scholars
have noted for over two decades that a certain set of evaluation criteria cannot be
uniformly applied to all translation activities (Martínez Melis and Hurtado Albir
2001; Lommel in this volume). Quality theorists acknowledge this existing flexible
approach, assuming that “different theoretical stances lead to [ . . . ] different ways
of ensuring (prospectively) quality in the production of a translation” (House 2014).

http://dx.doi.org/10.1007/978-3-319-91241-7_2
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Despite an understandable aversion to the notion of ‘theory’ in some industry
circles, what House ultimately implies is the impact of the theoretical models,
either explicit theoretical approaches or implicit and a- or pre-theoretical ones
held by individuals or collectives, that influence the process through the way that
certain basic constructs play a role in the process. These may be elements such as
equivalence between source and target texts, and the intended audience, or notions
such as usability or acceptability, the presence of errors or error thresholds, the role
of client requests, and whether or not the translation is user-centred (Suojanen et al.
2015). Clearly, it is possible for empirical studies on crowdsourcing translation
quality to proceed without defining what the relationship between the source and
the target text is supposed to be. Nevertheless, an underlying theoretical stance
is necessary for a deep critical analysis of the results. For example, in studies
that have attempted to test crowdsourcing quality evaluation using monolingual
MT post-editing (Hu et al. 2011), is an understanding the evolution of theoretical
stances on equivalence necessary (cf. Pym 2012)? Probably not, but this does not
preclude TS from critically analysing these studies in a perspective similar to that
of professional approaches. After all, an underlying (a-)theoretical approach to the
relationship between the source and target text exists, since analysing translation
quality necessarily entails having, or building, a model of the relationship or
equivalence that can (or should) exist between source and target texts.

Also, whether it is acknowledged or not, in certain cases, translation theories
are present in supposedly novel approaches: the notion of quality in the MQM
model (Koby et al. 2014; Lommel in this volume)6 is a direct application of
functionalist theories of translation, and it is clearly a direct application of Nord’s
(1997) “function plus loyalty” (to the audience and the client) model (see Sect. 2.1
of Castilho et al., this volume).

Three issues of particular interest in terms of the impact of translation crowd-
sourcing deserve a more detailed treatment: (i) the blind faith in the process or
workflow-based approach to quality, (ii) the consolidation of the fitness for purpose
approach, (iii) the sharing of the responsibility for the final quality of the translation.

3.1 The Consolidation of Process or Workflow-Based
Approaches to Guarantee Quality

A great deal of research on quality in crowdsourcing is devoted to process- or
workflow-based perspectives. Researchers have put forward proposals for transla-
tion crowdsourcing workflows (Exton et al. 2009; DePalma and Kelly 2011; Filip

6According to the working definition of quality for MQM, “a quality translation demonstrates
the accuracy and fluency required for the audience and purpose and complies with all other
specifications negotiated between the requester and provider, taking into account end-user needs”
(Koby et al. 2014).

http://dx.doi.org/10.1007/978-3-319-91241-7_2
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and Ó Conchúir 2011), as well as models that combine crowdsourcing with MT
(i.e. Carson-Berndsen et al. 2009; Hu et al. 2011; Ambati et al. 2012; Mitchell
et al. 2014; Mitchell 2015). The development of novel workflows has not only
been the responsibility of researchers, but industry experts have also been extremely
creative in their approaches to guaranteeing quality. The wide array of existing
translation workflows has been addressed by several scholars at the University of
Limerick (Morera-Mesa et al. 2012, 2014; Morera-Mesa 2014). They have provided
contrastive descriptions of workflows that hold clues to the importance developers
place on the design of distinctive crowdsourcing processes to achieve ‘good enough’
quality with available resources.

In these novel workflows, the dependence on skilled or trained professionals
gives way to different methods to aggregate, validate, and evaluate the participation
of crowd(s) of different nature and compositions. Their participation and goals
can vary widely: in certain cases, the crowd can translate segments as ‘feedback
translations’ to create corpora that train MT engines (Zaidan and Callison-Burch
2011); the quality of the translation is measured indirectly by the results of the
MT systems developed and trained with these crowd-generated data. In other cases,
participation can mean post-editing MT output either bilingually or monolingually
(Hu et al. 2011). Yet in others, it can merely mean translating entire short texts
from scratch in initiatives such as Kiva7 or TED Open Translation Talks.8 What is
apparent is the intensive participation of developers, managers, and programmers
that create, oversee, and structure new processes, and conceptualise and implement
quality measurements according to their needs.

The issue here, as discussed by Castilho et al. elsewhere in this volume, is
that quality approaches involve establishing procedures or workflows rather than
defining what quality might mean. For over two decades, attempts have been
made in the industry to standardise the evaluation of quality through metrics or
models. The list of initiatives is long, from the novel MQM or the TAUS DQF
(see Lommel in this volume for a description of their integration), international
service standards such as the European EN-15038:2006, or classic industry ones
such as the SJAE J2450, LISA QA, SICAL, etc. Normally all of them involve a
procedural approach to translation quality. As previously mentioned, rather than
defining translation quality per se, they tend to establish procedures to achieve
quality as opposed to establishing what could be considered a ‘quality’ product or
translated text. Basically, these approaches tend to govern procedures for achieving
quality, rather than providing normative statements about what constitutes quality
(Martínez Melis and Hurtado Albir 2001). They are generically process-oriented,
rather than product-oriented (Wright 2006).

New crowdsourcing approaches also fail to define what translation quality means
implicitly, or even if quality is one of their goals, assuming that processes and
workflows set in place can help achieve the desired quality level to satisfy any

7https://www.kiva.org/
8https://www.ted.com/participate/translate

https://www.kiva.org/
https://www.ted.com/participate/translate
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implicit needs. In some cases, quality is associated to content types given the
focus on content prioritisation in the industry (O’Brien 2012). This happens, for
example, in paid crowdsourcing models where different quality levels are associated
to types of content, as well as the types of communities that can be used to achieve
these levels. Such crowdsourcing companies are therefore not resorting to norms
or standards to support their claims on quality, since high quality is not what they
are offering. They are offering a customisable and selectable level of fitness for
purpose. Companies such as Gengo,9 Getlocalization,10 Speaklike,11 and Unbabel
thus offer different quality tiers that are often described in relation to ‘best-suited’
content types. Speaklike, for instance, offers three types of translations, ‘Basic’,
‘Marketing’, and ‘Specialised’. Basic translation is associated with social media,
customer feedback, and support emails. Marketing is focused on website content,
content marketing, or financial views, and specialised is offered for legal, medical,
or other specialised content. In certain cases, each level may entail a different type
of crowd, from bilinguals to vetted and/or ‘certified’ professional translators. The
involvement of these different communities in the process is presented as the key
to obtaining the required level of quality. In this shift, translation quality is not
defined per se, but rather replaced by a scale of potential value or worth of different
types of content, from trivial to highly important. Quality is thus associated to a
preliminary analysis of the value of the source text and based on the agents its
translation, rather than explicitly defined in terms of features of the target text
(Jiménez-Crespo 2017a). Each type of translation is associated with a different type
of process, with variables such as the composition of the crowd, and the presence or
otherwise of revision. The fact that high translation quality can be secondary to other
considerations, such as time, sentiment, speed, cost, value, or content type, can be
identified in industry publications. For example, in discussing volunteer scenarios,
Desilets and van de Meer (2011) argue that:

Quality Control issues tend to resolve themselves, provided that enough of the “right”
people can be enticed to participate and that you provide them with lightweight tools and
processes by which they can spot and fix errors.

In this case, the issue would be that even when quality might not be that
significant in some scenarios, the important aspect is to provide good enough tools
and processes, that is, as long as an effective process is developed and managed by
initiators, and volunteers are motivated, quality will deterministically be achieved.
Of course, the ‘right’ people are never identified, nor are we told what the minimum
number of people might be. This kind of belief shows a blind faith that a process-
oriented or management-oriented approach when setting up the crowdsourcing task
will lead to adequate quality, even when the notion of quality need not be defined.

9https://gengo.com/
10https://www.getlocalization.com/
11http://www.speaklike.com/

https://gengo.com/
https://www.getlocalization.com/
http://www.speaklike.com/
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3.2 Consolidating the Fitness for Purpose

It can be argued that the varied and flexible nature of crowdsourcing practices
requires a terminology shift as indicated by many prior scholars. Notions such as
fitness for purpose emerge in both industry (Görög 2014a, b) and TS perspectives
(Drugan 2013). Depending on the quality focus other similar terms such as
‘acceptability’ or ‘adequacy’12 would be better suited in this context (Jiménez-
Crespo 2017a) given the complex interaction of user attitudes, business decisions
(or lack thereof), content types, translation types, and the relative importance of the
translated text.

The fitness for purpose models and the subsequent diversification of translation
quality came about through MT and related dynamic scales of post-edited quality.
MT approaches were instrumental in operationalising quality in terms of an
equilibrium between a wide range of constraints and the potential needs of users.
The change started with the widespread use of translation for gisting purposes.13 In
addition to gisting purposes, research on post-editing MT output is also associated
with different quality levels, depending on the degree of human effort required
to achieve a ‘good enough’ level of fitness for purpose. Allen (2003) identified
different quality tiers of MT output: “no post-editing”, “minor post-editing intended
for gisting purposes”, and “full post-editing”. This is still reflected in the post-
editing guidelines of TAUS (2010), which introduce two quality levels: “good
enough” and “publishable quality”. The first is defined as a translation that is
comprehensible and accurate so that it conveys the meaning of the source text,
but is not necessarily grammatically or stylistically perfect. This approach has
been extended to professional approaches within TS. Gouadec (2010), for example,
embraced a flexible paradigm and proposed different quality tiers depending on how
much a translation is “fit for delivery or broadcast”. He also proposed a ‘fit for
revision’ grade, defined as a “translation that can be revised within a reasonable
time at a reasonable cost” (ibid.). This is of interest since companies have started
to also implement crowdsourcing in order to obtain translations at rates similar to
dedicated MT systems that are then post-edited in-house.

Arguably, the dynamicity in crowdsourcing models relies on the fact that users
or clients ultimately decide what a fit for purpose translation is. Evaluation can
thus be achieved through user feedback as to whether the translation satisfied their
implied needs (Mitchell et al. 2014; De Wille et al. 2015; Persaud and O’Brien
2017). In this change of paradigm, both industry participants and users implicitly
conceptualise that the achievement of translation quality is a time, resource, and

12The notion of adequacy here is understood in functionalist terms (Nord 1997) to accept that
translations can be more or less adequate for the purposes intended, and not the common use in
MT to indicate that the translation is more or less coherent with the meaning of the source text
(Papineni et al. 2002), also often used in recent standardisation efforts (i.e. Görög 2014a).
13Defined as a rough translation “to get some essential information about what is in the text and for
a user to define whether to translate it in full or not to serve some specific purposes” (Chan 2014).
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financially constrained process (Wright 2006; Jiménez-Crespo 2013). Therefore,
fit for purpose models emerge as a “conscious attempt at using translation and
revision resources intelligently” (Drugan 2013). Nevertheless, it has to be argued
that in business and user-focused contexts employing the fit for purpose model,
quality decisions are based on relatively uninformed translation clients and/or users
based on the price and the value that they place on the translated text. Clients
might not possess any knowledge of the difference between various types of
quality that crowdsourcing providers offer; labels such as ‘good enough’, ‘standard’,
‘ultra’, ‘basic’, or ‘specialised’ might be as obscure to customers as the notion of
‘translation quality’ as a whole was previously.

The fitness for purpose model also implies that quality is fully conceptualised as a
scalable commodity that can be requested on different degrees with associated price
points (Jiménez-Crespo 2017a). These degrees are dependent on different variables
such as the degree of specialisation, if any, of the crowd, and the value placed on
the source text. In this context, translation quality can become secondary to other
considerations, such as cost, speed or usability. In volunteer scenarios, quality is
differently conceptualised when disassociated from economic pressures and market
demands. Translations are here driven by user demand (Drugan 2013) and, in turn,
initiators of translations and end users establish the ‘expectancy norms’ or the type
of quality that might suit them depending on several factors, such as (i) their needs,
(ii) the speed at which the translation is needed or (iii) the relative permanence or
sentimental value of the translation (similarly to the notion of perishability described
by Way in this volume). Bottom-up approaches also stress that in real life, the notion
of quality is user- and context-dependent. That is, the clients’ goals, the user(s),
and the relationship between these elements and the situation of reception, among
other factors, are ultimately what can help establish what an appropriate or adequate
translation might be. Also, they establish whether the translation is ‘good enough’
for the purposes intended or how much effort or money anyone might be able and
willing to invest to produce translations in any specific context and situation.

This leads to the next issue in relation to crowdsourcing and quality: if the gauge
of quality follows a similar approach to other products or services on the market,
such as a car or a house, who bears responsibility for the selection of the final
translation quality and who defines, even in approximate terms, what each level
of quality implies?

3.3 Who Is Responsible for Quality?

One of the most interesting aspects inherent in translation crowdsourcing is the
expansion of responsibility in terms of translation quality. In classical approaches,
the responsibility for translation quality fell squarely in the shoulders of both
LSPs or institutions and qualified translators and revisers. On the one hand,
institutions, companies, and LSPs could comply with national/international quality
standards and they could establish or create quality assurance and quality control
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measures to control quality to the best possible degree. Standards such as the EN-
15038 include the provision of having college-educated translators and revisers
involved in the process as an assurance of quality. Involving specialised and skilled
professionals is thus part of the responsibility of organisations to achieve high
levels of quality. Thus, both the company, in involving qualified translators, and
the translators themselves are responsible for producing quality. Producing quality
is a skill that needs to be developed and delivered by professional translators and
revisers. It is also characteristic of service provision by companies and LSPs. In
addition to international standards, this paradigm appears in professional (Gouadec
2007), pedagogical (Kelly 2005), and cognitive approaches (Jääskeläinen 2016) to
translation.

Crowdsourcing, with its diverse nature, expands the notion of responsibility
for quality beyond LSPs, translation providers, and translators themselves. Since
translations are often produced by non-professionals in collaborative environments,
responsibility shifts towards other agents in the large network that intervenes in the
process (Risku et al. 2016). Nevertheless, depending on the model, the brunt of
responsibility is borne more by some agents than others. In certain cases, it is the
responsibility of the workflow developer to achieve acceptable results taking into
consideration the varied nature and quality of contributions. In others, responsibility
can partly fall to community managers, such as those in Facebook or Twitter, who
oversee the process and consequently are ultimately responsible for quality.

In paid crowdsourcing, there is a clear shift of responsibility from the translation
provider towards the client or customer that has to decide which level of quality
or fitness for purpose offered matches the value they place on the translation.
Responsibility for quality is thus lifted to some extent from the provider and from
participants in the crowd. Clients are directly presented with economic issues related
to the different tiers of quality associated with diverse types of processes and
crowds that might be involved in the process. OneHourTranslation,14 for example,
offer not only different tiers, such as general, expert, and exclusive, but also the
possibility of including or excluding a revision service in the price. The translation
processes recommended are also attached to the content requested and the company,
in terms of quality, also offers different rates for translation than for translation plus
proofreading. That is, not only does the customer need to select the correct type
of process to achieve the quality requested, he/she also has to pay a higher rate if
proofreading is requested. For example, in late 2016 expert translation was offered
for 0.139 US cents per word while translation plus proofreading was 0.239 cents per
word. Again, the company claims that they employ “only professional translators
with rich translation experience” that are pre-screened to work for them. They also
offer separate expertise groups in order to produce expert translations.

14https://www.onehourtranslation.com

https://www.onehourtranslation.com
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4 The Blending of MT and Professional Paradigms:
Of Practices and Blended Approaches

It can be argued that crowdsourcing approaches to quality range from those that
attempt to replicate professional approaches to others mainly inspired by MT
and computational linguistics. This section explores approaches pursued to test,
evaluate, or produce quality in crowdsourcing initiatives, inspired by approaches
along a continuum in which mainstream professional approaches appear at one end,
and MT at the other. Figure 1 represents this continuum of crowdsourcing practices.
The practices were identified through a comprehensive analysis of existing models,
along with industry and scholarly publications, with the goal of identifying and
describing new practices and approaches (Jiménez-Crespo 2017a). It should also be
mentioned that, as described in previous sections, the evolution in crowdsourcing
has led certain initiatives to replicate new crowdsourcing models that did not exist
in professional contexts and to apply them using communities of ‘professional’ or
‘expert’ translators.

This should be understood as an open and dynamic cline in which hybrid
practices can coexist. For example, even when Facebook users might propose
translations and vote on preferred renditions, a language community manager might
oversee the process and revise and approve the final translation, combining a global
revision stage typical of professional approaches with the micro-task iterative voting
approach (Dombek 2014).

4.1 Quality Practices Inspired by Professional Contexts

Traditional professional cycles, such as those described in the EN-15038 or other
standards, require a minimum of a two-step process with an accredited translator and
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a reviser using standardised metrics. The combination of management, translation,
and revision is a common approach in professional circles (Gouadec 2007; Drugan
2013). This is paired with a priori established metrics to evaluate the quality of
the product and using quality thresholds. Error-based metrics, or a combination of
error-based and holistic evaluation are primarily used. Against this backdrop, certain
non-professional collaborative workflows have developed practices by means of
adopting existing professional approaches with variations to achieve the desired
level of fitness for purpose. This section reviews quality practices identified in
crowdsourcing practices inspired to a greater or lesser degree by professional
contexts.

The first approach to achieve quality in crowdsourcing scenarios can be said
to be typical of those initiatives that attempt to replicate the TEP models. This
tends to appear primarily in non-profit scenarios such as Kiva or Translate America.
It is common to replicate the ‘waterfall’ approach (Dunne and Dunne 2011), in
which a text is assigned to a translator and, once the translation is completed, it
is followed by revision and delivery. Normally, it is applied to texts that are short
in length, such as microloan agreements or news reports. Since the responsibility
for the production of quality falls to a greater degree on the individual processing
the translation, participants are selected due to being ‘qualified’ or possessing the
necessary skills in the eyes of the initiators. They correspond to what is known as a
“closed model” (Mesipuu 2012), that is, a model in which participation is restricted
to those selected in whichever fashion is deemed appropriate. These initiatives also
include certain built-in hierarchies within the organisational structures to include
revisers and managers that are perceived as possessing a higher degree of translation
competence (Camara 2015). Revisers normally perform a revision and evaluation
of the translation and they provide feedback to the original translator in order to
improve future performance in a continuous quality loop. This not only benefits
the overall quality of the process and product but also, given the volunteer context,
improves the motivation of volunteers to continue participating, as stated in O’Brien
and Schäler (2010). Hierarchies are thus an inherent part of these initiatives, with
professional translators that volunteer performing revision or management roles, as
in the Open Translation Initiative at TED Talks (Camara 2015). This is often also
the case in non-profits such as Kiva.

The next approach inspired by professional models involves establishing certain
gateways to be included in a limited community. This is also related to the above-
mentioned ‘closed model’ (Mesipuu 2012). Such gatekeeping and community
building is presented as a practice to guarantee quality, since there is a degree of
control over who can participate in the crowdsourcing process. Whether the process
is carried out in a TEP or an open micro-task crowdsourcing approach, there are
restrictions set in place to select participants with a particular profile. This can be
done through translation tests, for example, the most common practice instituted
by LSPs to accept translators for in-house or freelance positions. This practice
often recurs in non-profit organisations such as Kiva and Watching America,
and it is always used in higher-paid crowdsourcing initiatives, such as those
by GetLocalization, Speaklike, Steppes, and OneHourTranslation. Tests are often
graded by language managers in paid crowdsourcing contexts or higher-status
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participants in fully voluntary settings. In most cases, the goal of this gatekeeping
is to involve “as many skilled translators as possible” (DePalma and Kelly 2011).
In some cases, the test is only required for proofreading or editing roles, e.g. for
the translation into Chinese of the popular science website Gouker and its MOOC
courses (Cao 2015).

In addition to testing, crowd selection and building communities with different
profiles to tackle projects of different natures has emerged as an important practice
in industry publications (i.e. DePalma and Kelly 2011; Desilets and Van de Meer
2011). It is always implemented in paid crowdsourcing circles, and it is also
found in unpaid ones. This practice can even be found in open models in which
gatekeeping filters are set in place. For example, in Translate Facebook15 members
have to be active for at least one month before being permitted to participate.
This means that they have in principle to be acquainted with how Facebook
works before participating in the crowdsourcing initiative. Changes to working
languages are only allowed once a month. If a different language is selected to
translate, the application flags the user and indicates that the language of translation
is different from the language they are using. Other initiatives, nevertheless, do
not have any time restrictions and in Twitter, users can participate immediately
upon registering. In certain cases, communities can be open only to professional
translators, such as the case of Translators Without Borders,16 which requires four
years of professional experience. In paid crowdsourcing models, companies offer
different types of crowds, from bilinguals and general translators to specialists, or
even allow the creation of a crowd of selected professionals to participate in the
translation process, such as in the case of GetLocalization. Launchpad Rosetta17

for open software localization, for example, allows users to set up projects with
different types of contributions or permission policy, such as ‘open’, ‘structured’,
‘restricted’, or ‘closed’. Anyone can collaborate in open projects. In the structured
model, a member or a group of selected members can review and accept translation
suggestions from the community. The restricted model is similar to the structured
one, but languages without a management team are closed, while the closed-
model-only participants assigned by the team can both translate and review/accept
suggestions.

Control over participation does not stop with admission to the initiative; partic-
ipants’ performance can be continuously evaluated throughout their participation,
either manually or automatically. While manual cases are those closer to profes-
sional translation, automatic cases are those related to MT and language automation.
In manual cases, this can be accomplished by peer evaluation, such as the Unba-
bel or Stepes smartphone apps, in-house community managers, or higher-status
participants. For example, the volunteer initiative to translate the Economist by
ECOS into Chinese entails successfully translating seven articles in order to be
fully accepted as a translator (Ray and Kelly 2011). In cases such as the bartering

15https://www.facebook.com/TranslateFacebookTeam/
16https://translatorswithoutborders.org/
17https://translations.launchpad.net/

https://www.facebook.com/TranslateFacebookTeam/
https://translatorswithoutborders.org/
https://translations.launchpad.net/
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platform Cucumis,18 if translation performance in the review stage is consistently
rated as superior, translators move to an ‘expert’ category. When this happens, their
volunteer translations cost more ‘translation points’ in exchange. A similar approach
has also been implemented in the Linqapp19 platform.

An additional common practice is to create and/or apply workflows that incor-
porate traditional a priori quality assurance measures based on translation tech-
nologies. Initiatives can use off-the-shelf or custom-made platforms with built-in
translation memories, termbases, the possibility of assigning roles in the process,
and feedback loops, etc., such as Transifex,20 Ackuna,21 Trommons,22 or MNH-
TT.23 In certain crowdsourcing initiatives, it is also common to establish shared
resources such as glossaries, guidelines, norms, or discussion forums. The crowd-
sourcing initiatives in Facebook, Twitter, or Symantec24 all include these resources.
Facebook, for example, has gone through an evolution in this regard over the years;
while the first versions of the crowdsourcing platform offered shared glossaries
and iterative translate-vote processes, it now includes automatic term matches in
segments to translate.

Role assignment, including management of the translation process, is also a key
element to ensure quality (Dunne and Dunne 2011), and is also incorporated in
crowdsourcing initiatives with certain variations. Aikawa et al. (2012), in discussing
the Community Translation Framework by Microsoft, indicate that:

One of the biggest concerns for crowdsourcing translation is the quality assurance of crowd-
sourced translation. That is, how can we verify the quality of the edits or the translations
coming from anonymous users? To address this concern, CTF allows a web owner to assign
‘trusted’ human translators the role of moderator and/or that of translator.

Crowdsourcing in social networking sites, for example, can involve language
experts or community managers to oversee the crowdsourcing process from a
macrostructural and professional perspective (DePalma and Kelly 2011). Their role
involves the oversight of the process and the overall quality of the translation.
In large initiatives, language managers appear online in all of the fully supported
languages, while others are self-managed by the community. Many initiatives and
platforms implicitly include the role of managers or language experts with different
roles, such as Microsoft Collaborative Translation Framework (Aikawa et al. 2012)
and most of the for- and non-profit platforms. In some instances, it is recommended
that the expert become a company employee or, if that is not possible, a ‘top
contributor’ as indicated in the TAUS Community evaluation guidelines (TAUS
2014).

18http://www.cucumis.org/translation_1_w/
19http://www.linqapp.com/
20https://www.transifex.com/
21https://ackuna.com/
22https://trommons.org/
23http://ecom.trans-aid.jp/
24https://www.symantec.com/
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4.2 Approaches and Practices Inspired in MT and Language
Automation

At the opposite end of the continuum, quality practices inspired by MT and
language automation approaches have emerged. In general, the issue of translation
quality in crowdsourcing is one of the most prolific areas of MT research. The
number of publications and papers presented in conferences is extensive when
compared with the relative lack of attention the issue has attracted in TS. Since
the late 1990s, the intersection of crowdsourcing and MT has been explored as
an alternative to both improve and train MT systems (Shimohata et al. 2001;
Utiyama and Isahara 2003) and to post-edit the output in diverse ways. Google
Translate25 and Bing Translator26 quickly allowed users to post-edit MT output,
helping users to achieve the quality levels that they find acceptable, and also to
continue to train their MT systems. New applications and widgets such as Google
Website Translator27 or Microsoft Collaborative Translation Framework (Tatsumi
et al. 2012), also allow users to suggest “better translations” when the proposed
renderings are not good enough for their purposes, putting post-editing even further
into the hands of end users and focusing on their preferences. A complete review
of MT approaches in crowdsourcing translation quality is outside the scope of
this paper, and consequently, this section will only review practices observed
in crowdsourcing workflows to maximise quality inspired by MT and language
automation approaches.

The first practice related to MT is the extension of translation crowdsourcing to
post-editing. In this approach, the final quality depends not only on the contribution
of participants, but also on the quality of the MT output, and the final process of
approval of segments prior to publication. Post-editing can be combined with either
expert or peer selection of the post-edited segment, adding an additional layer of
quality to the process. For example, the now discontinued case of Asia Online28

translation of Wikipedia into Thai, in which their workflow combined automatic
quality checking with professional human translators (Morera-Mesa 2014; Morera-
Mesa et al. 2014). In this workflow three different participants post-edited the
same MT segment. If any of the two participants’ post-edited outputs matched, the
segment was automatically selected and flagged for insertion in the target text. If the
three renditions were different, then a ‘professional’ contributor was to select the
best rendition. The quality approach did not end there, since the other two segments
were fed into the MT engine for training purposes, with the hope of producing
higher quality MT output in the future. The smartphone app Unbabel, for example,

25https://translate.google.com/
26https://www.bing.com/translator
27http://translate.google.com/manager/website/?hl=en
28More recently Omniscien Technologies (see https://omniscien.com/)
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similarly incorporates post-editing of MT output that can subsequently be peer voted
in order to assess its quality.

Another practice of interest to achieve quality in MT circles is to crowdsource
and improve what is known as “feedback translations” (Volk and Harder 2007;
O’Hagan 2013), using post-edited MT output that is later on used to feed the
MT engines, in order to improve the quality of the output of MT engines. Zaidan
and Callison-Burch (2011) attracted a great deal of interest with their paper on
getting “professional quality from non-professionals” through crowdsourcing. In the
paper, Zaidan and Callison-Burch (2011) state that “although many of the individual
non-expert translators produce low-quality, disfluent translations, we show that
it is possible to get high quality translations in aggregate by soliciting multiple
translations, redundantly editing them, and then selecting the best of the bunch”.
The main focus was not on obtaining high quality from professional translators, but
rather on using crowdsourcing as a tool to obtain translations to feed and improve
MT engines (Zaidan and Callison-Burch 2011; Zbib et al. 2013; Gao et al. 2015;
Yan et al. 2015). This entails a new model not explored in translation research, as it
combines paid crowdsourced translation with volunteers using Amazon Mechanical
Turk in the production of a translation that does not have humans or human
communication as an objective, but rather MT engines. The notion of quality in
this area refers not to the quality of the translations themselves, but rather to the
quality of the output of the MT engine trained with these translated texts. This line
of research has proven that crowdsourcing can produce, for the purposes of MT
training, similar results to those from professional translations at one fifth of the
cost (Zaidan and Callison-Burch 2011). This line of research focuses mainly on
languages for which translation resources to create and train MT engines are scarce.

Language automation approaches also introduced the potential to evaluate
automatically the quality of participants’ performance or prior ability. For example,
in the crowdsourcing management platform CrowdFlower,29 automatic evaluation
of performance can be introduced if requested. This platform can randomly insert
multiple-choice questions during the crowdsourcing tasks in order to assess the
potential reliability of participants. Similarly, MT approaches have also explored
the ratings of translator contributors on Amazon Mechanical Turk in order to select
and/or reject participants based on their worker ratings or past performance (i.e. Yan
et al. 2015; Ehara et al. 2016). This selection of ‘super-users’ or establishment of
user ratings also appears as a recommendation for general community evaluation by
TAUS (2010).

One example of the impact of language automation and MT approaches is
the introduction of iterative/redundancy voting mechanisms. Quality is achieved
through the production of translation proposals that are subsequently voted. The
translation renditions can be proposed either by the crowd, by experts or higher
status participants or by MT engines. As Jiménez-Crespo (2015) indicates, user-
based approaches are nothing new in translation studies. The works of Nida (1964)

29https://www.crowdflower.com/

https://www.crowdflower.com/
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and Nida and Taber (1969) are recognised as the first approach to translation quality
that included reader responses as a basic component. This can be described as a
response-oriented or behavioural approach to translation evaluation and is based
on Nida’s notion of “dynamic equivalence”; that is, that the manner in which the
receptors of the translated texts respond to the translation must be equivalent to
the manner in which the receptors of the source text respond to the source text
(Nida 1964). One of the overall criteria to guarantee quality is the elicitation of the
receiver’s reaction to several translation alternatives or reading aloud the translation
to several individuals before an audience. These two practical tests, even when the
author’s proposal does not explicitly include the source texts, would be the closest
to current iterative mechanisms to guarantee quality.

Finally, another group of mechanisms are quality loops after the release of
the test, including, among others, the ‘many eyes’ principle or ‘Linus’ law’.
These a posteriori participatory mechanisms often take two forms, either the direct
participation in open initiatives such as Wikipedia30 or Amara,31 where anyone can
edit the translation in the future if left unfrozen, or in the form of discussion boards
to report translation issues. Examples of this last practice are found in the Microsoft
Language Portal or the Facebook forums for each locale version (Jiménez-Crespo
2015). In some platforms, such as Microsoft Collaborative Translation Framework,
it is possible to authorise users to directly edit machine-translated webpages. The
many eyes principle or ‘Linus’ law’ was first formulated by Raymond (2001) in
reference to open-source software development and is defined as situations in which
“[g]iven a large enough beta-tester and co-developer base, almost every problem
will be characterised quickly and the fix will be obvious to someone”, or, as the
author indicated less formally, “given enough eyeballs, all bugs are shallow”. This
open paradigm entails unrestricted community participation in the translation and
editing process. It is assumed that broad crowd participation in a process with many
people going over the same materials will identify and correct any existing flaw.
Revision studies in Wikipedia have shown that this is often the case (McDonough-
Dolmaya 2012). This can only work in systems that are totally open and in which
it is possible to incorporate a step called ‘freezing’ of the translation, as is done in
software development.

It is of interest that studies have explored whether crowdsourcing can be used
for translation evaluation instead of using MT measures such as BLEU (Papineni
et al. 2002) or other automatic measures. Goto et al. (2014) researched whether
crowdsourcing quality evaluation of translation is feasible if compared to actual
professionals. Their study focused on contrasting professionals or crowdsourcing
participants to assess the quality of MT output in terms of an MT system compari-
son, providing a sentence score and translation scores. The results showed that when
compared with professionals, crowdsourcing is as valid as professional translation
for the evaluation of quality in comparing MT systems, but not necessarily in

30https://www.wikipedia.org/
31https://amara.org/en/

https://www.wikipedia.org/
https://amara.org/en/
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sentence or translation scores and sentence score evaluation. This implies that
crowdsourcing MT output evaluation, at the sentence level, does not achieve the
same result if volunteers are compared to professional translators. Nevertheless,
comparing the quality of output of different MT engines can be crowdsourced to
non-professionals. Other similar studies have also resorted to the crowd to compare
MT system performance. Bowker and Buitrago (2016) studied the usefulness of MT
in the translation of library websites, and the methodology involved users evaluating
the performance of a statistical, a hybrid, and a rule-based system. The results of the
study showed that the statistical MT system, Google Translate, produced the most
acceptable results for the users.

5 Conclusions

This chapter has analysed the role of crowdsourcing in translation quality evalua-
tion. It is clear that crowdsourcing has challenged industry experts on workflows,
community visionaries, and MT researchers to achieve the highest possible level
of fitness for purpose in a changing landscape. This new highly dynamic field has
become an ideal breeding ground for innovations, introducing variations to basic
elements in MT or professional approaches, as well as new ones, to achieve quality.
As a whole, crowdsourcing approaches have further consolidated a move away
from a static notion of quality, exploring approaches beyond top-down models in
which error typologies, quality control, and quality management procedures are
established a priori and applied across the board.

The chapter has critically analysed the theoretical implications for Translation
Quality Assessment both for industry and for TS. It has also critically described
practices observed in existing initiatives in order to guarantee the highest possible
level of fitness for purpose or quality. As far as the impact of crowdsourcing to
quality evaluation, it has been argued that three key issues are: the consolidation
of the process-based understanding of quality that permeates the language industry,
the push to further consolidate the fitness for purpose paradigm, and the sharing
of responsibilities in terms of quality among the various participants in translation
efforts.

Given the innovative and dynamic nature of crowdsourcing, it is likely that
crowdsourcing will continue to impact conceptualisations of quality in translation.
New models and workflows will emerge. Will new business models and workflows
continue to exert an influence in the development of the language industry in terms
of quality? It was initially thought that MT post-editing would quickly become the
norm in the industry (i.e. Garcia 2010), but to date no more than 5% of the total
volume of translation is produced using that model (Doherty 2016). Nevertheless,
without any doubt MT approaches have helped to consolidate the fitness for purpose
model, bringing clients and users into the quality equation. Similarly, the jury is still
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out on whether crowdsourcing initiatives, both volunteer and paid, will continue
to provide high-quality translations with low costs and quick turnarounds with
acceptable quality. As DePalma (2015) indicates when discussing crowdsourced
mobile translation:

It remains to be seen whether the price that seems attractive to bilinguals gains a significant
uptake in commercial applications. If buyers are willing to pay what mobile users deem a
worthy wage, no doubt there will be many years, conferences, and forums spent debating
the merits.

To this it should be added that the jury is still out also on whether buyers and users
will be willing to accept the level of quality that crowdsourcing models can provide
in different situations. There is no doubt that massive scale cooperation initiatives
such as those in social networking sites will continue to successfully produce high
levels of quality that users will accept (Jiménez-Crespo 2013). The issue here will
be whether the large number of variables at play in these scenarios, from differences
in participation in language combinations, to interest in certain contexts, all the way
to the inclusion or exclusion of certain types of context in crowdsourcing models
such as legal or marketing, will make crowdsourcing appropriate only for certain
domains, geographical areas, or textual genres in which fitness for purpose can
be achieved. In a 2015 TAUS industry conference with representatives from some
of the largest language industry players, Valli (2015) indicated that no company
showed any interest in using crowdsourcing for translation purposes because “as a
lesson learned from other companies, crowdsourcing requires significant efforts in
terms of internal infrastructure to coordinate and manage the crowd”. The lesson
learnt here is that “crowdsourcing requires significant efforts” if high quality is the
desired outcome. In the context of content prioritisation (O’Brien 2012), the answer
to the question posed above might be found in the selection of content, language
combination, and the desired level of fitness for purpose.

What is clear is that the varied nature of what can be understood in terms
of fitness for purpose or acceptable/adequate translation will continue to evolve
in parallel to the development of new initiatives, workflow models, audience
expectations, and crowd participation. The blind faith in the power of workflow
development to achieve adequate quality does not depend solely on developers and
participants. For example, no matter how many developments emerge, it will be
harder to find vetted communities to crowdsource texts from German to Norwegian
than from English to Chinese. The variables, therefore, are many. Only time will
tell how the interrelation of MT, crowdsourcing, paraprofessional translation, and
high-quality professional translation will continue to intersect in order to achieve
the highest possible fitness for purpose within whichever contextual limitations
might emerge in each case. Nevertheless, what crowdsourcing will not help to
elucidate is what the fuzzy notion of ‘quality in translation’ is, beyond statements
that imply adherence to client instructions and user expectations, to the purpose of
the translation coherence with the source text or the lack of errors. The debate, it
seems, will continue to go on for decades.
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On Education and Training
in Translation Quality Assessment

Stephen Doherty, Joss Moorkens, Federico Gaspari, and Sheila Castilho

Abstract In this chapter, we argue that education and training in translation
quality assessment (TQA) is being neglected for most, if not all, stakeholders
of the translation process, from translators, post-editors, and reviewers to buyers
and end-users of translation products and services. Within academia, there is a
lack of education and training opportunities to equip translation students, even at
postgraduate level, with the knowledge and skills required to understand and use
TQA. This has immediate effects on their employability and long-term effects on
professional practice. In discussing and building upon previous initiatives to tackle
this issue, we provide a range of viewpoints and resources for the provision of
such opportunities in collaborative and independent contexts across all modes and
academic settings, focusing not just on TQA and machine translation training, but
also on the use of assessment strategies in educational contexts that are directly
relevant to those used in industry. In closing, we reiterate our argument for the
importance of education and training in TQA, on the basis of all the contributions
and perspectives presented in the volume.
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1 Introduction and Background

The advent of translation technologies has called for a more pragmatic approach
to translation quality evaluation in both research and practice across the language
services industry. In an increasingly competitive market where quality-focused
translators come under intense pressure from clients to sustain quality standards
while offering more attractive rates and faster turn-around times, models and tools
to support translation quality assessment (TQA) are a necessity. The uptake of
computer-assisted translation (CAT) tools, which have been widely shown to boost
productivity, reduce turn-around time and enhance phraseological consistency (see,
e.g. Granell Zafra 2006; Federico et al. 2012; Christensen and Schjoldager 2016;
Moran et al. 2018), has proceeded in parallel with the gradual refinement of TQA
models and tools (see O’Hagan 2013; Doherty 2016).

While the importance of adopting CAT tools is now a given, and there is a
growing realisation of the potential of machine translation (MT) in the translation
community at large, we feel that there is still a strong need to raise awareness and
instil appreciation of the role of TQA. This is particularly important for translation
educators, trainers, students, researchers, as well as professionals who are keen
to keep their skillsets up-to-date to remain competitive on the market, e.g. by
attending lifelong training programmes. In addressing the educational needs related
to TQA, we consider both formal teaching contexts, typically as part of academic
or vocational translator training programmes (such as degree programmes in trans-
lation studies or specialisation courses for language graduates) and more flexible
and focused training opportunities in professional and industry-oriented settings,
including tool-specific training for accreditation purposes, self-paced upskilling,
online tutorials and webinars, etc. It is increasingly common, for example, to find
ad-hoc training sessions and workshops specifically aimed at professionals within
the programmes of industry-oriented conferences, and often translators associations
expect that their members obtain certain qualifications or attend recognised training
events on a regular basis (these may even be organised by the association as part
of a professional development programme), to maintain full membership or retain
their certified status.

In particular, most well-established translator training programmes at university
level now include components focusing on the use of CAT tools and other translation
technologies with their related skills, most notably MT and post-editing (PE), a
development which, in our view, is certainly positive and responsive to industry
needs. However, a cursory search of online translation programme descriptions and
course syllabi available in English, as well as our own direct experience as educators
in academia and in the industry, indicate that educators and their students are not yet
sufficiently familiarised with TQA models and tools that are now commonplace in
the industry. The focus of academic translation training programmes still appears
to be firmly on theoretical frameworks that have only tenuous links with quality
evaluation in real-world professional practice (see Castilho et al. this volume). While
we recognise the value of more theoretically-oriented components in the training of
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well-rounded translators, we also advocate the importance of making room for the
teaching of state-of-the-art quality evaluation metrics and tools that graduates are
likely to encounter when they enter the translation marketplace.

In this respect, we believe that the role played by increasingly sophisticated
evaluation procedures in professional translation is becoming even more important
in today’s technologised industry, which makes it essential for educators and
students to be well-acquainted with the key principles and concepts in this area. This
would ideally be achieved by embedding TQA knowledge and skills in curricula
and syllabi, for example, by including recent literature in lecture content, by
providing advanced workshops on TQA topics, by using industry-based marking
criteria for translation assignments, by giving students clear guidelines for meeting
expectations in industry contexts, and by introducing reproducible measures of
quality that will then be familiar to graduates when they enter the language service
industry. In the rest of this chapter, we substantiate these proposals with concrete
examples and suggestions, with the purpose of encouraging the incorporation of
TQA issues in a variety of formal academic educational contexts as well as more
flexible industry-oriented training scenarios.

2 Translation Technology Education and Training

The importance of technology in translator education and training is well established
and widely acknowledged, with several sources arguing for translation programmes
to help students to become informed and critical users of the variety of technological
tools they will encounter in their professional career (e.g. Pym 2003; Kenny 2007;
EMT Expert Group 2009, 2017; Bowker and Marshman 2010; Doherty et al.
2012; Marshman and Bowker 2012; Doherty and Moorkens 2013; Doherty and
Kenny 2014; Kenny and Doherty 2014). A general requirement for technical ability
has consistently been a part of contemporary translation competence models for
professionals and for university training for several years now (e.g. Beeby et al.
2009; EMT Expert Group 2009, 2017; Scarpa and Orlando 2017).

This is not to say that all university-trained translators are currently using the full
range of translation technologies available to them. Indeed, we would never expect
this to be the case, as different technologies may be more or less useful depending
on a whole host of factors, including the area in which the translator is operating,
the text type and the language pair in question, the file formats being used, and the
quality levels expected, to name just a few. Rather, the wider field of translation
has evolved and it behoves translation scholars and teachers to remain up to date,
if not ahead of, such changes in their scholarship and teaching. The requirement
to keep abreast of technological developments is arguably even more crucial for
professional translators, who have to position themselves within rapidly changing
markets as practitioners who may be asked to offer a diverse range of translation-
related services including, for example, organising the language resources and
terminological assets to be used via CAT tools in large multilingual translation and
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localisation projects, PE, diagnostic evaluation of MT systems, subtitling, etc., all
of which depends, of course, on their clients, language pairs, fields of specialisation,
etc. (Moorkens 2017).

Such an argument underlines why it is important to teach translation technology
to the translators of today and tomorrow. An increasing number of publications
are presenting detailed descriptions of how particular tools can be incorporated
into a more narrowly-construed translation technology syllabus, or a more broadly-
construed translation studies curriculum. For example, most of the papers in the
Journal of Translation Studies 2010 special issue on teaching CAT (Chan 2010)
fall into the former category, while work carried out under the banner of the
Collection of Electronic Resources in Translation Technologies (CERTT; Bowker
and Marshman 2010) at the University of Ottawa takes a broad, holistic view
and attempts to create the conditions in which a range of technologies can be
easily integrated into courses across the translation studies curriculum (Bowker and
Marshman 2010; Marshman and Bowker 2012).

With a few notable exceptions such as Wältermann (1994), Kenny and Way
(2001), Doherty et al. (2012), Kenny and Doherty (2014), and Sycz-Opoń and
Gałuskina (2017), systematic studies on best practice to teach translation students
about MT are difficult to find. Bowker and Marshman (2010, 204) mention, for
example, that tutorials and exercises for the teaching of MT, exemplified by the
rule-based system Reverso Pro, have been created as part of the CERTT project,
but they do not give any further details. The other papers in Chan (2010) that
mention MT say little if nothing about teaching MT. Flanagan and Christensen
(2014) investigate how MA-level trainee translators interpret industry-focused PE
guidelines designed to achieve publishable quality from raw MT output, and find
that the trainees have difficulties interpreting them, primarily due to competency
gaps, which leads to a set of proposals to address such shortcomings in academic
training. Koponen (2015) notes students’ variable post-editing speed and difficulty
in following quality guidelines, but nonetheless views her teaching of PE as an
important step in students’ understanding of MT as a tool rather than a threat.

Pym’s (2013) assertion that “there has actually been quite a lot of reflection on
the ways MT and post-editing can be introduced into teaching practices” probably
reflects more accurately the reality of the early 2000s than subsequent developments
in translation pedagogy. Arguably, the heyday of reflection in the area was between
2001 and 2003, when the European Association for Machine Translation (EAMT)
devoted some pioneering workshops to the teaching of MT (e.g. Forcada et al.
2001; EAMT/BCS 2002), and a workshop in 2003 devoted to teaching translation
technologies at MT Summit IX (e.g. Forcada 2003; Knight 2003; Mitamura et al.
2003; Robichaud and L’Homme 2003; Vertan and von Hahn 2003; Way and Gough
2003).

Of particularly relevance here are the short papers by Knight (2003) and Way and
Gough (2003). Way and Gough (2003) describe the development and assessment
of a course in MT, focusing on RBMT and SMT, for undergraduate students
in computational linguistics. Knight (2003) describes resources for introducing
concepts of SMT, from which many researchers and lecturers have drawn, and
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remains valuable to this day. Since these workshops, however, teaching-oriented
discussions on more recent approaches to MT, particularly hybrid and neural MT
systems, have not yet emerged.

It is also true that for decades there was hardly any exchange between MT
researchers and developers on the one hand, and professional translators and trans-
lation theorists on the other; this was mostly because translators have historically
tended to see MT as a threat (Englard 1958), and (like translation theorists) the
difficulties that MT faced in the days of rule-based systems were too banal from
their point of view to take MT seriously (Taillefer 1992). Arguably, this scenario
has since changed quite considerably. For a long time, the annual Translating and
the Computer conference series (organised by ASLIB in London since 19781) was
arguably the only forum where these communities met, with some stimulating
debate ensuing among kindred spirits discussing MT from different, but surprisingly
complementary, perspectives, as reported by Kingscott (1990) from one such
conference in the late 1980s. Following the advent of data-driven and machine-
learning approaches that have made MT systems much more powerful and readily
available for countless language pairs (including via free online MT services, see
Gaspari and Hutchins 2007), today different commentators have different views
on the degree of involvement that is desirable for translators in the development
of SMT, in particular. These views range from the irenic (see Karamanis et al.
2011; Way and Hearne 2011) to the disruptive (e.g. Wiggins 2011). Even where
translation scholars and teachers do engage with SMT, they can disagree on how
much translators need to know about the technology: is it enough to use Google
Translate? Enough to fix the output of MT systems with effective PE? Or enough
to be able to build customised MT systems? In addition, depending on the future
one predicts for the translation profession, different types of content would seem
appropriate in the translation curriculum. In the somewhat deterministic picture
presented by García (2011) and Pym (2013), translators are morphing into post-
editors whose primary purpose will be to fix the output of MT systems.

Others, including Kenny and Doherty (2014), argue that translators who are able
to remain abreast of technological developments will continue to be in demand and
well placed in whatever form the language services industry takes in the future.
We argue that confining their own professional profile to a narrowly-defined role
undervalues the language expertise of translators. In addition, the recent trends
of growing digital connectivity and communication are creating increasing needs
to translate expanding numbers of texts and text types. These trends present
opportunities for translators to take an advisory role, specifying the appropriate
workflow for texts to be translated (Moorkens 2017), or assessing training data to be

1ASLING (the International Association for Advancement in Language Technology; https://www.
asling.org) took over the organisation and management of the long-running Translating and the
Computer conference series in 2014 and has been responsible for it since.

https://www.asling.org
https://www.asling.org
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selected for MT system training and development, evaluating MT output, managing
terminology, and refining workflows (O’Brien 2012); all of these roles benefit from
a combination of skills involving, crucially, TQA.

3 TQA Models for Education and Training

Against this very dynamic background, there is a definite need for translation
graduates to be familiar with a variety of TQA models and to have the skills to
carry out TQA in a critical and efficient manner in a range of specific situations
and contexts. Huertas Barros and Vine (2017) found that although over 53% of
UK universities surveyed had recently updated their translation evaluation criteria,
most do not believe that contemporary industry TQA is “relevant to an academic
setting”. The evaluation needs in industry and academia necessarily differ based
on the pragmatic requirements of each scenario. For academics, it may involve
testing a system or evaluating what sort of effort is required for a translator to work
with a text type or a specific workflow. For industry, it may be to test the quality
produced by a translator, or to assess the usefulness of translation leverage, also to
measure productivity in terms of words processed per unit of time. The evaluation
type and translation workflow are also likely to differ depending on the perishability
of the content, as represented in Fig. 1 viz. broad categories of content types. Texts
are considered perishable if they are for immediate consumption with little or no
purpose thereafter, such as online travel reviews that are likely to slip into disuse
as new reviews are added, social media posts or Internet fora messages concerning
volatile information that are not locked to the top of a forum or thread; clearly, if
this short-lived content requires translation into other languages, typically for quick
multilingual dissemination, its quality is unlikely to be paramount or to warrant
extensive evaluation (see also discussions of “fitness for purpose” in the chapters by
Way and Jiménez-Crespo in this volume). Conversely, non-perishable texts (literary
works and marketing copy being prime examples) are typically carefully crafted
so as to possess aesthetic value and/or to clearly convey important, often durable,
messages. These features must be accurately preserved in translation, thus requiring
accordingly robust TQA procedures.

Since the advent of translation technology, and as computing power has grown,
translation workflows have become more varied, complex, and technologised. This
has necessitated a broader range of translation evaluation methods, suitable for the

Fig. 1 Translated text perishability continuum



On Education and Training in Translation Quality Assessment 101

workflow, text type, or target audience. For researchers and language professionals,
it is important to be aware of different types of evaluation to fit a particular project
or workflow, and to consider whether a more innovative or agile approach could be
used to replace another. We contend that TQA has become an essential component
of vocational translator training for a range of roles, and is an advantage for
translation graduates, some of whom begin their professional lives as freelance or
in-house translators, but may then move to a translation management role at some
point during their careers.2

Interestingly, in a large-scale survey that involved 438 language professionals,
Gaspari et al. (2015) found that 35% (“largely freelance translators”) had “no
specific TQA processes in place”. This can have a direct effect on freelance
translators’ earnings, as error typologies, for example, are usually applied to samples
of translations, particularly those produced by less experienced translators, or those
who have not built up a long-term trust relationship with their employer or client. If
a translation is considered to be below a pre-defined threshold, it may be sent back
to the translator for revision, with obvious consequences on the management of the
relevant translation project and on the status of the professional concerned. There
have been instances reported of translators being overlooked for subsequent jobs
when translation sample scores fall below the employer’s threshold (Koo and Kinds
2000). Only a handful of resources exist for training in contemporary TQA, i.e.
those including CAT and MT. Doherty and Kenny (2014) describe the design of an
SMT syllabus for postgraduate student translators with a focus on TQA using both
human and automatic evaluation metrics, in order to enable the students to become
critical users of the range of evaluation methods and metrics available to them;
their investigation also reports the views of the students on this innovative syllabus
devoted to teaching SMT with strong TQA elements, along with the students’ self-
assessment of their own learning. Depraetere and Vackier (2011) evaluate the use
of an automatic QA tool (QA Distiller) as part of translation evaluation, which
they find useful as a complement to human annotation, despite a high prevalence
of false positives (incorrectly identified errors). Delizée (2011) also mentions the
use of error typologies as part of summative assessment at the end of the Master’s
programme.

In Fig. 2, we propose a step-by-step guide to help educators and translators
choose one of the various types of TQA compatible with their own translation
scenario. The various TQA methods included in the figure are explained in more
detail by Castilho et al. in this volume. In addition, Lommel (in this volume)
explains the evolution of industry error typologies for human translation that often
propose error types for language and formatting that may be considered minor,
major, or critical errors, sometimes with a score appended. Typologies for automatic
MT evaluation metrics are described in Popović (in this volume), and automatic QA
checking tools are covered briefly by Castilho et al. (in this volume).

2This has been recognised, to an extent, in the updated European Master’s in Translation
Competence Framework 2017, which expects Master’s programme graduates to be able to review
translation according to standard or job-specific quality objectives, and to be able to implement
process standards (such as ISO 17100).
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4 The Next Steps for TQA in Education and Training

Education and training for human and machine TQA today stand out as largely
overlooked, but essential, components of translators’ skillsets, regardless of the
role in which they seek to work. In this chapter we have discussed diverging
viewpoints that range from arguments to include translation technologies and TQA
in translation curricula to those who voice concerns that the role of the translator
may be reduced and devalued in the face of such technologies.

Resources are of course a central consideration and limitation in both academic
and industry settings. Performing TQA seriously costs time and money, and limited
motivation to learn about and conduct TQA may also represent a stumbling block.
We need to acknowledge that there are barriers to performing TQA and especially
to performing it properly (Doherty 2017). In our view, education and training
stakeholders should see TQA as a return on investment in terms of providing their
students with an advantage in the graduate market and with the ability to change
attitudes and inform clients in the future, to the long-term benefit of the profession.
TQA can indeed be framed not only as a means to an end, as something that one
must do because of external requirements, but also as an end in itself given its
usefulness in a wide variety of applications including knowledge of the industry,
translation skills, technology training, usage in performance review and progression,
hiring, pricing, and improving linguistic abilities, etc. (see Doherty and Kenny 2014;
Kenny and Doherty 2014; Gaspari et al. 2015).

In closing this chapter, we believe that the bottom line is that regardless of the
debates on translation quality in academia, the industry will continue to have its
own TQA metrics and models that will, in turn, evolve as the industry changes,
largely dependent on market trends and technological developments. The challenge
for lecturers and trainers is to understand the dynamics at play in the choice
and use of these TQA metrics and models, so that their students can learn to
appreciate their value while also being aware of their limitations and potential
pitfalls. Equipped with this knowledge, human translators, especially university-
educated ones, can enter the industry with confidence in their value in the face of
developing technologies and increasing, some would say aggressive, automation,
able to “recognise what they have learned and be able to articulate and evidence it
to potential employers” (Higher Education Academy 2012). As such, dedicated and
accessible educational resources on this topic are a useful addition to the field for
researchers, scholars, student and professional translators and their educators alike.
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Metrics for Translation Quality
Assessment: A Case for Standardising
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Arle Lommel

Abstract Translation quality assessment (TQA) has suffered from a lack of
standard methods. Starting in 2012, the Multidimensional Quality Metrics (MQM)
and Dynamic Quality Framework (DQF) projects independently began to address
the need for such shared methods. In 2014 these approaches were integrated,
centring on a shared error typology (the “DQF/MQM Error Typology”) that brought
them together. This approach to quality evaluation provides a common vocabulary
to describe and categorise translation errors and to create translation quality metrics
that tie translation quality to specifications. This approach is currently (as of 2018)
in the standardisation process at ASTM International and has seen significant uptake
in industry, research, and academia. By bringing together disparate strands of quality
assessment into a unified systematic framework, it offers a way to escape the
inconsistency and subjectivity that have so far characterised TQA.

Keywords Translation quality assessment · Principles to practice · DQF ·
MQM · Translation errors · Translation metrics · Translation specifications ·
Standardisation

1 Introduction

This article provides an overview of three systems for translation quality assessment
(TQA): (i) the Multidimensional Quality Metrics (MQM) framework,1 developed
by the author and colleagues at the German Research Centre for Artificial Intelli-
gence (DFKI) in Berlin, Germany from 2012 through 2014 as part of the European
Union-funded QTLaunchPad project; (ii) the TAUS Dynamic Quality Framework

1http://qt21.eu/mqm-definition/
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(DQF) Error Typology,2 developed by the Amsterdam-based Translation Automa-
tion User Society (TAUS); and (iii) the harmonisation of the two, carried out as a
collaborative effort by DFKI and TAUS within the EU-funded QT21 project in 2014
and 2015.

These projects had the common goal of improving the current state-of-the-art
for TQA and to address the lack of best practice approaches in this area. Although
MQM and DQF began separately and many perceived them as competing projects,
they were successfully harmonised to create an emerging de facto standard for TQA,
one that is now in the formal standardisation process at ASTM.

This chapter first provides a history of TQA in the translation and localisation
industry, which developed along lines separate from those used in Translation Stud-
ies or machine translation (MT) research. It then describes the MQM framework in
some detail before turning to the DQF Error Typology. It ends with a description of
the harmonised error typology and closes with a description of plans for the future.3

2 Historical Background

As the translation industry emerged from a cottage industry in the late 1980s and
shifted towards a technology-driven one serving global enterprises in the 1990s, it
became evident that its ad hoc and subjective quality evaluation methods left much
to be desired. At the time, best practice emphasised having a bilingual reviewer
or a monolingual subject matter expert review translations and give an assessment.
Such assessments were typically informal, in the sense that they did not use formal,
predefined rubrics or tools for evaluation. As a result, actual practice varied from one
translation provider to another and one reviewer to another, and this inconsistency
was also a source of confusion for clients.

As an example of how subjective such review could be, consider the case of
one US-based language service provider (LSP) that provided multiple languages
for a large client that manufactured computer peripherals. In the mid-1990s it
systematically sent its translations to third-parties for review. In one instance, the
company had received a Korean-language translation of a manual from a trusted
and reliable translator and sent it on to another linguist. This individual sent it back
with a scathing review, in which he stated that the translation was unusable and
would need to be completely redone from scratch.

After the company received this review, it took the unusual step of sending the
translation to a second reviewer and asked him for his opinion and to confirm

2https://www.taus.net/knowledgebase/index.php?title=Error_typology
3Because most of this chapter is written from the perspective of the author, who was active in
development of MQM and the MQM/DQF harmonisation effort – and who had previously led
development of the LISA QA Model – much of the account contained here does not cite published
sources. For details of MQM and DQF, please see the relevant online resources cited herein.

https://www.taus.net/knowledgebase/index.php?title=Error_typology
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the judgement of the first reviewer. After examining the translation, the second
reviewer explained that Korean has seven formality levels and that the translator had
chosen one that was moderately formal, but the initial reviewer had wanted a more
formal level. Due to how extensively Korean marks these levels at the grammatical
level, changing levels would have required a complete rewrite of the translation.
Fortunately for this LSP, the second review agreed with the translator and said that
it could go as it was and that it was an excellent translation.

Unfortunately, such disagreements were a common occurrence and buyers of
translation had little guidance in how to interpret such disagreements. Contributing
to the problem was that feedback was often quite vague, consisting of a subjective
impression couched in imprecise terms – “the style is off,” “the translation is
clumsy,” “it needs to be reworked,” etc. – that gave the translator little, if any,
concrete feedback. As a result, many translators saw quality review steps as a
way for unscrupulous clients to penalise them or renegotiate prices. At the same
time, LSPs faced pressure from their clients to assure them that translations were
adequate, and sometimes saw translator resistance to these methods as an evasion
of responsibility.

2.1 Early Efforts Toward Systematic Quality Evaluation

One way that LSPs tried to improve the situation was by using translation “score-
cards” for projects. These tools, typically in spreadsheet form, allowed reviewers to
count numbers of errors to generate overall quality scores, usually represented as a
percentage, with 100% indicating no errors. They usually included anywhere from
2 to 15 categories of errors. In some cases, reviewers simply counted errors for each
category, but in others, they also assigned them weights – such as minor, major, and
severe – that incurred different penalties.

Although these spreadsheets created the impression of objectivity, their cate-
gorisations remained ad hoc and varied from LSP to LSP. They also did not tie
their counts to specific locations in the text. These characterisations resulted in two
problems: (i) the scores were ultimately unverifiable because the only link to the
text was in the mind of the reviewer; (ii) it was unclear if the scores they generated
correlated with audience or customer requirements.

The first of these problems could be addressed in part if reviewers took copious
notes or marked-up hard copies of the text, but these approaches were time-
consuming and introduced manual steps into the review process. They did not create
audit trails to ensure that required changes were made. For example, if a note said
something like “awkward style, p.2, paragraph 3, second sentence,” it would provide
guidance for a reviser, but there was no way to mark the location digitally or confirm
that appropriate steps were taken to address the issue.

The second problem was more severe. Ad hoc categorisations might work well in
some cases, but not in others. Their application across heterogeneous content types
resulted in an assessment method suitable for one text type being used for others
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with very different requirements. For example, if a scorecard that emphasised style
were used for internal documentation aimed at service technicians, the translator
might be unfairly penalised for failing to meet a certain level of style that was
irrelevant to its audience. In addition, a text might receive exemplary marks on one
scorecard and negative marks on another, calling into question the objective nature
of the scores.

2.2 The Beginnings of Standardisation

The 1990s witnessed two systematic efforts to address the ad hoc nature of TQA:

• SAE J2450. This standard, from SAE International, developed a simple
scorecard-style metric for automotive documentation. It featured six error types
and two severity levels. GM reported that using it on a 5% sample of its texts
enabled the company to simultaneously improve quality, time to market, and cost
by substantial margins (Sirena 2004).

• LISA QA Model. Although never formally standardised, the LISA QA Model
served as a de facto standard for quality assessment of software and docu-
mentation localisations after its release in the 1990s. It was developed within
the auspices of the now-defunct Localization Industry Standards Association
(LISA), which released it as a spreadsheet and later as stand-alone software. The
Model featured 18 or 21 categories (there was a disagreement between its user
interface and documentation) and three severity levels. It allowed customisation
for two content types (documentation and software user interface) and included
some issues specific to localisation into East Asian languages. A 2015 study
found that the LISA QA Model remains the most common shared model for
quality assessment in the translation industry, 4 years after its last commercial
availability. However, most users modified it to some extent to meet their needs
(Snow 2015).

Both efforts moved in the direction of shared metrics and promoted transparency
across projects and translation providers. In theory, either of these allowed transla-
tion requesters to compare scores over time and to obtain them from various sources.

In practice, these approaches faced important limitations. First, low inter-
annotator agreement (IAA) meant that reviewers were not interchangeable, partic-
ularly with regard to how severe they felt errors to be: Two reviewers, faced with
the same error, might disagree as to how important it was, or even if was an error.
Second, the effort to standardise error types only added to the problem that models
that had been developed with specific scenarios or text types in mind might not
be appropriate for different scenarios or text types. The frequency with which the
LISA QA Model was modified shows that users felt the need to adapt it to their
circumstances.

SAE J2450 explicitly addressed the problem of scope by stating up front that
it was intended only for automotive service manuals and that other content types
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would require their own metrics. However, implementers were often not so careful
or principled in their application of the model, and used it for other content types,
including marketing materials. The LISA QA Model was developed with software
documentation and UIs in mind, but its larger inventory of error types inadvertently
encouraged the notion that it was a comprehensive translation quality metric.

By the late mid-2000s, the limitations of these models were increasingly evident
and discussion began in LISA about a successor to the LISA QA Model that
would address them. This effort resulted in internal documents and prototypes for
a standard, tentatively called Globalization Metrics Exchange – Quality (GMX-Q)
that was intended to be a companion to the existing LISA standard GMX-V (for the
volume of translation) and the planned GMX-C (for representing the complexity
of a source text). However, the closure of LISA in 2011 prevented the release of
GMX-Q and only internal working drafts existed at that time.

Subsequent to the demise of LISA, two groups began active work on translation
quality assessment: (i) the Translation Automation User Society (TAUS) developed
its Dynamic Quality Framework (DQF), a collection of multiple approaches to the
subject; (ii) the EU-funded QTLaunchPad project, led by the German Research
Centre for Artificial intelligence (DFKI), took up the work carried out in GMX-
V and developed an extensive translation error typology for use in detailed analysis
of human and machine translation.4

The following sections provide an overview of MQM and the DQF error
typologies and then I move on to describe the harmonised error typology based
on them.

3 Overview of the Multidimensional Quality Metrics (MQM)

This section focuses on the MQM error typology. It covers the basics of the MQM
and describes the approach and principles it adopts. As discussed above, MQM took
up work and ideas previously developed by LISA’s GMX-Q effort. In particular, it
adopted the following principles:

• A flexible catalogue of error types. Rather than creating a list of issues that
apply to all translation and content types, the MQM developers created a master
vocabulary for describing translation errors. It is not intended that the list of types
be applied in its entirety. Instead, adopters select issue types relevant to their
needs and apply them. This principle means that MQM does not define a single
metric, but rather a common vocabulary for declaring metrics. In this respect,
it closely resembles the TermBase eXchange (TBX, ISO 30042:2008) standard,
which provides an XML vocabulary to describe terminology databases.

4See Popović in this volume for a discussion of the application of MQM to MT.
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• Compatibility with existing specifications and tools. Rather than attempting to
create a categorisation from scratch, MQM examined existing specifications and
tools to capture their approaches and harmonise them. The goal was to provide
an easy path for tools to adopt MQM without changing their functionality more
than necessary.

• A hierarchical approach. Not all assessment activities require the same degree
of detail. For example, the project in which MQM was created detailed categories
for types of grammatical errors, but most production evaluations would require
only a single overall category for them. As a result, MQM has a tree-like structure
in which categories have child types that can be used for greater specificity.

• A specifications-based approach. To address the problem of metrics that did
not tie to requirements, and to be fair to translation providers, MQM strongly
emphasises the use of documented translation specifications. Based on ASTM
F2575 (ASTM 2014), specifications detail what is expected of the parties
involved in translation production. Any assessment method should check only
things that were actual requirements. For example, if specifications state that
style is not important, reviewers should not penalise translations for problems
with style.

3.1 MQM Harmonised Existing Approaches

Work on MQM started with a detailed comparison of nine existing error typologies
and tools: the LISA QA Model, SAE J2450 and ISO CD 140805; the error
categories from SDL Trados Classic, ApSIC XBench, Okapi CheckMate, the
XLIFF:doc specification, and Yamagata QA Distiller; and the grading rubric for
ATA certification examinations. The number of issue types contained in these
varied from 6 (SAE J2450) to 23 (Okapi CheckMate). In addition, the comparison
considered the documentation of the original LISA QA Model, which enumerated
sub-types of its basic list of issues, and raised the total to 65. The project harmonised
the names of these issue types into a superset with 145 items (Table 1).

Of these 145 error types, only one was found in all of the examined metrics
and tools (adherence to terminological guidelines) and only 23 were found in more
than one. The most common error types were: Terminology/glossary adherence (9),
Omission (8), Punctuation (6), Consistency (5), Grammar/syntax (5), Spelling (5),
Mistranslation (4), and Style (4).

The MQM typology developed a superset of the tools it examined, with two
exceptions, i.e. it omitted issue types related to project satisfaction from the LISA
QA Model (1) and extremely detailed issues (2):

5This committee draft in ISO TC37 was subsequently withdrawn and bears no relationship to the
current ISO 14080, a standard for management of greenhouse gases.
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Tool name Type Number of issues

ApSIC XBench Automatic checker 9
ATA Certification Exam Grading exam for human translators 21
ISO CD 14080 Proposed standard for quality assessment 21
LISA QA Model Quasi-standard and proprietary scorecard 21 (UI)

18 (doc. Top level)
65 (full doc.)

Okapi CheckMate Automatic checker 23
SAE J2450 Standard 6
SDL TMS Classic Human assessment tool in Trados suite 7
XLIFF:doc Module in translation tool exchange format 11
Yamagata QA Distiller Automatic checker 20
TOTAL 145

Table 1 Issue types in existing error typologies and tools

1. The LISA QA Model contained issue types related to overall project perfor-
mance, such as adherence to deadlines, completeness of deliverables, compatibil-
ity of delivered software with external applications, and functional problems with
localised software. Although these issues are very important, they were outside
the scope of linguistic QA and were better addressed within the scope of ISO
standards such as the ISO 9000 series or ISO 17100:2015. Accordingly, these
were moved into a deprecated “compatibility” branch in MQM, with a caution
that they should not be used.

2. In some instances, the tools examined had very fine-grained distinctions.
For example, they had a combined total of 12 issues related to white-space
within translation segments. In such cases, MQM adopted a more parsimonious
approach and declared a single category, such as “whitespace,” rather than try to
capture all possible detail.

This effort and subsequent feedback within the QTLaunchPad project resulted in
initial drafts of MQM that contained 104 issue types.6 This number subsequently
increased to 182 in the final version,7 largely due to the inclusion of additional
specific types of errors related to internationalisation that were not initially present.
Here it must be re-emphasised that the creators of MQM never intended that any
application would use all, or even most, of these categories. Instead, they were
included to provide a way to systematically describe more task-appropriate metrics.

6See http://www.qt21.eu/mqm-definition/mqm-spec-2014-02-14.html#hierarchical_list for a full
list.
7See http://www.qt21.eu/mqm-definition/issues-list-2015-05-27.html

http://www.qt21.eu/mqm-definition/mqm-spec-2014-02-14.html#hierarchical_list
http://www.qt21.eu/mqm-definition/issues-list-2015-05-27.html
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3.2 Overall Structure of MQM

3.2.1 Hierarchy

MQM is highly hierarchical. The hierarchy of issue types extends up to four layers
of increasing specificity, although most of the hierarchy stops at the second or third
layer. Figure 1 illustrates this hierarchy: Design is a first-level issue type (also called
a “dimension,” as described in the next section), Local formatting a second-level
issue type, Font a third-level, and Bold/italic is at the fourth level. Each layer of the
hierarchy provides more specific instances of the parent. For example, Bold/italic is
also an example of Font, Local formatting, and Design, and can be categorised at
any of these levels, depending on whether a specific metric includes them or not.

It is important to note that children of an issue type are not comprehensive: they
are not intended to enumerate all possible cases of the parent. For example, the
issue type Font has three children: Bold/italic, Single/double-width (a reference to
the width of character in East Asian Languages), and Wrong size. These encapsulate
common issues with fonts, but if a reviewer found that a serif font had been used
where a sans serif font was called for, there is no specific subtype for this and Font
would be used.

As a general principle, MQM metrics should be as course-grained as possible
while still serving their purpose. Fine-grained categories are often difficult to

Fig. 1 Hierarchical structure in MQM. (Source: http://www.qt21.eu/mqm-definition/issues-list.
html. Note that this graphic includes two names for each issue. The top name is a human-readable
name, which might be translated. The second is an ID for the issue, which remains constant and
can serve as a valid identifier in XML and in most programming languages)

http://www.qt21.eu/mqm-definition/issues-list.html
http://www.qt21.eu/mqm-definition/issues-list.html
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Fig. 2 Top-level “branches” or “dimensions” of MQM. (Taken from http://www.qt21.eu/mqm-
definition/issues-list-2015-05-27.html)

distinguish: testing in the QTLaunchPad project showed that annotators could often
agree on a high-level category while remaining uncertain about lower-level ones.
In cases of uncertainty, parent categories should be used because they represent the
point of least uncertainty and their children also count as examples of their parents.

3.2.2 Dimensions

At the top level in the MQM hierarchy are eight primary “branches” or “dimensions”
(Fig. 2).8 They contain other issues.9

These branches are defined as follows:

• Accuracy (18 issues). Issues related to the relationship of the meanings conveyed
by the source and target content. It applies to cases where the propositional
content of the source is incorrectly rendered in the target.

• Design (33 issues). Issues related to the physical appearance of the content, e.g.
formatting, desk-top publishing.

• Fluency (39 issues). Issues related to the linguistic well-formedness of the
content. These apply to all texts, regardless of whether they are translations or
not.

• Internationalisation (49 issues). Issues related to how well the content is
prepared for localisation. These issues usually are detected through problems
with the target content but indicate an engineering or design fault in the source.

8This total does not include the “Compatibility” branch, which is used only to represent project-
related issues from the LISA QA Model, and “Other,” which is used for anything that does not fit
into other branches.
9The full hierarchy and list of issues is available at http://www.qt21.eu/mqm-definition/issues-list.
html

http://www.qt21.eu/mqm-definition/issues-list-2015-05-27.html
http://www.qt21.eu/mqm-definition/issues-list-2015-05-27.html
http://www.qt21.eu/mqm-definition/issues-list.html
http://www.qt21.eu/mqm-definition/issues-list.html
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• Locale convention (14 issues). These issues address whether correctly translated
content is displayed correctly for the target locale. For example, dates are
displayed in different formats depending on the locale, and using an incorrect
one can lead to confusion.

• Style (7 issues). Issues related to the overall feel of a text or adherence to style
guides.

• Terminology (7 issues). Issues related to the use of domain-specific terminology
in the content. These are separated from general accuracy or fluency because
localisation processes typically manage terminology separately.

• Verity (7 issues). Issues dealing with the relationship of the content to the world
in which it exists.

Each of these branches can serve as an issue type on its own if no further specificity
is needed. For example, an MQM metric that consisted of two issue types – e.g.
Accuracy and Fluency – would be considered valid.

The last of the branches, Verity, is a novel contribution from MQM to the broader
study of translation quality. It addresses cases in which a translation may be accurate
and fluent and yet is not appropriate for the “world” or environment in which
it is used. For example, consider a US English text about electrical systems that
describes ground wires as bare copper. If this text were to be accurately translated
as bare Kupfer into German, it would be problematic in Germany because ground
wires there are covered in green and yellow-striped insulation. This problem is not
directly with the translation itself, but rather in the relation between the text and the
environment in which it will be used: If the translation were intended for German
speakers in the U.S., bare Kupfer would be a correct and appropriate rendering of
the text.

Verity errors frequently occur in legal or regulatory texts, which often require
substantial adaptation to correctly refer to laws and regulations in the environment
in which they occur. They also commonly occur even in technical documentation
in cases where source texts may refer to call centers or service options that differ
between locales. For example, if a text translated from German into Chinese
contains only a phone number for a German support call center, even though a
Chinese support number exists, it will convey inappropriate information to users.

3.2.3 Specifications

One difficulty in standardising translation quality assessment has been that most
efforts are universalising. In other words, they try to set forth a set of criteria that all
translations should follow, regardless of purpose or other requirements. By contrast,
a functionalist or Skopos-oriented theory of translation emphasises that translations
serve purposes and should be evaluated in terms of them (Nord 1997; see also Sect.
2.1 in Castilho et al., this volume). Without a knowledge of the intended purpose,
an evaluator cannot say whether the translation fulfils it. This intended purpose
is not always obvious from the source text because the target-language purpose
may be dramatically different from that of the source-language. For example, a

http://dx.doi.org/10.1007/978-3-319-91241-7_2
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government body might intercept communication between two would-be terrorists
who are trying to encourage each other. The translation of such a text should not
aspire to be persuasive, but instead to convey nuance and detail relevant to the needs
of an intelligence analyst who has to decide what action to undertake to prevent an
attack.

MQM embraces a functionalist perspective at its core. For an MQM-based
metric to be valid, it must measure how well a translation meets specifications.
Accordingly, MQM metrics should be tied to a set of relevant specifications that
follow ASTM F2575-14, which defines a standard set of 21 “parameters” that
describe the information needed to complete a translation project (Fig. 3).

A. Linguistic work product pa-
rameters [1–13]

A.1. Source-content information
[1–5]
1. textual characteristics

a. source-language
b. text type
c. audience
d. purpose

2. specialized language
a. subject field
b. terminology

3. volume
4. complexity
5. origin

A.2. Target content requirements
[6–13]

6. target-language requirements
a. target-language
b. target-terminology

7. audience
8. purpose
9. content correspondence
10. register
11. format
12. style

a. style guide
b. style relevance

13. layout

B. Process tasks [14–15]
14. typical tasks

a. preparation
b. initial translation
c. in-process quality assurance

15. additional tasks

C. Project Environment [16–18]
and Relationships [19–21]

16. technology
17. reference materials
18. workplace requirements
19. permissions

a. copyright
b. recognition
c. restrictions

20. submissions
a. qualifications
b. deliverables
c. delivery method
d. delivery deadline(s)

21. expectations
a. compensation
b. communication

Fig. 3 Translation project parameters defined in ASTM F2575:2014
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To create an MQM metric, one determines which issue types are needed to check
compliance with the specifications. During evaluation, if problems arise that the
chosen issue types do not address, this typically indicates that the metric does not
follow the specifications or that the specifications themselves were deficient and
need to be revised.

Tying metrics to specifications helps ensure that evaluators do not try to fix issues
they see that do not need to be fixed, or even make fixes that do the translation
harm. This also enables requestors to tie feedback to requirements that translation
providers had in advance, rather than providing feedback that seems to change the
nature of the job after the fact.

Note that there is no expectation in MQM that new specifications and metrics
will be created for every project. Such a practice would be wasteful and confusing.
Instead, the intention is that implementers create specification templates and default
metrics for different project types and reuse them to promote clarity and consistency.

3.2.4 Severities and Weights

When evaluating a translation, it is typically not enough to know how many errors
are present. Evaluators also need to know (a) how severe they are and (b) how
important the error type is for the task at hand. Severity and importance are distinct
concepts in MQM.

Severity refers to the nature of the error itself and its effects on usability of the
translation. The more severe an error is, the more likely it is to negatively affect
the user in some fashion. Severity applies to individual errors, not to categories as a
whole.

By default, MQM supports four severity levels:

1. Critical. Critical errors are those that by themselves render a project unfit for
purpose. Even a single critical error would prevent a translation from fulfilling
its purpose (e.g. by preventing the intended user from completing a task) and may
have safety or legal implications. For example, if a translation of a text describing
weight limits for an industrial centrifuge converts “2 pounds” into “2 kilograms”
(instead of “0.9 kilograms”), it could result in destruction of the equipment or
injury of its user, and is a critical error. These errors are especially problematic if
the issue is not obvious in the translation.

2. Major. Major errors make the intended meaning of the text unclear in such a
way that the intended user cannot recover the meaning from the text, but are
unlikely to cause harm. They must be fixed before release, but if they were not
they would not result in negative outcomes (other than possibly annoyance for the
user). For example, if a translation of an educational book about insects renders
the Italian ape (‘bee’) as monkey in English because ape is a false friend, the
intended meaning may not be recoverable from the text, but it is unlikely to result
in negative outcomes.

3. Minor. Minor errors are those that do not impact usability. In most cases the
intended user will correct them and move on, perhaps without even noticing
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them. For example, if an English translation says “to who it may concern” instead
of “to whom it may concern,” no meaning is lost and many, perhaps a majority,
of readers will not even notice the slight grammatical error. Because they do not
affect usability, minor errors do not need to be fixed prior to distribution.

4. Null. The null level is used to mark changes that are not errors. For example,
if the requestor decides to change a term after a translation is submitted, the
reviewer could mark Terminology issues with this severity. No penalties are
applied at this severity. It was added to MQM in 2014 to improve compatibility
with the TAUS DQF.

Each severity level corresponds to penalty points that are used in scoring trans-
lations. The default penalties are 100 points (critical), 10 points (major), 1 point
(minor), and 0 points (null). Previous metrics had tended to assign values much
closer to each other (the LISA QA Model used values of 1, 5, and 10), but
consultation with experts in evaluation indicated that these did not provide a
distinction in value sufficient to guide evaluators. For those who wish to emulate
older systems, the values assigned to each level can be adjusted, although doing so
impedes comparison with scores generated using the default values.

By contrast, importance refers to the relative value assigned to different cate-
gories of errors, rather than to individual instances. For example, someone could
say that style is not important for their technical documentation, meaning that even
tremendously awkward style would not matter very much if the intended meaning
comes across. On the other hand, such problems might be very important for their
marketing materials, because those are selling a brand image where style is crucial.
Importance is addressed through the use of weights.

Implementers assign weights to particular issue types. They indicate how
important particular issues are and allow metrics to adjust how much they contribute
to overall scores. The default weight in MQM is 1.0. Higher numbers indicate
greater importance and lower ones indicating that issues are not as important. For
example, if a content creator determines that terminology compliance is particularly
important, it could assign a weight of 1.5 to Terminology, which would mean that all
errors related to Terminology count 50% more than the default value. By contrast,
if the creator determines that Style is not particularly important, it could assign a
weight of 0.5, which indicates a 50% reduction in any penalties assigned to it.

Although weights had been a concept in earlier quality metrics (such as the LISA
QA Model), they had generally not been implemented in software. As a result, few
implementers currently use weights, but they do provide a mechanism to reflect
relevant priorities within evaluation.

3.2.5 Scoring

One can use an MQM metric to evaluate a translation. If scoring is desired (rather
than just identification of errors), the MQM definition suggests a default scoring
model. To calculate a score, one takes each error, multiplies it by its severity value
and its weight to generate penalty points. If default weights are used, a minor
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error is thus 1 penalty point, a major is 10, and a critical is 100. These points are
then summed up to obtain the total. The score is then calculated per the following
formula:

Score = 1 − Penalties

WordCount

The resulting score is typically presented as a percentage. As an example, if a
translation has 500 words and the reviewer finds 3 minor errors and 2 major errors
(23 penalty points), the score would be 95.4%. Note that negative scores are possible
with this model if the penalty points exceed the number of words.

If it is desirable, scores can also be calculated for any issue type or branch
within MQM by summing up the points for any issues it contains and applying
the same formula. This ability allows implementers to understand what issue types
contribute to quality problems and take remedial action. For example, if grammar
and spelling errors pose a particular problem, an LSP or translation requester
might add a requirement that the translation pass a grammar and spelling check
before submission. On the other hand, if the translation receives low marks for
terminology-related problems, that would suggest that the translators should receive
training in terminology and apply tools to check and enforce proper terminology
usage.

If implementers use scores to determine acceptance, they also need to set
thresholds for what constitutes an acceptable translation. Thresholds should be set
by applying the metric to translations the requesters found acceptable and some that
they were unsatisfied with to find the score below which problems are evident. This
value will vary between adopters of MQM and there is no universal threshold.

3.2.6 Holistic vs. Analytic Evaluation

Within translation evaluation, two general approaches apply: holistic and analytic.
Holistic evaluation looks at the translation as a whole and attempts to evaluate
its quality based on overall criteria. By contrast, analytic evaluation considers and
analyses individual errors.

These two methods serve different purposes. Holistic evaluation is useful for
obtaining a “big picture” image of a translation and quickly determining whether
it meets specifications, but cannot provide detailed feedback on specific errors
or suggest concrete remedial action. Analytic evaluation is good at identifying
and documenting specific problems, but may not capture the overall impression.
In addition, it is time-consuming and requires training for evaluators to apply
consistently.

Because analytic quality evaluation is resource-intensive, MQM supports both
types of evaluation. To use MQM for holistic evaluation, one must create a holistic
metric that corresponds to an analytic one. In general, doing so requires the creator
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of the metric to select the high-level issues (typically the dimensions) that the
analytic metric uses and ask evaluators to consider them for the entire text.

For example, if an analytic metric contains Grammar, Spelling, and Typography
under Fluency, the corresponding holistic one would ask only about Fluency. Rating
in such cases typically uses a Likert scale or similar rating mechanism, along the
lines of the following:

On a scale of 0 to 5, where zero indicates that the translation is completely unacceptable
and 5 indicates that it is fully acceptable with no detectable problems, how fluent is the
translation?

Asking these types of questions for each dimension allows the evaluator to form an
overall image of how well the translation meets specifications without the need to
mark all errors. If the holistic questions do not indicate problems, there is no need
to conduct a detailed analytic evaluation except in cases where the consequences of
undetected errors would be high. On the other hand, if the translation clearly fails
the holistic evaluation, there is also no need to invest the time in a detailed analytic
evaluation because the reviewer already knows it would not pass. In this case the
reviewer would need to note a few examples of the problems to authenticate them
and return the translation for rework.

Only in the case where it is unclear from the holistic evaluation whether the
translation is acceptable per the specifications would a full analytic evaluation be
advisable, although analytic spot-checking can help ensure that holistic evaluations
accurately reflect requirements.

4 The DQF Error Typology

The TAUS DQF is a system developed by TAUS that addresses a variety of
approaches to quality assessment, including those aimed specifically at MT, such
as measuring post-editor productivity, adequacy/fluency evaluation, readability (see
Castilho et al., this volume) and crowdsourced evaluation (see Jiménez-Crespo, this
volume). The majority of DQF evaluation methods are out of the scope of this
article, which focuses solely on the error typology.

Unlike MQM, which took existing metrics and attempted to harmonise them into
one master categorisation, TAUS reached out to LSPs and buyers of translation to
ask them for best practices in scorecard-style evaluation. They then used these to
develop a simple error typology that was focused on the needs of its localisation-
oriented members. Thus, rather than trying to address everything, the DQF Error
Typology focused on solving a particularly important area.

The first release of the DQF Error Typology had six error types:

• Accuracy. Issues related to the transfer of meaning from source to target-
language.

• Linguistic. Issues related to the language (rather than the meaning) of the target.
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• Terminology. Issues related to the use of domain- or organisation-specific
approved vocabulary.

• Style. Issues related to general or company-specific style.
• Country Standards. Issues related to adherence to locale-specific formatting

guidelines (e.g. for numbers, addresses, or dates).
• Layout. Issues related to non-textual aspects of the content, such as links,

formatting, length, and text truncation.

It also featured four additional categories that were used to mark issues that were
not errors:

• Query implementation. Used to mark changes that needed to be made in
response to questions to the content creator.

• Client edit. Edits requested by the client.
• Repeat. Used to mark cases where an error is repeated, but is done consistently,

to avoid penalising the translator for each occurrence.
• Kudos. Adds a scoring bonus for something the reviewer feels the translator did

well.

Each of the six primary issue types had a number of subtypes: these were initially
broken out as their own issue types, but were instead eventually used as examples to
explain the six types in question. The DQF Error Typology contained four severity
levels, which were assigned numbers. These correspond roughly with the MQM
severities.

The first release of the DQF Error Typology was as a scorecard in Excel format.
It contained instructions for use and sheets where users could enter error counts
for each of the categories with four severity levels to generate a score. This Excel
sheet was comparable to what many LSPs used internally for their error-tracking
activities.

5 Integrating MQM and DQF

In 2014 reviewers for the QTLaunchPad project pointed out that the development
of MQM and DQF along separate tracks threatened to generate market confusion
and delay adoption of improved quality practices. They recommended that any
applications for future projects that involved translation quality should include
integration of the two as a prerequisite for funding. Accordingly, the application for
the follow-up project QT21, in which both TAUS and DFKI were partners, included
a plan to integrate the two formats. Work began on this project in September 2014
and proceeded through the summer of 2015.

In this work, both formats underwent substantial changes, including the follow-
ing:

• The dimensions of MQM were restructured to match DQF’s top-level categories,
meaning that implementers of the DQF error typology would not need to change
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Fig. 4 DQF/MQM integrated error typology

their evaluation criteria. This resulted in the promotion of Terminology and Style
to full dimensions (Terminology had previously been split between Accuracy and
Fluency, and Style had been included in Fluency).

• MQM added a fourth severity level (“null”) to match DQF’s approach and to
allow for issues to be marked without assigning penalties to them.

• DQF adopted the MQM issue names to become a subset of MQM.
• DQF expanded its catalogue of issues to include what had previously been

examples so that they were tied to MQM issue types and could be used directly
on their own.

• DQF added the Internationalisation and Verity dimensions to address these
issues, which had previously been lumped with other issue types. This shift made
the definitions of DQF issues more consistent and clear.

The resulting hierarchy, presented in Fig. 4, contains 50 issue types.
It is thus less than one-third the size of the full MQM hierarchy and is focused

more tightly on those issues likely to concern industrial buyers of translation and
localisation. As with the full MQM, it is not anticipated that adopters will use all
the categories. Instead, they are available as needed. Individuals who had adopted
the original DQF Error Typology need only to update the names of their categories
(where they differ) to comply with MQM. In keeping with the MQM principle of
using only as much detail as is needed and following TAUS’ attempts to simplify
TQA processes, the recommendation is to use the top-level categories unless there
is a need to drill down to greater detail.

Since its release in 2015, the integrated DQF/MQM error typology has become
the preferred method to implement MQM. Its smaller size makes it easier to use and
grasp. Its inclusion in DQF has helped raise the profile of the MQM approach to
TQA.



126 A. Lommel

6 Status and Plans for the Future

Active development work on MQM was conducted at DFKI as part of two European
Union-funded projects. With the completion of those projects, this work at DFKI
ceased, but TAUS has continued to develop and promote DQF and the error
typology, including pushing for its inclusion in translation tools.

The effort to develop MQM further has since been taken up within ASTM
Committee F43,10 which has decided to focus initial efforts exclusively on the
DQF subset of MQM. It has the support of both DFKI and TAUS in this effort and
has brought together a variety of industry, LSP, and governmental users to ensure
widespread applicability. Committee F43 has agreed to keep the error typology free
and open to the public, but will develop more detailed guidance that will be sold as
a formal standard.

As of 2018, the integrated metric has seen considerable uptake and interest from
industry. Trados, the most widely used computer-assisted translation tool, offered
MQM starting in 2016. XTM Cloud, an online computer-assisted translation tool
and translation management system, has implemented the full MQM typology in
its error-checking module. Mozilla has adopted a custom MQM/DQF metric for its
localisation needs and other companies such as eBay have publicly announced their
adoption of the model. LSPs have moved to MQM, and several technology vendors
have announced plans to add support for MQM in the future. DFKI continues to use
MQM for research into MT quality.

Overall, the future is bright for MQM and DQF as the new standard approach to
assessing translation quality. It provides a way to move past some of the problems of
previous methods and to establish TQA on a systematic basis that ties it to the needs
of users and to shared best practices that help promote transparency and consistency
across applications.
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Error Classification and Analysis for
Machine Translation Quality Assessment

Maja Popović

Abstract This chapter presents an overview of different approaches and tasks
related to classification and analysis of errors in machine translation (MT) output.
Manual error classification is a resource- and time-intensive task which suffers from
low inter-evaluator agreement, especially if a large number of error classes have
to be distinguished. Automatic error analysis can overcome these deficiencies, but
state-of-the-art tools are still not able to distinguish detailed error classes, and are
prone to confusion between mistranslations, omissions, and additions. Despite these
disadvantages, automatic tools can efficiently replace human evaluators both for
estimating the distribution of error classes in a given translation output, as well as
for comparing different translation outputs. They can also facilitate manual error
classification by pre-annotation, since correcting or expanding existing error tags
requires less time and effort than assigning error tags from scratch. Classification of
post-editing operations is more convenient both for manual and for automatic pro-
cessing, and also enables more reliable assessment of automatic tools. Apart from
assigning error tags to incorrectly translated (groups of) words, error analysis can
be performed by examining unmatched sequences of words, part-of-speech (POS)
tags or other units, as well as by identifying language-related and linguistically-
motivated issues. These linguistic categories can be then used to perform automatic
evaluation specifically on these units, or to analyse their frequency and nature. Due
to its complexity and variety, error analysis is an active field of research with many
possible directions for development and innovation.
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1 Introduction

Evaluation of MT is an important but difficult task. How good is a given MT output?
Is it good enough for a particular task? These simple questions are not easy to answer
because there is no single correct translation of a text. If one sentence is translated
by several translators, or even by the same translator at different times, several
different translations could be produced. One way to evaluate MT is to present
the output to bilingual human evaluators who understand both source and target-
languages, in order to assign a quality score for a given task, e.g. from 1 (poor) to
5 (perfect). The criteria normally used are adequacy (i.e. meaning preservation),
fluency (i.e. grammaticality), overall quality (based on a combination of both),
as well as estimated cognitive post-editing effort. Comparing different MT of the
same source text can also be performed by ranking (Callison-Burch et al. 2007),
i.e. for each output sentence the evaluator should say if version A or version B is
better, without assigning any absolute score. Both approaches can also be performed
by monolingual evaluators who understand only the target-language, but a correct
reference translation should be available in this case.

The availability of reference translations also enables automatic evaluation,
normally using a script or program which produces a score based on the similarity
between the reference translation and the MT output. This score is usually produced
either as a percentage of matched n-grams1 between the reference and the output
or as edit distance between them. Since automatic evaluation is significantly faster
and cheaper and also more consistent than human evaluation, a number of automatic
evaluation metrics (AEMs) have been investigated and used, e.g. BLEU (Papineni et
al. 2002) based on word n-gram precision, chrF (Popović 2015) based on character
n-gram F-score, METEOR (Banerjee and Lavie 2005) based on unigram precision,
recall and additional linguistic knowledge, or TER (Snover et al. 2006) based on
edit distance (see also Castilho et al. in this volume).

Whereas all of these overall scores and better-or-worse ranking decisions
represent very valuable information and help in the continuous improvement of
MT systems, MT researchers and developers often find it helpful to have additional
information about their systems. What are the most serious problems in a translation
system? What are the particular strengths and weaknesses of the system? Does a
particular modification improve some aspect of the system, although perhaps it does
not improve the overall score? Does a worse-ranked system outperform a higher-
ranked one in some aspect? Are some types of errors more difficult to post-edit than
others? A relationship between these questions and the overall quality scores is not
easy to find.

Therefore, error classification and analysis techniques have emerged, identifying
and classifying actual errors in a translated text in order to provide a better foun-
dation for decisions about the task at hand, whether related to system development,
purchase, or use. Most often, the goal of error analysis is to obtain an error profile

1An n-gram is a sequence of N words in a text, so for example where N = 3, this is a trigram: a
sequence of three words.
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for a translation output, a distribution of errors over the defined error classes.
Another application is comparison of different translation outputs, i.e. finding error
distributions over different translations for each error class. Furthermore, more
specific analyses can be carried out, such as relations between particular error types
and user/post-editor preferences, the impact of different error types on different
aspects of post-editing effort, and so forth.

Similarly to overall evaluation, error classification is by no means a straightfor-
ward task. It can be carried out manually, automatically, or using a combined method
(semi-automatically). Different sources of information (in addition to the analysed
translation output) can be used, such as source-language texts, reference translations
or, recently, post-edited translations. Merely defining a suitable set of error classes
(an error typology or taxonomy) is a challenging task in itself: which error types
are of interest for the given task and how many details are needed? Once the error
typology is defined, for a number of erroneous words there may be several possible
error classes, and it is often difficult to determine the position of errors, i.e. to decide
which exact words are erroneous.

Apart from classification and annotation of erroneous words, error analysis
can be carried out by other means, e.g. by analysing words, POS, or other types
of sequences which are not matched when comparing translation output with a
reference. Another approach is the definition of linguistically-motivated categories
in order to perform error analysis and/or automatic evaluation specifically on them.

For all these reasons which contribute to its complexity, error analysis is an
active field of research. This chapter presents a variety of error analysis approaches
and error typologies which have been used in the MT community, together with
the associated advantages, disadvantages, and challenges. It should be noted that,
despite the fact that the described approaches focus on analysis of MT output,
the methods can also be used for evaluation of human translations (such as those
produced by language learners, non-native speakers, non-experienced translators,
and others).

2 Manual Error Classification and Error Typologies

The most obvious method for error analysis is to look into the translation output,
mark each erroneous word, and assign a corresponding error tag to it. Apart from the
analysed translation output, at least one correct text should be given to the annotator:
either the original source text, or a reference translation, or both. The influence
of different sources of information and different annotator profiles (bilingual vs.
monolingual) has been investigated for assigning overall quality scores (Guzmán
et al. 2015). Experiments on Spanish-to-English translation outputs showed that
monolinguals are slower but more consistent than bilinguals, and that all annotators
become slower and less consistent when exposed to additional information in
the form of the source-language text. Therefore, the authors advise monolingual
evaluators and the use of reference translations alone. For error classification, to the
best of my knowledge, no similar study has been carried out to date.
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Fig. 1 General procedure of manual error annotation; the rectangle denotes automatic process,
and the ellipse denotes manual process

In recent years, post-editing of MT output has become an increasingly common
form of human-machine cooperation for translation. Therefore, we have seen more
attention given to analysis of post-editing activity through the assignation of an error
category to each performed post-edit operation. Usually, the analysis of post-edits
is carried out in order to investigate relations between different error types and
different aspects of post-editing effort, namely cognitive, temporal, and technical
as defined in Krings (2001). For such an analysis, post-edited translation output is
necessary as additional information whereas source-language text is optional.

The general process of manual error classification is illustrated in Fig. 1. For any
task and approach, a set of error categories (i.e. an error typology or taxonomy)
should be clearly defined beforehand. This itself is a demanding task for several
reasons: the errors should reflect all advantages and disadvantages of the MT
system, which are important for the task at hand as well as for the languages
involved; more detailed errors are more informative but more difficult to distinguish;
and the error types should cover both linguistic aspects as well as translation aspects.
Although there is some work in progress in this direction, there are still no general
rules for defining error categories, even on a broad level. The following subsection
will present an overview of error typologies for manual classification used in the
last decade (i.e. from the beginning until now) for different tasks, including analysis
of post-editing process.
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Level 1 Level 2 Level 3

Missing words Content words
Filler words

Word order Word level Local range
Long range

Phrase level Local range
Long range

Incorrect words Sense Wrong lexical choice
Incorrect disambiguation

Form
Extra words
Style
Idioms

Unknown words Unknown stem
Unseen forms

Punctuation

Table 1 Vilar et al. (2006) error categories

2.1 Overview of Error Typologies and Tasks

Vilar et al. (2006) report the first shift towards the use of explicit error classification
and analysis. Error analysis of several Chinese-to-English, Spanish-to-English,
and English-to-Spanish statistical MT (SMT) systems is carried out in order to
identify the main problems with these systems. The proposed classification scheme
presented in Table 1 has a hierarchical structure and is based on the error typology
used for refinement of rule-based systems in Llitjós et al. (2005).

Since then, a number of error classification schemes have been used for distinct
purposes. The same error scheme is used for error analysis of English-to-Czech MT
by Bojar (2011).

Farrús et al. (2010) describe a simple error scheme containing five broad classes
(as seen in Table 2) used for comparison of two SMT systems for the Spanish-
Catalan language pair in both directions. The systems are also compared in terms
of overall human scores, and it is observed that lexical and semantic errors have
more influence on human evaluators’ perception of quality than other categories. A
similar error scheme is used in Comelles et al. (2012) as a basis for development of
an AEM based on linguistic features.

Federico et al. (2014) use another similar typology containing a set of basic
error classes (see Table 3) for analysing MT from English into Arabic, Chinese, and
Russian. For each segment, the annotators marked both erroneous words, as well as
assigning an overall quality score using the open-source tool MT-EQuAl2 (Girardi
et al. 2014). These annotations are used to investigate the impact of particular
error types and their combinations to the overall quality score using mixed-effect

2http://www.mt4cat.org/software/mt-equal

http://www.mt4cat.org/software/mt-equal
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Morphological errors
Lexical errors
Orthographic errors
Syntactic errors
Semantic errors

Table 2 Farrús et al. (2010) error categories

Morphological errors
Lexical choice
Additions
Omissions
Casing and punctuation
Reordering errors
Too many errors

Table 3 MT-EQuAl error categories (Federico et al. 2014)

models (Baayen et al. 2008). The largest correlation is observed for lexical errors
and missing words. An additional and very interesting finding is that the human
perception of quality does not necessarily depend on the frequency of a given error
type; a sentence with a low overall score can easily contain fewer missing words
and/or lexical errors than another sentence with a higher score.

A similar, basic typology (without “casing and punctuation” and “too many
errors”) was used by Castilho et al. (2017a) and Castilho et al. (2017b) to compare
phrase-based SMT and neural MT outputs for a number of language pairs and
genres/domains.

Kirchhoff et al. (2012) present another study which examines user preferences
regarding different error classes. Different English-to-Spanish translations were
annotated with error tags from a detailed typology shown in Table 4 and the overall
quality of each translation is estimated by ranking. Then, conjoint analysis3 is
applied in order to find relations. The obtained results also showed that the frequency
of a particular error type is not crucial; the least preferred (or most annoying) were
word order and word sense errors, whereas the most frequent morphological errors
were ranked as third-least preferred.

Stymne and Ahrenberg (2012), in the first work dealing with inter-annotator
agreement for error classification, use a distinct but also detailed hierarchical error
scheme presented in Table 5. In addition to inter-annotator agreement, the results
for two English-to-Swedish MT systems (with and without compound processing)
are presented. The error classes were assigned by two annotators, native Swedish
speakers, using the BLAST tool for computer-aided manual error analysis (Stymne
2011). The annotation was carried out in two rounds, with and without guidelines.

3A “formal framework for preference elicitation”, normally used for consumer studies in which
participants rate or rank products based on a combination of attributes (Kirchhoff et al. 2012).
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Level 1 Level 2

Missing words Content words
Function words

Extra words Content words
Function words

Word order Local range
Long range

Morphology Verbal
Nominal

Word sense error
Punctuation
Spelling
Capitalisation
Untranslated Medical term

Proper name
Pragmatics
Diacritics
Other

Table 4 Kirchhoff et al. (2012) error categories

Level 1 Level 2

Error rates Missing words
Extra words
Wrong word
Word order

Linguistic Orthography
Semantics
Syntax

GF Grammatical words
Function words

Form Morphological categories
POS+ Part of speech

Punctuation
FA Fluency

Adequacy
Neither
Both

Reo (cause of reordering)
Index (position of an error)
Other (other categories)
Ser (seriousness of an error

Table 5 Stymne and Ahrenberg (2012) error categories
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For the detailed error schemes without guidelines, the rate of agreement reached
roughly 25%, and guidelines increased this up to 40%. For simple typologies,
agreements are in a range of between 65% (without guidelines) and 80% (guided).
Aside from this, the authors report that the annotators often disagree regarding
the exact positions of erroneous words. Their results also confirmed some findings
reported in a study dealing with general inter-annotator agreement (Bayerl and Paul
2011), namely that the number of categories as well as the intensity/absence of
training are very important factors.

The Multidimensional Quality Metric (MQM)4 is used for another study about
inter-annotator agreement (Lommel et al. 2014b, see also Lommel in this volume).
The metric aims to provide a general mechanism for describing a family of related
error categories which includes evaluation of human translations. The main idea is to
have a large set of hierarchical error categories which allows selection of any subset
appropriate for the task at hand. The metric is already being used for the evaluation
and comparison of MT systems, for example by Lommel et al. (2014a) to compare
rule-based and phrase-based systems for several language pairs and domains, and
by Klubicka et al. (2017) to compare phrase-based and neural systems for English-
to-Croatian.

Inter-annotator agreement is explored using a subset of MQM presented in
Table 6 on a set of English-Spanish and English-German translation outputs in
all directions generated by different MT systems. All outputs were annotated
by several5 professional translators using the open-source tool translate5.6 The
obtained results confirmed the main findings reported in Stymne and Ahrenberg
(2012), based on:

(i) the role of number of error categories,
(ii) the importance of annotator training, as well as

(iii) the importance of the exact positions of erroneous words as perceived by
different annotators.

In addition, it is shown that “Mistranslation” and “Terminology” are very
difficult to distinguish without very intensive training, and that the “Function
words” category is generally rather unclear. The “Word Order” category exhibited
a high level of general consistency, but there was also a high degree of positional
disagreement.

Costa et al. (2015) use yet another hierarchical typology, presented in Table 7,
slightly tailored for Romance languages to compare four different English-to-
Portuguese translation systems. It is shown that lexical and semantic errors have
most impact on sentence-level ranking. Furthermore, highly ranked sentences
clearly exhibit a low number of grammatical errors, but the relationship between
grammatical errors and poorly-ranked segments remained unclear. Apart from
this, high inter-annotator agreement between two annotators is reported, which

4http://www.qt21.eu/mqm-definition/issues-list-2015-12-30.html
5three (de-en), four (es-en, en-es), or five (en-de)
6http://www.translate5.net/

http://www.qt21.eu/mqm-definition/issues-list-2015-12-30.html
http://www.translate5.net/
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Level 1 Level 2 Level 3 Level 4

Accuracy Mistranslation
Terminology
Omission
Addition
Untranslated

Fluency Grammar Morphology (form)
Part-of-speech

Agreement

Tense/mood/aspect

Word order
Function words Missing

Extra

Incorrect
Register/style Capitalisation
Spelling
Typography Punctuation
Unintelligible

Table 6 MQM error categories used for inter-annotator agreement

Level 1 Level 2 Level 3

Orthography Punctuation
Capitalization
Spelling

Lexis Omission
Addition
Untranslated

Grammar Misselection Word class
Verbs
Agreement
Contraction
Misordering

Semantic Confusion of senses
Wrong choice
Collocational errors
Idioms

Discourse Style
Variety
Should not be translated

Table 7 Costa et al. (2015) error categories

contradicts the results from former studies. The most probable factor is their removal
of words with position disagreement from the calculations, which increased the
agreement between the error types.
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Level 1 Level 2

Noun phrase Determiner
Noun meaning
Noun number
Case
Adjective

Verb phrase Verb agreement
Verb meaning

Preposition change
Co-reference change

Table 8 Blain et al. (2011) error (edit) categories

Level 1 Level 2 Level 3

Word form change
Word change
POS change
Deleted (insertion)
Added (omission)
Order Phrase level Distance 1

Distance ≥2
Word level Distance 1

Distance ≥2

Table 9 Koponen (2012) error (edit) categories

2.1.1 Classification of Post-edit Operations

Blain et al. (2011) use the error scheme presented in Table 8 to analyse two post-
edited English-to-French MT outputs from statistical and rule-based systems in the
technical domain. After post-editing, the changes, defined as post-editing actions,
were classified according to the given typology. Apart from the human classification,
automatic classification based on TER (Snover et al. 2006) edit operations and
linguistic rules was proposed. Both classification methods revealed that changes
were mostly performed on noun meaning, indicating problems with terminology for
both MT systems.

Koponen (2012) presents another type of edit operation analysis on English-to-
Spanish MT from the news domain. The data set used contains human estimates of
post-editing effort which do not necessarily correlate with the actual technical effort
(i.e. the number of post-editing operations). In order to explore these differences,
segments with high, medium, and low predicted effort were selected and edit
operations were annotated according to the error scheme presented in Table 9.
The results showed that reordering operations correlate with high predicted effort
whereas morphological corrections correlate with low predicted effort. In addition,
it is shown that segment length plays a significant role for predictions of post-editing
effort regardless of the amount and type of operations that need to be performed, i.e.
longer segments tend to be generally perceived as more difficult to post-edit.
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Zaretskaya et al. (2016) use a variant of the MQM scheme for a similar analysis
on English-to-German translation outputs where post-editing time and cognitive
effort are measured for different types of edit operations. It is confirmed that for
a number of error types these two aspects do not correlate, e.g. the estimated effort
for reordering edits is high but the time is relatively short. Another important finding
is that errors involving different types of multi-word expressions are associated with
high cognitive and temporal effort.

2.2 Challenges and Possibilities for Facilitation

The previous section has shown that error classification has a large scope of distinct
applications and can answer a number of questions that are important for the
improvement and development of MT systems, as well as for better understanding
of human evaluation criteria and the post-editing process. It has also shown that
this useful task is rather time- and resource-intensive, and full of very challenging
sub-tasks. Some of the particular challenges are discussed in this section.

Annotator’s Profile Annotators can be fluent in both source and target-languages
or only in the target-language, in which case a correct reference human translation
is needed. To the best of my knowledge, differences between annotator profiles
regarding error classification speed, consistency, and performance have not yet been
investigated.

Consistency Regardless of the annotators’ background, precise guidelines and
intensive training are necessary in order to achieve sufficient inter-annotator agree-
ment and to obtain reliable results. The training may have to be carried out in several
phases in order to yield an acceptable classification performance. However, even in
optimal scenarios, it is not possible to completely avoid certain inconsistencies. One
problem is differing perception of the exact positions of erroneous words. This is
especially problematic for word-order and phrase-order errors. Another problem
is different perception of certain error classes in certain contexts, similar to the
problem regarding several correct translations of the same sentence. This type of
inconsistency is strongly related to the number and definition of the error categories.

Number of Error Classes More detailed error typologies usually provide better
information about the errors, for example separating “morphological error” into
“inflectional error”, “derivational error”, and “compositional error”, or using an even
deeper hierarchy, such as extending “verb inflection error” into “person”, “tense”,
and “mood”. In contrast, more error categories require more cognitive effort for the
annotators and also lead to lower consistency and poor inter-annotator agreement.
Nevertheless, not only the number, but also the exact definition of error categories
is very important. For example, even a simple distinction between adequacy and
fluency can be difficult because of certain types of grammatical errors. Usually, all
grammatical errors are considered as fluency errors, i.e. they are considered not to
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have anything to do with the source-language and meaning preservation. However,
a number of these errors actually occur due to the properties of the source-language
and its differences with the target-language, such as incorrect, missing, or added
prepositions, conjunctions, and determiners. Therefore, the exact definition of each
error class also plays a significant role in the difficulty of the classification task and
reliability of the obtained results.

Definition of Error Classes This mainly depends on the task, but can also depend
on the language pair(s). For example, if the texts are drawn from a specific domain,
“terminology error” is a very important class, whereas for general domain texts it is
not. Similarly, if a Romance language is involved, “verb inflection error” is usually
used. Generally, some error classes are more problematic for annotators than others.
Whereas an “inflection error” usually does not pose problems, its subcategory
“agreement error” often requires high cognitive effort in order to be distinguished
from general inflection. Disambiguation between “mistranslation” and its subclass
“terminology error” has also been found to be rather difficult without intensive
training.

Sometimes an error definition is appropriate for one task and language pair,
but becomes insufficiently precise when ported to another language or task. For
example, “POS error” is equivalent to “derivational morphology error” for English,
but not for German where a large portion of derivations consist of adding different
prefixes to verbs. Thus, if a German verb prefix is incorrect, this cannot be tagged
as “POS error”.

The following lines of work can help with overcoming some of the described
obstacles and facilitate the general process:

(i) unification and generalisation of error typologies,
(ii) annotation of post-edited operations instead of raw translation outputs, as

well as
(iii) automation of (a part of) the error classification process.

Unification and Generalisation of Error Typologies Establishing a general error
typology which can easily be adapted to different tasks and language pairs could
significantly reduce effort and inconsistencies related to the definition of error
typology and particular classes. Current work in this direction consists of developing
the MQM metric described in Sect. 2.1 (see Lommel, this volume), which offers a
very large detailed error set containing several subsets. The idea is to use this set as
a starting point and select a desired subset appropriate for the task at hand. A further
advantage here would be consolidation with human translation evaluation.

Generalisation can also be achieved in other ways, for example, by using
a generalised small set of broad error classes as a starting point and enabling
its expansion in distinct directions and depths depending on the task/language
pair/domain. For example, it can be observed that certain types of broad error
classes are present in one way or another in all typologies described in the previous
section: lexical errors, morphological errors, syntactic errors, semantic errors, and
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Level 1 Level 2 Level 3

Lexis Mistranslation Terminology
Addition
Omission
Untranslated
Should not be translated

Morphology Inflection Tense, number, person
Case, number, gender

Derivation Part of speech
Verb aspect

Composition
Syntax Word order Range

Phrase order Range
Semantic Multi-word expressions

Collocations
Disambiguation

Orthography Capitalisation
Punctuation
Spelling

Too many errors

Table 10 A possible general error typology which starts from broad classes and enables various
possibilities for expansion

orthographic errors. A possible general typology on this basis is presented in
Table 10, together with a set of suggested expansions. It should be noted that the
category “too many errors” should be used carefully: it can be very useful for very
low quality segments where errors are really difficult to classify, but on the other
hand, backing off to this class should not be overused.

Annotating Post-edit Operations Post-editing and error classification are usually
observed and carried out as two separate tasks. Error classification has been carried
out on post-editing operations mainly in order to better understand different aspects
of the post-editing process, but rarely to analyse properties of an MT system.
However, the two tasks are actually highly related; post-editing can be viewed as
implicit error annotation, since each edit operation is actually a correction of a
translation error. Therefore, merging these two tasks can give better insight into
the nature of errors. In addition, it can facilitate the annotation process (whatever is
changed should be annotated) and improve inter-annotator agreement by reducing
error position inconsistencies.

Automatic Error Classification An obvious method for reducing efforts of
manual error classification is automation of the process. The advantages and
disadvantages are similar to those of automatic evaluation metrics, i.e. faster,
cheaper and more consistent, but also less precise, prone to assignment of incorrect
error tags, and strongly dependent on a given reference translation. A detailed
overview of automatic error classification is provided in the next section.
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3 Automatic Error Classification

As mentioned in the previous section, automatic methods for error classification
emerged due to resource – and time – intensity, as well as the inconsistency of the
manual process. The motivation is the same as for AEMs, namely use a program to
compare the translation output with a reference translation. The goal, however, is not
to produce a single overall score, but to estimate the amount of different error types.

One of the first steps in this direction (Popović et al. 2006) proposes automatic
estimation of reordering and inflectional errors based on Word Error Rate (WER)
and Position-independent Word Error Rate (PER) differences. WER, i.e. word level
Levenshtein distance (Levenshtein 1966), requires exactly the same order of words
in hypothesis and reference segments. PER, on the other hand, neglects word order
completely and measures only the difference in the count of words occurring in
hypothesis and reference segments. For both metrics, the resulting number of errors
is divided by the number of words in the reference. The main idea is that the
reordering errors are reflected in the difference between WER and PER, and the
inflectional errors are correlated with the difference between PER of original words
and PER of lemmas. More detailed analysis of Spanish verb inflections based on the
same approach is described in Popović and Ney (2006).

Estimating the amount of inflectional errors and omissions by identification of
actual erroneous words contributing to WER and PER is described in Popović
and Ney (2007). Further work in this direction resulted in a complete automatic
classification scheme (Popović and Ney 2011), which covers a large portion of broad
error classes used in human error analysis. These are:

• inflectional errors,
• reordering errors,
• missing words (omissions),
• extra words (additions), and
• lexical errors (mistranslations).

The word-level alignment between the translation output and the reference
translation is based on WER, and precision and recall are used as additional
information for classification of erroneous words. The transition from PER to
precision and recall emerged from the inability of the standard efficient algorithms
for PER to give precise information about contributing words. Therefore alternative
PER-based metrics were introduced – HPER, RPER, and FPER – which basically
correspond to the precision, recall and F-score. The open-source tool Hjerson7

(Popović 2011) is based on this scheme. The original version of the tool required
lemmas in addition to the original word forms in order to distinguish inflectional
errors. The extended version (Hjerson+ as described in Popović et al. 2015) enables
back-off to the first four characters of the word if the lemmas are not available.

7https://github.com/cidermole/hjerson

https://github.com/cidermole/hjerson
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Another automatic error classification tool with a similar but slightly larger set
of error classes is Addicter8 (Fishel et al. 2011; Zeman et al. 2011). In addition
to the previously described five Hjerson error classes, the tool allows detection
of untranslated words as well as a variable span of reordering errors (short and
long range). The word-level alignment is based on a first-order Markov dependency
model, similar to bilingual Hidden Markov Model (HMM)-based word alignment
used for MT (Vogel et al. 1996). It stimulates adjacent words to be aligned similarly,
which results in a preference towards aligning longer phrases. The tool also accepts
external alignments (from GIZA++ (Och and Ney 2003), METEOR, etc.). Lemmas
are also required for distinguishing inflectional errors from lexical errors.

Similarly to AEMs, automatic error classification also suffers from relying on
just one of many viable reference translations. Therefore both tools accept multiple
references: for each segment, Hjerson chooses the reference with minimal WER,
and Addicter chooses the reference with the minimal total number of errors. The
general procedure for automatic error classification is presented in Fig. 2.

Both tools were tested by comparing the results with those obtained by manual
error classification and exhibited sufficiently high correlations to be able to replace
human annotators for a number of tasks. The details of automatic error-classification
assessment process will be described in the next section.

source-language 
text

machine translation
output

post-editing

post-edited
machine translation

error annotation
and analysis

error annotated MT output
and reference/post-edit 
and  class error rates

machine translation
system

translation

reference
translation

error 
categories

Fig. 2 Procedure of automatic error classification; the rectangle denotes automatic process, and
the ellipse denotes manual process

8https://wiki.ufal.ms.mff.cuni.cz/user:zeman:addicter

https://wiki.ufal.ms.mff.cuni.cz/user:zeman:addicter
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3.1 Evaluation of Automatic Error Classification

In principle, evaluation of automatic error classification consists of comparing
results with the results of manual classification for the following three aspects:

1. Distribution of different error classes within a translation output,
2. Distribution of an error class across different translation outputs,
3. Detecting actual erroneous words and assigning a correct error tag.

For the first two aspects, Spearman and Pearson correlation coefficients between
manual and automatic scores are calculated. For the third aspect, for each error class,
precision and recall are calculated together with the percentage of confusions with
each of the remaining classes.

Assessment of Hjerson and Addicter Both automatic evaluation tools, especially
Hjerson, exhibit high correlations for the first as well as for the second aspect,
and they are already being used for obtaining error profiles or comparisons of MT
systems as well as for some other analyses. As for the third aspect, high recall
has been reached for all error classes. Nevertheless, precision scores are rather
low, mainly because the number of automatically-detected errors is generally much
higher due to the usage of one reference translation; many detected errors are not
real errors but just correct variations.

Another disadvantage is the high degree of confusion between lexical errors,
omissions, and additions. This distinction, however, is often problematic even
for human annotators. Another similarity to manual classification is frequent
disagreement regarding position of reordering errors, which decreases both inter-
annotator agreement for the manual process as well as precision and recall for
automatic tools.

Drawbacks of the Assessment Method Comparison with the results of manual
error classification is the most natural way to assess automatic tools, but it should
be taken into account that the exact process of manual annotation can influence the
results. First of all, the information which was available to the annotators plays
an important role; if the reference translation is available, the results of human
and automatic classification will be closer than if only the source text is used.
Furthermore, if only the reference translation is used, without the source text, the
results will be even closer. The annotation guidelines are also important; if the
annotators were told to pay specific attention to the reference, the results will be
closer than if the reference was used only for orientation.

Another important factor is the fact that the vast majority of manual error-
classification tasks have not been carried out for the sake of evaluation of an
automatic tool; for a small number of tasks when that was the case, the results
are closer. Furthermore, since there is no general error typology for manual error
classification, exact mapping to a narrower automatic error typology also differs
from task to task. Due to all these factors, the automatic tools available so far had



Error Classification and Analysis for Machine Translation Quality Assessment 145

to be evaluated on rather heterogeneous data. These annotated texts were eventually
collected, partially homogenised and published as the Terra corpus9 (Fishel et al.
2012), and despite the described disadvantages, represent a valuable corpus for
further development of automatic error-classification tools.

Evaluating on Post-edited Data Recently, the Hjerson tool has been applied for
automatic analysis of post-editing operations, such as exploring relations between
different error (or edit) classes and different aspects of post-editing effort (cognitive,
temporal, and technical; Popović et al. 2014). The results confirmed the main find-
ings of Koponen (2012), and showed that sentence length, in addition to cognitive
effort, strongly influences temporal effort. It is also shown that technical effort for all
edit classes strongly correlates with estimated cognitive effort regardless of temporal
effort. In the experiments, it is observed that automatic error classification produces
more reliable results when post-edited MT output is used as a reference translation.
Therefore, systematic experiments have been carried out in this direction and the
details are presented in the next section.

3.2 Semi-automatic Classification of Post-edit Operations

As mentioned in Sect. 2.2, post-editing and error classification are closely related
tasks since post-editing can be viewed as implicit error annotation. Therefore, classi-
fication of post-editing operations can not only facilitate manual error classification,
but also enable more reliable automatic error classification. In addition, it can also
provide more reliable assessment of automatic tools and give a better insight into
possibilities for their improvement.

These premises are thoroughly investigated by Popović and Arcan (2016). In
their study, a set of around 2800 segments containing different language pairs were
post-edited, annotated, and analysed, thus creating a publicly available resource.10

The texts are first post-edited, then the error annotation is performed in two stages in
order to facilitate the manual part: the first stage consists of automatic pre-annotation
by Hjerson, and the second stage consists of correcting or expanding Hjerson error
classes by human annotators. In addition to the five Hjerson classes, three additional
error classes were introduced based on findings in the data:

(i) contraction errors, including any merging of words, mainly compounds,
(ii) derivational morphology errors, and

(iii) untranslated words.

9http://terra.cl.uzh.ch/terra-corpus-collection.html
10http://nlp.insight-centre.org/research/resources/pe2rr/

http://terra.cl.uzh.ch/terra-corpus-collection.html
http://nlp.insight-centre.org/research/resources/pe2rr/
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Fig. 3 Procedure of manual error annotation of post-edit operations using automatic pre-
annotation; the rectangle denotes automatic process, the ellipse denotes manual process

In addition, multiple error tags are assigned when necessary, mainly for reorder-
ing errors which are also incorrectly translated in some way. The general procedure
for such error annotation is presented in Fig. 3. Rectangular processes were carried
out automatically and elliptical processes manually.

When the Hjerson tool was tested on this corpus and results compared to the
previous assessment, the correlations for error distributions remained high, and
precision improved significantly. Recall either improved or remained unchanged.
This confirmed the hypothesis that annotated post-editing operations are more
suitable for assessment and development of an automatic error-classification tool.
As for Hjerson itself, despite a large improvement in precision, a significant (albeit
smaller) amount of confusion between lexical errors, omissions, and additions still
remains. Therefore, addressing this problem should be one of the first steps for its
improvement.

Taking into account the described findings regarding confusions between lexical
errors, omissions and additions, Bentivogli et al. (2016) and Toral and Sánchez-
Cartagena (2017) used automatic classification for three broad error types for
comparing phrase-based and neural MT outputs: morphological errors, reordering
errors and lexical errors, which also comprise additions and omissions.
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4 Other Methods for Error Analysis

Apart from explicit and implicit error classification through assignment of tags to
erroneous/edited words, other approaches also enable better understanding of the
advantages and problems of MT systems, such as identification and analysis of
unmatched patterns, as well as checking and evaluating specific linguistic features.

4.1 Analysis of (Un)matched Sequences

The basis for such analysis is automatic comparison of the translation output with
a reference translation and detecting either “recall” mismatches, i.e. sequences in
the reference segment that are not present in the output segment, or “precision”
mismatches, i.e. sequences in the translation output segment that are not present
in the reference. Further analysis of these patterns can be carried out either
automatically or manually.

Automatic analysis of POS sequences in translation output is proposed by
Lopez and Resnik (2005) in order to see how well a translation system is capable
of capturing systematic reordering patterns. Recall is calculated for every POS
sequence in a translation output, and the patterns with a low recall score are
considered as problematic.

The publicly available evaluation tool rgbF (Popović 2012) which calculates n-
gram precision, recall, and F-score also enables detecting unmatched n-grams for
arbitrary units: words, POS tags, lemmas, morphemes, etc. The tool provides a list
of unmatched n-grams, both in the translation output (precision) as well as in the
reference translation (recall). Further analysis is left to the user, depending on the
task and goals.

Another open-source tool MT-ComparEval11 (Klejch et al. 2015), for comparing
and evaluating different MT systems by several measures, also offers n-gram
matching. The tool identifies both unmatched as well as confirmed n-grams (those
appearing both in the translation output as well as in the reference segment). When
comparing two translation outputs, the tool provides information about improving
n-grams (i.e. confirmed n-grams occurring in only one of the outputs), as well as
worsening n-grams (i.e. unmatched n-grams occurring in only one of the outputs).

11https://github.com/choko/MT-ComparEval

https://github.com/choko/MT-ComparEval
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4.2 Evaluating Specific Linguistic Phenomena – Linguistic
Check-Points

Another approach for error analysis is to define specific linguistic units, such as
a noun phrase, an ambiguous word, or a verb-object collocation, and perform
evaluation specifically on them. The general method is to divide each segment
into a collection of sub-units which can be classified into linguistic categories and
evaluated separately.

First, a linguistic check-point database has to be created from a parallel bilingual
text. Both source- and target-language sentences have to be parsed and then
linguistic units for each of the defined linguistic categories have to be identified in
the parsed sentences. Linguistic units on the target side are directly used as reference
translations whereas those on the source side have to be mapped into the target-
language. This mapping can be carried out by automatic or manual word alignment
and/or other knowledge resources, such as dictionaries or manually-defined rules.
Extracted linguistic units and their reference translations represent the linguistic
check-point database.

Once a database is available, the evaluation is performed in the following way:

• source sentences containing the desired linguistic categories are selected and
translated by an MT system;

• for each check-point, the percentage of matched reference n-grams (i.e. recall) is
calculated;

• the total score for the given linguistic category is obtained by summing up the
scores of all detected check-points.

Zhou et al. (2008) first proposed this approach to analyse problems in English-
Chinese MT output using the Woodpecker tool (Wang et al. 2014). Toral et al.
(2012) developed the DELiC4MT tool,12 which builds on the concept introduced
by Woodpecker and overcomes two of its limitations:

(i) DELiC4MT is language-independent, while Woodpecker is designed for
English-Chinese, and adaptation to other language pairs is not straightforward,

(ii) DELiC4MT’s licence allows anyone to work on it and release modifications,
while Woodpecker’s licence (MSR-LA) is quite restrictive in this regard.

The general procedure for this type of evaluation is shown in Fig. 4. Similar to
the standard error-classification task where the error typology has to be defined,
one of the important steps for the linguistic check-point approach is the definition
of linguistic categories. Such a linguistic typology is, in principle, an inventory of
linguistic phenomena of the source-language that can present problems due to, for
example, inherent ambiguity, or for translation into a specific target-language, for
instance because of syntactic divergence between the two languages involved in

12http://www.computing.dcu.ie/∼atoral/delic4mt/

http://www.computing.dcu.ie/~atoral/delic4mt/
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Fig. 4 Procedure of evaluation on linguistic check-points; the rectangle denotes automatic
process, and the ellipse denotes manual process

the translation process. The level of detail and the specific linguistic phenomena
included in the typology can vary, depending on what the developers and/or the
end-users want to investigate as part of the diagnostic evaluation and on the number
of aspects that they are interested in.

The Woodpecker linguistic typology is presented in Table 11. It is based on
rich linguistic knowledge from various resources and includes important language
phenomena on different linguistic levels in both English and Chinese. Different
categories are defined by means of different information sources: some by POS
tags, others by dependency tags, others by the use of a dictionary, and some of
them, especially those on the sentence level, by manual rules. For DELiCM4T, on
the other hand, there is no predefined linguistic typology – the tool enables user-
defined language-independent specifications, which are then extracted from texts
automatically by Kybots (Knowledge-Yielding Robots) which use a collection of
profiles that represent patterns of information of interest (Vossen et al. 2010).

Apart from linguistic check-point evaluation, similar linguistic typologies have
been explored for other types of evaluation, which are described in detail in the
following section.
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Word level Phrase level Sentence level

English Noun Noun phrase Time clause
Verb Verb phrase Reason clause
Adjective Adjectival phrase Conditional clause
Adverb Adverb phrase Result clause
Preposition Prepositional phrase Purpose clause
Pronoun
Modal verb
Plural
Ambiguous word
Possessive pronoun
Comparative and superlative

Chinese Noun Subject-predicate phrase Ba sentence
Verb Predicate-object phrase Bei sentence (passive)
Adjective Preposition-object phrase Shi sentence
Adverb Measure phrase You sentence
Pronoun Location phrase Compound sentence
Preposition
Quantifier
Ambiguous word
Idiom
New word
Overlapping word
Collocation

Table 11 Zhou et al. (2008) linguistic categories

4.3 Identifying and Analysing Language-Related Issues

Identifying patterns that are causing translation problems due to the characteristics
of the involved languages and differences between them can be used not only for
linguistic check-point evaluation, but also for analysis of MT systems that goes
beyond the standard error classification. For example, phrase-based SMT systems
tend to have problems with long-range dependencies involving German verbs.
Actual errors that emerged in affected sentences were not only the reordering errors
of English verbs, but also missing verbs, as well as mistranslations of other parts
of the sentence. The standard error categories for these segments would be “(verb)
reordering error”, “missing verb”, and “mistranslation”, and the language-related
issue would be “the German verb structure”.

Popović and Arcan (2015) present an identification of such patterns for SMT
between Slovenian and Serbian on one side and English or German on the other.
The analysis is carried out semi-automatically, namely by manual inspection of
texts automatically annotated by Hjerson. Definition of issues is based both on
general linguistic knowledge, as well as on phenomena related to the (machine)
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Languages Issues

General Phrase structure and boundaries
Literal translations
Structures involving auxiliary verbs
Structures involving modal verbs
Prepositions
Negation

English Noun (+adjective) collocations
German, south Slavic Noun-verb disambiguation

Inflections (case, gender, number, person, tense)
German Compositional morphology
South Slavic Articles

Table 12 Some of the most prominent language related issues found in the PE2rr corpus

translation process. Some of the identified issues are common for all translation
directions, whereas some of them depend on the language pair and/or on the
translation direction. The PE2rr corpus (Popović and Arcan 2016) described in
Sect. 3.2 is partly annotated with these types of issues, and the most frequent
ones across different language pairs are shown in Table 12. The same approach is
used for analysing issues related to translation between closely-related South Slavic
languages (Popović et al. 2016), and for comparison of problematic patterns for
phrase-based and neural German-English MT systems (Popović 2017).

Comelles et al. (2016) present a similar study dealing with identification and
classification of relevant linguistic features based on general linguistic knowledge as
well as on phenomena occurring in a given corpus. The basic typology from Farrús
et al. (2010) was extended, as shown in Table 13, and used for development of a
linguistically-motivated AEM called VERTa (Comelles et al. 2012), which enables
the use of different combinations of the described linguistic features.

Recently, another approach for analysis of language-related phenomena
emerged, namely the creation of test sets targeted to specific phenomena. The
main advantage over the previously-described approach, which uses “real” data, is
the controlled distribution and frequency of desired phenomena.

Guillou and Hardmeier (2016) developed the test suite PROTEST, specifically
designed for evaluation of pronoun translation from English to French. The
annotation and selection of English source segments is carried out manually, and
the evaluation is done manually only for those pronouns which are not found in the
reference French translation; an automatic evaluation script is available to discard
pronouns that are present in the reference.

Burchardt et al. (2017) developed a corpus containing a larger set of linguistic
phenomena for the German-English language pair which was used for comparing
three approaches for building MT systems: rule-based, phrase-based, and neural
network-based. The selection of language-related phenomena is based on linguistic
knowledge, the corpus is created manually, and the translation quality is reported
as percentage of correctly-translated instances. A similar strategy is proposed in
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Orthography Capitalisation
Punctuation
Date, time, money

Lexical error Multi-word expressions
Acronyms and abbreviations
Untranslated source words
Omissions
Proper nouns

Morphology Inflectional
Derivational
Compounding
Morpho-syntax

Syntax Syntactic structure
Word order
Prepositions
Relative clauses
Ungrammatical chunks

Semantics Lexical semantic relations (synonymy, homonymy, etc.)
Sentence semantics

Table 13 Comelles et al. (2016) linguistic categories

Isabelle et al. (2017): An English-to-French test corpus of about 100 sentences is
created, which contains short examples of several morpho-syntactic phenomena,
motivated both by linguistic knowledge as well as experience with issues for phrase-
based MT.

Burlot and Yvon (2017) evaluate morphological variations in the target-
languages for translation from English to Czech and Latvian. Each segment contains
a structure which is expressed syntactically in English but morphologically in the
target-language. This work reports the first steps towards automation of the process,
using language-model probabilities for the extraction of desired segments (Fig. 5).

4.4 Challenges

After a long hiatus, identification of language-related issues for MT has re-emerged
relatively recently and recent works in progress are in the preliminary stages.
Therefore, the following important aspects have to be taken into account for further
work and development of this evaluation approach:

Definition The decision as to which particular phenomena to concentrate on is far
from trivial. The issues have to be linguistically-motivated so that they can reflect
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Fig. 5 Identification of language-related issues; the rectangle denotes automatic process, and the
ellipse denotes manual process

the (in)ability of an MT system to translate specific linguistic phenomena. However,
they should not only contain traditional linguistic categories but also categories
which are related to the translation process.

Generalisation The issues should be clearly defined and widely accepted so
that the results can be easily understood and shared. Similarly to error-typology
generalisation, the optimal way would be to establish a broad class of issues which
can easily be expanded in different directions appropriate for the languages involved
and task at hand.

Relation to Error Categories Although some of the issues defined so far directly
correspond to some typical error categories, such as “inflectional error”, for a
number of issues such a relationship is hard to find. Finding correspondences
between the two types of categories can be useful for both tasks.

Automation Analogously to MT evaluation and error classification, automation of
issue identification would be beneficial in order to speed up the process and increase
consistency. Some of the issues can already be detected automatically but there are
a number of directions for future work.
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5 Summary

This chapter presents an overview of different approaches and tasks related to the
classification and analysis of errors in MT output.

Manual error classification can provide more detail as human annotators can
distinguish a larger number of error classes than state-of-the-art automatic tools,
but it is a very difficult task for several reasons. The main disadvantages are high
costs in terms of time and money, as well as low consistency, especially if the
error categories are numerous and complex. In addition, defining an appropriate
error typology represents a challenging task itself. Ongoing work (see Lommel,
this volume) aims at generalisation by offering a large typology from which an
appropriate sub-set could be selected for the task at hand. Generalisation could also
start from a set of broad classes and enable different ways and depths of expansion
according to the language (pair) and the goal of the evaluation.

Automatic error analysis is faster, cheaper, and more consistent, yet state-of-
the-art tools are still not able to provide many details. In addition, existing tools
are prone to confusion between certain error classes, although some of these
distinctions are not easy even for human evaluators. Despite these drawbacks,
automatic classification tools can replace human evaluators both for obtaining an
error profile (distribution of error classes) for a given translation output, as well
as for comparing different translation outputs. Apart from this, they can facilitate
manual error classification by introducing a pre-annotation step; correcting or
expanding existing error tags requires less effort and time than assigning error tags
to an unannotated text from scratch.

Classification of post-editing operations both by human evaluators as well as by
automatic tools is normally used for analysing the post-editing process, and rarely
for analysis of translation errors. However, the edit-classification results are more
reliable than error classification of raw translation output since the two tasks are
actually closely related; post-editing is actually error correction, and therefore can
be viewed as implicit error annotation. In addition, annotated post-editing operations
are more appropriate for the assessment of automatic classification tools. Of course,
post-editing is a resource-intensive task that has to be performed by qualified
translators, but taking into account that some kind of human processing is always
needed, post-editing certainly represents a good option.

Apart from the typical error classification carried out by assigning error tags to
incorrectly translated (groups of) words, other approaches have been used as well.
One method is analysis of unmatched sequences of words, POS tags, or other units,
such as the sequences which do not appear both in the translation output and in
the reference translation. Another approach aims to identify language-related and
linguistically-motivated issues in order to automatically evaluate them specifically.
Such issues have also been used for analysing their frequency and nature in order
to better understand the language-related phenomena that are difficult for an MT
system to handle.
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Due to its complexity and variety, error analysis is an active field of research with
many possible directions for development and innovation. Regarding details about
any particular approach or task, all relevant references are given for further reading.
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Popović M, Ney H (2007) Word error rates: decomposition over POS classes and applications for
error analysis. In: Proceedings of the 2nd workshop on Statistical Machine Translation (WMT
2007), Prague, pp 48–55
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Quality Expectations of Machine
Translation

Andy Way

Abstract Machine Translation (MT) is being deployed for a range of use-cases by
millions of people on a daily basis. There should, therefore, be no doubt as to the
utility of MT. However, not everyone is convinced that MT can be useful, especially
as a productivity enhancer for human translators. In this chapter, I address this issue,
describing how MT is currently deployed, how its output is evaluated and how this
could be enhanced, especially as MT quality itself improves. Central to these issues
is the acceptance that there is no longer a single ‘gold standard’ measure of quality,
such that the situation in which MT is deployed needs to be borne in mind, especially
with respect to the expected ‘shelf-life’ of the translation itself.

Keywords Translation quality assessment · Translation metrics · Neural machine
translation · Translator productivity · Translation users

1 Machine Translation Today

Machine Translation (MT) is being deployed for a range of use-cases by millions of
people on a daily basis. I will examine the reasons for this later in this chapter,
but one inference is very clear: those people using MT in those use-cases must
already be satisfied with the level of quality emanating from the MT systems they
are deploying, otherwise they would stop using them.

That is not the same thing at all as saying that MT quality is perfect, far from
it. The many companies and academic researchers who develop and deploy MT
engines today continue to strive to improve the quality of the translations produced.
This too is an implicit acceptance of the fact that the level of quality is sub-optimal –
for some use-cases at least – and can be improved.
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If MT system output is good enough for some areas of application, yet at the same
time system developers are trying hard to improve the level of translations produced
by their engines, then translation quality – whether produced by a machine or by a
human – needs to be measurable.

Note that this applies also to translators who complain that MT quality is too poor
to be used in their workflows; in order to decide that with some certainty – rather
than rejecting MT out-of-hand merely as a knee-jerk reaction to the onset of this
new technology – the impact of MT on translators’ work needs to be measurable.

In Way (2013), I appealed to two concepts, which are revisited here, namely:

1. Fitness for purpose of translations,1 and
2. Perishability of content.

In that work, I noted that:

the degree of human involvement required – or warranted – in a particular translation
scenario will depend on the purpose, value and shelf-life of the content. More specifically,
we assert that in all cases, the degree of post-editing or human input should be clearly
correlated with the content lifespan.

In that paper, I also put forward the view that if there ever truly was a single notion of
quality as regards translation – namely ‘perfect’ human translation – then this needs
to be abandoned forthwith; the range of situations in which MT is being deployed
nowadays includes many where there simply is no place for human intervention,
either in terms of speed, or cost, or both.

In the remainder of this chapter, I will attempt to place MT in its proper place as
we approach 2020. This involves examining the use-cases in which MT is deployed
today, and how MT quality is measured. I will demonstrate how the construction
of MT systems is changing, and describe ways in which MT evaluation needs to
change. At all times, I will bear in mind the two constructs above as being of utmost
importance when thinking about these issues: how will the translation be used, and
for how long will we need to consult that translation?

2 Machine Translation Use Today

There are many estimates as to how much the translation industry is worth today, and
how much it will expand over the coming years. For example, the size of the overall
global language industry in 2015 was estimated at $38 billion, with estimates of up
to $46 billion by 2016.2 Thought leaders in this space have even begun to estimate

1This concept is also applied to crowdsourced translation by Jiménez-Crespo in this volume.
2https://www.gala-global.org/industry/industry-facts-and-data

https://www.gala-global.org/industry/industry-facts-and-data
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the worth of the MT sector itself; in August 2014, TAUS stated that the MT industry
was worth $250M.3

This was a significant announcement for a number of reasons. First and foremost,
it recognised that MT was already being used successfully for a number of use-
cases; secondly, it noted that while this estimate might be seen to be on the low
side, for MT companies even a small slice of $250M was not to be sniffed at;4 and
thirdly, it pointed out that MT technology is a key enabler and a force multiplier
for new services, with innovative companies in IT and other sectors converging MT
technology in new applications and products or using MT to enhance their existing
products.

As we have pointed out before (Penkale and Way 2013; Way 2013), some
translators like to pour scorn on the capability of MT, but by any measure, there
is no real doubt that MT is being used at scale on a global basis every day. Back in
2012, Franz Och, who headed up the Google Translate team at that time, stated that:

Today we have more than 200 million monthly active users on translate.google.com. In a
given day we translate roughly as much text as you’d find in 1 million books. To put it
another way: what all the professional human translators in the world produce in a year, our
system translates in roughly a single day.5

At a rough estimate, in 2012 Google was translating around 75 billion words per day.
At the Google I/O event in May 2016,6 Google stated that the average daily volume
is about 143 billion words a day across 100 language combinations (see Fig. 1),
meaning that their translation volume has more or less doubled in just 4 years.

While Google translates by far the most words per day, other players also service
huge amounts of translation requests. In March 2016, Joaquin Quiñonero Candela,
Director of Engineering for Applied Machine Learning at Facebook, spoke about
the amount of translation requests provided by his company today.7 As shown in
Fig. 2, with 2 billion translations being provided on a daily basis, and almost 1 bil-
lion users seeing these translations each month, the numbers are truly staggering.

If all the translation requests that Bing Translator8 and other online systems
respond to on a daily basis are added in, this is a clear demonstration of the utility
of online MT across a wide range of use-cases and language pairs to millions of
distinct users.

Many other companies either produce generic MT toolkits available for purchase,
or build customised engines that enable their clients to improve productivity, allow

3https://www.taus.net/think-tank/news/press-release/size-machine-translation-market-is-250-
million-taus-publishes-new-market-report
4Technavio estimate that the MT market will grow at a CAGR rate of 23.53% during 2015–19
(http://www.slideshare.net/technavio/global-machine-translation-market-20152019)
5https://googleblog.blogspot.ie/2012/04/breaking-down-language-barriersix-years.html
6https://events.google.com/io2016/
7https://www.quora.com/Is-Facebooks-machine-translation-MT-based-on-principles-common-
to-other-statistical-MT-systems-or-is-it-somehow-different
8https://www.bing.com/translator

translate.google.com
https://www.taus.net/think-tank/news/press-release/size-machine-translation-market-is-250-million-taus-publishes-new-market-report
https://www.taus.net/think-tank/news/press-release/size-machine-translation-market-is-250-million-taus-publishes-new-market-report
http://www.slideshare.net/technavio/global-machine-translation-market-20152019
https://googleblog.blogspot.ie/2012/04/breaking-down-language-barriersix-years.html
https://events.google.com/io2016/
https://www.quora.com/Is-Facebooks-machine-translation-MT-based-on-principles-common-to-other-statistical-MT-systems-or-is-it-somehow-different
https://www.quora.com/Is-Facebooks-machine-translation-MT-based-on-principles-common-to-other-statistical-MT-systems-or-is-it-somehow-different
https://www.bing.com/translator
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Fig. 1 Daily translation usage in Google Translate (May 2016)

Fig. 2 Translation usage in Facebook (May 2016)

users to translate content previously not feasible due to time or cost constraints, and
reduce time to market (see Way (2013) for a list of successful use-cases for MT).

Of course, there are other types of MT supplier too. One of these is KantanMT,9

which like the Microsoft Translator Hub10 allows users to upload their own trans-
lation assets and quickly build Statistical MT (SMT) systems with good translation
performance in just a few hours. KantanMT have produced some impressive figures

9https://www.kantanmt.com/
10https://www.microsoft.com/en-us/translator/hub.aspx

https://www.kantanmt.com/
https://www.microsoft.com/en-us/translator/hub.aspx
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of their own in this space. Managing over 80 billion words of user-supplied MT
engine training data, their platform currently performs 650 million translations each
year.

Scale and robustness are one thing, but of course users care about quality too.
Microsoft note on their webpage (see footnote 8) that “given the appropriate type
and amount of training data it is not uncommon to expect gains between 5 and 10,
even 15 in some instances, BLEU points on translation quality by using the Hub”.11

This brings me to the main thrust of this chapter, namely how MT is evaluated,
both in academic research labs and in industry, what is wrong with those methods,
whether they are equally applicable to all MT system types, and how the myriad
ways in which MT is being/will be deployed might affect the notion of utility in the
future.

3 Machine Translation Evaluation Today

Of course, it is one thing building an MT system; it’s another thing entirely knowing
whether the quality produced is any good. In this section, I describe how MT quality
has been measured over the years, focusing in particular on human and automatic
evaluation, as well as task-based evaluation.

3.1 Human Evaluation

Human evaluation of MT quality goes back many years. There are different types
of human evaluation of MT, including (Humphreys et al. 1991):12

• Typological evaluation, which addresses which translational phenomena can be
handled by a particular MT system;

11In its original exposition in Papineni et al. (2002), the BLEU (“Bilingual Evaluation Under-
study”) score for a document was a figure between 0 and 1, the higher the better indicator of the
quality of the MT system being evaluated. Here, and more commonly used nowadays in the field,
this score is multiplied by 100 so that ‘BLEU points’ can be used to indicate progress compared to
some benchmark.
12We omit a lengthy discussion here on ‘round trip’ translation as an evaluation method (but cf.
footnote 25), as it has been demonstrated by Somers (2005) to be an untrusted means of MT
evaluation. In Way (2013), I note that in order to show that MT is error-prone, “sites like Translation
Party (http://www.translationparty.com/) have been set up to demonstrate that continuous use of
‘back translation’ – that is, start with (say) an English sentence, translate it into (say) French,
translate that output back into English, ad nauseum – ends up with a string that differs markedly
from that which you started out with”. I quickly show that such websites have the opposite effect,
and observe that “It’s easy to show MT to be useless; it’s just as easy to show it to be useful, but
some people don’t want to”.

http://www.translationparty.com/
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• Declarative evaluation, which addresses how an MT system performs relative to
various dimensions of translation quality;

• Operational evaluation, which establishes how effective an MT system is likely
to be (in terms of cost) as part of a given translation process.

Typological evaluations were conducted by MT system developers to ensure that
their engines were continuing to improve over time. These were typically carried
out with reference to a test suite of examples (King and Falkedal 1990; Arnold et al.
1993; Balkan et al. 1994). In particular, test suites need to be designed to ensure wide
coverage of the source language as well as test certain key translational phenomena.
King and Falkedal (1990) note that if this is to be done properly, “this assumes the
availability of someone with at least a knowledge of the languages concerned, of
linguistics and preferably some experience of machine translation”. They quickly
lament that this is rarely the case in practice.

One of the earliest, most well-known instances of a declarative (or “static”) eval-
uation was the ALPAC report (Pierce et al. 1966). Translation quality was measured
along two dimensions: (i) fidelity (or “informativeness”), the extent to which a trans-
lated text contains the same information as the source text; and (ii) intelligibility, the
extent to which the output sentence is a well-formed example of the target language.
In their study, a group of 18 English monolinguals and 18 English native speakers
with a “high degree of competence in the comprehension of scientific Russian” were
asked to evaluate 3 human and 3 machine translations on 9- and 10-point scales for
the dimensions of intelligibility and informativeness, respectively.

In subsequent similar evaluations (e.g. Balkan et al. 1991), more coarse-grained
scales (with 1–4 or 1–5 rather than a 10-point scale) are typically used, as it is
difficult for humans to discriminate with confidence using such a fine-grained scale.
Note too that using fewer decision points tends to ensure greater inter-rater scoring
consistency. In addition, terms such as “accuracy” (or “adequacy”) and “fluency”
are more likely to be seen as replacements for the terminology introduced by Pierce
et al. (1966).

Arnold et al. (1994) observe that “accuracy testing follows intelligibility rating”,
but clearly the two evaluations are related; if a particular output string is deemed
to be unintelligible (or disfluent), it is arguable whether there is any point in
performing an accuracy test. When comparing the two tasks, Arnold et al. (ibid.)
note that “accuracy scores are much less interesting than intelligibility scores . . .

because accuracy scores are often closely related to the intelligibility scores; high
intelligibility normally means high accuracy”.13 Until quite recently, it would have
been rare indeed for an MT system to output a well-formed target translation that
bore no resemblance to the input string, but as I note in Way (2018):

[Neural] MT output can be deceptively fluent; sometimes perfect target-language sentences
are output, and less thorough translators and proofreaders may be seduced into accepting
such translations, despite the fact that such translations may not be an actual translation of
the source sentence at hand at all!

13Indeed, the results from the ALPAC evaluation demonstrated there to be considerable correlation
between intelligibility and fidelity.
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Whatever terms are used, outputting numbers on scales as an assessment of quality
gives the user little idea about the actual amount of effort it would take for the
MT output to be post-edited into the final translation. Accordingly, operational
evaluations were designed to take other factors into account, not just the quality
of the MT output itself.

Vasconcellos (1989) details one of the first studies comparing post-edited MT
against human translation per se. While the findings were positive as far as MT
usage at the Pan-American Health Organisation was concerned in terms of quality
and speed, it did not attempt to measure the overall cost.

Humphreys et al. (1991) were one of the first to detail the contents of such an
operational evaluation, addressing questions such as translator selection, quality
required, how quality is to be assessed (e.g. scores according to scales, or ranking),
speed improvements over time, type of data to be used, dictionary usage etc. In
closing, they note that “an adequate model of operational evaluation requires very
substantial input (in terms of subject numbers and subject and experimenter time)”.

In concluding this section, it is worth pointing out that this remains a problem for
the industry as a whole, with no clearly defined process as to whether MT should or
should not be introduced into a company’s translation workflow. Companies often
overlook how disruptive a technology MT actually is: it impacts not just technically
trained staff, but also project managers, sales and marketing, the training team,
finance employees, and of course post-editors and quality reviewers. All of this
should be taken on board beforehand if the correct decision is to be taken with
full knowledge of the expected return on investment, but in practice it rarely is.

3.2 Automatic Evaluation

Despite its obvious benefits, human evaluation is slow, expensive and inconsis-
tent. Metrics such as Word Error Rate (WER: Levenshtein 1966), and Position-
Independent Word Error Rate (PER: Tillmann et al. 1997) had been used for some
time to measure the effectiveness of automatic speech recognition (ASR). These
methods simply examine how many of the target words are correct (PER) and in
the right position (WER) compared to some human reference. This is fine for ASR,
which is a monolingual task. These metrics have been used for MT evaluation, but
of course, the effectiveness of the translation needs to be measured not just as an
example target string (“fluency”, in human terms), but also with respect to its being
an accurate translation of the source (“adequacy”). For an overview of automatic
MT evaluation metrics, see Castilho et al. in this volume.

3.2.1 Inherent Problems with Automatic Evaluation Metrics

Nonetheless, when new metrics came in at the start of the century designed
specifically for MT evaluation, they ignored the source sentence altogether. BLEU
and NIST (Doddington 2002) both came on the scene at around the same time,
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and used different (but related) ways to compute the similarity between a human
supplied ‘gold standard’ reference and the MT output string based (largely) on n-
gram co-occurrence, i.e. how often words and phrases (up to length 4) occur both in
the human reference and the MT output string.

As well as ignoring the source sentence altogether, a further problem for these
evaluation metrics is that while they do function (better) with multiple human-
supplied references (e.g. NIST MT-06 English-to-Chinese and English-to-Arabic
tasks, which “had four independently generated high quality translations that were
produced by professional translation companies”),14 most of the time only a single
reference is supplied; traditionally MT system developers hold out sections of the
parallel training data – a (large) collection of source sentences and their translations,
such as appears in a Translation Memory (TM: Heyn 1998) – to act as development
(to optimally tune the system parameters)15 and test sets.

There are a number of problems with this. One is that, as He and Way (2009a)
demonstrated, Minimum Error Rate Training (Och 2003) – the tool most used
for parameter tuning in SMT – is sub-optimal despite being tuned on translation-
quality measures such as (document-level) BLEU.16 More specifically, we showed
that tuning on a particular objective measure (on the development set) cannot be
guaranteed to deliver the optimal score on the test set, i.e. in order to deliver (say)
the best BLEU score in testing, one might be better off tuning on (say) METEOR
(Banerjee and Lavie 2005) rather than BLEU itself, as might be expected.

More importantly, as any pair of translators will tell you, there is no such thing as
the correct translation. In a discussion regarding translator resistance towards MT in
Way (2012), I summoned Bellos’ (2011) observation that translators are often less
than complimentary regarding each other’s translations; specifically, he states that
“translation commentators lead the field in throwing most of its work in the direction
of the garbage dump”, and soon thereafter that “it seems implausible that anyone
would ever make such a statement about any other human skill or trade”. Note that
this can be observed in practice, too; when translators are asked to post-edit MT,
they often make unnecessary changes, as while the MT output might have been
acceptable to some, ‘it’s not quite how they would have said it themselves’. Note
too the place of proofreaders in the human translation cycle, who alongside fixing
errors made by the original translator, may be incentivised to make unnecessary
changes to continue to justify their own positions in the workflow. In this regard, de
Almeida (2013) observes that for both English-to-French and English-to-Spanish,
‘essential’ changes (language errors and mistranslations) comprise only about half

14http://www.itl.nist.gov/iad/mig/tests/mt/2006/doc/mt06eval_official_results.html
15Minimally, in an SMT system these would be the “translation model” inferred from the parallel
data, which essentially suggests which target-language words and phrases might best be used to try
to create a translation of the source string; and the “language model” inferred from large collections
of monolingual data, and used to try to create the most likely target-language ordering of those
suggested target words and phrases.
16See Sect. 3.2.2 for discussion of document-level versus sentence-level MT evaluation.

http://www.itl.nist.gov/iad/mig/tests/mt/2006/doc/mt06eval_official_results.html
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of the overall edits made to documents, with the others concerning lexical choice,
adding extra words, reordering, and even changing punctuation.

Finally, here, as I noted in Way (2013), “MT developers are forced to (wrongly)
assume human translations to be perfect when conducting automatic MT evalua-
tion”. As Penkale and Way (2013) observe, some translators still argue that there
is only one level of quality – ‘perfect’ human translation – despite the myriad of
use-cases available today, many of which omit a human in the loop entirely. Even
with proofreaders in the fully managed translation, editing, and proofreading cycle,
mistakes do occur, and sometimes these wrong human translations are precisely
those against which the output from MT systems is compared.

3.2.2 Problems with Automatic Evaluation Use

A further problem with the use of such metrics in practice is that BLEU is often
used at the sentence level, either by system developers against a common test set
to track system improvement over time, or in ranking tasks with human evaluators
to try to seek insight into which translation produced by different systems might be
‘better’. Of course, this is not the fault of the designers of the automatic evaluation
metrics, which were designed to work at the document level. As a consequence,
several variants of BLEU have been designed and can be used for that purpose (e.g.
Lin and Och 2004; Liang et al. 2006).

Note too that He and Way (2009a, b) demonstrate that certain automatic
metrics prefer shorter/longer translations. METEOR prefers longer outputs than the
reference translations owing to the different chunk penalties assigned to different
languages.17 He and Way demonstrate clearly that by imposing a static chunk
penalty when tuning with METEOR gives better translation results when measured
by BLEU, Translation Edit Rate (TER: Snover et al. 2006) and METEOR.

TER, in contrast, prefers shorter sentences to be generated by MT. As it is an
error metric, the more words generated by an MT system, the larger the number of
insertions, deletions and substitutions which will typically be required to transform
the MT hypothesis into the reference sentence. He and Way (2009a) note that this is
“less likely to harm in MT evaluation, unless a system is developed specifically to
game the metric. However, if such knowledge is made use of in tuning, the system
will be tuned to take advantage of this preference, and will tend to output overly
succinct sentences” (original emphasis).

17METEOR rewards MT output composed of fewer chunks. Output containing bigram (or longer)
matches compared to the reference translation is penalised less than that comprising unigram
matches only.
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3.2.3 Does Automatic Evaluation Corroborate Human Evaluation?

If automatic evaluation metrics are to be of any use as arbiters of translation quality,
then the predictions they make should correlate with human judgement, assuming
humans can be trusted to evaluate MT output in a consistent fashion.

Since its introduction over 15 years ago, BLEU has been by some distance
the most reported metric in papers involving MT experiments. While early studies
(Doddington 2002; Coughlin 2003) demonstrated its correlation with human judge-
ments of translation under certain circumstances, it has been widely accepted for
some time now that BLEU has many limitations.18

Callison-Burch et al. (2006) explain that BLEU places no explicit constraints on
the order in which matching n-grams occur, in order to permit variation in word
choice in MT outputs. In the multiple reference scenario, matches can be extracted
in a huge number of different ways, so that millions of variants all receive the same
BLEU score for any particular translation hypothesis. They argue that “because the
number of translations that score the same is so large, it is unlikely that all of them
will be judged to be identical in quality by human annotators”. By extension, they
note that translations with higher BLEU scores might be deemed worse by human
judges.

Hovy and Ravichandran (2003) give a nice example to illustrate this point. Let
us assume the reference translation to be (1):

1. The President frequently makes his vacation in Crawford Texas .
2. George Bush often takes a holiday in Crawford Texas .
3. holiday often Bush a takes George in Crawford Texas .

If the two MT hypotheses in (2) and (3) were produced, then they would receive
exactly the same BLEU score! Why? Firstly, both (2) and (3) are the same length, so
the brevity penalty19 plays no role here. They both share the 4-gram “in Crawford
Texas .”, the trigrams “in Crawford Texas” and “Crawford Texas .”, the bigrams “in
Crawford”, “Crawford Texas”, and “Texas .”, and the unigrams “in”, “Crawford”,
“Texas”, and “.”. All the other words in (2) and (3) are treated by BLEU as non-
matches; there is no benefit gained by the fact that we know – at least in 2003! –
the phrase “George Bush often takes a holiday” is synonymous with “The President
frequently makes his vacation” in (1). As Babych and Hartley (2004) pointed out,
BLEU weights all items in the reference sentence equally, so the fact that for the
most part (3) is word salad makes no difference to its overall BLEU score.

Note too that BLEU pays no attention to semantic errors either. This is easily
demonstrated with the (somewhat artificial) example in (4):

4. George rhododendron often takes a holiday in Crawford Texas .

18Nonetheless, more recent papers (Agarwal and Lavie 2008; Farrús et al. 2012) have also
demonstrated that BLEU correlates extremely well with human judgement of translation quality.
19This was introduced to prevent systems from outputting very short target-language strings (such
as “the”) but nonetheless obtaining a high score. Accordingly, the shorter the translation compared
to the reference translation, the more punitive the brevity penalty.
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That is, assuming (again) the reference translation to be (1), the BLEU score for
(2) and (4) would again be identical; despite the fact that rhododendron is a type of
bush, it is clearly an inferior translation compared to (2). To BLEU, both “Bush” (in
(2)) and “rhododendron” (in (4)) are simply words that do not occur in the reference
(1), so are treated exactly the same.

As a result of these sorts of problems, diagnostic MT evaluation emerged as a
sub-field in its own right, as a means of capturing more precisely the types of errors
made by various systems.20 Vilar et al. (2006) observe that “a relationship between
[automatic] error measures and the actual errors found in the translations is . . .

not easy to find”. Accordingly, they produced a human error analysis and error-
classification scheme which extends the error typology presented in Llitjós et al.
(2005), as a means of focusing research effort. Popović and Ney (2011) present
the first steps towards a framework for automatic analysis and classification of
errors, while Naskar et al. (2011) produced the DELiC4MT system, which identified
user-specified fine-grained classes of translation errors based on the linguistic
shortcomings of the particular MT system. This is of interest to users to gain insights
into the linguistic strengths and weaknesses of the MT system, but also allows
the MT system developers to try to correct these errors and improve translation
performance.

Returning to the merits of the automatic MT metrics per se, Callison-Burch et al.
(2006) go on to explain why human rankings of translation systems do not tally
with automatic rankings computed via the BLEU score. Firstly, as I pointed out at
the beginning of Sect. 3.2.1, humans are asked to evaluate fluency without recourse
to the source sentence; while this can of course be done as a monolingual task,
in reality a human would surely calculate fluency and adequacy at the same time.
Secondly, the authors demonstrate an inherent bias in BLEU (and similar metrics)
against systems (such as rule-based systems) which do not have at their core a
component founded on n-gram statistics.21

Callison-Burch et al. (2008) show that BLEU has a lower correlation with
human judgement than metrics which take into account linguistic resources (such as
part-of-speech tags) and better matching strategies, e.g. METEOR computes word
matching based on stemming and WordNet synonymy (Miller et al. 1990).

A recent paper by Smith et al. (2016) serves to remind us of the fallibility of
BLEU. They note that it “can be ‘cheated’: very bad translations can get high
BLEU scores”, although they do accept that their experiments “used BLEU in a
very different fashion from that for which it was designed” (op cit.).

In the interim, partly because the community knows that better evaluation
measures are needed, many other types of MT metrics have been developed which
exploit deeper features such as paraphrases (Zhou et al. 2006), or syntax (Liu and
Gildea 2005; Owczarzak et al. 2007), as well as metrics that try to exploit machine-

20See Popović (this volume) for a discussion of the evolution of diagnostic MT error typologies.
21‘Phrases’ in phrase-based SMT refer only to n-gram sequences, i.e. contiguous sequences of
surface words, not to the linguistic “constituent” sense of the word.
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learning techniques (Albrecht and Hwa 2007; Ye et al. 2007; He and Way 2009c).
The Rank-based Intuitive Bilingual Evaluation Score (RIBES: Isozaki et al. 2010)
was developed especially to take reordering into account between languages with
very different word orders, and has been demonstrated to have high correlation with
human evaluations of MT systems.

Nonetheless, none of these metrics are widely used. Despite the well-known
problems with BLEU, and the availability of many other – arguably better – metrics,
MT system developers have continued to use it in the intervening 10 years as the
primary measure of translation quality, in academic circles especially.

3.3 Task-Based Evaluation

When evaluation of MT systems started to be taken seriously in the 1990s, some
of the early papers on the topic (e.g. Doyon et al. 1999) noted that the aims which
the technology was expected to be used for had to be known in advance. Of course,
some objectives could be more tolerant of MT errors than others.

Taking this on board, more and more evaluations have taken place in the interim
with the specific task in mind (e.g. Thomas (1999) for spoken-language MT; or Voss
and Tate (2006) for information extraction). Indeed, WMT evaluations22 regularly
include specific tasks nowadays, including medical translation (e.g. Zhang et al.
2014), automatic post-editing (e.g. Chatterjee et al. 2015) and MT for the IT domain
(e.g. Cuong et al. 2016). I take this as evidence that the community as a whole is well
aware of the fact that when evaluating MT quality, the actual use-case and utility of
the translations therein need to be borne in mind.

4 The Changing Nature of MT System Design

When MT evaluation began in earnest, most systems were rule-based (RBMT).
Since then, of course, we have seen the advent of SMT, and the rise of automatic
MT evaluation metrics, as described in the previous section. When these came in,
many people noted that as they were largely n-gram-based, there was an implicit
bias against RBMT, the output of which was demonstrated to be considerably better
in human evaluations (e.g. Riezler and Maxwell 2005; Farrús et al. 2012; Lewis and
Quirk 2013).23

22The Workshop (now Conference) on Machine Translation runs annual competitive MT system
evaluations for a range of tasks. See http://www.statmt.org/wmt17/ for the latest in the series.
23Over the past 10 years or so, SMT system developers have been incorporating more and more
linguistic features. It is interesting to ponder whether BLEU (and similar metrics) disadvantages
such linguistically enhanced systems compared to ‘pure’ SMT engines, in much the same way as
RBMT output was penalised compared to pure n-gram-based systems.

http://www.statmt.org/wmt17/
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More recently, Neural MT (NMT, e.g. Sennrich et al. 2016a) has been demon-
strated to be very competitive compared to state-of-the-art SMT models, albeit
to date for a limited number of language pairs and document types. On average,
improvements over Phrase-Based SMT (PBSMT, cf. Koehn et al. 2003, 2007) were
of the order of two BLEU points. Indeed, most evaluation of NMT was conducted
in terms of automatic MT metrics until Jean et al. (2015) set a manual ranking
evaluation with non-professional annotators.

As a result of this good performance, Bentivogli et al. (2016) undertook an
in-depth (diagnostic) human evaluation to try to understand exactly where these
improvements in terms of automatic metrics actually came from. In particular,
they leveraged high-quality post-edits performed by professional translators on 600
output sentences from both PBSMT and NMT systems for English-to-German
translation of TED talks. The NMT system of Luong and Manning (2015) was
compared against a standard PBSMT system (Ha et al. 2015), a hierarchical SMT
system (Jehl et al. 2015) and a system combining PBSMT and syntax-based SMT
(Huck and Birch 2015). HTER – essentially, TER with a human-in-the-loop (Snover
et al. 2006) – and multi-reference TER was used, and results showed that NMT
outperformed the other approaches in all metrics at a statistical significance level of
p = 0.01.

From a linguistic point of view, NMT was seen to produce significantly fewer
morphological errors (–19%), lexical errors (–17%), and substantially fewer word
order errors (–50%) than its closest statistical competitor. With respect to word
order, NMT demonstrated a 70% reduction in the incorrect placement of verbs, and
an almost 50% reduction for erroneous noun placement. With respect to overall
post-editing effort, NMT generated outputs that required about a quarter fewer edits
compared to the best PBSMT system.

However, while the body of evidence in favour of NMT continues to grow,
it is unclear that NMT is in a position to replace SMT entirely just yet. For
example, Bentivogli et al. (2016) found that NMT degrades with sentence length
for transcribed speeches. While NMT outperformed SMT for subsets of all lengths
in their dataset, the gap became smaller as sentence-length increased. Our own in-
house tests have shown that for small amounts of good quality training data, NMT
cannot outperform PBSMT systems. Note too that NMT currently takes much more
time to train, and translation speed is slower compared to PBSMT.

Nonetheless, the translational improvements discovered by Bentivogli et al.
(2016) lead me to think that n-gram-based metrics such as BLEU are insufficient
to truly demonstrate the benefits of NMT over PBSMT. This is especially the case
as character-based models (Chung et al. 2016) – or combinations of word- and
character-based models (e.g. Luong and Manning 2016) – become more prevalent,
in which case evaluation metrics such as ChrF (Popović 2015) which operate at the
character level become more appropriate.

In practice, a 2-point improvement in BLEU score which was typically seen in
WMT-2016 would be far too small to be noticed in a real industrial translation
task. If word order is drastically improved, and fewer morphological and lexical
errors are being made in NMT, one would expect to see a huge improvement
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in terms of automatic evaluation metrics, rather than a relatively modest – albeit
statistically significant – one.24 If NMT does become the new state-of-the-art as
the field expects, one can anticipate that further new evaluation metrics tuned more
precisely to this paradigm will appear sooner rather than later.25

5 A View on Future Deployment of MT, and Its Impact
on Translation Evaluation

I began this chapter by emphasising that MT needs to be evaluated in the context of
the use-case for which it is intended. Despite the ever-increasing range of use-cases
that are springing up, one can predict with confidence that for many use-cases, MT
output will continue to require post-editing by expert human translators.

Clearly, human translators have for some time now been using Translation
Memory (TM) systems to good effect. TM systems work as follows (Moorkens
and Way 2016):

TM systems search the source side of a set of translation pairs for the closest-matching
instances above some pre-determined threshold imposed by the translator (so-called ‘fuzzy
matches’; Sikes (2007)). A ranked list of the said translation pairs is then presented to the
translator with user-friendly colour-coding to help the user decide which parts are useful in
the composition of the target translation, and which should be ignored and discarded.

Accordingly, translators have been accustomed to using fuzzy match score as a
predictor of translation quality. What is more, translators can configure fuzzy match
thresholds – a balance between precision and recall – themselves, so they remain in
control of the translation process. In real translation pipelines, MT usually kicks in
for matches below the fuzzy match threshold set by the user, despite the fact that
many researchers (e.g. Simard and Isabelle 2009; Moorkens and Way 2016) have
demonstrated that translator performance can be harmed by the imposition of such
arbitrary cut-offs; MT can be better than TM above the fuzzy match threshold, while
TM may have more utility than MT below it.

Nonetheless, recognising that translators will remain a large cohort of MT users
compels MT developers to begin to output translations from their MT systems

24Note, however, that the NMT system of Luong and Manning (2015) was more than 5 BLEU
points better than a range of SMT systems for English to German. This sort of difference in
BLEU score is more like what we might expect given the huge improvements in quality noted
by Bentivogli et al. (2016) in their study. In this regard, both Shterionov et al. (2018) and Way
(2018) note that BLEU may be under-reporting the difference in quality seen when using NMT
systems, with the former attempting to measure the level of under-reporting using a set of novel
metrics.
25Without further comment, we merely note here that the ‘round trip’ (or ‘back’) translation
discredited by Somers (2005) – cf. footnote 12 – has been demonstrated to be very useful in
NMT as a means of generating additional ‘synthetic’ parallel training material (e.g. Sennrich et
al. 2016b).
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with an accompanying estimation of quality that makes sense to translators;26

while BLEU score is undoubtedly of use to MT developers, outputting a target
sentence with a BLEU score of (say) 0.435 is pretty meaningless to a translator. The
automatic MT metric that is most appealing in this regard is TER, as it is indicative
of the amount of post-editing (in terms of substitutions, insertions and deletions)
required to produce a good quality target-language sentence from the MT output.
In a few cases, where MT is integrated with TM, MT matches are output as ‘just
another match’, with MT matches used to reinforce TM fuzzy matching (Hofmann
2015).

Translators are used to being paid different rates depending on the level of fuzzy
match suggested by the TM system for each input string. With that in mind, another
area where MT can work to the benefit of the translation community is in promoting
fuzzy matches to the next highest level (Biçici and Dymetman 2008). Moorkens and
Way (2016) also observe that translators are used to not receiving help from TM for
all input sentences, so that “MT developers have allowed the soft underbellies of
their engines to be exposed ‘warts and all’ to translators, as MT outputs are typically
provided for every source segment”. In order to prevent this, they suggest that better
system-internal confidence measures are needed so that translators can learn to trust
the MT output they are confronted with.

Finally, despite the fact that more and more use-cases are emerging where MT
can be useful, and regardless of whether PBSMT or NMT systems prevail, we can
expect TM technology to remain as an essential tool in the translator’s armoury.
Many researchers have demonstrated how the two technologies can co-exist to good
effect, either via system recommendation (He et al. 2010a, b) or by using fragments
from TM in SMT (e.g. Koehn and Senellart 2010; Ma et al. 2011; Wang et al. 2013;
Li et al. 2014). Whatever the individual set-up preferred by translators, candidate
translation outputs have to come with a readily intelligible indicator of quality, lest
their decision-making process be cognitively overloaded such that rather than being
a translation aid, such tools turn out to actually be an impediment to improved
translation throughput.

6 Final Remarks

This chapter has addressed the notion of what level of quality can be expected from
MT. MT is not going away; year on year, its usage is increasing exponentially, which
is a clear indication that MT quality is continually improving. Accordingly, those
translators who remain opposed to the improvements that can be brought about by
MT are only hurting themselves.

26The subfield of quality estimation (see Specia and Shah in this volume) attempts to predict
whether a new source string will result in a good or bad translation. This is different from MT
evaluation, where we have a reference translation to compare the MT hypothesis against post hoc.
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At the same time, although MT quality is getting better all the time, for this
to be truly impactful in industry, we will need to see a quantum leap in terms
of improved output as measured by traditional automatic evaluation metrics, or
where quality of newer systems is better reflected by more suitable novel metrics.
While incremental improvements are to be welcomed, there are many more pressing
concerns for industry, including better terminology integration, improvements in
post-editing environments, and indeed novel pricing models.

Furthermore, there are use-cases emerging where there is no role for the human
translator/post-editor, and where translation quality can only be interpreted in terms
of fitness for purpose of the translation outputs. Nonetheless, many use-cases will
continue to require humans to post-edit the translations output by MT systems.
Accordingly, it behoves the entire MT developer community to deliver MT output
with a score that is meaningful to human post-editors, so that they can immediately
decide whether it is either quicker to post-edit the MT suggestion, or to translate the
source string from scratch by hand.

The MT developer community continues to use automatic metrics most suited to
evaluating MT output emanating from word- and phrase-based systems. In much the
same way as metrics like BLEU were not suited to output coming from grammar-
based systems, in this chapter, I hypothesise that they are not discriminative
enough to accurately reflect the translation quality of (largely) character-based NMT
systems. Accordingly, despite the fact that they are expensive to set up and slow
to analyse the results, human evaluation of MT output remains crucial if system
developers are to improve their systems still further.
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Abstract The depth, breadth, and complexity of audiovisual translation (AVT)
are growing at a rapid rate. AVT is becoming increasingly merged with language
technologies, including computer-assisted translation tools, machine translation,
automated subtitling and captioning software, and automatic speech recognition
systems. An essential component in this exciting and challenging technological
development of current and future applications of AVT is the definition and
assessment of quality in a way that is transparent, reliable, consistent, meaningful to
all stakeholders, and readily applicable to the growing diversity of AVT. This chapter
first provides a critical overview of current and future issues in the assessment of
quality in human and machine-generated subtitling and captioning. It builds upon
a range of contemporary industry sources and moves into cutting-edge research
on the processing and reception of AVT products across a variety of media and
languages. We then move to discuss the impact of new media and technologies
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1 Background

Audiovisual translation (AVT) spans all forms of multimodal communication
including intralingual (also called same-language subtitling or captioning) and
interlingual subtitling in traditional and new media, as well as dubbing and
audio description (discussions of terminology can be found in Díaz Cintas 2013
and Sasamoto and Doherty 2016). For the purposes of clarity, we will use the
term “captioning” to refer to intralingual subtitling, and “subtitling” to refer to
interlingual (or translation) subtitling. This chapter limits its focus to subtitling and
captioning and does not include dubbing and audio description in its remit, although
some of the content may be relevant to these other areas of AVT. AVT typically
places great emphasis on functional approaches to intralingual and interlingual
translation where the audience is a critical element in the choice of strategies
employed by the subtitler. As such, a concerted effort is made to understand as
much as possible about the audience needs and expectations (e.g. hearing, deaf and
hard-of-hearing audiences, and first and second language viewers), the context in
which viewing is taking place (e.g. entertainment, education, and public service), as
well as the medium through which the multimodal information is being transferred
(e.g. cinema, television, tablet, and smart phone).

Inherent in all aspects of AVT is its multimodal nature, where each video can
contain a complex interaction of different modes of information, audio and visual,
in verbal and non-verbal dimensions. Subtitlers often make use of semiotics (see
Gambier 2013) to navigate this rich multimodal information in order to render the
original meaning in the source-language accurately in the target-language in line
with unforgiving spatial and temporal constraints (see Díaz Cintas 2013).

While the field of AVT has developed substantially over the past two decades
with a more recent emphasis on empirical research and reception studies (see
Perego 2016; Doherty and Kruger 2018), the interaction of AVT and language
technology has received relatively less attention arguably due to a lack of interface
between the two fields of research. The development of language technologies
over the same period of time has led to a plethora of new tools and methods for
linguistics, used by translators, subtitlers, and researchers who study these processes
and products (see Doherty 2016). A widespread technological turn (O’Hagan 2013)
in Translation Studies has also led to new questions arising in terms of translation
quality assessment (TQA) in both traditional and new translation workflows (see
Castilho et al. in this volume).

AVT has not been exempted from these technological developments with a wave
of new tools becoming available, including manual, semi- and fully-automated
subtitling and captioning software, speech-to-text systems, and machine translation
(MT). The interest in and applications of AVT have experienced a boom where
traditional usage of subtitles for foreign movies and for the deaf and hard-of-hearing
has been supplemented by new usage scenarios for language education, literacy,
language learning, accessibility, clinical applications, and specialised and general
education. Indeed, the increasing visibility of AVT in language technology is also
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becoming apparent with recent additions of multimodal language processing and
translation tasks in natural language processing groups, including the Association
of Computational Linguistics1 (ACL), and the increasing availability of corpora
of subtitles and multimodal datasets for a variety of research aims and practical
applications.

While these new tools and systems offer many advantages to all stakeholders
in AVT, their current and future impact remains unclear and a growing number of
questions of quality remain unanswered. At a time in AVT when the focus is shifting
from quantity to quality (Romero-Fresco 2016), these questions now include:

• How can quality be measured in intra- and interlingual human and machine-
generated subtitling and captioning?

• How do language technologies impact upon the quality of the AVT process and
its products?

• How can quality be maintained for a diverse range of stakeholders with
concurrent and overlapping general and specific accessibility needs?

• How can stakeholders ensure that quality is at the centre of technological
developments in AVT rather than a secondary concern?

In order to create a dialogue between stakeholders in language technology and
AVT and to begin articulating an attempt to answer such questions, this chapter aims
to provide a comprehensive description of the current approaches to quality and its
assessment in AVT in the contexts of research, education, and industry. We first
present the guiding principles of quality in AVT and show how they inform industry
standards across the globe at local, regional, national, and international levels.
Drawing upon empirical studies of the reception and processing of audiovisual texts,
we then examine how research findings are changing our understanding of how such
texts are processed by diverse audiences. Finally, we discuss how the impact of new
technologies and the growing diversity of new media are challenging the traditional
concept of quality in audiovisual translation where we identify areas in which
quality is at risk. We conclude by arguing for increased awareness and education in
language technologies in AVT in order to overcome current and future challenges in
these converging fields, so that evidence-based interdisciplinary approaches increase
the likelihood of higher quality AVT for all.

2 Guiding Principles for Quality in AVT

Each form of AVT brings its own considerations for quality and its assessment. A
central part of this is the linguistic information at the core of the audiovisual text.
We therefore build upon the relevant discussions of the theoretical and practical
dimensions of TQA provided in this volume in order to achieve the above aim and

1http://www.statmt.org/wmt16/multimodal-task.html

http://www.statmt.org/wmt16/multimodal-task.html
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dedicate this chapter to the TQA dimensions specific to AVT against a changing
technological backdrop.

Unique to AVT are the spatial and temporal restrictions inherent in subtitling and
captioning which often force the usage of indirect translation techniques (especially
condensation, reformulation, and omission of linguistic elements), in order to
achieve the functional purpose, e.g. comprehension, education, and entertainment.
These restrictions therefore severely limit the usage of translation choices and
result in a general preference for approaches to translation quality that champion
functionalism and pragmatic equivalence. As a result, quality assessment in AVT is
carried out in a diverse range of contexts, including in-house at the broadcaster,
within an LSP, and by a freelancer. This leads to a variety of requirements for
assessing quality in individual and ongoing projects (e.g. for a TV series) as well
as once-off assessments (e.g. for a feature film or video game). As projects, client
requirements, and genres vary substantially, these parameters are typically taken
into account as their impact on expectations is significant.

Unlike traditional TQA models and metrics, assessment in AVT is largely based
on prescriptive industry guidelines that vary by organisation, medium, region,
language, and country. While rubrics and error-based models are not commonplace,
the majority of LSPs that include subtitling and captioning services in their offerings
report that they have their own way of assessing quality. Further to this, LSPs claim
to assess quality “always and systematically”, and report that current assessment
standards and methods should be improved (Gaspari et al. 2015).

The critical need for AVT-specific requirements for TQA has led to several
de facto industry standards being established in recent years, particularly those
written by and for public broadcasters in their respective countries. As demand
for subtitling and captioning is continuing to grow, there has been an increasing
focus on quality assurance from consumer and regulatory groups (Mikul 2014).
While no international standard (such as an ISO standard from the International
Organization for Standardization) has yet been established, these industry guides
form the backbone of TQA in a wide range of AVT contexts. This is coupled with
national standards and quotes being adopted in a growing number of countries.
Table 1 provides examples of some of the existing major industry documentation
that pertains to quality standards. Recent comprehensive reviews, summary reports,
and guidelines can also be found in Kubitschke et al. (2013), Díaz-Cintas and
Remael (2014), and Mikul (2014).

While several guidelines have been developed in order to measure quality, such
a process is invariably problematic given the complexity of AVT compared to
traditional, static text, and the need to quantify dimensions that are inherently
qualitative. Commonalities among the above models can be found under the general
parameters of accuracy, presentation, and timing.
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Organisation Year Country

Australian Communications and Media Authority (ACMA) 2013 Australia
Consortium of public broadcasters: Arbeitsgemeinschaft der
öffentlich-rechtlichen Rundfunkanstalten der Bundesrepublik
Deutschland (ARD), Österreichischer Rundfunk (ORF),
Schweizer Radio und Fernsehen (SRF) and Zweites
Deutsches Fernsehen (ZDF)

2016 Austria, Germany, and
Switzerland

Canadian Radio-television and Communications Commission
(CRTC)

2012 Canada

Canadian Association of Broadcasters (CAB) 2012 Canada
Conseil supérieur de l’audiovisuel (CSA) 2011 France
La Asociación Española de Normalización y Certificación
(AENOR)

2012 Spain

Office of Communications (Ofcom) 2017 United Kingdom
British Broadcasting Corporation (BBC) 2016 United Kingdom
Federal Communications Commission (FCC) 2014 United States of

America

Table 1 Examples of existing major industry documentation pertaining to subtitling and caption-
ing quality

2.1 Accuracy

While the concept of accuracy is used to indicate equivalence between source
and target texts in the context of translation studies and translation technology, its
meaning in AVT refers to the correctness of the rendition of spoken utterances,
e.g. dialogue and their translation. In other words, it measures the correspondence
between the words uttered in the auditory mode and the words appearing on screen
(between auditory and written modes), rather than between text written in a source
and target-language (within the written mode). Depending on the context, subtitles
and captions may be verbatim, in which case the aim is to achieve the highest
accuracy rate possible. However, most subtitles and captions require minor and
even major reduction strategies including reformulation, condensing, adaptation,
and omission in line with the priority of the linguistic information (e.g. up to
30% described by Díaz-Cintas and Remael 2014). To complicate matters further,
accuracy also refers to the performance of automatic speech recognition (ASR) and
speech-to-text systems that are now becoming more commonplace in AVT contexts.
In that context, accuracy is measured in terms of elements such as omissions and
transcription errors and is often expressed as a value (see Sect. 2.4).
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2.2 Presentation

Presentation concerns the appropriate usage of fonts, colours, and positioning of
subtitles and captions. Legible fonts should be used consistently and in sentence
case. A limited range of colours is advised and typically used to indicate different
speakers. Most subtitles and captions are in white text on a black background to
increase legibility. Other recommended colours include yellow, green, and light
blue. Combinations of red and green and vibrant colours and hues should be
avoided.

Static ‘blocks’ of subtitles are preferred to scrolling subtitles as the former are
deemed to be the best approach to provide accurate, legible, and well-synchronised
subtitles and captions. The subtitles should start and end at logical points in the
utterance. Subtitles should also be split, as necessary, at a logical point within
the utterance typically at the end of a clause, phrase or noun or verb phrase
(Karamitroglou 1998). A maximum of two lines should be used for a subtitle with
approximately 32 to 39 characters per line, including all punctuation, for Latin-
based languages, 12 to 16 for Asian languages, and approximately 35 for Cyrillic
and Arabic script.

2.3 Timing

Subtitles and captions should be presented for a sufficient time for the intended
viewer to read them while simultaneously processing the other multimodal infor-
mation on screen. Subtitles and captions should appear and disappear in line with
the utterance as viewers make use of visual cues, including lips and faces, for the
respective speaker on screen, if present. In order to avoid miscomprehension and
confusion, subtitles and captions should not appear before the utterance is made
nor stay on screen long after it has been completed. Extra time can be added for
unfamiliar and technical words, changes between speakers, numerical figures, shot
changes, and slow speech.

Synchronisation with dialogue should be achieved as far as possible with the
delay in live presentations not exceeding 3 s. If synchronisation is not possible in
an individual subtitle, it should not be out of sync for more than one second to
minimise the impact of the desynchronisation and allow for the next subtitles to
return to synchronisation.

Presentation rates are expressed in words per minutes or characters per seconds.
For general audiences, rates of up to 140–180 words per minute (wpm) are
recommended, with slower rates for multiple speakers, accessibility purposes, and
young audiences. The so-called “six-second rule” (Díaz Cintas 2013) is typically
used, whereby two full lines of around 35 characters can be read in 6 s by the
average TV viewer. Díaz Cintas (2013) notes that rates of 160 wpm are standard
for TV, while DVDs and new media can extend to 180 wpm. In reality, though,
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many online providers and broadcasters are pushing for higher rates to allow them
to present verbatim transcripts which reduces the need for editing.

2.4 Error-Based Metrics

In addition to the above guidelines, several error-based metrics and models that
are conceptually similar to traditional TQA have also been developed to classify
and quantify errors in subtitling and captioning, including the Word Error Rate
(Dumouchel et al. 2011), Weighted Word Error Rate (Apone et al. 2011) and the
Net Error Rate (NER) Model (Romero-Fresco and Pérez 2015). An interesting link
is emerging here between AVT metrics and the automatic evaluation metrics used in
MT evaluation, a point to which we will return later. These metrics count the number
of errors and error types in order to identify how accurate the subtitling or caption
is based on the spoken utterance. Unnecessary additions, omissions and distortions
result in penalties thereby reducing the level of reported accuracy.

Mikul (2014) argues however that such metrics and models do not take into
account the diversity of error types in AVT and that a one-size-fits-all approach
is too restrictive and would be impractical and expensive for all stakeholders while
not necessarily achieving higher levels of quality from the perspective of the end
user. Given the traditional parameters used in AVT, as described in the sub-sections
above, it appears that the gap between the two approaches needs to be addressed.
An argument similar to that of human versus machine-based TQA metrics in static
text workflows should be followed.

These latest additions to AVT quality assessment stem from a recent surge in
empirical research into AVT which aims to establish an evidence base to influence
best practice and policy in addition to the convergence of AVT and language
technologies more generally, including automated subtitling and captioning, ASR,
speech-to-text systems, and novel multimodal input methods. Research findings into
the effects of errors on language processing in static text are also beginning to inform
research and practice in AVT where dynamic texts pose unique challenges (see,
for example, Kruger and Steyn 2014) and the treatment of errors should take this
into consideration. This body of research uses quantitative, qualitative, and mixed-
methods approaches to explore the processing of subtitles and captions and the
reception of AVT products in diverse groups and platforms.

3 Insights from AVT Research

A major focal point of AVT research has been on the examination of the cognitive
and affective processing of AVT products using a growing number of interdisci-
plinary research methods. By understanding more about how diverse audiences



186 S. Doherty and J.-L. Kruger

process and receive AVT products, the discussion and measurement of quality can
be more robust and more directly based on viewers, or as Perego (2016) argues: “the
quality of a translated product hinges on the awareness of the audience’s cognitive
and evaluative response to the product itself”.

AVT researchers employ a variety of offline and online research methods
including surveys, questionnaires, eye-tracking, and electroencephalography
(EEG), which are often combined in order to reap the benefits of each method while
overcoming its specific limitations. As such, the use of mixed-methods research
has become commonplace, as confirmed in a recent large-scale review by Doherty
and Kruger (2018). Measures derived from these methods are typically in the form
of pre- and post-task self-reported measures (e.g. viewing behaviours, beliefs, and
attitudes), online and post-task performance measures (e.g. comprehension, recall,
retention of content), and direct online measures of physiological activity tied to
more complex constructs (e.g. cognitive load). We will now focus on three avenues
of research that directly link to quality as they provide unprecedented insight into
how AVT products are processed and received by viewers: visual attention in
processing subtitles and captions, cognitive load, and psychological immersion.

3.1 Visual Attention in Processing Subtitles and Captions

Subtitled and captioned media present viewers with a dynamic, audiovisual text that
makes complex demands on their cognitive capacity. Viewers have to process both
auditory and visual sources of information simultaneously, and these sources could
contain both verbal and nonverbal information. Unlike the processing of scenes in
real life, which tends to be a continuous process, viewers of subtitled and captioned
media have to further interpret a range of audiovisual information that requires
them to conduct both deductive and inductive reasoning. The visual aspect of the
audiovisual stimuli in subtitles was the primary interest of early researchers in
this field as they sought to uncover what viewers were looking at when watching
subtitled and captioned media and why.

While multimodal processing of audiovisual information is commonplace in
everyday communication (see Smith et al. 2017), viewers’ cognitive resources may
face an even greater demand when subtitles or captions are added to this process, as
the viewer has to process all of the information already being presented in addition
to the subtitles or captions at the bottom of the screen. In order to follow the speech,
the viewer therefore has to engage in a continuous and dynamic strategic reading
activity while processing the auditory information in the soundtrack as well as the
image, i.e. the reader has to engage in multimodal processing.

In determining what viewers were looking at, the construction of visual attention
was borrowed from the cognitive and psychological sciences where it had already
been widely developed. Visual attention refers to “the cognitive operations that
allow us to efficiently deal with this capacity problem by selecting relevant
information and by filtering out irrelevant information” (McMains and Kastner
2009). Visual attention is considered as both top-down and bottom-up: top-down
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processing as viewers can actively decide to allocate their visual attention to a given
stimulus at a given time, and bottom-up as a stimulus can attract our visual attention
in an involuntary way due to its traits, e.g. movement, luminosity, colour, position,
etc. The allocation of visual attention during subtitle and caption processing is a
combination of these two processes and this distinction has implications for research
design due to the rich, multimodal and dynamic nature of subtitled and captioned
media.

Visual attention is of obvious interest in AVT research as it allows researchers to
directly observe where viewers of subtitled and captioned media are allocating their
visual attention, e.g. by using fixation count and related measures, and how they are
distributing and switching their attention between the subtitles and captions and the
other elements on the screen. Central to discussions of visual attention is the Eye-
Mind Hypothesis (Just and Carpenter 1980), a foundational aspect of eye-tracking
which asserts that there is a close relationship between what the eyes are fixating
upon and what the mind is engaged with, or what the brain is processing, in that
“there is no appreciable lag between what is fixated and what is processed”.

Our perceptual span while reading is limited to approximately 7–8 characters
to the right of a fixation (where the eye remains relatively still to focus on in a
small area to extract information) and 2–3 characters to the left of the fixation in
Indo-European languages, and does not allow us to extract meaningful information
from text on the line above or below the word we are reading (e.g. Pollatsek et al.
1993). Given that much of the reading process is an automatic cognitive process
(see Gunter and Friederici 1999; Rossi et al. 2006), and that the depth of processing
during reading is shallow by default (see Bentin et al. 1993), a limited amount of
information can be obtained during each fixation, where contextual facts such as
word frequency and contextual predictability can also come into play to increase or
even decrease the quantity and quality of this information (see Staub and Rayner
2007).

Similarly, empirical research on subtitling and captioning has understandably
focused on examining their processing and reception by diverse audiences as part
of a rich multimodal experience that spans various genres and formats (see Doherty
and Kruger 2018). Seeking to explore this multimodal processing of subtitles and
captions, eye-tracking in this field of research originated in the 1980s and 1990s
through the work of d’Ydewalle and colleagues (e.g. d’Ydewalle et al. 1985, 1991).
This work has provided the basis for a growing number of eye-tracking studies of
subtitle and caption processing and the resultant effects on the reading and viewing
process. It has shown us that subtitles and captions are readily attended to by diverse
viewer groups; that, like the reading process, the cognitive processing of subtitles
and captions can be automated and employed easily with a low cognitive cost; and
that viewers of subtitled media have the ability to process subtitles and captions in
an efficient manner and take in the salient elements of the visuals simultaneously
(see Perego et al. 2010; Fox 2016).

Other studies have moved from the processing of subtitles and captions as
a whole, to the processing of their components in order to determine the most
effective way to present subtitles and captions to viewers. D’Ydewalle and De
Bruycker (2007) examined the differences between one-line and two-line subtitles
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and concluded that two-line subtitles are more likely to be processed in full as they
are deemed to contain essential information that cannot be found elsewhere on the
screen. It has also been reported that the segmentation of subtitles has a significant
impact on reading speed and comprehension (see Rajendran et al. 2013), with initial
efforts being made to automate, using computational algorithms, the segmentation
of subtitles (e.g. Álvarez et al. 2017). Lastly, the computational processing of
verbatim and edited (condensed and reformulated) subtitles and captions has also
been explored using empirical methods with differences in reading behaviour being
reported but with no apparent benefits to edited subtitles (Szarkowska et al. 2016).

Understanding how viewers process subtitles and captions has considerable
implications for quality assessment in AVT. Findings in this avenue of research
have shown us that viewers are generally able to process subtitles and captions in
an efficient manner, much like reading, and that how the subtitles and captions
are presented plays a significant role in the viewer’s processing and reception.
These findings somewhat confirm the validity of the industry standards reviewed
in the previous section. They also shed light onto how limited the visual attention
of viewers can be and how easily it can be disrupted in multimodal contexts, a
factor that has not yet been touched upon by quality standards given the granularity
required and the infancy of rigorous empirical research in AVT research compared
to more established disciplines in psychology and cognitive science.

3.2 Cognitive Load and Immersion in Subtitled and Captioned
Media

Building upon the directly observable phenomenon of visual attention, Cognitive
Load Theory (Plass et al. 2010) is a theoretical construct that originated in
the psychological sciences and posits a limited working memory and processing
capacity in the human cognitive system. This theoretical framework has been
applied to AVT research given its direct application to the exploration of the
multimodal processing of subtitled and captioned media. This theoretical framework
brings a well-established inventory of media design principles that have been shown
to ease the cognitive processing of multimodal information and reduce problems in
processing due to overload and redundancy, including consistent findings for text
presentation, timing, and positioning (see Kalyuga 2012).

As it is a theoretical construct, cognitive load can only be indirectly assessed
using eye-tracking and/or EEG with or without self-report and task performance
measures due to its multidimensionality. Based on Mayer and Moreno (2003), this
multidimensionality can be formalised and applied to AVT as follows:

1. intrinsic load (inherent to the viewer and the task);
2. extraneous load (aspects of the viewer experience that impose cognitive effort);
3. germane load (the level of cognitive activity that is required for successful

viewing to take place).
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As such, the main application of Cognitive Load Theory in subtitling and captioning
research should be to determine and reduce the extraneous load in order to avoid
cognitive overload for the viewer, thereby optimising the cognitive capacity to be
assigned to germane load, thus ensuring the viewer can become immersed in the
multimodal experience. While research in subtitling and captioning has widely used
the construct of cognitive load, it has yet to fully incorporate the multidimensionality
of cognitive load that has since developed in the cognitive and psychological
sciences. Kruger and Doherty (2016) provide a discussion of the applications of
Cognitive Load Theory in subtitling research and outline methodologies that can
capture its multidimensionality and overcome limitations of current eye-tracking
methods in AVT research.

Recent work on using Cognitive Load Theory in AVT has begun to compare
the cognitive processing demands of unsubtitled film, film with traditional subtitles,
and film with dynamic subtitles to establish a more optimal placement and aesthetic
characteristics of subtitles to optimise the viewer’s cognitive load (see Kruger
et al. 2018). Their findings show that the manipulation and placement of the
position of subtitles, termed integrated titles by the authors, can reduce cognitive
load. This placement is determined using eye-tracking data to calculate the most
effective way to reduce spatial and temporal distance between the subtitle and
its surrounding audiovisual elements, thus enabling the viewer to integrate the
multimodal information with greater ease than the traditional subtitle placement at
the bottom of the screen.

The link between cognitive load and quality is yet to be fully articulated. Depend-
ing on the nature of the task at hand, cognitive load may reflect different and even
confounding effects. Errors in subtitles and captions are likely to lead to increased
cognitive load as the viewer must overcome the error in order to comprehend
and integrate the presented information. Cognitive load also has compelling links
to cognitive-affective responses, including enjoyment and immersion. However,
further empirical investigations of cognitive load in subtitled and captioned media
will enable the creation of an AVT-specific evidence base that can better inform all
stakeholders about how cognitive load can be optimised for diverse viewers in a
variety of scenarios, including education and entertainment.

Similar to cognitive load, the construct of psychological immersion is also a
theoretical construct that is becoming an attractive avenue of research for AVT
as it can potentially contribute to the measurement and optimisation of viewers’
immersion in and enjoyment of subtitled and captioned media. Such insights would
also have direct implications for defining and assessing quality in AVT if factors
can be identified that increase or decrease the viewer’s immersion in terms of
subtitles and captions. Immersion is an umbrella term for a number of terms used
in media psychology and computer science to refer to the experience of a viewer
or reader of becoming lost in a fictional reality. According to Nilsson et al. (2016),
immersion “has come to stand for a multitude of different types of experiences and
it is oftentimes used more or less interchangeably with concepts such as presence,
involvement, and engagement.” Indeed, the term also includes the concepts of
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transportation and character identification (see Green et al. 2004; Tal-Or and Cohen
2010), presence flow and enjoyment (Wissmath et al. 2009) as well as perceived
realism (Cho et al. 2014).

Due to the immersive nature of film, it is understandable that reception research
in AVT has started to turn towards this concept in recent years. In a comparison
between subtitling and dubbing across genres, Wissmath et al. (2009) report no
significant differences in immersion, as measured using post-task self-reports of
presence, transportation, flow, and enjoyment. They note that all measures of
immersion are correlated, with transportation being the most strongly related to
enjoyment.

Further to this, Kruger et al. (2016) and Kruger et al. (2017a, b) use a range of
measures, including self-report, eye-tracking, and EEG to find that subtitles make
film more immersive to viewers with English as a second language who watch
a film in English with English subtitles. They also report that with viewers who
do not necessarily need the subtitles to access the dialogue, e.g. same-language
subtitles for a general audience speaking that language, there are no negative effects
to immersion. These studies also find the measure of transportation to be the most
consistent and reliable offline measure of immersion. Lastly, Kruger and Doherty
(2016) and Kruger et al. (2017a, b) show how a similar mixed-methods approach
can be used in educational video to measure cognitive load and immersion. They
report that students studying through their first or second language can benefit from
subtitled educational content and claim that, with sufficient technical resources,
future educational content can adapt to students’ needs in real-time owing to the
high temporary resolution of the online measures of eye-tracking and EEG, if
these measures can be further refined for usage in AVT applications. These early
explorations of immersion in subtitled and captioned media may provide more
fruitful empirical evidence that will be directly linked to future discussions and
assessments of quality in AVT given the compelling link between them.

4 New Media, New Technologies and New Challenges

With the rapid growth in new media in recent years, e.g. websites, streaming video,
video games, social media, and online education, and the establishment of video at
the centrality of this development, AVT applications have become more popular
and accessible for a wide variety of purposes that go beyond traditional media
and AVT contexts. This growth goes hand in hand with the expectation of content
being available simultaneously in numerous languages and territories, also known
as the ‘sim-ship’ model, and that content should be accessible to diverse audiences
including non-native speakers of a language and the deaf and hard-of-hearing.
A range of new language technologies have emerged to enable and indeed elicit
this growth, including computer-assisted translation (CAT) tools, MT, and ASR,
alongside (and often in combination with) crowdsourcing of subtitles. While these
developments bring unprecedented opportunities for all stakeholders, from content
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creators, to LSPs, and viewers, they also bring new challenges to AVT practitioners,
AVT companies, and researchers in terms of quality management and expectations.

CAT tools have typically not been used in media translation, including AVT,
given the genres and text types dealt with in this area of translation. Texts, including
audiovisual texts, tend to require indirect translation techniques that require subti-
tlers to adopt a functionalist approach to achieve pragmatic equivalence in order to
elicit the desired effect, e.g. humour. The multimodality of such texts also limits the
usage of CAT tools given the static, window-based approach that these tools have
traditionally afforded. Recent developments in MT and CAT tools, however, have
enabled a more multimodal and dynamic perspective of texts that has increased
the usability and relevance of these tools for AVT purposes (e.g. Ortiz-Boix and
Matamala 2017). Indeed, it is now commonplace for subtitling software to be used
in tandem with a CAT tool in order to reap its benefits of productivity, consistency,
and interoperability across projects and languages. This has, in turn, led to an
increasing available of datasets of subtitles and captions that can be shared publicly
and privately via the Internet. Websites such as www.opensubtitles.org provide
stakeholders access to thousands of subtitle files in over 50 languages across all
domains as part of a global shift towards fan-based subtitling (see O’Hagan 2009).
Researchers in language technology have also made use of such invaluable datasets
for projects across a wide range of language technology applications, including
MT. OPUS, for example, now holds a wealth of multilingual subtitle corpora,
including OpenSubtitles2016 which contains 2.60G sentences in 65 languages
(Lison and Tiedemann 2016). As a result of this increased availability of data and
wider technological developments, MT systems have also begun to show significant
improvements in output quality when dealing with audiovisual texts.

In attempting to deal with the explosion of digital content that requires subtitles
and captions, ASR systems have emerged with some demonstrating an acceptable
level of accuracy (see Romero-Fresco and Pérez 2015). Automated subtitles are
created by the ASR system by automatically transcribing dialogue into text in both
pre-recorded and live applications. In pre-recorded scenarios, such as YouTube
videos, the text transcription is then synchronised with the video using timing
information derived from the audio embedded in the video (see Wald and Bain
2008). In live applications, the transcription happens in real time and relies solely on
the speech without any external timing information (see Romero-Fresco and Pérez
2015), further considerations have to be made as a result (see Romero-Fresco 2016).

While this approach has become the default approach to subtitling and caption in
the absence of an alternative, many issues remain in terms of accuracy, presentation,
and timing, particularly in the accuracy of the transcription in the presence of
noise, multiple speakers, and irregular speech, and in terms of presentation rate and
segmentation. In order for automated subtitling or captioning to reach the level of
professional quality (and indeed usability), these issues will need to be appropriately
addressed. It seems, however, that such systems have become the de facto standard
for most public and commercial new media services including YouTube.

YouTube’s automated subtitling or captioning software is an excellent example
of the quality possible with current publically-available systems. It is based on ASR

http://www.opensubtitles.org
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technology provided by Google (Harrenstien 2009) with reported accuracy rates
of only 80% (Blake 2015, Lockrey 2015) well below the accepted threshold for
other ASR systems of 98% (Romero-Fresco 2016). The deployment of the software
comes with options for manual settings to allow users to upload their own subtitles
and captions, make use of auto-timing functions with manual intervention, and
with iterative development so that the system quality itself can improve over time
(Harrenstien 2009). Further improvements can be made to the system in terms of
training the software to the speaker’s voice (Wald and Bain 2008), reducing noise
and unnatural speech (Jurafsky and Martin 2009), and by using pre-recorded scripts
and post-editing.

YouTube also encourages its content creators to profile their viewer base to
determine the requirements of their existing audience. Their guidelines encourage
content creators to provide subtitles and captions in order to increase access to
viewers in other language communities and for accessibility purposes.2 The service
then provides several options including uploading one’s own subtitle and caption
files, outsourcing the work to the YouTube community, and making use of its
automated captioning software. There are no technical guidelines provided in terms
of standards or quality. General tips are provided for using automated captioning,
including using high-quality sound and being mindful of overlapping speakers.3

Figure 1 provides an example of a popular YouTuber who, in this case, makes use
of the automated captioning software. It shows how the captions do not adhere to the
standards described in the previous sections, including punctuation, segmentation,
line breaking, indicating a change of speaker, and usage of static block subtitles.
Issues in accuracy are indicated in the use of greyed-out words, e.g. “clover” in this
figure, to indicate to the viewer that the confidence of accuracy for an individual
word is not high.

It is not only the technologies used in AVT that are changing, but also the
content to be subtitled and captioned. A significant amount of video found in new
media appears in social media, e.g. YouTube, and in video games and gaming
apps. Mangiron (2013) reports that the latter do not adhere to the traditional AVT
standards as described in Sect. 2. Mangiron reports that the number of characters
per line can go as high as 70 with the usage of three or more lines also common.
As such, Mangiron argues that video games cannot be considered appropriate for
accessibility as they do not conform to known needs for the deaf and hard-of-hearing
and users playing through their foreign language. Further issues are identified
in the absence of captioning for sounds and the usage of verbatim captioning
methods. Mangiron then shows how the interactivity of new media, and video games
in particular, is severely curtailed due to the lack of appropriate accessibility in
subtitling and captioning required for such a medium, e.g. players need to perform
specific actions in the game in order to progress but may not have understood what
is required due to the above issues.

2http://creatoracademy.youtube.com/page/lesson/captions
3http://support.google.com/youtube/answer/6373554

http://creatoracademy.youtube.com/page/lesson/captions
http://support.google.com/youtube/answer/6373554
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Fig. 1 Example of YouTube’s automated captioning on a popular channel (Dawson 2015)

Mangiron (2016) later provides empirical evidence to support these arguments
and cites the causes as being attributed to the relative youth of the video game
industry, as part of new media in general, and a resultant lack of knowledge and
awareness about accessibility and audience design, factors which have been well
established in AVT research and practice. These observations are indeed relevant
to the wider development of new media, where such issues increasingly present
a language and accessibility barrier to many current and potential users who are
systematically disadvantaged and excluded.

5 Conclusion

In this chapter, we have reviewed the various industry standards that have been
developed to ensure that high-quality subtitling and captioning are delivered to
viewers regardless of their language or accessibility needs. While these standards
have provided a comprehensive list of parameters that need to be addressed in order
to achieve high quality, they lack the granularity, evidence base, and interoperability
required to ensure widespread, global adoption across new media. To address these
gaps, we have seen how AVT researchers are using a range of research methods,
including eye-tracking and EEG, to better understand how diverse viewers process
and interact with subtitled and captioned media. In developing the evidence base
in this area, the likelihood of finding international standards and a wider range
of applications of AVT is greatly increased, especially with regard to influencing
policy and engaging with other disciplines, particularly those working in rapidly
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developing areas of language technology, namely MT and ASR. We have also seen
how the rapid proliferation of new media and new technology poses a range of
challenges to AVT stakeholders, while opening up a multitude of new opportunities
in the face of growing consumer demand and regulatory requirements that require
high-quality subtitling and captioning to be available to all.

While the benefits of AVT appear to be increasing in terms of visibility to
those outside of the discipline (e.g. Gernsbacher 2015), the reliance on ‘rules of
thumb’ over validated empirical guidelines remains a limitation to AVT research
and practice, especially with regard to the development of a universally applicable
measurement of quality. While it is indeed necessary to move beyond general
guidelines and error-based metrics to achieve this, interdisciplinary collaboration
between stakeholders can provide invaluable insights to enable this to happen.

Viewers may not be aware or willing to make use of subtitles and captions
(e.g. Ivarsson and Carroll 1998), yet empirical evidence suggests that we can all
benefit from well-designed subtitles and captions. Indeed, subtitles and captions can
provide a valuable and cost-effective approach, especially when leveraged with new
and emerging language technologies and evidence-based quality standards informed
by widespread stakeholder input.

At a time when the availability and usability of AVT software, datasets, and
communities continue to grow, there has never been a more promising time for
meaningful engagement between language technology and AVT across the industry
and academic sectors. Integration of language technologies and education about
their strengths and limitations stand to be of great benefit to the AVT community,
especially as more and more resources become available online (e.g. Igareda and
Matamala 2011). Similarly, language technology stakeholders stand to benefit from
engagement with AVT given the need to better understand the diverse range of user
needs and scenarios as well as the complex and dynamic nature of audiovisual
texts. It is through this interdisciplinary interaction between stakeholders on an
international level (e.g. see Mikul 2014) that we stand the greatest chance of
successfully addressing questions of quality, some of which have been articulated
in this chapter, for current and future applications of subtitling and captioning.
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Translation Quality Assessment in Practice



Machine Translation Quality Estimation:
Applications and Future Perspectives

Lucia Specia and Kashif Shah

Abstract Predicting the quality of machine translation (MT) output is a topic that
has been attracting significant attention. By automatically distinguishing bad from
good quality translations, it has the potential to make MT more useful in a number of
applications. In this chapter we review various practical applications where quality
estimation (QE) at sentence level has shown positive results: filtering low quality
cases from post-editing, selecting the best MT system when multiple options are
available, improving MT performance by selecting additional parallel data, and
sampling for quality assurance by humans. Finally, we discuss QE at other levels
(word and document) and general challenges in the field, as well as perspectives for
novel directions and applications.

Keywords Translation quality assessment · Principles to practice · Translation
errors · Translation models · Post-editing effort · Statistical machine translation ·
Machine translation system ranking · Machine translation system selection ·
Quality estimation

1 Introduction

Machine Translation (MT) systems are becoming widely adopted both for gisting
purposes and to produce professional quality translations. However, the quality of
automatic translation is still below an acceptable level in many cases. This makes
evident the need for automatic metrics for predicting the quality of a translated
segment. These metrics are referred to as Quality Estimation (QE). The goal of QE
is to provide an estimate on how good or reliable a translated text is without access to
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reference (human) translations. This is, therefore, different from standard evaluation
methods where the task is to compare system translations with their reference
counterparts, which are generally created by linguistic experts with knowledge of
the languages involved. While MT systems can be evaluated using reference datasets
and their average quality can be measured on those data points, it is known that
the quality on individual inputs can vary considerably depending on a number of
factors. QE is not aimed at estimating overall MT system performance, but rather
performance on individual translations. The main motivation is to make applications
more useful in real world settings, where information on the quality of each output
is needed and reference outputs are not available. QE is aimed at MT systems in
use. As such, QE metrics have several applications in the context of MT, which we
discuss in this chapter. QE approaches also have the advantage of allowing for a
flexible modelling of the concept of quality, depending, among other things, on the
user or intended use of the MT system’s output.

Work in QE for MT started in the early 2000s. Inspired by the confidence scores
used in Speech Recognition, initial research explored information coming from the
statistical MT models, such as word translation probabilities, language model scores
and other statistical indicators. Back then it was called confidence estimation, a
narrower term that reflects the fact that the statistical indicators used are related to
the confidence of the MT system in the translation produced. A 6-week workshop
on the topic at Johns Hopkins University in 2003 (Blatz et al. 2004) set as its
goal the estimation of automatic metrics such as BLEU (Papineni et al. 2002) and
WER (Word Error Rate) (Levenshtein 1966). These metrics are difficult to interpret,
particularly at the sentence level. Given the metrics used and the fact that the overall
quality of MT was considerably lower at the time, pinpointing the very few good
quality MT segments was a much harder problem. As a consequence, results of
multiple experiments proved unsuccessful. Also, no software or datasets were made
available after the workshop.

A new surge of interest in the field started around 2010, motivated by the
widespread use of MT systems in the translation industry, as a consequence of better
translation quality, more user-friendly tools, and higher demand for translation. In
order to improve the utility of MT in this scenario, a quantification of the quality
of translated segments is needed. In a way, this quantification can be thought of as
similar to “fuzzy match scores” from translation memory (TM) systems. However,
QE work addresses this problem using more complex metrics that go beyond
matching the source segment against previously translated data. In addition, QE can
be useful for users other than professional translators, such as end-users reading
translations for gisting, particularly those who cannot read the source language.
Recent work focuses on estimating more interpretable metrics where “quality” is
defined according to the task at hand, such as post-editing, gisting, sampling, etc.
(see also Sect. 3.3 of Way in this volume).

A number of positive results have been reported. Examples include improving
post-editing efficiency by filtering out low-quality segments which would require
more effort or time to be corrected than translating from scratch (Specia et al. 2009;
Specia 2011), selecting high-quality segments to be published as they are, without
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post-editing (Soricut and Echihabi 2010), selecting a translation from either an MT
system or a TM for post-editing (He et al. 2010), selecting the best translation from
multiple MT systems (Specia et al. 2010; Avramidis 2013), and highlighting sub-
segments that need revision (Bach et al. 2011; Quang et al. 2014).

QE is generally addressed as a supervised machine learning task using a
variety of algorithms to induce models from examples of translations described
through a number of features and annotated for quality. For an overview of various
algorithms and features we refer the reader to the WMT12–161 shared task on QE
(Callison-Burch et al. 2012b; Bojar et al. 2013, 2014, 2015, 2016). Most of the
research work lies on deciding which aspects of quality are more relevant for a
given task and designing feature extractors for them. These can go from simple,
language-independent features, to advanced, linguistically-motivated features. They
can include features that rely on information from the MT system that generated
the translations, as well as features that are independent of the way translations
were produced. While simple features such as counts of tokens and language model
scores can be easily extracted, feature engineering for more advanced and useful
information can be very labour- and resource-intensive. Different feature sets are
necessary for different language pairs or for optimisation against specific quality
scores, where translations are created with different applications in mind (e.g. post-
editing time vs translation adequacy).

In this chapter we focus on sentence-level experiments and results for what we
believe are some of the most promising and practical applications of QE to date.
Each of these applications has been developed around a specific objective:

• Estimate how much effort will be needed to post-edit a segment.
• Select among alternative translations produced by different MT systems.
• Decide whether the translation can be used for self-learning of MT systems.
• Select samples of translations for manual inspection.

In what follows, we first explain the general experimental settings, including
features and learning algorithms, for the various QE applications to be covered
(Sect. 2). For consistency purposes, across all datasets and applications we use the
same feature sets and learning algorithms where possible. In the remainder of the
chapter (Sects. 3, 4, 5, and 6), we present our work on the various above-mentioned
applications and benchmark the results on freely available datasets.

2 Experimental Settings

Our experiments with all applications of QE are performed using QuEst++ (Specia
et al. 2013, 2015a)- an open source framework for quality estimation containing

1The Workshop (now Conference) on Machine Translation runs annual competitive MT system
evaluations for a range of tasks. See http://www.statmt.org/wmt17/ for the latest in the series.

http://www.statmt.org/wmt17/
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a number of features, covering complexity, adequacy and, fluency of segments
using a machine-learning algorithm. Amongst the learning algorithms available in
QuEst++, we choose the Support Vector Regression algorithm given its promising
performance in previous work.

2.1 Support Vector Regression (SVR)

SVR (Chang and Lin 2011) is the most commonly used algorithm for sentence-
level QE. This is a very popular and powerful machine-learning algorithm used
when the score to predict is numeric and distributed over an ordinal or continuous
range, for example, post-editing time or Likert scores in {1,5}. To make our results
comparable with most previous work, we use a kernel version of this algorithm with
a radial basis function (RBF) kernel, which has been shown to perform very well in
this task (Callison-Burch et al. 2012a). Kernel parameters are optimised using grid
search with five-fold cross-validation.

2.1.1 Feature Sets

As feature sets, we consider the following for the sentence-level tasks:

• BL: 17 simple but effective baseline features that perform well across languages
and were used as baseline in the WMT12–16 shared tasks on QE.

• AF: All features available in QuEst++ across the datasets, for example, 80
language and MT system-independent features for sentence-level prediction.

2.1.2 Evaluation Metrics

We use two main error metrics to evaluate our sentence level regression models:
Mean Absolute Error (MAE), shown in Eq. 1 and Root Mean Squared Error
(RMSE), shown in Eq. 2.

MAE =
∑N

i=1 |H(si) − V (si)|
N

(1)

RMSE =
√

∑N
i=1(H(si) − V (si))2

N
(2)

where:

N = |S| is the number of test instances
H(si) is the predicted score for si
V (si) is the human score for si
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For the classification results, we use the standard Accuracy metric.
In addition, we use application-specific metrics, such as BLEU for MT system

evaluation based on data selected through QE in Sect. 5.

2.1.3 Baselines

We compared our regression results with the Mean score, i.e., the score obtained
by assigning the mean value of the training set labels to all test set instances. For
classification experiments, we compared our results to the Majority Class score,
i.e., the score obtained by assigning the most frequent label of the training set to all
test set instances.

3 QE for Predicting Post Editing Effort

In this section we focus on QE for outbound purposes, i.e. a dissemination scenario.
In this scenario, a judgement on the quality of translations has to take into account
both the fluency and adequacy of such translations, and in some cases, it has to
conform to style guides. MT is followed by manual post-editing and/or revision
by human translators to achieve publishable quality. Our objective is to support
human translators by designing QE methods to distinguish translations that are good
enough for post-editing from those that are too bad, and so should be translated
from scratch. A common distinction includes at least three levels of “effort”: (i)
translations that are good enough to be left untouched by human post-editors (but
possibly still revised); (ii) translations which require further effort (post-editing) to
be published; and (iii) translations that should better be discarded, as they require
more effort from human translators to correct them than what is involved in manual
translation from scratch. In the following we benchmark QE on various datasets
annotated for post-editing effort in different ways.

3.1 Datasets

All datasets used in the experiments are available for download.2 Statistics about
these datasets are shown in Table 1. They differ in size, language pair and label for
post-editing effort.

• WMT14 (Task-1.1) English-Spanish news sentence translations. The dataset
contains news source sentences and their human translations, as well as three

2http://www.dcs.shef.ac.uk/~lucia/resources.html

http://www.dcs.shef.ac.uk/~lucia/resources.html
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Data Languages Training Test Label

WMT14 en-es 3,816 600 PEE 1–3

WMT12 en-es 1,832 422 PEE 1–5

EAMT11 en-es 900 64 PEE 1–4

EAMT11 fr-en 2,300 225 PEE 1–4

EAMT09-s1 en-es 3,095 906 PEE 1–4

EAMT09-s2 en-es 3,095 906 PEE 1–4

EAMT09-s3 en-es 3,095 906 PEE 1–4

EAMT09-s4 en-es 3,095 906 PEE 1–4

Table 1 Language pairs, number of training and test sen-
tences and type of label in the datasets for the post-editing
effort prediction

versions of MT output: by a statistical MT (SMT) system, a rule-based MT
(RBMT) system and a hybrid system. Each translation was labelled by pro-
fessional translators with 1–3 (lowest-highest) scores for perceived post-editing
effort.

• WMT12 English-Spanish sentence translations produced by a phrase-based (PB)
Moses “baseline” system (Koehn et al. 2007),3 and judged for post-editing effort
in 1–5 (highest-lowest), taking a weighted average of three annotators.

• EAMT11 English-Spanish (EAMT11 (en-es)) and French-English (EAMT11
(fr-en)) sentence translations produced by a PBSMT “baseline” Moses system
and judged for post-editing effort in 1–4 (highest-lowest).

• EAMT09 English sentences translated by four SMT systems into Spanish and
scored for post-editing effort in 1–4 (highest-lowest). Systems are denoted by
s1–s4.

3.2 Feature Selection

Given the large number of features available, it is often beneficial to select only
the most relevant for the dataset at hand. We performed feature selection using
Gaussian Processes, which has proved very effective in previous work (Shah et al.
2015). Gaussian Processes (GPs) (Rasmussen and Williams 2006) are a Bayesian
non-parametric machine learning framework considered the state-of-the-art for
regression. GPs have been used successfully for MT quality prediction (Shah et al.
2013), among other tasks. We use GPs with radial basis function (RBF) with
automatic relevance determination, as in (3).

3http://www.statmt.org/moses/?n=Moses.Baseline

http://www.statmt.org/moses/?n=Moses.Baseline


Machine Translation Quality Estimation: Applications and Future Perspectives 207

k(x, x′) = σ 2
f exp

(

−1

2

D∑

i

xi − x′
i

li

)

(3)

where the k(x, x′) is the kernel function between two data points x and x′, and
D is the number of features; σf and li ≥ 0 are the kernel hyper-parameters,
which control the covariance magnitude and the length scales of variation in each
dimension, respectively. This is closely related to the RBF kernel used with SVR,
except that each feature is scaled independently of the others, i.e. li = l for SVR,
while we allow for a vector of independent values. Following standard practice we
also include an additive white-noise term in the kernel with variance σ 2

s . The kernel
hyper-parameters (σf , σn, l) are learned via gradient descent with a maximum of
100 iterations and cross-validation on the training set.

Feature selection is done by fitting per-feature RBF widths (also known as
the automatic relevance determination kernel). The learned length scale hyper-
parameters can be interpreted as the per-feature RBF widths which encode the
importance of a feature: the narrower the RBF (the smaller the li), the more
important a change in the feature value is to the model prediction. Therefore, the
outcome of a model trained using GPs can be viewed as a list of features ranked by
relevance, and this information can be used for feature selection by discarding the
lowest-ranked (least useful) features. GPs on their own do not provide a cut-off point
on this ranked list of features; instead this needs to be determined by evaluating loss
on a separate dataset to determine the optimal number of features.

3.3 Results

The error scores for all datasets using SVR as the learning algorithm are reported in
Table 2. It can be seen that adding more features (systems AF) improves the results
in most cases as compared to the baseline system with 17 features BL. However, in
most cases the improvements are not significant. This behaviour is to be expected
as adding more features may bring more relevant information, but at the same time
it makes the representation more sparse and the learning prone to overfitting.

Our experiments with feature selection using GPs led to significant further
improvements in all cases. The FS(GP) figures are produced from selecting the
fixed 17 top-ranked features (i.e. the same number as that of the baseline features).
FS(GP) outperforms other systems despite using considerably fewer features (17
in all datasets). These are very promising results, as they show that it is possible to
reduce the resources and overall computational complexity for training the models,
while achieving similar or better performance.
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Dataset System # Features MAE RMSE
EAMT11(en-es) Mean – 0.6027 0.7314

BL 17 0.4867 0.6288

AF 80 0.4696 0.5438

FS(GP) 17 0.4397 0.5224
EAMT11(fr-en) Mean – 0.5411 0.6927

BL 17 0.4387 0.6357

AF 80 0.4275 0.6211

FS(GP) 17 0.4166 0.6176
WMT12 Mean – 0.8278 0.9898

BL 17 0.6802 0.8192

AF 80 0.6703 0.8373

FS(GP) 17 0.6224 0.7645
WMT14 Mean – 0.4585 0.6678

BL 17 0.5241 0.6591

AF 80 0.4896 0.6349

FS(GP) 17 0.4850 0.6331
EAMT09-s1 Mean – 0.5382 0.7092

BL 17 0.5294 0.6643

AF 80 0.5235 0.6558

FS(GP) 17 0.5045 0.6392
EAMT09-s2 Mean – 0.6854 0.7926

BL 17 0.4604 0.5856

AF 80 0.4734 0.5973

FS(GP) 17 0.4514 0.5735
EAMT09-s3 Mean – 0.6753 0.7751

BL 17 0.5321 0.6643

AF 80 0.5437 0.6827

FS(GP) 17 0.5130 0.6572
EAMT09-s4 Mean – 0.4990 0.6112

BL 17 0.3583 0.4953

AF 80 0.3569 0.5000

FS(GP) 17 0.3383 0.4811

Table 2 Results with black-box features and SVR as learning
algorithm. For each dataset, bold-faced figures are significantly
better than all others (paired t-test with p ≤ 0.05)

4 QE for System Selection

In this section the goal is to model quality estimation by contrasting the output of
several translation sources for the same input sentence. The outcome of this process
is a ranking of alternative translations based on their predicted quality. For the
system selection application, we are more interested in correctly ranking the best
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translation at the top, as opposed to obtaining a complete ranking of all alternative
translations. This top-ranked translation could either be provided to a human post-
editor for revision, or used as is.

For all experiments, we use the features and settings for these experiments as
those described in Sect. 2. We treat the problem as a machine-learning regression
task, where SVR models are trained to estimate a continuous score within {1,3}.
In the first round of experiments (Sect. 4.2) we evaluate different settings of these
models following a standard regression setting, while in the second round of
experiments we apply the models to select a given translation option for each
segment and evaluate the outcome in terms of document-level translation quality
(Sect. 4.3).

4.1 Datasets

The datasets used here are a superset of the WMT14 dataset described in the
previous section. They consist of news domain texts in four language pairs (Table 3):
English-Spanish (en-es), Spanish-English (es-en), English-German (en-de), and
German-English (de-en). For each language pair, the data contains a different
number of source sentences and their human translations, as well as 2–3 versions of
MT outputs: by an SMT system, an RBMT system and, for en-es/de only, a hybrid
system. The translations were produced by top MT systems of each type (SMT,
RBMT, and hybrid; hereafter system2, system3, system4) which participated in
the translation shared task, plus the professional translation given as reference
(system1).

Each translation in this dataset has been labelled by a professional translator with
{1,3} scores for “perceived” post-editing effort, where:

• 1 = perfect translation, no editing needed.
• 2 = near miss translation: maximum of 2–3 errors, and possibly additional errors

that can be easily fixed (capitalisation, punctuation).
• 3 = very low quality translation, cannot be easily fixed.

The distribution of true scores in both training and test sets is given in Figs. 1
and 2, for each language pair, and for each language pair and translation source
(MT system or human), respectively.

Languages # Training Src/Tgt # Test Src/Tgt

en-es 954/3,816 150/600

en-de 350/1,400 150/600

de-en 350/1,050 150/450

es-en 350/1,050 150/450

Table 3 Number of training and test source (Src)
and target (Tgt) sentences in each dataset for the
system selection experiments
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Fig. 1 Distribution of true scores by language pair

Fig. 2 Distribution of true scores for each MT system and language pair

4.2 Regression Results

For the standard regression evaluation, we compare prediction error for models
trained (and tested) on pooled translations from all MT systems (and humans)
together (Table 4), versus models trained on each dataset individually, considering
two settings at test time:

• The system used to produce the translation is unknown (Table 5 blind setting),
and so all models are applied, one by one, to predict the quality of this translation
and the average prediction is used as output.

• The system is known and thus the model for the same translation system/human
is used for prediction (Table 5 non-blind setting).

These two variants may be relevant depending on the application scenario. We
consider a scenario where system identifiers are known by developers at model
building time, but unknown at test time, to be very realistic, e.g. if QE is provided
as a web service with pre-trained models. In all tables, Mean – assigning the mean
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System # Features MAE RMSE
en-de Mean – 0.6831 0.7911

BL 17 0.6416 0.7620
AF 80 0.6303 0.7616

de-en Mean – 0.6705 0.7979

BL 17 0.6524 0.7791
AF 80 0.6518 0.7682

en-es Mean – 0.4585 0.6678

BL 17 0.5240 0.6590

AF 80 0.5092 0.6442
es-en Mean – 0.5825 0.6718

BL 17 0.5736 0.6788

AF 80 0.5662 0.6663

Table 4 SVR to build prediction models for each
language pair combination, with all translation
sources (including human) pooled together

of the training set labels to all test set instances – represents a strong baseline, given
the large variation in scores across MT systems and human translators.

Comparing the two variants of the blind setting (Table 4 – blind training and test –
and Table 5, blind test only), we see that pooling the data from multiple translation
systems for blind model training leads to significantly better results than training
models for individual translation sources but testing them in blind settings. This is
likely to be due to the larger quantities of data available in the pooled models. In
fact, the best results are observed with en-es, the largest dataset overall.

Comparing scores between blind versus non-blind test settings in Table 5, we
observe a substantial difference in the scores for each of the individual translation
system. This shows that the task is much more challenging when QE models are
trained independently but the identifiers of the systems producing the test instances
are not known.

There is also a considerable difference in the performance of individual models
for different translation systems, which can be explained by the different distribution
of scores (and also indicated by the performance of the Mean baseline). However,
in general the prediction performance of the individual models seems less stable,
and even worse than the baseline in several cases. Interestingly, the individual
models trained on human translations only (system1) do even worse than individual
models for MT systems. This can be an indication that the features used for quality
prediction are not sufficient to model human translations.

In all cases, the use of all features (AF) instead of baseline features (BL)
comparable or better results.
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System # Features Blind Non-blind

MAE RMSE MAE RMSE
en-de-system1 Mean – 1.0351 1.2133 0.3552 0.4562

BL 17 1.0487 1.2348 0.3350 0.4540

AF 80 1.0510 1.2375 0.3325 0.4545
en-de-system2 Mean – 0.7780 0.9339 0.4857 0.5487

BL 17 0.7006 0.9499 0.3615 0.4634
AF 80 0.6924 0.9124 0.3570 0.4644

en-de-system3 Mean – 0.7369 0.8426 0.5577 0.6034

BL 17 0.6354 0.7950 0.4535 0.5363
AF 80 0.6572 0.8127 0.4482 0.5245

en-de-system4 Mean – 0.7231 0.8215 0.5782 0.6433

BL 17 0.6438 0.7842 0.4912 0.5834
AF 80 0.6386 0.7905 0.4818 0.5741

de-en-system1 Mean – 0.8594 1.0882 0.2506 0.3409

BL 17 0.8747 1.1299 0.2123 0.3421

AF 80 0.8747 1.1299 0.2065 0.3415
de-en-system2 Mean – 0.7321 0.8484 0.5412 0.6678

BL 17 0.6897 0.8330 0.4745 0.5931
AF 80 0.7122 0.8509 0.4604 0.5850

de-en-system3 Mean – 0.8137 0.9253 0.6000 0.6640

BL 17 0.7472 0.8903 0.4965 0.6011
AF 80 0.7629 0.9300 0.4828 0.5901

en-es-system1 Mean – 0.8542 0.9923 0.3883 0.4353

BL 17 0.8956 1.0480 0.3633 0.4390

AF 80 0.8957 1.0480 0.3519 0.4381
en-es-system2 Mean – 0.5567 0.6952 0.4232 0.5314

BL 17 0.5275 0.6827 0.3812 0.4951
AF 80 0.5302 0.6884 0.3730 0.4893

en-es-system3 Mean – 0.5653 0.6998 0.4288 0.5213

BL 17 0.5155 0.6711 0.3821 0.4844
AF 80 0.5184 0.6704 0.3714 0.4761

en-es-system4 Mean – 0.5573 0.6955 0.4300 0.5321

BL 17 0.5103 0.6680 0.4022 0.5162
AF 80 0.5206 0.6727 0.3902 0.5016

es-en-system1 Mean – 0.6617 0.8307 0.3026 0.3916

BL 17 0.6617 0.8307 0.3022 0.3917

AF 80 0.6617 0.8308 0.3023 0.3915
es-en-system2 Mean – 0.5637 0.6931 0.4494 0.6027

BL 17 0.5588 0.7023 0.4384 0.6061

AF 80 0.5567 0.7026 0.4309 0.6053
es-en-system3 Mean – 0.6602 0.8129 0.4720 0.6245

BL 17 0.7233 0.8621 0.4993 0.6220

AF 80 0.6973 0.8435 0.4974 0.6198

Table 5 SVR to build individual prediction models for each language pair and translation source
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4.3 System Selection Results

In what follows we turn to using the predictions from SVR models we have just
described for system selection. The task consists of selecting, for each source
segment, the best machine translation among all available: two or three depending
on the language pair. For these experiments, we disregarded the human translations,
as they do not tend to be present in settings for system selection, and would normally
be better than the MT outputs in all cases. Another reason to rule out human
translations from the selection is that they are used as references to compute BLEU
scores of the selected sets of sentences, as explained below.

To provide an indication of the average quality of each MT system, Table 6
presents the BLEU scores on the QE test and training sets for individual MT
systems. The bold-face figures for each language test set indicate the (BLEU)
quality that would be achieved for that test set if the “best” system were selected on
the basis of the average (BLEU) quality of the training set (i.e., no system selection).
There is a significant variance in terms of quality scores, as measured by BLEU,
among the outputs of 2–3 MT systems for each language pair, with training set
quality being a good predictor of test set quality for all but en-es, once again, the
largest dataset.

We measure the performance of the selected sets in two ways: (i) by computing
the BLEU scores of the entire sets containing the supposedly best translations, using
the human translation available in the datasets as reference, and (ii) by computing
the accuracy of the selection process against the human labels, i.e., by computing
the proportion of times both system selection and human agree (based on the pre-
defined 1–3 human labels) that the sentence selected is the best among the 2–3
options (2–3 MT systems). We compare the results obtained from building pooled
(all MT systems) against individual prediction models (one per MT system).

Table 7 shows the selection results with various models trained on MT transla-
tions only:

• Best-SVR(I): Best translation selected with regression model trained on data
from individual MT systems, where prediction models are trained per MT
system, and the translation selected for each source segment is the one with the

system2 system3 system4

WMT14 Test Training Test Training Test Training

en-de 15.39 12.79 13.75 13.83 17.04 16.19

de-en 27.96 24.03 22.66 20.19 − −
en-es 25.89 34.13 32.68 28.42 29.25 31.97

es-en 37.83 40.01 23.55 25.07 − −
Table 6 BLEU scores of individual MT systems, without system selection. Bold-faced figures
indicate scores obtained when selecting the best system on average (using BLEU scores for the
training set)
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System # Features Best-SVR(I) Best-SVR(P)
en-de MC – 16.14 15.55

BL 17 17.20 17.05

AF 80 18.10 17.55
de-en MC – 25.81 25.17

BL 17 28.39 28.13

AF 80 28.75 28.43
en-es MC – 30.88 30.29

BL 17 32.92 32.81

AF 80 33.45 33.25
es-en MC – 30.13 29.70

BL 17 38.10 38.11

AF 80 38.73 38.41

Table 7 BLEU scores on best selected translations
(I = Individual, P = Pooled)

highest predicted score among these independent models. This requires knowing
the source of the translations for training, but not for testing (blind test).

• Best-SVR(P): Best translation selected with regression model trained on pooled
data from all MT systems. This assumes a blind setting where the source of the
translations for both training and test sets is unknown, and thus pooling data is
the only option for system selection.

Table 7 shows that the regression models trained on individual systems – Best-
SVR(I) – with AF as feature set yield the best results, despite the fact that error
scores (MAE and RMSE) for these individual systems are worse than for systems
trained on pooled data. This is somewhat expected as knowing the system that
produced the translation (i.e., training models for each MT system) adds a strong
bias to the prediction problem towards the average quality of such a system, which
is generally a decent quality predictor. We note, however, that the Best-SVR(P)
models are not far behind in terms of performance. More important, we note the
gains in BLEU scores as compared to the bold-face test set figures in Table 6,
showing that our system selection approach leads to best-translated test sets rather
than simply picking the MT system with best average quality (BLEU).

5 QE for Self-Training

One of the most efficient ways to improve the quality of an MT system is to
supplement it with additional parallel training data. In some scenarios, monolingual
data on either source or target languages (or both) can be abundant. However,
parallel data has to be created by having humans translate monolingual content,
which is an expensive process. Clever selection techniques to choose a subset with
only the most useful sentences to translate from monolingual data can result in
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systems with higher quality using less training data. These techniques are usually
referred to as Active Learning (AL) (Settles 2010).

The majority of AL methods for MT are based on sentence (dis)similarity with
the training data, with particular focus on domain adaptation. Eck et al. (2005)
suggest a TF-IDF metric to choose sentences with words absent in the training
corpus. Ambati et al. (2010) propose a metric of informativeness relying on unseen
n-grams.

Similar to the work described here, Banerjee et al. (2013) proposed a data
selection guided by automatic QE to identify poorly-translated sentences in the
target domain. They restrict the reference set to the sentences that were poorly
translated by the baseline model instead of using the entire target-domain data as
reference for data selection.

An alternative approach is to select source sentences based on their estimated
translation quality by a baseline MT system before the addition of new data. It
is assumed that if a sentence has been translated well with the existing data, it
will not contribute to improving the translation quality. If, however, a sentence
has been translated poorly, it might have words or phrases that are absent or
incorrectly represented. Haffari et al. (2009) use features including n-grams and
phrase frequency, MT model score, etc. to decide which sentences to select.
Ananthakrishnan et al. (2010) build a pairwise classifier that ranks sentences
according to the proportion of n-grams they contain that can cause errors. For
quality estimation, Banerjee et al. (2013) train language models of well- and badly-
translated sentences. The usefulness of a sentence is measured as the difference of
its perplexities in these two language models.

Logacheva and Specia (2014) proposed a new quality-based AL technique which
is based on a more complex and therefore potentially more reliable QE framework.
It employs a wider range of features, which go beyond those used in previous work,
covering information from both source and target sentences. The approach adds
post-edited or reference translations for MT outputs predicted to have low quality.

In this section we describe a similar quality-informed strategy, but focus on the
addition of new data that has been translated by MT, rather than human references.
Machine-translated segments predicted to have high enough quality are added to
the training corpus of an SMT system. Therefore, we rely only on monolingual
data. The assumption is that the MT segments added to the training corpus can help
by reinforcing statistics on existing data.

Another direction we investigate here is the potential of using translations
from an RBMT system to supplement the training data of an existing (iteratively
improved) SMT system. In this case, in addition to reinforcing statistics on existing
data, translations can also provide new information to the SMT system, helping,
for example, to deal with out-of-vocabulary words. We compare the improvements
obtained by an SMT system enhanced with either SMT or RBMT data, as well as
against the improvements obtained by an SMT system enhanced with additional
reference translations instead of MT outputs as in Logacheva and Specia (2014).
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5.1 Active Learning Strategy

Four sets of data are necessary in our experiments: (i) parallel sentences to train an
initial, baseline SMT system (including a subset for tuning), (ii) an additional pool
of parallel sentences to select from (or monolingual sentences only, in the case of
adding machine-translated segments to the SMT training corpus), (iii) source-MT
segment pairs labelled for quality to train a QE model, and (iv) a held-out parallel
test set to evaluate the performance of the baseline and improved SMT systems. We
describe these datasets in Sect. 5.4.

Once a QE model is trained, the active learning pipeline includes the following
steps:

1. Train a baseline SMT system.
2. Translate the pool of active learning data.
3. Predict the quality for the pool of AL data.
4. Select top n sentences based on QE scores and a given selection criterion to add

to the SMT training data.
5. Remove top n sentences from the pool of AL data.
6. Retrain the SMT models including the additional selected data.
7. Go to step 2 until the AL pool is empty.

The SMT models are retrained incrementally with the additional QE selected
data. The selection criteria are explained in the next section.

5.2 Selection Criteria

One of the aims of this work is to compare the use of MT against the use of
reference translations, i.e. translations produced by humans. We therefore consider
two scenarios as bases for the type of data to be added to the SMT training corpus:
(i) reference translation sentences, which simulate a real AL setting where we
would resort to humans to provide a translation for poorly-translated segments, (ii)
machine-translated sentences (by an SMT or an RBMT system), where we assume
human intervention is not possible or too costly, and so resort to the self-training of
the SMT systems with their own or third party MT outputs.

In the second scenario, machine translations can be noisy and lead to degradation
in MT performance. However, our hypothesis is that by filtering the candidates with
a QE-based AL selection, we will select higher quality data to be added to the SMT
training data, leading to improvements in overall performance.

More specifically, we experiment with the following settings to select data from
the AL pool:

• SMT translations (source sentences and their machine translations) for the
translations predicted as having highest QE scores (scenario 2, above).
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• References (source sentences and their references) for the translations predicted
as having the lowest QE scores (scenario 1, above).

• RBMT translations (source sentences and their machine translations) for the
translations predicted as having highest QE scores (scenario 2, above).

5.3 SMT Models

We use the Moses toolkit to train our SMT system with phrase-based models using
14 standard features.4 These feature functions include phrase and lexical translation
probabilities in both directions, seven features for a lexicalised distortion model,
word and phrase penalties, and a target language model. MERT (Och 2003) is used
to tune the weights of these feature functions. For simplicity, our experiments use
only the QuEst 17 baseline features, i.e., the BL set.

5.4 Datasets

We assume a common real-world scenario that explores two types of data: a
relatively small parallel dataset and an additional (often larger) pool of source
language only sentences. We use the former to train a baseline SMT system,
translate the latter using this baseline SMT system and then inject a subset of
sentences selected as outlined in Sect. 5.2 (either a human translation or the
automatic translation produced by the MT system) to the initial parallel corpus and
retrain the SMT system. The following datasets were used in the experiments. Their
statistics are given in Table 8:

• SMT training: To train the initial SMT models we randomly selected 70% of
the News Commentary training data for two language pairs: en-de and de-en. We
set aside 30% of the corpus as AL pool.

• SMT tuning and test: We used the official WMT14 (translation task) tuning and
test sets.

• QE training: To train our QE models we used data provided for WMT14 QE
Task 1.1 (both training and test sets pooled together). The QE dataset and its
labels are explained in Sect. 4.1.

Before we turn to the AL experiments, we look at the quality of the different
versions of the AL pool data (reference, SMT and RBMT translations) in two ways.
We first measured the BLEU score obtained for the SMT translations in the entire
∼ 60k AL pool (produced by the baseline version of the SMT system with ∼140k
parallel sentences) versus the BLEU score obtained for the RBMT translations in

4http://www.statmt.org/moses/?n=moses.baseline

http://www.statmt.org/moses/?n=moses.baseline
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Corpora de-en en-de

Initial data (baseline SMT system)

Training – 70% of News Commentary corpus 140,900 140,900

Tuning – WMT newstest-2013 3,000 3,000

Test – WMT newstest-2014 3,000 3,000

Additional data (AL data)

AL pool data – remaining 30% of News Commentary corpus 60,388 60,388

QE data

Training QE models – WMT14 QE task 1,500 2,000

Table 8 Statistics of the datasets used for the self-learning experiments

de-en en-de

SMT translations 13.71 11.29

RBMT translations 13.30 11.09

Table 9 BLEU score for sentences in the AL
pool against the reference translations. SMT
translations are generated by the baseline SMT
system (before any incremental learning)

de-en en-de

Source-reference 16.83 12.12

Source-SMT translations 14.99 10.84

Source-RBMT translations 14.66 10.70

Table 10 BLEU score for test sentences from
models built with variants of the AL pool data
only (∼60 K parallel sentences)

the entire ∼60k AL pool, both against the reference translations. These are shown
in Table 9. The quality, in terms of BLEU, of both datasets is very similar, with the
SMT translations achieving slightly higher figures for both languages.

Second, we built an SMT system using only the ∼60k AL pool data for training,
without incremental training with either the baseline SMT translations, the RBMT
translations, or the reference translations. These models were tested on the official
test set (WMT newstest-2014) and the results in terms of BLEU scores are shown
in Table 10. Surprisingly, the SMT and RBMT translations seem equally useful as
SMT parallel training corpora. We had hypothesised that SMT translations tend to
be closer to the source segments than the latter in word order and style, leading to
better word-alignment performance, which in turn leads to better translation models.
This, however, does not seem to be the case with this dataset. Reference translations
are clearly more helpful in building better SMT systems.
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5.5 Results

We conducted a set of experiments to show the improvement rate of our main
selection strategy (adding MT data) compared to reference/random data selection.
With the SMT translations, at every iteration, based on quality predictions for
translations in the AL pool produced by the current SMT system, batches of
10 K sentences from the pool with the predicted highest/lowest scores (depending
upon MT or reference translation as selection criterion) were selected. These were
added to the training data of the SMT system, which was then retrained using the
incremental training option in Moses5 to skip some of its initial, time-consuming
steps. The selected sentences were removed from the AL pool. The new SMT
system was applied to translate the held-out test set, and the performance was
measured using BLEU. The process was repeated until the pool was empty. We
note that the updated SMT system is also used to translate the remaining sentences
in the AL pool.

RBMT translations were generated by the Lucy system, which is known to
achieve the state-of-the-art performance for English↔German. The process here
was slightly different: since the RBMT system cannot be easily updated based on
quality predictions, the SMT system was updated with RBMT translations. Also
different from the experiments with SMT translations, the AL pool was translated
once, and each translation had its quality predicted also only once. The AL was then
sorted by highest predicted quality and batches of 10 K (best-worst) were taken for
every step and added to the SMT training corpus. As in the remaining experiments,
the SMT system was retrained to translate the test set at every step.

In order to compare the impact of SMT, RBMT and (Reference) translations
on SMT quality, we added these variants of translations to baseline SMT systems
(10 K sentences at each iteration), starting with the baseline, using 70% of the News
Commentary corpus. To evaluate the effectiveness of the QE predictions for the
SMT translations, we also add a baseline that selects the 10 K batches of SMT
translations randomly (Random). This allows us to contrast simply adding more
data against adding more supposedly good quality data. Results are shown in Figs. 3
and 4, for each language pair. All BLEU figures are reported based on the test set.
The BLEU scores show that adding more data significantly improves the results
using all variants of the selection strategy.

Overall, as expected, the use of reference translations leads to better performance
than using machine-translated segments. However, the performance obtained with
the use of SMT translations follows closely behind. The use of SMT translations
is even better than References for one particular step (iteration 3) with English-

5As detailed in http://www.statmt.org/moses/?n=Moses.AdvancedFeatures#ntoc37, instead of pro-
ducing a phrase table with pre-calculated scores for all translations, the entire source and target
corpora are stored in memory as a suffix array along with their alignments, and translation scores
are calculated on the fly. When new training data is available, the word alignments are simply
updated.

http://www.statmt.org/moses/?n=Moses.AdvancedFeatures#ntoc37
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Fig. 3 Performance of de-en enhanced with data selected by different AL strategies

German translation. More importantly, the differences in the final scores (iteration 6)
for SMT and References are virtually non-existent for de-en, and very marginal for
en-de. This is a very positive result, as it shows that the same level of improvements
can be obtained with machine-translated segments instead of reference translations.
Another very interesting observation was that we observed that the performance for
both language pairs is higher by using smaller amounts of data selected with QE
rather than using the entire dataset. In particular, for de-en, at iteration 4 the BLEU
score achieved is slightly superior to the score achieved when the entire AL pool is
used (both with references and machine translations). This could indicate that some
references may be noisy or difficult to align to their corresponding source segments,
proving less helpful to the SMT system. The use of RBMT translations, on the other
hand, does not seem very helpful, as its performance is close to or worse than that
of randomly selecting SMT translations.

To highlight some important differences in terms of impact on SMT systems’
performance with various settings, we look more closely at the following compar-
isons: The impact of each system can be observed in Figs. 3 and 4.

• SMT vs. Reference: In a first comparison between SMT translations and
reference translations on SMT quality, it seems very encouraging that we
get similar final scores (or very close) with both additional references and
additional SMT data. SMT translations are much cheaper to obtain than reference
translations. While our AL pool was relatively small, one could rely on much
larger collections of monolingual data for this approach.

• RBMT vs. Reference: This comparison inspects the impact of RBMT systems
versus reference translations on SMT quality. RBMT translations seem to
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perform substantially worse than reference translations. We note that the RBMT
system has not been customised in any manner to translate the type of data used
in the experiments (news).

• SMT vs. RBMT: The improvements with SMT data are consistently higher
than RBMT for both directions. One reason for that is the incremental versus
static version of the experiments with both types of translations. As previously
mentioned, in the RBMT setting, the translations in the remaining AL pool
cannot be updated as the SMT system is updated, since they are generated
from an RBMT system. Additionally, intuitively translations produced by RBMT
systems are less close to the source segments than translations produced by SMT
systems. The latter can thus be potentially more easily word-aligned by automatic
tools, rendering them more useful to SMT retraining.

• SMT vs. Random: Here we compare our selection technique from SMT data
against randomly selecting SMT data. From Figs. 3 and 4 we can see that our
selection strategy with SMT data consistently outperforms random selection.

• RBMT vs. Random: Finally we compare our selection technique from RBMT
data against randomly selecting data. RBMT data and random selection perform
very similarly.

One final aspect investigated was the effects of incremental training, as opposed
to batch training, on the final translation quality. We tested the performance of
an SMT system built from the entire parallel corpus of source and reference
translations, by simply concatenating the original ∼140k and the additional ∼60k
segment pairs and training a batch model for it. For the batch mode, the scores
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obtained are 19.63 (de-en) and 14.65 (en-de). We recall that the BLEU scores
obtained by these systems with the iterative AL setting (at the final iteration 6)
are lower: 19.43 (de-en) and 14.43 (en-de). This shows that incremental learning
leads to some performance degradation. If time is not an issue, one solution to this
problem is to retrain the SMT models from scratch at every AL iteration, instead of
using incremental training.

6 Sampling QE for Quality Assurance

Human assessment of translations for quality assurance purposes is a cognitively
intensive and time-consuming task. While various assessment methods exist (e.g.
the LISA QA model; see also the chapters by Popović and Lommel in this volume)
that provide insight into translation quality, they cannot be implemented within the
rapid development cycles that characterise the use of MT. Even with HT, quality
assessment is often done on small samples of translations.

Traditionally, samples for quality assessment are selected at random. Random
selection is a valid choice if enough data can be sampled for analysis, as this
would reflect the natural distribution of errors across the entire set. However, more
often than not, very small samples of translations are selected, potentially leaving
out certain issues. In addition, for different purposes, it may be desirable to focus
the assessments on the lower/higher quality cases translations. In this section we
propose a quality-informed sampling method where translations estimated to have
a certain level of quality (e.g. average, top or lower levels) are selected for human
inspection. We contrast this method against random selection in terms of the number
of selected translations that can be effectively assessed and the distribution of issues
found.

We compare the task of quality assessment on data selected at random against
data selected according to quality predictions for four language pairs. The two sam-
ples are given to human translators for error annotation using the Multidimensional
Quality Metrics (MQM) error typology (see Lommel et al. (2014) and Lommel in
this volume). Translations with quality predicted to be around average for the set
are selected. This decision was based on the fact that translations with high quality
do not require human inspection, and translations with very low quality are too
hard – if not impossible – to have errors identified. One of our hypotheses was that
translators could find more errors in samples of translations selected using QE, as
many samples selected at random are too bad to be annotated. However, our analysis
showed that this is not the case: the absolute number of errors found with randomly
selected cases is still higher. Nevertheless, the error distributions in both types of
samples were very similar. This indicates that samples with average quality, which
are potentially easier and less time-consuming to annotate, still offer an advantage
for human quality assessment over random samples.
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6.1 Datasets

The datasets used for training the models were taken from official WMT14 task 1.1
on QE, which was described in Sect. 4.1. However, here we only use translations
produced by the statistical phrase-based system. We train four QE models, one
per language pair, with 500 instances for all but the en-es data, which has 1104
instances.

We apply the models to generate predictions for the WMT10–11 translation task
test sets, taking only those segments whose source is originally in the language of
interest (∼600 segments).

6.2 Sampling and Error Annotation

After training QE models for each of the datasets, we took a sample of 100
sentences whose quality predictions are the closest possible to 2 (good enough).
The hypothesis here is that QE is helpful to select near-miss segments for manual
inspection in order to perform systematic QE: perfect cases do not need to be
inspected, worst cases are too bad to be inspected manually. It is worth mentioning
that other selection criteria could be defined, such as selecting sentences with the
lowest predicted quality. For comparison purposes, we selected a non-overlapping
random sample of another 100 sentences.

For each language pair, we generated a combination of 100 QE-based and 100
random samples consisting of source segments and their translation. We gave these
segments for annotation without disclosing the source of the sample. translate5 was
used as annotation tool.6 Each segment was annotated by four professional trans-
lators who received training on the annotation task and on translate5. Annotators
were requested to annotate only cases with errors and mark segments that were too
bad to be annotated as “fully unintelligible”. In total, annotations were performed
on 3,200 segments, i.e., 200 segments for four language pairs, with four annotators
for each segment.

For human annotation we used a subset of MQM. This set of issues provides
a reasonably comprehensive set of analytic issues that can be applied to spans
within segments to identify specific issues at a fairly granular level. MQM issues
are arranged in a hierarchy with more and less general types. A selection of core
MQM issues which was designed specifically to analyse MT output is used here:

• Accuracy. Issues related to the relationship of the target and source content.

– Omission. Content present in the source is improperly omitted in the target.

6http://test.translate5.net/

http://test.translate5.net/


224 L. Specia and K. Shah

– Mistranslation. Content is translated with a different meaning from the
source.

– Untranslated. Content present in the source remains in the source language.
– Addition. Content not present in the source has been added to the target text.

• Fluency. Issues related to the linguistic properties of the target language itself
without regard to the fact that it is a translation.

– Spelling. The text is misspelled (including capitalisation problems).
– Typography. The text does not follow typographic conventions (other than

spelling).
– Grammar. There is a grammatical problem with the text.

· Word Form. The text uses an incorrect word form.

· Part of speech. The text uses the wrong part of speech.
· Agreement. The text shows problems with number, gender, or case

agreement.
· Tense/aspect/mood. Verbs show incorrect tense, aspect, or mood.

· Word Order. Portions of the text appear in the wrong order.
· Function word. Function words (e.g. articles, prepositions) are used

incorrectly

· Extraneous. The text contains unneeded function words.
· Missing. The text is missing needed function words.
· Incorrect. The text uses function words incorrectly.

– Unintelligible. The meaning of the text cannot be recovered. Used for cases
in which a serious break-down of fluency has occurred.

As these issues are hierarchical in nature, if none of the subtypes for a given
category apply, then the parent may be chosen. In addition to these categories,
annotators were given an additional option to select: fully unintelligible. This
annotation was used for cases where the annotators found the fluency or accuracy
of the target segment so bad that they would not be able to identify individual errors
in the translation.

6.3 Results and Analysis

In what follows we summarise the most important findings when comparing the
annotation of QE-based samples versus random samples.
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6.3.1 Fully Unintelligible, Perfect and Annotated Segments

Figure 5 shows the number of three types of segments in each dataset, where
“QuEst” represents the QE-based selection:

• Perfect: Segments that are not annotated at all as they are perfectly good
translations.

• Fully unintelligible: Segments that are so bad that they cannot be annotated.
• Annotated: The remaining segments which are neither perfect nor fully

unintelligible and are good enough for annotation.
Fewer fully unintelligible cases were found across all datasets with the QE-based

sampler than the random sampler for en-es, de-en, and en-de. This finding is in
line with our hypothesis that systematic quality evaluation can help in discarding
segments which are too bad for annotation. However, in the case of es-en, we did
not find the expected difference.

Although we are not certain why es-en results were different, annotators for this
pair seem to have been much more critical of the output, annotating almost half of
all segments as fully unintelligible. In previous annotation work,7 we found that
es-en translations were particularly prone to grammar problems, especially with
incorrect subject and object pronouns, when compared to the other language pairs.
Because Spanish is a “pro-drop” language with considerable verbal syncretism
that relies on context for disambiguation, segments often lack sufficient syntactic
and morphological information for proper translation without a consideration of
their context. Since pronouns and verbal forms are particularly important for

7See QTLaunchPad Deliverable D1.3.1, “Barriers for High-Quality Machine Translation”, p 15–
20, at http://www.qt21.eu/launchpad/system/files/deliverables/QTLP-Deliverable-1_3_1-v2.0.pdf

http://www.qt21.eu/launchpad/system/files/deliverables/QTLP-Deliverable-1_3_1-v2.0.pdf
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understanding the meaning of sentences, it may be that annotators found many
sentences unintelligible at first glance, which would have been intelligible in other
language pairs.

As expected, the number of perfect segments is low in all datasets. This finding
is true even for the QE sampler, given that segments were selected to have average
rather than good quality. Nevertheless, more perfect segments were selected by
QE than by the random sampler. As long as this number is still much lower in
comparison to the remaining selected segments, it should not be a problem, as
perfect segments can be easily skipped by annotators.

6.3.2 Total of Errors Annotated

The number of errors for each of the datasets, on a per-annotator basis, is shown
in Fig. 6. The number of errors found in random samples is clearly larger than
in QE samples, except for es-en, where the figures are very close, probably for
the same reasons as noted above: the annotators were more critical in rejecting
sentences outright. While different annotators annotated different numbers of errors,
the relative differences in error counts between QE-based and random samples are
maintained across annotators. For this analysis a fully unintelligible segment is
counted as one error. However, those segments would most likely contain multiple
errors had they been annotated. This may also explain the difference between
annotators, as some annotators chose to mark more entire segments as unintelligible
than others. Finally, it could also explain the case of es-en, where many of the
segments were marked as fully unintelligible by all of the annotators. The fact that
QE led to a higher proportion of “perfect” segments being sampled will naturally
decrease the number of errors found in its samples.

For a more detailed analysis, we excluded from the counts the segments marked
as fully unintelligible. The total number of errors per language pair (all annotators
together) can be seen in Fig. 7. There is a clear drop in the number of errors for all
language pairs, but the trend between random sampling and QE-based sampling is
maintained: a higher number of errors is found with the randomly selected samples,
except for es-en, where the number of errors in both samples is virtually the same:
648 (random) and 652 (QE). This is most likely a consequence of the fact that
annotators discarded nearly 50% of the cases that are too complex to annotate in
both samples, and thus the remaining sets in both cases will contain translations of
similar levels of quality.

One important finding that stands out from Fig. 7 is the fact that, with the
random sample, there are fewer segments annotated (more were rejected), but in
absolute terms they contain more errors than the larger sets of segments selected by
QE. Therefore, the proportion of errors per segment is much higher with random
samples. Since we could not log annotation time, it is unclear whether annotating
fewer segments with more errors is more time-consuming than annotating more
segments with fewer errors. We can however hypothesise that samples with fewer
errors per segment may lead to more consistent annotations, as multiple errors are
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often interrelated, making annotation harder and therefore more prone to mistakes
and inconsistencies, particularly across annotators.

6.3.3 Distribution of Error Types

For a closer look at the overall distribution of errors, in Fig. 8 we combine
annotations from all translators for each language pair and plot the proportion
of each type of error, i.e., we normalise the counts of each error type by the
total number of errors for that language pair (all annotators). The figures were
obtained after excluding all segments marked as fully unintelligible. Across all
datasets, mistranslation is the most common error type, followed by word order
issues. A significant proportion of errors fall under the “unintelligible” category,
particularly for es-en. This category covers unintelligible parts of a segment, as
opposed to representing cases where the entire segment is too bad to be annotated.
Given the small number of samples, particularly after excluding fully unintelligible
cases, it is to be expected that certain types of errors will not be observed at all.
Surprisingly however, this is only the case for very few error types, and these are
mostly general error types, which work as fall back options when the exact error
cannot be identified, such as the accuracy and fluency categories.
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Interestingly, the distribution of errors are very similar between random and QE-
based samples. This shows that both sampling techniques will lead to spotting
the same types of errors, in the same proportions. However, as was mentioned
before, different annotators chose to annotate different segments, as they considered
a different number of (potentially non-overlapping) fully unintelligible or perfect
segments. In Fig. 9 we further analyse the error distributions by excluding all
segments which at least one of the four annotators judged to be either perfect or
fully unintelligible. In other words, given a segment and its four annotations, if
one or more of these annotations was set as “perfect” or “fully unintelligible”, the
remaining 1–3 annotations were also set as “perfect” or “fully unintelligible” and
removed from the analysis. The counts of each error type were thus normalised by
the total number of errors for that language pair (all annotators) that remained after
the exclusion. This was an attempt to isolate any disagreements between annotators.

Mistranslation and word order are still the most common error types across
all datasets. The distribution of errors is still similar between random and QE-
based samples. The effect of removing potentially conflicting segments is very
visible for all language pairs, and particularly for es-en: the proportion of partially
unintelligible cases became virtually zero. These were probably cases which some
annotators had chosen to mark as fully unintelligible, while others had gone to the
effort of marking parts of the segment as unintelligible.

7 Discussion and Future Directions

We have presented a number of applications of QE. While a number of evaluation
campaigns and other benchmarking efforts have been made in recent years to
measure progress in QE (we refer the reader to Callison-Burch et al. (2012b) and
Bojar et al. (2013, 2014, 2015, 2016) for comprehensive experiments), our intention
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Fig. 9 Proportion of error types for all annotators per language pair, after excluding all fully
unintelligible annotations as set by at least one annotator. (a) de-en. (b) en-de. (c) en-es. (d) es-en
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was to shed some light on promising practical uses of QE and on more intuitive
evaluation approaches for these applications. Our focus was on sentence-level QE.

QE for predicting post-editing effort as described in Sect. 3 is perhaps the most
widely studied variant of the task, with very clear application in the translation
industry: translators are often required to post-edit the output of MT systems, but
for many segments the effort required to fix the MT output is greater than that
of translating the source segment from scratch. Filtering out these cases is very
desirable to improve productivity and user experience. In addition, this information
could be used to customise pricing of MT post-editing, as well as to estimate the
time a post-editing job would require to be completed. Work done in this direction
has showed promising results, but an important topic that is still to be researched
is the investigation of the reliability and utility of quality labels in translation
workflows. Preliminary experiments have been done in Turchi et al. (2015) and
Specia (2011). The former focused on the usefulness of showing the translator a
binary (good/bad) quality prediction for the sentence during post-editing, without
performing any filtering on the MT output. The latter compared the time taken to
post-edit sentences predicted to have high quality according to QE against sentences
selected at random. While it showed that the QE-selected sentences can be post-
edited in much shorter time, it did not factor in the translation from scratch of
sentences predicted to have low quality.

The utility of QE for MT system selection can be more easily validated by
checking the final quality of the selected dataset in terms of automatic metric scores
such as BLEU, as was done in Sect. 4. As long as a reference set is provided
to compute such metrics, this can be done automatically, without further human
intervention. The results of the experiments presented in this chapter are very
promising, showing that QE-selected sets are able to demonstrate improvements
of up to 7.56 BLEU points over individual MT systems.

The same evaluation criterion can be used in the employment of QE for MT “self-
learning” (Sect. 5). Our results using QE to select sentences predicted to have high
enough quality to add to the SMT training corpus showed consistent improvements
of around 1 BLEU point, which is virtually the same level of improvement obtained
from adding the corresponding reference (human) translations to the SMT training
corpus.

Work presented in Sect. 6 is a clear attempt to validate QE in a real-world
application where the purpose is effective error annotation by human translators
for quality assurance. The results of our experiments were, however, somewhat
inconclusive, potentially due to the criterion used for the QE-based sampling:
average quality translations. Future experiments should include selecting sets with
different levels of quality, leading to a more general sample for quality assurance.
This criterion is highly dependent on the objective of the error annotation process:
finding the largest number of errors, annotating the largest number of segments, etc.

It is also important to mention that although we have focused on quality
prediction for sentences, QE can be performed at other textual levels. QE has been
gaining increasing attention at word and document levels. Word-level QE is useful
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for pinpointing specific errors in the words of a translated segment. It has various
interesting applications, among others:

• Highlight words that need editing in post-editing tasks.
• Inform readers of portions of the sentence that are not reliable.
• Select the best words/phrases among options from multiple MT systems for

system combination.
• Guide automatic post-editing.

Most of the work on word-level QE has focused on prediction of automatically
derived labels. These are obtained mainly by aligning the MT output to its post-
edited version, as has been done in most of the WMT shared tasks on QE (Bojar
et al. 2013, 2015, 2016). To minimise the amount of annotated data that is needed
and reduce data sparsity, errors are often conflated into one category, resulting in a
binary classification task: correct versus incorrect target words. In 2014, the word-
level QE shared task at WMT instead provided specific errors manually annotated
according to 21 error categories from MQM. However, this introduced significant
sparsity in the data, which made learning from it virtually impossible. Existing work
exploits classification and sequence-labelling algorithms with a range of word-level
and contextual features. Overall, this looks likely to remain a more challenging task.
The context plays an important role in deciding whether a target word is an incorrect
translation, but often words in context are also incorrect. A much larger number of
examples is necessary to represent occurrences of target words in various contexts,
and often the modelling is hindered by skewed class distributions: most words in a
sentence tend to be correct.

Document-level QE focuses on more coarse-grained assessments to judge the
overall quality of entire documents. While certain sentences are perfect in isolation,
their combination in context may lead to an incoherent document. Conversely,
while a sentence can be poor in isolation, when put in context it may benefit
from information in surrounding sentences, leading to a good quality document.
Document-level QE is needed particularly for gisting purposes where post-editing
is not an option. An example application is quality prediction for translations of
product reviews in order for readers to decide whether or not they are understandable
and to select a subset of reviews for a given product that are good enough to be
published. This level of prediction has been included in recent years as part of
the WMT shared task on QE (Bojar et al. 2015, 2016), but has attracted very few
participants.

Document-level QE is also very challenging as it requires annotations for quality
at document level and modelling of discourse features (Scarton et al. 2015). No
standard quality labels exist that capture all potential issues at document level. As
for discourse features, very few processing tools are available to extract discourse-
wide information. Moreover, the performance of existing tools (mostly for English)
is negatively impacted by the various types of errors in the MT output.

Sentence-level QE, despite its popularity, is far from a solved problem. While
extensive work has been done on feature engineering, this continues to be an
active topic, with recent research showing the value of combinations of shallow
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and linguistically-motivated features (Bojar et al. 2016). Various approaches also
explore neural models, including using them to generate features (Shah and Specia
2016) and to train prediction models (Kim and Lee 2016; Kim et al. 2017). Larger
datasets have been produced in recent years (15K samples in WMT16 instead
of 2.2K in WMT12), with additional post-editing data also used, where the edit
distance between the original and revised MT output is taken as the quality label.

In recent years, a number of software toolkits have been made available to
facilitate research and use of QE approaches. These include QuEst++ (Specia et al.
2015b), Marmot (Logacheva et al. 2016), WCE LIG (Servan et al. 2015), and
Qualitative (Avramidis 2016). These tools generally differ in the feature set they
extract and the type of machine-learning algorithms they provide, since they focus
on different levels and types of prediction.

Overall, we believe that successful approaches to QE have immense potential
to make MT more useful to end-users of various types. As a research area, many
aspects of the problem require further investigation. Therefore, it is likely that QE
at all levels will continue to be an active area of research, with continuing efforts by
the community to push the field forward, ideally in collaboration with end-users to
validate the proposed solutions.
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Abstract Scholars who need to publish in English and who have English as a
Foreign Language might consider and already be deploying free online MT engines
to aid their writing processes. This raises the obvious question of whether MT
is actually a useful aid for academic writing and what impact it might have on
the quality of the written product. The work described in this chapter attempts
to address these two broad questions. After a brief introduction, Sect. 2 reviews
literature on three topics: English as a lingua franca in academic writing and the
consequences this might have for individual authors and for academic disciplines,
second-language writing, and the use of MT as a second-language writing aid. In
Sect. 3, the methodology is presented. As will be detailed, the experiment involved
ten participants, who were asked to write an abstract in their field of expertise. One
half of the text was written in English, while the other half was written in their L1
and then machine-translated into English. Section 4 describes the results: subjective
feedback of the participants acquired through a post-task survey, revision activity
of a professional reviser, number and types of errors identified by a grammar-
checking tool. The results suggest that MT and self-post-editing did not impact
negatively on the text produced. However, the participants were divided in their
opinions about which task was easier and whether they would consider using MT
again for academic writing support. In Sect. 5, we offer a discussion on those results
and provide future research ideas.
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1 Introduction

This chapter presents an exploratory study of the potential of Machine Translation
(MT) and self-post-editing (self-PE) to support the academic writing process
for authors for whom English is a foreign language (EFL). Many scholars find
themselves in the position where they have to write in a foreign language (FL) in
order to publish and disseminate their research, which in turn is linked with career
success factors. As elaborated in Sect. 2, this language is predominantly English,
and having to write in EFL in order to be published arguably creates a disadvantage.

With recent improvements in MT technology and with free online MT engines
becoming available, the use of MT has become more pervasive both in general and
in the translation industry. However, MT is still not good enough to produce high-
quality output for all languages, all types of text, and in all contexts. Consequently,
post-editing, or the fixing of errors in MT output, has to take place if the MT output
is to be brought beyond ‘gisting level’ quality, i.e. a quality level that allows the
reader to get a basic idea, or gist, of the intended meaning.

The task of post-editing and its role in professional translation practice has
received much attention in the last while (see, for example, Garcia 2010, 2011;
Guerberof 2012; O’Brien et al. 2012, 2013, 2014a; Green et al. 2013; O’Brien
and Simard 2014, 2015; Gaspari et al. 2014; O’Brien et al. 2014b; Carl et al.
2015, among many others). Also, the use of MT by lay users has received some
attention (Hu et al. 2011; Tatsumi et al. 2012; Mitchell et al. 2014). To the best of
our knowledge, the use of MT by scholars for academic writing purposes has not
been studied to any extent. Yet, we assume that scholars who need to publish in
English and who have English as a Foreign Language might consider and already
be deploying free online MT engines to aid their writing processes. This raises
the obvious question of whether MT is actually a useful aid for academic writing
and what impact it might have on the quality of the written product. The work
described here attempts to address these two broad questions. Since no evidence
exists to demonstrate that these questions have already been researched, the study
is necessarily exploratory in nature. In our conclusion, we present plans for future
work that will go beyond the explorations here.

The structure of this chapter is as follows: In Sect. 2.1 we review literature on
the topic of English as a lingua franca in academic writing and the consequences
this might have for individual authors and for academic disciplines. In Sect. 2.2,
relevant literature on second-language writing is reviewed to give an overview of
the challenges involved in this activity. We then present the limited research to date
on the use of MT as a second-language writing aid. Following this overview of
relevant literature, we present the methodology for our exploratory study in Sect. 3,
followed by the results (Sect. 4). Our concluding section summarises the results and
outlines questions and ideas for expanding on this topic (Sect. 5).
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2 Literature Review

2.1 English As Lingua franca in Academic Writing

English, according to Bennett (2013, 2014a, 2015), is indisputably the lingua
franca of academia and non-native-English speakers are discriminated against
by editors and referees of international journals. This point is emphasised by
Flowerdew (2001) who suggests that non-native-speakers of English are not only
disadvantaged, but that this disadvantage goes against natural justice and is likely
to impoverish creation of knowledge. Flowerdew argues that by publishing work by
non-native speakers of English in journals, focus can be removed from the dominant
‘centre’ and new perspectives can be attained.

Bennett (2014a) discusses the centripetal and centrifugal pulls that academics
in the semi-periphery experience, with the former pulling them towards English-
language international publication outlets and the latter pulling them towards
more regional publications in their own language. The centripetal pull is gaining
in strength as universities and government funding agencies link publications in
international journals ever more closely with career advancement and funding. In a
survey of 1717 Spanish researchers across different domains, a strong association
was found between publication in English and the desire to be recognised and
rewarded (López-Navarro et al. 2015).

The pressure to publish in English means that non-native speakers sometimes
have to resort to the services of ‘literacy brokers’ (Lillis and Curry 2010; Bennett
2014a, b), that is editors, revisers, and translators, and sometimes academics from
the same or from other disciplines, so that their articles can be made suitable for
publication in international journals. According to a survey by Benfield and Feak
(2006) for a specific medical journal, although the acceptance rate was the same for
authors who were not native speakers of English, many more revisions were required
for the articles submitted by this cohort. Literacy brokers may not, however, be a
complete solution as they may not possess adequate domain knowledge and might
have to enter into discussion with the author in order to clarify issues (Willey and
Tanimoto 2015). Resorting to literacy brokers, then, costs time and money.

We are interested in investigating the role MT can play in the geopolitics of
academic publishing. MT could facilitate the writing of academic articles in the L1,
with subsequent automatic translation and self-PE. A potential advantage is that this
process of L1 writing, MT and self-PE could lower the cognitive burden of writing
in English and might remove the need for ‘literacy brokers’ in the publication
cycle, thereby reducing publication time and cost. The assumption here is that an
acceptable level of quality can be produced during this process and that is the
specific question we wish to explore here: If MT is used in combination with self-
PE, does it have a negative, positive or neutral effect on the quality of academic
writing, when compared with text produced by the same author writing in EFL? We
assume that if the quality is lower MT is not a useful academic writing aid for EFL
writers.
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2.2 Second-Language Writing

This section reviews some relevant studies on second-language writing and gives an
overview of the challenges involved in this activity. First, Breuer (2015) examined
the differences in the writing processes in L1 and FL academic writing. Her study
involved ten L1 German students of English philology. The participants had to write
two essays in L1 and two essays in FL, in two different contexts, that is, planning
by note-taking and planning by freewriting. The analysis was focused on fluency,
error types and revisions. The results show that freewriting in both languages had an
enhancing effect, but this enhancing effect was stronger in L1. According to Breuer
(2015), this result points to a stronger ability to think via writing in L1. However, the
essays written in L1 did not contain fewer errors, nor was revision more effective.

Van Waes and Leijten (2015) also compared fluency in L1 and L2. Sixty-
eight university students participated in their experiment, which consisted of
writing one expository text in L1 (Dutch) and one expository text in L2 (English,
French, German, or Spanish). Data was collected with Inputlog 5,1 a keystroke-
logging program developed to collect all keyboard and mouse activities during text
production. To cite just a few results, the students typed more words per minute
in their first language, they needed less pausing time than in L2, and the pausing
time was shorter. In the conclusion, the authors affirm that the students were more
productive when writing texts in L1, versus L2.

For their part, Hanauer and Englander (2011) approached the subject differently
and asked 141 Mexican scientists (L1 Spanish) to reflect on the burden of writing
academic papers in EFL. In a six-question survey, the participants had to rate, on a
scale from 1 to 7, the difficulty, the dissatisfaction, and the anxiety to write academic
papers in English and in Spanish. The results clearly show that all three aspects
were rated higher for EFL and those statistics are highly significant. According to
the authors, the study confirms that EFL academic writing can be challenging, and
that this added burden of second-language academic writing is linguistic in nature.
However, the authors admit that their “findings are limited to the self-reported and
perceived burden of Mexican scientists and perhaps not to all scientists writing in
a second language” (Hanauer and Englander, 2011). For example, there could be
differences stemming from exposure to English, seniority, discipline, linguistic, and
ethnic community.

From this brief review, we can conclude that not only is academic writing in
EFL perceived as being a burden, but also that it may be easier to think in L1 while
writing an academic paper and that writing in L1 may be more productive. These
are reasonable justifications to explore the potential of MT and self-PE to support
the academic writing process for authors for whom English is a foreign language.

1http://www.inputlog.net

http://www.inputlog.net
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2.3 MT and Second-Language Writing

Second-language teaching and learning has a long tradition of using technology
for writing, for example grammar checkers (Omar et al. 2009; Cowan et al.
2014), text correctors (Zakaria et al. 2010), and visualisation tools (Nukoolkit et
al. 2011). A meta-analysis of 59 studies published between 2000 and 2012 (Lin
2015) demonstrated that computer-mediated communication tools, such as blogs
and wikis, have a positive effect on language learning, especially in the acquisition
of writing skills. However, MT was not included in this meta-analysis. In this
section, we summarise the main recent studies that focused on the use of MT in
second-language writing.

Garcia and Pena (2011) aimed to discover whether Spanish learners would
communicate better and learn more if they wrote directly in the L2 or with the help
of MT. Their study involved 16 native speakers of English, of which 9 were beginner
Spanish learners and 7 were early-intermediate. The experiment included 2 short
writing tasks, of 50 words for beginners and 100 words for early intermediates. The
participants used the MT Tradukka2 interface and both tasks were timed, at 15 min
each. The tests were screen-recorded (cursor movements and keyboard log), and
two markers scored the final texts.

First, the analysis reveals that the beginners wrote more words with the help of
MT. Also, on average the texts written with the help of MT obtained higher scores
than the ones written directly in L2. According to Garcia and Pena (2011), these
results suggest that MT could help the beginner learner to communicate more and
to communicate better in the L2. In the second part of the analysis, the authors show
that there are more pauses when the participants write directly in L2, compared
with being assisted by MT. Taking pauses as an indication of effort, the authors
conclude that it takes less effort to write in L2 with the help of MT. Furthermore, the
authors did not find a definite pattern of edits, that is, there was a similar number of
interventions made when writing with MT as when writing directly in L2. However,
the analysis of the edits suggests that a relation exists between intermediate learners
and a greater number of successful edits.

In his doctoral dissertation, O’Neill (2012) investigated the quantitative and
qualitative effects of using online MT systems on L2 writing. The study was
conducted with 32 university students having English as L1 and learning French as
a second-language. The experiment included three different scenarios: participants
who were allowed to use an online MT system for their writing after attending
a training session on MT; participants who were permitted to use online MT
for their writing, but who had received no prior training; and a control group
whose participants had no training and were not allowed to use an online MT
system. Participants were asked to write two short compositions, which were
evaluated by raters (teachers of French as a second-language) using six features:

2http://tradukka.com

http://tradukka.com
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comprehensibility, content, spelling, syntax, grammar, and vocabulary. The results
show that the global scores of the translation group that had received training
were statistically higher on the second task as compared to the control group.
Also, on both tasks, the translator groups significantly outperformed the control
group on four of the six aspects evaluated. The participants’ self-reports in the exit
questionnaire indicated that the online MT system was used for varying purposes
and to different extents, ranging from searching for isolated words to translating
entire paragraphs. While we can assume that some post-editing was done in the
latter case, the students’ edits were not analysed in O’Neill (2012).

In Niño’s study (2008), the experiment involved 32 participants, all advanced
learners of Spanish and native speakers of English. Participants from the experimen-
tal group were given the source text in English and the raw MT output translated by
Systran Professional Standard 3.0 into Spanish. They were then asked to post-edit
the text. Students in this group attended a ten-session course on MT post-editing.
For their part, participants from the control group performed translation of the same
source texts, from English into Spanish. The texts were manually corrected.3 The
results of this study indicate that the error types found in the post-edited MT output
are not very different from those found in translation into the same target-language.
Niño’s analysis also shows that the scores of the students in both the post-editing
and translation groups were very similar with regard to lexical, grammatical and
discursive errors. Based on those results, we can conclude that MT post-editing into
L2, at least for advanced learners of the target-language, does not produce lower
quality outputs.

In conclusion, the studies summarised here demonstrate that the use of MT in
second-language writing does not negatively impact the quality (Niño 2008). In
fact, the use of MT has helped produce better quality texts (Garcia and Pena 2011;
O’Neill 2012), and with less effort in one case (Garcia and Pena 2011).

2.4 General Conclusions from the Literature Review

The literature review presented here demonstrates that there are considerable
challenges for academics who wish to, or are compelled to, publish in English
when English is not their first language. A body of research exists on the use of
technology in general as a language-learning aid, which suggests that technology
has a positive effect on language learning, especially in the acquisition of writing
skills. The few studies we could find on MT as an aid for second-language writing
all suggest that MT does not have a negative impact on quality. However, we could
not locate any research on the use of MT as a technological aid for the EFL academic
writing process. This inspired the exploratory study, described below, which aims to
discover whether MT might be a useful aid for the EFL writing process. We focus

3It is not explicitly stated in the paper, but we assume that the author corrected the texts herself.
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in particular on the topic of quality to see if the text produced by EFL academic
writers is the same, better or worse in terms of quality when compared with what
those writers produce when writing directly in EFL.

3 Methodology

We designed an experiment with the goal of exploring the effect of using MT as an
aid for writing academic texts in EFL. Following the granting of ethical approval,
we recruited participants, and asked them to write a short (500-word) academic
abstract in their field of expertise. This writing process took place in two distinct
stages. During Stage 1, participants produced a first draft of their text: they were
asked to write roughly one half of the text in English (their FL), and the rest in
their native language (L1), with the order of production randomised. Then, in Stage
2, the part drafted in L1 was machine-translated into English, the full abstract was
returned to the participant and we asked the participant to revise this new version,
in order to produce a final version, entirely in English. We present below the details
of this procedure.

3.1 Recruitment and Selection of Participants

In order to recruit participants, we sent emails to colleagues at Dublin City
University, Université du Québec en Outaouais, and other universities and research
centres. The email stated that we were exploring the potential benefits of using MT
as a writing aid for early-stage researchers who are not native speakers of English,
and that we were looking for academic researchers at PhD or early post-doc level
who ordinarily have to write their research outputs in English. We estimated that
participation would take approximately 4 hours of the participants’ time, spread over
a six-week period. Participants who completed all stages of the study would receive
a 70-euro gift certificate for a well-known online retailer, as a compensation for their
time. The invitation email provided a link to a website where interested candidates
could fill in a short pre-participation survey. This questionnaire was designed to
help us in selecting participants with appropriate and varied profiles, for example
with regard to mother tongue and level of experience in academic writing. The
pre-participation survey was also used to ask the potential candidates which of the
following task(s) they would be willing to undertake:

• Write a 500 word summary of your PhD research,
• Write a 500 word abstract for a paper you are working on,
• Write a 500 word proposal for a future research project.

The pre-participation questionnaire is available in Appendix A.
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3.2 Stage 1: Drafting

The experiment was divided into two stages. For each stage, participants were
provided with detailed instructions. In Stage 1, participants were asked to write
a 500-word abstract for a paper, PhD thesis or research proposal that they were
working on. The nature of the text was determined based on each participant’s
preference (as formulated in the pre-task questionnaire); in the absence of a unique
preference, we decided on the text type, aiming for diversity. We told the participants
to treat this version as a first draft and that they would revise it at a later stage.

The participants were asked to divide their abstract into two parts, A and B,
following the general structure outlined below:

Part A (approx. 250 words) should contain:

• Title: Give the (working) title that clearly indicates what the research is about,
• Background: Sentences putting the work in context,
• Motivation: Rationale for this research work.

Part B (approx. 250 words) should contain:

• Methods: Sentences that explain how the research was or will be done,
• Impact: Sentences that explain the (expected) impact of your findings for your

domain, science and/or society.

Furthermore, participants were asked to write one part in their L1, the other in
English. We provided each participant with personal instructions as to which part
to write in which language: six of the ten participants were asked to write Part A in
English and Part B in L1, the remaining four were asked to do the opposite. This
was done to avoid the contents or the language order biasing the results.

Finally, the participants were asked to record the total time taken to write each
part, and to note down any resources they used. They were allowed to use any
resources available (dictionaries, spell-checker, etc.) to produce the abstract, except
MT systems or colleagues/acquaintances.

3.3 Stage 2: Revision

Upon receiving the text produced by a participant, we used Google Translate4 to
translate into English the part written in L1, and substituted the result to produce
a new version of the abstract, entirely in English. This new version was sent back
to the participant, along with the instructions for Stage 2, explaining that the part
of their abstract that was written in L1 had been machine-translated into English,
and asking them to revise the text to create well-formed academic English for their

4https://translate.google.com

https://translate.google.com
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abstract. They were told to treat this revised abstract as a final version. We provided
participants with the following revision guidelines:

• Aim for grammatically correct sentences,
• Ensure that terminology is correctly translated,
• Ensure that no information has been accidentally added, omitted or left untrans-

lated,
• Apply the basic rules regarding spelling and punctuation.

The participants could also revise the part originally written in English, if they
wished. If they did so, they were asked to record how much time this revision task
took. As in Stage 1, the participants were allowed to use any resources available
(dictionaries, spell-checker, etc.) to revise the abstract, except MT systems or
colleagues/acquaintances, and they were asked to note down any resources they
used.

3.4 Post-participation Survey

Upon receiving their revised abstract, each participant was asked to answer a
short post-task questionnaire, intended to reflect their general impressions of the
experience. The questions of this survey and the participants’ answers are presented
in the next section.

4 Results

The results are presented in four sections. Section 4.1 outlines the profiles of the
participants in our experiment, as collected through the pre-task questionnaire.
Section 4.2 provides results from the subjective feedback of the participants
acquired through a post-task survey. In Sect. 4.3 we present results from the revision
activity of a professional reviser, which we use as a form of quality assessment.
The fourth Sect. 4.4, presents results from an automatic language-checking tool,
Antidote, which is also used here as a form of contrastive quality assessment for the
two parts written in L1 or EFL.

4.1 Participants’ Profile

In practice, faced with the difficulty of recruiting enough candidates, we did not
perform any selection, and all 14 candidates who filled in the pre-participation
questionnaire were included as participants in the study, even though some did
not entirely fit our initial criteria. Of these 14 participants, three did not complete
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all stages of the study, and one was discarded because they had not properly
followed the instructions. Below is a summary of the profiles of the ten remaining
participants.

Participants came from varied linguistic backgrounds. Their native languages
(L1) were as follows: Arabic (1), Chinese (1), French (4), German (1), Romanian
(1), or Spanish (2). They worked in one of the following research fields: applied
engineering (1), biotechnology (3), chemistry (1), geology (1), marketing (1),
psychology (2), and social sciences (1). Most participants were PhD students (7),
but we also recruited one graduate assistant, one post-doctoral researcher, and one
established faculty member. Half of our participants (5) had substantial experience
in English academic writing, having written between 8 and 12 academic papers,
posters or equivalent in English. The rest had little or no such experience (0
or 1 paper). When asked to self-rate their language competence in English, six
candidates rated themselves as “Intermediate”, one as “Intermediate-Advanced”
and three as “Advanced”. None of the participants rated themselves as “Beginner”
or “Expert” (see descriptions for these labels in the pre-task questionnaire in
Appendix A). Four of the ten participants reported that they had used MT previously
to produce a first draft academic English text. Two participants wrote an abstract for
an article, four wrote an abstract for their PhD thesis, and four wrote an abstract for
a research proposal.

4.2 Post-task Survey Results

For space reasons, we do not report on all of the responses to the post-task survey in
detail here, but summarise the most salient aspects (see Appendix B for full survey).
Table 1 provides the number of minutes reported by the participants for both tasks.
Participants P1, P3 and P9 did not follow the instructions to record the amount of
time it took them to draft both sections of text, but the timings are available for all
other participants.

As we can see, the drafting tasks did not vary substantially in the time required.
The median time for L1 drafting was 44 min, while the median for EFL drafting
was 45, though the ranges were large for both tasks (20–180 min for L1 drafting
and 21–140 min for EFL drafting).

Task Average Median Range

Time for L1 drafting (min) 63 44 20–180
Time for EFL drafting (min) 65 45 21–140
Time for L1 revision (min) 30 18.5 7–75
Time for EFL revision (min) 11 6.5 0–60

Table 1 Number of minutes reported by participants for drafting and revising in both tasks
EFL English as Foreign Language, L1 first language of participant
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Participant
Which section was
easier to draft?

Which section was
easier to revise?

Which section resulted in
better quality?

P1 No difference L1-MT/PE No difference
P2 L2-EFL L2-EFL L2-EFL
P3 L2-EFL No difference No difference
P4 L2-EFL L2-EFL L2-EFL
P5 L1-MT/PE No difference No difference
P6 L2-EFL L2-EFL L2-EFL
P8 No difference L1-MT/PE No difference
P9 L2-EFL L2-EFL No difference
P11 L1-MT/PE L2-EFL No difference
P14 L1-MT/PE L1-MT/PE L1-MT/PE

Table 2 Results on the participants’ perceptions on drafting and revising in L1-MT/PE and L2-
EFL

For the revision/post-editing stage of the process, the temporal differences across
the two tasks were more pronounced. For clarity and conciseness, we will refer
to these revision processes in the following way: L1-MT/PE refers to the process
of writing in the L1, followed by MT and self-post-editing; L2-EFL refers to the
process of writing directly in English as a Foreign Language. The median time in
minutes for revision of the part written in the L1-MT/PE was 18.5 (range: 7–75 min),
whereas the median for revision of the part written in L2-EFL was only 6.5 min
(range: 0–60). Nine out of ten participants took less time to revise the L2-EFL part
than the L1-MT/PE part.

The post-task survey included questions about the perception of difficulty for
drafting and revision for both tasks. Table 2 presents the results from this part of
the survey. As shown in Table 2, half the participants found the L2-EFL task easier
than the L1-MT/PE task. Three found it easier to draft in their L1, while two stated
that the tasks were equal in terms of effort. Likewise, half the participants found
revising the L2-EFL text easier than the L1-MT-PE text. Three found it easier to
self-post-edit, while two stated that the revision tasks were equal in terms of effort.

Subjective evaluations by participants of the final quality of the texts they
produced suggest that only three participants thought that the quality they produced
was better for L2-EFL. One person thought the quality was better for L1-MT/PE
and the remaining six felt that the quality produced was equal for both tasks.

These perceptions are correlated against three additional quality evaluations:

• Number of revisions implemented by a professional reviser for Parts A and B of
each text (see Sect. 4.3),

• A ranking task performed by the reviser after she had carried out the revisions
(see Sect. 4.3),

• Number and types of errors identified by Antidote, a grammar checking tool (see
Sect. 4.4).
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When asked what specific difficulties they encountered for the L1-MT/PE task,
some participants mentioned that they were unused to typing in their L1 both
from a cognitive perspective (i.e. thinking) and from a physical perspective (i.e.
keyboarding) and that they struggled to find the appropriate terminology for their
subject domain in their L1.

Participants were asked how likely they were to use MT and self-PE to write
an academic text in English in the future, on a scale of 1–4 (1 = never again;
4 = every time). One person responded that they will never use MT for this
purpose, four people are not likely to use MT frequently, based on this assessment
(L1s: 2 = French, 1 = Spanish, 1 = Chinese), but four others (L1s: 1 = French,
1 = German, 1 = Romanian, 1 = Spanish) may use it often and one person (L1:
French) said that they would use it every time.

It is obviously not possible to generalise with such a small cohort, but we can
see from these results that the L1 does not seem to play a role in deciding whether
or not MT would be used every time in the future for similar tasks, or not at all. At
the same time, it is worth noting that the one participant who said that they would
never use MT for this purpose again has Arabic as an L1 and commented on the vast
differences in sentence structure between Arabic and English as a problem. Those
who were in the middle (2 and 3) seemed somewhat surprised at the benefits of
using MT, according to the comments they made.

Based on our post-task survey data, we can say that the ten participants had
mixed views about the two different tasks. Some rated the first task easier while
others thought the second was easier and others again found them both equal. The
participants also had varied views on whether the first or second task produced better
quality or were of equal quality. The two notable difficulties when writing in L1 was
that the participants were not used to doing so, since English is the lingua franca
for their domains, and they struggled with finding appropriate terminology in their
L1s. The participants also had mixed views on whether they would use MT and PE
for similar tasks again, but the majority seemed impressed by the quality and utility
of the MT output.

4.3 Professional Reviser’s Edits

The results presented in Sect. 4.2 are self-reported and rely on perception, with the
exception of the times recorded for each task. To ensure a more objective quality
evaluation of the abstracts, a professional reviser was engaged to revise each of the
abstracts. This professional reviser is paid to do this kind of task on a regular basis.

The reviser was first asked to revise each abstract according to the following
brief:

We are looking for a surface revision, that is, grammar, orthography, punctuation, syntax,
and major stylistic problems. We would like the abstracts to read well enough to be
submitted to a scientific conference, for example.
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The reviser was unaware of the L1 or EFL status of the authors of the abstracts. She
was also unaware that one part of each abstract had been machine-translated and
self-post-edited. For this task, each abstract was presented to her as a single text,
without sections marked as Part A and Part B.

We present here an analysis of the edits performed by the professional reviser.
Individual edits were identified by automatically computing the edit distance
between each participant’s final version of his/her abstract, and the reviser’s
corresponding final version. This was done using a variant of the Wagner and
Fischer (1974) algorithm for determining the minimal number of edits (insertions,
deletions or substitutions) required to produce the revised version. This procedure
is similar to what is used in typical text-comparison software, such as Microsoft
Word’s version comparison function, or online tools such as DiffChecker.5 For
this analysis, we considered edit operations over whole word tokens: deleting a
word, inserting a word or changing a word each count for a single edit operation.
Furthermore, we considered punctuation marks as individual words: inserting or
deleting a comma, or changing a period into a question mark, also counts as a single
edit operation. Table 3 presents the results of this analysis.

For the L1-MT/PE parts, the total number of edits by the professional reviser
across all abstracts was 178, whereas for the L2-EFL parts, the total number of edits
was 239. This represents changes to 6.9% (L1) and 8.3% (EFL) of the total number
of tokens in each part, across all abstracts (see Table 3). We conclude from this that
the number of edits made by the professional reviser for both text parts do not differ
substantially, which suggests that both parts were of comparable quality.

L1-MT/PE part L2-EFL part

Participant No. of words No. of edits

No. of
edits/no. of
words (%) No. of words No. of edits

No. of
edits/no. of
words (%)

P1 248 2 0.8 360 22 6.1
P2 299 50 16.7 285 21 7.4
P3 295 12 4.1 289 25 8.6
P4 282 2 0.7 337 10 3.0
P5 251 24 9.6 266 15 5.6
P6 273 12 4.4 264 21 8.0
P8 251 13 5.2 278 47 16.9
P9 248 27 10.9 258 30 11.6
P11 233 13 5.6 289 35 12.1
P14 187 23 12.3 240 13 5.4
Total 2567 178 6.9 2866 239 8.3

Table 3 Number of edits made by the professional reviser, for each part of the texts

5https://www.diffchecker.com/

https://www.diffchecker.com/
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Participant
Which part is better quality
according to the reviser?

Which part is better quality
according to the participant? Agreement?

P1 No difference No difference Yes
P2 L2-EFL L2-EFL Yes
P3 No difference No difference Yes
P4 L2-EFL L2-EFL Yes
P5 No difference No difference Yes
P6 No difference L2-EFL No
P8 L1-MT/PE No difference No
P9 No difference No difference Yes
P11 L1-MT/PE No difference No
P14 L2-EFL L1-MT/PE No

Table 4 Participants’ and reviser’s quality ratings

On completion of this task, the professional reviser was given a second task. The
abstracts were returned to her with Parts A and B marked this time. The brief she
was given was as follows:

Please read the following text and evaluate the quality of each part. You should not
concentrate on the content or on the structure of the text, but rather on its linguistic form.
For example, you can use the following criteria: grammar, syntax, orthography, punctuation,
style, idiomaticity, appropriate level of language, etc.

Please indicate whether:

• Part A is of better quality than Part B,
• Part B is of better quality than Part A,
• There is no difference in quality between Part A and Part B.

Please do the evaluation without referring to your previous corrections.
In Table 4, we present the results from this evaluation and compare them with

the participants’ evaluation.
For five abstracts, the professional reviser stated that there was no difference in

terms of quality. In three cases, she judged the part produced by L2-EFL to be of
better quality and in two cases, she judged the part produced using L1-MT/PE to be
of better quality.

When we compare the reviser’s perceptions with the quality ratings given by
the participants, we note a good level of agreement, i.e. the reviser and participants
agree in six cases (P1, P2, P3, P4, P5, P9), as illustrated in Table 4.

By quantifying the number of edits made by the professional reviser, we conclude
that there are no substantial differences between those parts of the abstracts written
in L1 and those written in EFL. However, we note that the range for number of
edits is relatively large (2–50 for L1-MT/PE and 10–47 for L2-EFL), suggesting
that individuals and/or language combinations may well be a factor here. The
professional reviser’s assessment suggests that there is no evidence that one writing
method systematically produces better quality than the other. Furthermore, this
assessment reflected that of the participants themselves. We take from this that the
use of MT and self-PE as a writing aid did not negatively affect the perceived quality
of the written product for this particular set of participants and texts.
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4.4 Errors Reported by an Automatic Grammar and Style
Checker (Antidote)

Antidote6 is an automatic grammar and style checker available for both French and
English. It includes an automatic grammar and style checker, detailed dictionaries
and built-in style guidelines. The version used in this study was V.9 for English.

Antidote was used as an additional, and objective, measure of quality since both
measures mentioned above involve an element of subjectivity. Furthermore, it is not
unrealistic that, for L1 and EFL, writers might use this kind of tool to check for
issues when writing for academic publication (see for example Omar et al. 2009;
Zakaria et al. 2010; Cowan et al. 2014).

The three error types identified by Antidote which we deemed to be relevant for
this study were ‘Language’, ‘Typography’ and ‘Style’. For the ‘Language’ category,
the error types reported are ‘errors’, ‘unknown words’ and ‘ambiguities’. ‘Errors’
refer to cases such as singular/plural mismatch, incorrect compounding (when
words should form compounds but do not, or vice versa), incorrect hyphenation
and spelling (in general and depending on the dictionary selected: American or
British English). Unknown words are words that are not in Antidote’s dictionaries
and ambiguities are occurrences where ambiguity could arise, when a word is not
hyphenated as a modifier, ‘decision-making’ vs. ‘decision making’ for example.
The ‘Typography’ category picks up on missing or unnecessary spaces, e.g. missing
space before a measurement unit such as ‘mm’, and on nested parentheses. Style
is a somewhat more subjective category that highlights, for example, repetition of
words, nested phrases, passive voice, informal register, regionalisms, and use of
commonplace verbs. Whether or not these are treated as errors largely depends on
the language, writing conventions in general, text type and accepted practice in a
domain.

We ran Antidote for Parts A and B for each abstract and recorded all of the
errors reported in a spreadsheet. The version of abstract used was that version
before the professional reviser implemented any corrections as we assumed that
the latter version should, theoretically, not contain any errors. We then assessed
whether the error was, in fact, a ‘valid’ error (i.e. the precision of the tool). For
instance, when Antidote proposed that ‘are’ should be corrected to ‘is’ under the
category of ‘Language’, we viewed the context. If this was a valid correction, it
was counted as such. If not, it was counted as an invalid correction. If a word was
listed as ‘unknown’, this was counted as a valid error if it was a typo, for example,
but not if it was a specialised term that was simply not in Antidote’s dictionary
(e.g. ‘polymerizable’). If in doubt about the validity of the word, we checked via
a Google search to see if it arose in the context of the abstract domain. The same
strategy was used for the error categories ‘Typography’ and ‘Style’. In this way,
data was collected on the total number of errors recorded for each error type and the
number of valid errors. Table 5 presents the results of this analysis.

6http://www.antidote.info/antidote

http://www.antidote.info/antidote
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Total Average Median Range

L1-MT/PE
Language No. of errors reported by Antidote 109 10.9 10 4–19

No. of valid errors 22 2.2 1.5 0–7
Total no. of words 2341

Typography No. of errors reported by Antidote 18 1.8 0.5 0–8
No. of valid errors 8 0.8 0 0–3

Style No. of errors reported by Antidote 228 22.8 23.5 13–33
No. of valid errors 0 0 0 0–0

L2-EFL
Language No. of errors reported by Antidote 154 15.4 13.5 5–34

No. of valid errors 30 3 3 1–6
Total no. of words 2596

Typography No. of errors reported by Antidote 50 5 1 0–22
No. of valid errors 23 2.3 1 0–17

Style No. of errors reported by Antidote 261 26.1 26 16–40
No. of valid errors 1 0.1 0 0–1

Table 5 Analysis of errors from Antidote

Text production
type

Total no. of words
produced

Total no. of valid
errors

Normalised error count
per 1000 words

L1-MT/PE 2567 30 11.7
L2-EFL 2866 54 18.8

Table 6 Normalised valid error count per 1000 words

Language Errors
For those parts of the abstracts that were written in L1-MT/PE, the median number
of valid errors reported by Antidote was 1.5 (range 0–7). The median for the parts
drafted in L2-EFL was higher at 3 (range 1–6).

Typography Errors
For this category, the median number of valid errors reported by Antidote for the
L1-MT/PE sections was 0 (range 0–3); for the L2-EFL sections, the median was 1
(range 0–17).

Stylistic Errors
We judged the stylistic errors reported by Antidote to be largely invalid and so the
medians for both parts of the abstracts was zero.

Since the L1-MT/PE and L2-EFL parts of the abstracts vary in the total number
of words produced across all participants, we also present figures on valid errors per
total number of words produced in Table 6. This shows that the normalised valid
error count per 1000 words is lower for L1-MT/PE text production (11.7 vs. 18.8).

The sample is too small to carry out any meaningful tests for statistical
significance. However, in summary, we can see that the Antidote analysis suggests
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that there are no major differences in quality (from an Antidote perspective) between
the abstract parts written across the two processes. In fact, the median number of
language and typography errors is slightly higher for the L2-EFL passages. Also, the
normalised valid error count per 1000 words is lower for L1-MT/PE text production.
These results further consolidate the results of the subjective quality evaluations of
the participants themselves and of the professional reviser, as respectively reported
in Sects. 4.2 and 4.3.

As an aside, we draw attention to the fact that the percentage of valid errors
reported by Antidote was quite low, i.e. its precision for this test was not high. For
instance, the percentage of valid errors for the category ‘Language’ was 20.2% for
L1-MT/PE passages and 19.5% for L2-EFL passages. For Typography, the figures
were 44.4% and 46.0% respectively. Although these figures are low from a precision
perspective, their similarity across the two passage types at least indicates a reliable
and consistent performance by the tool. It was beyond our scope to also test for
recall of the tool.

4.5 Summary of Results

To summarise the results presented in this section:

• The median times for drafting were not substantially different between L1-
MT/PE and L2-EFL, but the revision times and number of revisions implemented
were greater for the L1-MT/PE sections (see Sect. 4.2). When combined, this
could suggest that drafting and revising in L1 with MT and self-PE might be
more time-consuming, at least in initial stages where authors have not become
familiar with this task.

• Half the participants found drafting in the L1 easier than drafting in EFL.
However, half the participants found revising the text they had drafted in English
easier than self-PE of the text drafted in their L1 (see Sect. 4.2).

• Six thought that the quality produced for both tasks was equal, three thought that
the L2-EFL process produced better quality and the professional reviser mostly
agreed with this assessment (see Sect. 4.2).

• Five participants were likely to use MT again to support their writing process
(see Sect. 4.2).

• Concerning the number of edits made by the professional reviser, there were no
substantial differences between those parts of the abstracts written in L1-MT/PE
and those written in L2-EFL (see Sect. 4.3).

• The Antidote analysis confirms that there are no major differences in quality
across the two processes (see Sect. 4.4).
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5 Discussion and Future Research Ideas

This exploratory study has focused mainly on the impact that the process of MT and
self-PE might have on quality. With participants working in different domains and
with different L1s, we found that MT and self-PE did not impact negatively on the
text produced. However, the participants were divided in their opinions about which
task was easier and whether they would consider using MT again for academic
writing support.

In our literature review, we highlighted some of the issues surrounding the topic
of English as a lingua franca for international academic publishing, suggesting that
MT could act as an aid for EFL academic writers and that it might offer some
advantages, such as reducing cognitive burden. It needs to be investigated further
whether MT and self-PE can in fact reduce the cognitive burden of writing in EFL;
MT and post-editing have been shown to reduce ‘effort’ (technical, temporal and
cognitive) for translation, but effects vary according to the individual and depend
on the MT engine, language pair, text type and context. It is to be expected that
this would also be true for MT as a writing aid. In the experiment presented in this
chapter, some participants mentioned that writing in their L1 was difficult because
they were not used to doing so and did not know their disciplinary terminology in
their L1. If writers are unfamiliar with academic text production in their L1 due to
the fact that their education and practice in the discipline has been through English,
and if this is coupled with a lack of knowledge of, or a deficiency in, discipline-
specific terminology, then MT cannot be expected to plug such gaps. On the other
hand, academic authors could presumably acquire expertise in discipline-specific
writing in their L1 through practice. The issue of terminological deficiency and
‘borrowing’ of words from English is a considerable one that we do not intend
to delve into here, but if academics are only writing in English it is certain that
terminology gaps will not be plugged. If they write at least some of the time in
their L1, more attention might be given to terminology gaps. Furthermore, not only
would the author become more used to writing in her L1, but we would expect that
the effect of MT and self-PE would change over time as the writer becomes more
acclimatised to the process and the MT system learns from the edits implemented
and becomes more tuned to the specific domain. The L1, its closeness to English,
the potential success of MT for that language, and the availability of specialised
terminology for the L1 in the research domain all seem to be factors that could
influence the adoption of MT for academic writing support. These are factors that
could be investigated more thoroughly in future research. It is our intention to build
on this exploratory study to investigate in a more in-depth manner the potential
of MT as an academic writing aid for EFL writers. Some potential paths include
tracking people over time as they become used to writing in L1 with MT and self-
PE to see if they become more comfortable and efficient in this task and if they
eventually surpass the quality they can produce while writing in EFL.

What also needs to be investigated is the impact that MT and self-PE might
have on the rhetorical structure of the text. As pointed out by others, academic
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genres differ across languages (Swales 2004; Bennett 2014a, b; Breuer 2015) and
articles written by non-native English speakers are often rejected on the grounds
that they do not meet linguistic or rhetorical expectations (Lillis and Curry 2010).
An article may be written in an L1 according to the rhetorical norm expectations
for that language (and, indeed, for that discipline), but the MT systems of today
can only translate words and phrases; they cannot transform the text to meet the
genre requirements of the target-language, English, and of the particular domain. In
fact, MT systems still struggle to resolve discourse-level (coherence and cohesion)
demands, never mind demands based on rhetorical norms. Some MT researchers
have addressed this problem (Marcu et al. 2000), but existing implementations of
these ideas are still restricted to the sentence level (Tu et al. 2013, Hardmeier et al.
2015). More recent approaches to MT, such as those based on neural networks,
aim at a deeper treatment of the translation process (Bahdanau et al. 2014). These
approaches appear promising in this regard, but going beyond the sentence level
is still a major challenge for MT (Pouget-Abadie et al. 2014, Li et al. 2015).
The question therefore remains open: could MT facilitate both of these demands
(language and genre) to such an extent that the burden is lower on the EFL writer?

It is a well-known fact from years of Controlled Language (CL) research that
MT systems perform best when sentences are shorter than approximately 25 words
and the fewer referential pronouns there are in a sentence, the better. Although CL
research was mostly driven by the Rule-Based MT paradigm, there is still evidence
to suggest that short sentences can be more easily processed by Statistical MT
systems (Doherty 2012). The English language is quite suited to this type of writing,
but other languages, especially Romance languages, recognise long sentences and
indirect rather than direct presentation of ‘factual’ information as markers of
sophisticated and mature writing (Bennett 2013: 175). This type of writing would
clearly present additional challenges to a technology that is already challenged
considerably and might limit the usefulness of MT as an academic writing aid. It
may be the case, then, that MT would be useful only in circumstances where the
author is willing to ‘write for’ MT, and only using the type of rhetorical structure that
is expected for English Academic Discourse. Additionally, it may be the case that
MT will only be useful for ‘scientific’ discourse, as opposed to humanities and social
science discourse; these are all open questions that require further investigation. On
the basis of the exploratory study presented here, where multiple L1s were included
and authors were not instructed to ‘write for MT’, we believe that the potential is
considerable. What is more, of the ten abstracts analysed, seven were in the scientific
domain but three were in the broad domain of humanities and social science (topics
included: marketing, crisis management and trust), which further suggests that MT’s
usefulness as a writing aid is not necessarily limited to scientific discourse. In any
case, an increase in inter- and transdisciplinarity would topple the overly simplistic
dichotomy of scientific vs. humanities and social science ‘discourses’. Whether
MT as an academic writing aid is more useful for empirically-oriented research
paradigms (sciences) rather than constructivist paradigms (humanities and social
science) and their associated discourse types is an interesting question that needs
to be addressed. Whether MT is only useful as an academic writing aid if the



256 S. O’Brien et al.

author is willing to write with MT and English as a target-language in mind, i.e.
shorter sentences, fewer referential pronouns, using expected rhetorical structure for
English Academic Discourse publications, is another topic that could be explored.

If MT does indeed have potential as a writing aid for EFL writers, another
question that emerges is what mode of interaction suits the academic writing process
best? In our exploration, we selected the more typical, punctuated process: write
first, machine-translate, self-post-edit. An alternative mode is interactive writing
and translation. In this mode, the writer would write in her L1 and the MT system
would translate phrases in real-time, updating suggestions as phrases were accepted,
rejected or revised (Foster et al. 1997; Langlais et al. 2000; Foster et al. 2002;
González-Rubio et al. 2010; González-Rubio et al. 2013). Without doubt, each mode
would impact on the cognitive process and on the product in different ways. Also,
one mode might suit one writer while the alternative mode suits another. We would
also like to investigate whether interactive MT is a more desirable mode compared
with the more staged process we implemented in the study described above. The
nature of the L1, its sentence structure, terminological completeness, and way of
presenting knowledge might also have an impact on which mode is best.

The practicality and usefulness of free, generic MT engines compared with
customised, domain-specific engines also deserves attention. The quality produced
and utility of MT as an academic writing aid could be investigated further through
traditional metrics (e.g. revision tracking), but also through measures such as
readability (using readability indices and/or eye tracking), number and nature of
peer review comments, and even publication acceptance metrics.

The analysis we present here is an initial exploratory study, with a focus on
quality assessment. As a follow up, and in order to do a more detailed analysis, we
annotated the number and types of revisions implemented by the professional reviser
across both texts, focusing on the type of operation involved (e.g. addition), the
linguistic unit affected (e.g. adjective) and the dimension (e.g. syntax). The results
of this analysis can be read (in French) in Goulet et al. (2017). Furthermore, in order
to investigate the utility of MT as a writing aid in more detail, we conducted a similar
study, focusing on one L1 (Spanish) and on one specific discipline (Medicine). The
results of that study can be found in Parra Escartín et al. (2017).
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Appendices

Appendix A: Pre-task Questionnaire

[Questions marked with a “*” are required]
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1. Please provide us with your email address here *
Your email address will allow us to contact you should you qualify for the next
stage of the study. We will not disclose your email address or any other personal
data provided by you to us to any third party. No information given here will be
associated with your responses in any publications on this study.

2. What is your first language (mother tongue)? *
3. What is your current field of study?
4. Please indicate approximately the level you are at in your academic career *

Tick the option that is most relevant to you. Select only one.

• PhD student
• Post-doctoral researcher
• Early stage faculty staff (between 1 and 5 years)
• Established faculty (5+ full-time years of experience as faculty staff)
• Other (specify):

5. How many academic papers have you published in English? *
For example: conference papers, journal articles, workshop papers, posters, oral
presentations etc. Please do not count papers co-authored by a native speaker
of English.

6.a Please rate your academic English writing competence *
If you participate in this study, you will be asked to write a 500-word academic
text in English, on a subject with which you are familiar. How do you rate
your competence at writing this sort of text? Please select only one option – the
option that best matches your current competences.

• Beginner: I can write a short, simple academic text, for example a summary
of a chapter I have read in an academic book.

• Intermediate: I can write extended text on my domain specialisation, such
as an academic assignment, short conference paper or abstract. I can use an
appropriate register. I can publish that paper with some editorial help from a
native speaker of English.

• Advanced: I can express myself in clear, well-structured academic text,
expressing points of view at some length. I can write about complex subjects
in an academic article. I can select a style and register appropriate to the
reader in mind. I can write sentences that are mostly grammatical and need
only minor editing from an editor.

• Expert: My writing skills in academic English are indistinguishable from
those of any native speaker of English in my academic field.

• Other:

6.b How easy do you rate the task of writing academic texts in English? *

1 = very difficult, 2 = difficult, 3 = easy, 4 = very easy

7. Have you ever resorted to a professional reviser when writing an academic text
in English? *
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8.a Have you ever used Machine Translation to produce a first draft academic
English text before? *
Examples of Machine Translation (automated translation) include: Google
Translate, Bing Translator, Reverso, Systran, etc.

8.b If yes, how easy do you rate the task of post-editing English, i.e. revising a
machine translated text?

1 = very difficult, 2 = difficult, 3 = easy, 4 = very easy; if you don’t know, just
leave this blank

9. Which of the following writing tasks could you undertake in the next 4–
6 weeks? *

Tick all that apply.

• A 500 word summary of your PhD research
• A 500 word abstract for a paper you are working on
• A 500 word proposal for a future research project

10. Do you consent to participate in this study? *
This is a pre-task survey to aid with the selection of participants. To indicate
that you consent to participate in the event that you are selected, please TICK
ALL THE FOLLOWING STATEMENTS:

• I have read the Plain Language Statement (available at https://sites.google.
com/site/selfpostediting/pre-questionnaire)

• I understand the information provided.
• I have had an opportunity to ask questions and discuss this study.
• I have received satisfactory answers to all my questions.
• Should this study include an interview, I am aware that it may be audio-

recorded.
• I consent to take part in this research project.
• I understand that I will receive an Amazon voucher to the value of 100 euros

(or equivalent in another currency) ONLY if I complete all stages of the
study.

Appendix B: Post-task Questionnaire

* Required

1. Please provide us with your email address here *
This information is required to link your answers with the previous questionnaire.

2. Which DRAFTING task did you find easier? *
Reminder: By DRAFTING we refer to the first stage of the task when you
initially wrote your text.

https://sites.google.com/site/selfpostediting/pre-questionnaire
https://sites.google.com/site/selfpostediting/pre-questionnaire
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• Drafting the text in my first language was easier.
• Drafting the text in English was easier.
• Both were equal in terms of effort.

3. Which REVISION task did you find easier, revising the text drafted in English,
or revising the text drafted in your first language and then machine translated? *
Reminder: By REVISION we refer to the second stage of the task when you
produced the final version of your draft.

• Revising the text I drafted in English was easier.
• Revising the text I drafted in my first language, which was then machine

translated, was easier.
• Both were equal in terms of effort.

4. What specific difficulties did you encounter when drafting/revising in English? *

(for example: sentence structure issues, terminology issues . . . ?)

5. What specific difficulties did you encounter when drafting in your first language
and revising the machine translation? *

(for example: sentence structure issues, terminology issues . . . ?)

6.a Which task produced the better QUALITY text, in your opinion? *
Please specify: drafting/revising in English OR drafting in my first language

and revising the machine translation.

• Drafting/Revising in English.
• Drafting in my first language and revising the machine translation.
• Both were equivalent in terms of quality.

6.b Please explain your choice for the previous question. *
7. What language tools or resources (e.g. dictionaries, spell-checker, etc.) did you

use to produce your text for both tasks? *
Please list as many as you can remember.

8.a On a scale of 1–4, how likely are you to use Machine Translation and Revision
to write an academic text in English in the future? *

(1=Never again, 4=Every time)

8.b Please explain your reasons for your decision in the previous question.
9. Would you be happy to participate in an interview to explore further your

opinions and questions? *
We will contact you by email should you qualify for an interview.
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Abstract Given the rise of the new neural approach to machine translation (NMT)
and its promising performance on different text types, we assess the translation
quality it can attain on what is perceived to be the greatest challenge for MT:
literary text. Specifically, we target novels, arguably the most popular type of
literary text. We build a literary-adapted NMT system for the English-to-Catalan
translation direction and evaluate it against a system pertaining to the previous
dominant paradigm in MT: statistical phrase-based MT (PBSMT). To this end, for
the first time we train MT systems, both NMT and PBSMT, on large amounts of
literary text (over 100 million words) and evaluate them on a set of 12 widely
known novels spanning from the 1920s to the present day. According to the BLEU
automatic evaluation metric, NMT is significantly better than PBSMT (p < 0.01)
on all the novels considered. Overall, NMT results in a 11% relative improvement
(3 points absolute) over PBSMT. A complementary human evaluation on three of
the books shows that between 17% and 34% of the translations, depending on the
book, produced by NMT (versus 8% and 20% with PBSMT) are perceived by native
speakers of the target language to be of equivalent quality to translations produced
by a professional human translator.

Keywords Translation quality assessment · Principles to practice · Literature
translation · Neural machine translation · Pairwise ranking · Phrase-based
statistical machine translation

A. Toral (�)
Faculty of Arts, Center for Language and Cognition, University of Groningen, Groningen,
The Netherlands
e-mail: a.toral.ruiz@rug.nl

A. Way
ADAPT Centre/School of Computing, Dublin City University, Dublin, Ireland
e-mail: andy.way@adaptcentre.ie

© Springer International Publishing AG, part of Springer Nature 2018
J. Moorkens et al. (eds.), Translation Quality Assessment, Machine Translation:
Technologies and Applications 1, https://doi.org/10.1007/978-3-319-91241-7_12

263

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91241-7_12&domain=pdf
mailto:a.toral.ruiz@rug.nl
mailto:andy.way@adaptcentre.ie
https://doi.org/10.1007/978-3-319-91241-7_12


264 A. Toral and A. Way

1 Introduction

Literary text is considered to be the greatest challenge for machine translation (MT).
According to perceived wisdom, despite the tremendous progress in the field of
statistical MT over the past two decades, there is no prospect of machines being
useful in (assisting with) the translation of this type of content.

However, we believe that the recent emergence of two unrelated technologies
opens a window of opportunity to explore this topic:

1. The electronic book: the market share of e-books is continuously growing,1 as a
result of which there is a wide availability of books in digital format, including
original novels and their translations. Because the main resource required to train
statistical MT systems is bilingual parallel text, we are now able to build MT
systems tailored to novels. This should result in better performance, as it has
been shown in MT research again and again that for a statistical MT engine to
perform optimally it should be trained on similar data to the data it is applied to,
e.g. Pecina et al. (2014).

2. Neural MT: NMT is a new approach to statistical MT, which, while having
been introduced only very recently,2 has already shown great potential, as
there is evidence that it can attain better translation quality than the dominant
approach to date, namely phrase-based statistical MT (PBSMT). This has been
shown for a number of language pairs and domains, including transcribed
speeches (Luong and Manning 2015), newswire (Sánchez-Cartagena and Toral
2016) and United Nations documents (Junczys-Dowmunt et al. 2016). Beyond
its generally positive performance, NMT is of particular interest for literary texts
due to the following two findings:

• Its performance seems to be especially promising for lexically-rich texts (Ben-
tivogli et al. 2016), which is the case with literary texts.

• There are claims that NMT “can, rather than do a literal translation, find the
cultural equivalent in another language”.3

With respect to the last point, literal (but not word-for-word) translations are
deemed acceptable for domains for which PBSMT is already widely used in
industry, such as technical documentation, as the aim of the translation process
here is purely to carry over the meaning of the source sentence to the target
language, without necessarily reflecting any stylistic niceties of the target language.
In contrast, literal translations are not at all suitable for literary texts because

1For example, in the US the market share of e-books surpassed that of printed books for fiction
in 2014, http://www.ingenta.com/blog-article/adding-up-the-invisible-ebook-market-analysis-of-
author-earnings-january-2015-2/
2Working models of NMT have only recently been introduced, but from a theoretical perspective,
very similar models can be traced back two decades (Forcada and Ñeco 1997).
3http://events.technologyreview.com/video/watch/alan-packer-understanding-language/

http://www.ingenta.com/blog-article/adding-up-the-invisible-ebook-market-analysis-of-author-earnings-january-2015-2/
http://www.ingenta.com/blog-article/adding-up-the-invisible-ebook-market-analysis-of-author-earnings-january-2015-2/
http://events.technologyreview.com/video/watch/alan-packer-understanding-language/
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the expectations of the reader are considerably higher; it is not sufficient for the
translation to merely preserve the meaning, as it should also preserve the reading
experience of the original text.

In this chapter we aim to assess the performance that can be offered by state-of-
the-art MT for literary texts. To this end we train PBSMT and NMT systems for the
first time on large amounts of literary texts (over 100 million words) and evaluate
them on a set of 12 widely known novels that span from the 1920s to the beginning
of the twenty-first century.

The rest of the chapter is organised as follows. In the following section, we
provide an overview of the research carried out in the field of MT targeting literary
texts. Next, we outline our experimental set-up (Sect. 3) and provide technical
details of the PBSMT and NMT systems built (Sect. 4). Subsequently we evaluate
and analyse the translations produced by both MT systems (Sect. 5). Finally, we
conclude and outline lines of future work in Sect. 6.

2 State-of-the-Art in MT of Literary Text

There has been recent interest in the Computational Linguistics community regard-
ing the processing of literary text. The best example is the establishment of an
annual workshop (Computational Linguistics for Literature) in 2012, which has
run ever since. A popular strand of research concerns the automatic identification
of text snippets that convey figurative devices, such as metaphor (Shutova et al.
2013), idioms (Li and Sporleder 2010), humour and irony (Reyes 2013), applied to
monolingual text. Conversely, there has been a rather limited amount of work on
applying MT to literary texts, as we now survey.

Genzel et al. (2010) constrained SMT systems for poetry to produce French-to-
English translations that obey length, meter, and rhyming rules. Form is preserved at
the price of producing considerably lower-quality translations; the score according
to the BLEU automatic evaluation metric (Papineni et al. 2002) (see the papers by
Castilho et al. and Way in this volume for more details of this metric) decreases by
around 50%, although it should be noted that their evaluation was not on poetry but
on news.

Greene et al. (2010) translated poetry, choosing target output realisations that
conform to the desired rhythmic patterns. Specifically, they translated Dante’s
Divine Comedy from Italian sonnets into English iambic pentameter. Instead of
constraining the SMT system, as done by Genzel et al. (2010), they passed its output
lattice through a device that maps words to sequences of stressed and unstressed
syllables. These sequences were finally filtered with an iambic pentameter acceptor.

Voigt and Jurafsky (2012) examined the role of referential cohesion in translation
and found that literary texts have more dense reference chains. They concluded that
incorporating discourse features beyond the level of the sentence (Hardmeier 2014)
is an important research focus for applying MT to literary texts.
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Jones and Irvine (2013) used general-domain MT systems to translate samples
of French literature (prose and poetry) into English. They then used qualitative
analysis grounded in translation theory on the MT output to assess the potential of
MT in literary translation and to address what makes literary translation particularly
difficult.

Besacier (2014) used MT followed by post-editing (by non-professional trans-
lators) to translate a short story from English into French. Such a workflow was
deemed a useful low-cost alternative for translating literary works, albeit at the
expense of lower translation quality.

Our recent work (Toral and Way 2015b) contributed to the state-of-the-art in
two dimensions. First, we conducted a comparative analysis on the translatability
of literary text according to narrowness of the domain and freedom of translation,
which is more general and complementary to the analysis by Voigt and Jurafsky
(2012). Second, related to Besacier (2014), we evaluated MT for literary text. There
were two differences though; first, Besacier (2014) translated a short story, while
we translated a novel; second, their MT systems were evaluated against a post-
edited reference produced by non-professional translators, while we evaluated our
MT systems against the translation produced by a professional translator.

This work builds upon our previous study (Toral and Way 2015b), the following
being the main differences between the two: we now train a literary-adapted
MT system under the NMT paradigm (while previously we used PBSMT), the
translation direction considered is more challenging as the languages are more
distant (English-to-Catalan versus Spanish-to-Catalan), we conduct a considerably
broader evaluation (12 books now versus just one in the previous work), and we
analyse the results with respect to a set of textual features of each novel.

3 Experimental Set-Up

This section covers the experimental settings. We explain the motivation for the
language pair chosen for this chapter (Sect. 3.1), describe the data sets used in our
experiments (Sect. 3.2) and finally the tools that were utilised (Sect. 3.3).

3.1 Language Pair

In general, it is widely accepted that the quality attainable by MT correlates with the
level of relatedness between the pair of languages involved. This is because trans-
lations between related languages should be more literal, and complex phenomena
(such as metaphorical expressions) might simply transfer rather straightforwardly
to the target language, while they are more likely to require complex translations
between unrelated languages.
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In our previous work (Toral and Way 2015a,b), we considered a closely-related
language pair (Spanish-to-Catalan), where both languages belong to the same family
(Romance). We built a literary-adapted PBSMT system and used it to translate a
novel from an internationally renowned author, Ruiz Zafón. We concluded that our
system could be useful to assist with the translation of this kind of text due to the
following two findings.

1. For a random subset of sentences from the novel, we asked native speakers to
rank the translations coming from the MT system against those from a pro-
fessional translator (i.e. taken from the published novel in the target language),
although they did not know which were which. For over 60% of the sentences,
native speakers found both translations to be of the same quality (Toral and Way
2015b).

2. The previous evaluation was carried out at the sentence level, so it might be
argued that this is somewhat limited as it does not take context beyond the
sentence into account. Accordingly, we subsequently analysed 3 representive
passages (up to 10 consecutive sentences): one of average MT quality (i.e. the
quality of this passage is similar to the quality obtained by MT on the whole
novel, as measured with BLEU), another of high quality (i.e. its BLEU score is
similar to the average BLEU score of the 20% highest-scoring passages), and
finally, one of low quality (i.e. its BLEU score is similar to the average BLEU
score of the 20% lowest-scoring passages). For the passages of high and average
quality, we showed that the MT output requires only a few character edits to
match the professional translation (Toral and Way 2015a).

Encouraged by the positive results obtained on a closely-related language pair,
we have now decided to explore the potential for a less-related pair, correspondingly
a more challenging task. The language pair in this study is English-to-Catalan,
where the two languages involved belong to different families (Germanic and
Romance, respectively).

We choose Catalan as the target language as an example of a mid-size European
language.4 These are languages into which a significant number of novels have been
translated; we have easily identified over 200 English e-books available in Catalan.
Nonetheless, this number is very low compared to the amount of books translated
into ‘major’ European languages (such as German, French, Italian, or Spanish).
Concerning mid-size European languages, because there is (i) a reasonable amount
of data available to train literary-adapted MT systems and also (ii) room to have
more novels translated if the output translations produced by MT are deemed useful
to assist translators, we believe this is a sensible choice of target language type for
this line of research.

4With this term we refer to European languages with around 5–10 million speakers, as is the case
of many other languages in Europe, such as Danish, Serbian, Czech, etc.
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Dataset # sentences
# tokens

English Catalan

Training parallel (in-domain) 1,086,623 16,876,830 18,302,284

Training parallel (OpenSubs) 402,775 3,577,109 3,381,241

Training monolingual (in-domain) 5,306,055 − 100,426,922

Training monolingual (in-domain) 13,841,542 210,337,379 −
Training monolingual (web) 16,516,799 − 486,961,317

Development 2,000 34,562 38,114

Table 1 Number of sentences and tokens (source and target sides) in the training and development
data sets

3.2 Data Sets

3.2.1 Training and Development Data

We use parallel and monolingual in-domain data for training. The parallel data com-
prises 133 parallel novels (over one million sentence pairs), while the monolingual
data consists of around 1,000 books written in Catalan (over five million sentences)
and around 1,600 books in English5 (over 13 million sentences). In addition, we
use out-of-domain datasets, namely OpenSubtitles6 as parallel data (around 400,000
sentence pairs) and monolingual Catalan data (around 16 million sentences) crawled
from the web (Ljubešić and Toral 2014). The development data consists of 2,000
sentence pairs randomly selected from the in-domain parallel training data and
removed from the latter data set. Quantitative details of the training and development
data sets are shown in Table 1.

3.2.2 Test Data

We test our systems on 12 English novels and their professional translations into
Catalan. In so doing we aim to build up a representative sample of literary fiction,
encompassing novels from different periods (from the 1920s to the present day) and
genres and targeted at different audiences. Details are provided in Table 2. For each
novel, aside from the number of sentences and tokens (i.e. words) that it contains,
we also show the portion of the source book (percentage of sentences) that was
evaluated.7

5While our experiments are for the English-to-Catalan language pair, we also use English
monolingual data to generate synthetic data for our NMT system (see Sect. 4.2).
6http://opus.lingfil.uu.se/OpenSubtitles.php
7In order to build the test sets we sentence-align the source and target versions of the books. We
keep the subset of sentence pairs whose alignment score is above a certain threshold. See Sect. 3.3.1
for further details.

http://opus.lingfil.uu.se/OpenSubtitles.php
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Author, book and year
%
sentences

#
sentences

# tokens

English Catalan

Auster’s Sunset Park (2010) 75.43% 2,167 70,285 73,541

Collins’ Hunger Games #3 (2010) 73.36% 7,287 103,306 112,255

Golding’s Lord of the Flies (1954) 82.93% 5,195 64,634 69,807

Hemingway’s The Old Man and the Sea (1952) 76.01% 1,461 24,233 25,765

Highsmith’s Ripley Under Water (1991) 65.86% 5,981 84,339 94,565

Hosseini’s A Thousand Splendid Suns (2007) 67.54% 6,619 97,728 105,989

Joyce’s Ulysses (1922) 46.65% 11,182 136,250 159,460

Kerouac’s On the Road (1957) 76.35% 5,944 106,409 111,562

Orwell’s 1984 (1949) 68.23% 4,852 84,062 90,545

Rowling’s Harry Potter #7 (2007) 69.61% 10,958 186,624 209,524

Salinger’s The Catcher in the Rye (1951) 76.57% 5,591 77,717 77,371

Tolkien’s The Lord of the Rings #3 (1955) 66.60% 6,209 114,847 129,671

Table 2 Percentage of sentences used from the original data set and number of sentences and
tokens in the novels that make up the test set

Author # books # sentence pairs # tokens (English)

Auster 2 6,831 145,195

Collins 2 15,315 216,658

Golding 0 0 0

Hemingway 0 0 0

Highsmith 4 27,024 382,565

Hosseini 1 7,672 105,040

Joyce 2 8,762 146,525

Kerouac 0 0 0

Orwell 2 4,068 88,372

Rowling 6 50,000 836,942

Salinger 4 8,350 141,389

Tolkien 3 23,713 397,328

Table 3 Number of books in the training set, together with their overall number of sentence pairs
and source-side tokens for each writer that is also represented in the test set

Whilst obviously none of the novels in the test set is included in the training
data, the latter dataset may contain other novels from writers represented in the
test set. For example, the test set contains the 7th book in the Harry Potter series
from Rowling, while the training set contains the previous six books in that series.
Table 3 shows, for each writer represented in the test set, how many books appear
in the training set from this writer, and how many sentence pairs and tokens (source
side) these books amount to.
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3.3 Tools

We have leveraged state-of-the-art techniques in the field through the pervasive use
of open-source tools throughout the different stages of our experimentation, namely
preprocessing, MT experimentation and evaluation, as detailed in the remainder of
this section.

3.3.1 Preprocessing

The datasets (see Sect. 3.2) are preprocessed in order to make them suitable for MT.
In-domain data is extracted from e-books and converted to plain text with Calibre
support tools,8 then sentence-split with NLTK (Bird 2006) and Freeling (Padró and
Stanilovsky 2012) for English and Catalan, respectively, subsequently tokenised
with Moses’ scripts (Koehn et al. 2007) and Freeling, for English and Catalan,
respectively, and finally sentence-aligned with Hunalign (Varga et al. 2005). Sen-
tence alignment is carried out on lowercased text, in order to reduce data sparsity,
with the assistance of a bilingual dictionary extracted from the Catalan–English
Apertium rule-based MT system.9 Following empirical observations, we keep
aligned sentences with confidence scores higher than 0.3 and 0.5 for the training
and test sets, respectively.

Subsequently, all datasets are truecased and normalised in terms of punctuation
with Moses’ scripts. Finally, in the parallel training data we discard sentence pairs
where either of the sides has fewer than 1 or more than 80 tokens.

3.3.2 MT Toolkits and Evaluation

PBSMT systems are trained with version 3 of the Moses toolkit, while NMT systems
are trained with Nematus (Sennrich et al. 2017).10 For both paradigms default
settings are used, unless mentioned otherwise in the description of the experiments
(see Sects. 4.1 and 4.2 for PBSMT and NMT, respectively).

Automatic evaluation is carried out with the BLEU metric and is case-insensitive.
Multi-bleu as implemented in Moses 3.0 is used for evaluating the development set
while mteval (13a) is used to evaluate the test set. Statistical significance of the
difference between systems is computed with paired bootstrap resampling (Koehn
2004) (p ≤ 0.01, 1 000 iterations).11 Human evaluation is rank-based and is
performed with the Appraise tool (Federmann 2012).12

8https://calibre-ebook.com/
9http://sourceforge.net/projects/apertium/files/apertium-en-ca/0.9.3/
10https://github.com/rsennrich/nematus
11http://www.cs.cmu.edu/~ark/MT/paired_bootstrap_v13a.tar.gz
12https://github.com/cfedermann/Appraise

https://calibre-ebook.com/
http://sourceforge.net/projects/apertium/files/apertium-en-ca/0.9.3/
https://github.com/rsennrich/nematus
http://www.cs.cmu.edu/~ark/MT/paired_bootstrap_v13a.tar.gz
https://github.com/cfedermann/Appraise
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4 MT Systems

4.1 PBSMT System

The PBSMT system is trained on both the in-domain and out-of-domain parallel
datasets by means of linear interpolation (Sennrich 2012) and uses three reordering
models (lexical- and phrase-based as well as hierarchical). In addition, the system
makes use of additional feature functions based on the operation sequence model
(OSM) (Durrani et al. 2011) and language models based not only on surface n-
grams but also on continuous space n-grams (NPLM) (Vaswani et al. 2013). The
OSM and NPLM models are built on the in-domain parallel data (both sides in the
case of OSM and only the target side for NPLM). The vocabulary size for NPLM is
set to 100,000. Surface-form n-gram language models are built on the in-domain and
out-of-domain datasets with KenLM (Heafield 2011) and then linearly interpolated
with SRILM (Stolcke 2002). Tuning is carried out with batch MIRA (Cherry and
Foster 2012).

During development we tuned PBSMT systems using different subsets of the
components previously introduced in order to assess their effect on translation qual-
ity as measured by the BLEU evaluation metric. Table 4 shows the results, where
we start with a baseline trained on in-domain data (in) both for the translation model
(TM) and the language model (LM) and we measure the effect of the following:

• Adding NPLM, both using 4- and 5-g, which results in absolute improvements
of 0.57 and 0.75 BLEU points, respectively.

• Adding OSM (+0.4).
• Adding linearly interpolated out-domain data both for the TM and the LM

(+0.14).

4.2 NMT System

Due to the lack of established domain-adaptation techniques for NMT at the time
when this system was built, our NMT system was trained solely on in-domain data.
Specifically, we trained our NMT system on the concatenation of the parallel in-
domain training data and a synthetic corpus obtained by machine-translating the
Catalan in-domain monolingual training data into English.

TM LM OSM NPLM BLEU

in in – – 0.3344

in in – 4-g 0.3401

in in – 5-g 0.3419

in in y 5-g 0.3459

inIout inIout y 5-g 0.3473

Table 4 Performance of different configura-
tions of the PBSMT system on the develop-
ment set
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We use additional parallel data in which the source side is synthetic (machine-
translated from the target language), as this has been reported to be a successful way
of integrating target-language monolingual data into NMT (Sennrich et al. 2015)
(see also Footnotes 12 and 25 in Way’s chapter in this volume for a discussion on
“back-translation”). The in-domain monolingual training data for Catalan is trans-
lated into English by means of a Catalan-to-English PBSMT system built for this
purpose. This PBSMT system is based on the PBSMT system described in Sect. 4.1.
Aside from reversing the translation direction, this PBSMT system is trained on the
same datasets and has the same components, except for the following, which are not
used: out-of-domain training data (both parallel and monolingual) and NPLM. The
reason not to use these components has to do with an efficiency versus translation
quality trade-off; this system needs to be fast as it is used to translate over five mil-
lion sentences (i.e. the in-domain monolingual training data for Catalan), and taking
the example of NPLM, this is a rather computationally expensive component to run.

We limit the source and target vocabularies to the 50,000 most frequent tokens
in the respective sides of the training data. Training is then run until convergence,
with models being saved every 3 h.13 Each model is evaluated on the development
set using BLEU in order to track performance over training time and find out when
the training reaches convergence.

Figure 1 shows the results. We can observe that performance increases very
quickly in the first iterations, going from 0.0251 BLEU points for model 1 (i.e.
after 3 h of training) to 0.2999 for model 12 (i.e. after 36 h), after which it grows
slowly to reach its maximum (0.3356) for model 53 and then plateaus.

We select the four models with the highest BLEU scores. These are, in descend-
ing order, 53 (0.3356 points), 76 (0.3333), 74 (0.3322) and 69 (0.3314). We trained
these models for 12 h with the embeddings frozen (i.e. the whole network keeps
being trained except the first layer (embeddings) which is fixed). We then evaluate
ensembles of these four models ‘as is’ as well as with the additional training for 12 h
with fixed embeddings. Their BLEU scores are 0.3561 (2.05 points absolute higher
than the best individual system, a 6.1% relative improvement) and 0.3555 (1.99
points absolute higher than the best individual system, 5.9% relative), respectively.
In other words, ensembling led to a substantial improvement, but fixing embeddings
– reported to provide further improvements in several experiments in the literature
– did not increase performance in our set-up.

Subsequently, we tried to improve upon this NMT system by implementing the
following two functionalities:

1. Using subwords rather than words as translation units. Specifically, we seg-
mented the training data into characters and performed 90,000 operations jointly
on both the source and target languages (Sennrich et al. 2016b). These operations
iteratively join the most frequent pair of segments. This results in a score of
0.3689 (1.28 points absolute higher than the initial NMT ensemble, a 3.6%
relative improvement).

13Training is performed on an NVIDIA Tesla K20X GPU.
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Fig. 1 BLEU scores obtained by the NMT models on the development set

2. Producing an n-best list and reranking it with a right-to-left NMT system (Sen-
nrich et al. 2016a). We trained a so-called right-to-left system, with almost the
same settings, the only difference being that the target sentences of the training
data are reversed at the word level. We then produced an n-best list containing
the top-50 translations with the previous model and re-ranked it with the right-
to-left model. This leads to a BLEU score of 0.3948 (2.59 points higher than the
previous system, a 7% relative improvement), and almost 6 BLEU points better
(a 17.6% relative improvement) than the best individual system.

Due to the fact that we use the same dataset for development in the PBSMT and
NMT paradigms, we are able to compare their results. When doing so, however, one
should take into account that any such comparison would be unfair to NMT. This
is because in the development of PBSMT, the system is optimising its log-linear
weights to obtain the highest performance on the development set. Conversely, in the
development of NMT we use the development set for validation, i.e. the system is
not optimised on the development set. Despite this bias towards PBSMT, we observe
that the score obtained by the best NMT system (0.3948, ensemble, using subword
units and re-ranked with a right-to-left model) is notably higher (4.75 points, a
13.7% relative improvement) than the score achieved by the best PBSMT system
(0.3473, all components, see Table 4).
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5 Evaluation

5.1 Automatic Evaluation

As previously mentioned in Sect. 3.3.2, we automatically evaluate the MT systems
using the BLEU metric. Table 5 shows the BLEU scores obtained for each novel
in the test set with both PBSMT and NMT. The results across the different novels
show a very high degree of variability, indicating that fiction is far from a monolithic
domain. In fact scores go from a low of 0.1611 (PBSMT for Ulysses) to the highest
of 0.3892 (NMT for Harry Potter #7), which more than doubles the first figure.

As for the performance obtained by the two paradigms that we compare in this
chapter, NMT beats PBSMT by a statistically significant margin for all novels. On
average, NMT outperforms PBSMT by 10.67% relative and 3 points absolute. The
improvement brought about by NMT compared to PBSMT varies widely depending
on the book, going from 3.11% (Auster’s Sunset Park) to 14% (Collins’ Hunger
Games #3).

5.1.1 Analysis

We performed a set of additional analyses in order to obtain further insights from
the output translations and, especially to try to find the reason why NMT, while
outperforming PBSMT for all the novels, does so by rather diverging margins (from
a minimum of 3.11% to a maximum of 14%, see Table 5).

Novel PBSMT NMT Relative improvement (%)

Auster’s Sunset Park (2010) 0.3735 0.3851 3.11

Collins’ Hunger Games #3 (2010) 0.3322 0.3787 14.00

Golding’s Lord of the Flies (1954) 0.2196 0.2451 11.61

Hemingway’s The Old Man and the Sea (1952) 0.2559 0.2829 10.55

Highsmith’s Ripley Under Water (1991) 0.2485 0.2762 11.15

Hosseini’s A Thousand Splendid Suns (2007) 0.3422 0.3715 8.56

Joyce’s Ulysses (1922) 0.1611 0.1794 11.36

Kerouac’s On the Road (1957) 0.3248 0.3572 9.98

Orwell’s 1984 (1949) 0.2978 0.3306 11.01

Rowling’s Harry Potter #7 (2007) 0.3558 0.3892 9.39

Salinger’s The Catcher in the Rye (1951) 0.3255 0.3695 13.52

Tolkien’s The Lord of the Rings #3 (1955) 0.2537 0.2888 13.84

Average 0.2909 0.3212 10.67

Table 5 BLEU scores obtained by PBSMT and NMT for each of the books that make up the test
set. NMT outperforms PBSMT by a statistically significant margin (p < 0.01) on all books
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More specifically, we considered three characteristics of the source-side of each
novel in the test set (lexical richness, novelty with respect to the training data, and
average sentence length) and studied whether any of these features correlates to
some extent with the performance of the PBSMT and NMT systems and/or with
the relative improvement of NMT over PBSMT. The motivation to use these three
features is as follows:

• Lexical richness has been already studied in relation to NMT, and there are
indications that this MT paradigm has “an edge especially on lexically rich
texts” (Bentivogli et al. 2016).

• There is evidence that NMT’s performance degrades with sentence length (Toral
and Sánchez-Cartagena 2017).

• Despite, to the best of our knowledge, the lack of empirical evidence, it is still
the perceived wisdom that NMT is better at generalising than PBSMT, and so it
should perform better than the latter especially on data that is unrelated to the
training data.

Lexical Richness

We use type-token ratio (TTR) as a proxy to measure lexical richness. The higher
the ratio, the less repetitive the text and hence it can be considered lexically more
varied, and thus richer. To measure this we calculate the TTR on the source side of
each novel. As they have different sizes, we calculate the TTR for each novel on a
random subset of sentences that amount to approximately n words, n being 20,000,
a slightly lower number to the number of words contained in the smallest novel in
our dataset, The Old Man and the Sea with 24,233 words.

Sentence Length

We measure the average sentence length of each novel as the ratio between its total
number of tokens and its number of sentences. Both these values were reported in
Table 2.

Novelty with Respect to the Training Data

We use n-gram overlap to measure the novelty of a novel with respect to the training
data. Concretely, we consider the unique n-grams (n = 4) in the parallel training
data and in each novel, and calculate the overlap as the ratio between the size of
the intersection and the number of unique n-grams in the training set. The higher
the overlap, the less novelty that the novel presents with respect to the training
data. As in the analysis concerning lexical richness, we consider 20,000 words from
randomly selected sentences for each novel.
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Novel TTR

Avg. sentence

Overlaplength

Auster’s Sunset Park (2010) 0.1865 32.434 0.368

Collins’ Hunger Games #3 (2010) 0.1716 14.177 0.393

Golding’s Lord of the Flies (1954) 0.1368 12.442 0.370

Hemingway’s The Old Man and the Sea (1952) 0.1041 16.587 0.371

Highsmith’s Ripley Under Water (1991) 0.1492 14.101 0.404

Hosseini’s A Thousand Splendid Suns (2007) 0.1840 14.765 0.377

Joyce’s Ulysses (1922) 0.2761 12.185 0.216
Kerouac’s On the Road (1957) 0.1765 17.902 0.335

Orwell’s 1984 (1949) 0.1831 17.325 0.343

Rowling’s Harry Potter #7 (2007) 0.1665 17.031 0.433

Salinger’s The Catcher in the Rye (1951) 0.1040 13.900 0.448

Tolkien’s The Lord of the Rings #3 (1955) 0.1436 18.497 0.368

Table 6 TTR, average sentence length and 4-g overlap for the source side of the 12 novels that
make up the test set. The highest TTR and average sentence length as well as the lowest n-gram
overlap values are shown in bold

BLEU TTR Avg. sentence length Overlap

PBSMT – – r = 0.62, p < 0.05

NMT – – r = 0.66, p < 0.01

Rel. diff – ρ = −0.45a, p = 0.07 –

Table 7 Correlations between the BLEU scores for NMT, PBSMT and their relative difference
and the other metrics considered (TTR, average sentence length and 4-g overlap) for the 12 novels
that make up the test set. Empty cells mean that no significant correlation was found
aA significant parametric Pearson correlation was found (r = −0.78, p < 0.01) but the assumption
that both variables come from a bivariate normal distribution was not met, hence the reason why a
non-parametric Spearman correlation is shown instead

Results

Table 6 shows the values for each novel and for each of the three features analysed.
We can clearly observe an outlier in the data for all the three variables reported.
Ulysses has the highest TTR by far at 0.276 and is also the novel with the lowest
overlap by a wide margin (0.216). As for sentence length, the value for Sunset Park
(32.434) is over 10 points higher than the value for any other novel.

Table 7 shows the significant correlations between the BLEU scores (for PBSMT,
NMT and the relative difference between both, see Table 5) and the three variables
analysed (TTR, average sentence length and n-gram overlap). Each of the significant
correlations is then plotted, including its regression line and its 95% confidence
region, in Figs. 2, 3 and 4.
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Fig. 2 Spearman correlation between the relative difference between the BLEU scores of the
NMT and PBSMT systems and sentence length
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Fig. 3 Pearson correlation between the BLEU score of the PBSMT system and 4-g overlap

While Bentivogli et al. (2016) found a moderate correlation (r = 0.73) between
TTR and the gains by NMT over PBSMT (measured with mTER – multi-reference
TER (Snover et al. 2006) – on transcribed speeches), there is no significant
correlation in our set-up.

With respect to sentence length (see Fig. 2), we observe a negative correlation
(ρ = −0.45), meaning that the relative improvement of NMT over PBSMT
decreases with sentence length. This corroborates the findings in previous
work (Toral and Sánchez-Cartagena 2017) and appears to be the main reason
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Fig. 4 Pearson correlation between the BLEU score of the NMT system and 4-g overlap

behind the low relative improvement that NMT achieved for Sunset Park (see
Table 5), as the average sentence length for this novel is very long compared to all
the other novels in our test set (see Table 6).

Finally, we found significant positive correlations between the performance of
both PBSMT and NMT and n-gram overlap, the Pearson correlation coefficient
being r = 0.62 (see Fig. 3) and r = 0.66 (see Fig. 4), respectively. This matches
the intuition that the performance of a statistical MT system should be better the
more the test set resembles the training data. That said, we did not find significant
correlations between the relative improvement of NMT over PBSMT and overlap.
Thus, the perceived wisdom that the more unrelated the data to be translated from
the test set the wider the gap between NMT and PBSMT, does not hold for our
set-up.

5.2 Human Evaluation

We also conducted a manual evaluation, in order to gain further insights. A common
procedure (e.g. conducted in the annual MT shared task at WMT)14 consists of
ranking the translations produced by different MT systems (see also Section 3.4 in
Castilho et al. in this volume). Given the source and target sides of the reference
(human) translations, and two or more outputs from MT systems, these outputs are
ranked according to their quality, e.g. in terms of adequacy and/or fluency.

14e.g. http://www.statmt.org/wmt17/translation-task.html

http://www.statmt.org/wmt17/translation-task.html
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In our experiment, we are not only interested in comparing two MT systems –
PBSMT and NMT – to each other, but also with respect to the human reference
translation. Hence, we conduct the rank-based manual evaluation in a slightly
modified setting; we do not provide the target of the reference translation as
reference but as one of the translations to be ranked. The evaluator thus is provided
with the source-side of the reference and three translations, one being the human
translation and the other two the translations produced by the PBSMT and NMT
systems. The evaluator of course does not know which is which. Moreover, in order
to avoid any bias with respect to MT, they are not told whether the translations are
human or automatic.

This human evaluation is conducted for three of the books used in the automatic
evaluation: Orwell’s 1984, Rowling’s Harry Potter #7 and Salinger’s The Catcher
in the Rye. For each of these books, the sentences in 10 randomly selected passages
were ranked. Each passage is made of 10 contiguous sentences, the motivation
being to provide the annotator with context beyond the sentence level. Therefore,
sentences 1–10 (passage 1) are contiguous in the book, then there is a jump to a
second passage contained in sentences 11–20, and so forth.

All the annotations were carried out by two native Catalan speakers with an
advanced level of English. They both have a background in linguistics but no in-
depth knowledge of statistical MT (again, to avoid any bias with respect to MT).
Comprehensive instructions were provided to the evaluators in their native language,
in order to minimise ambiguity and thus foster high inter-annotator agreement. Here
we reproduce the translation into English of the evaluation instructions:

Given three translations, the task is to rank them:

• Rank a translation A higher (rank 1) than a translation B (rank 2), if the first
translation is better than the second.

• Rank two translations A and B equally (rank 1 for both A and B), if both have
an equivalent quality.

• Use the highest rank possible, e.g. if there are three translations A, B and C, and
the quality of A and B is equivalent and both are better than C, then they should
be ranked as follows: A = rank 1, B = rank 1, C = rank 2. Do NOT use lower
rankings, e.g.: A = rank 2, B = rank 2, C = rank 3.

Please follow the following guidelines to decide that a translation is better than
another:

• Above anything else: the meaning of the original is understood, all the informa-
tion is preserved and, if possible, the translation sounds natural.

• If all translations preserve the meaning to a similar extent, you might compare
the number of errors (e.g. lexical, syntax, etc) in each translation.

• If for a given set of translations, you cannot decide how to rank them, you can
skip that set by pressing the button “flag error”.

Figure 5 shows a snapshot of the manual evaluation process. In this example the
annotator is asked to rank three translations for the second sentence from the first
passage of Salinger’s The Catcher in the Rye.
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Fig. 5 Snapshot from the manual evaluation process

5.2.1 Inter-annotator Agreement

The inter-annotator agreement in terms of Fleiss’ Kappa (Fleiss 1971) is 0.22
for Orwell, 0.18 for Rowling and 0.38 for Salinger. The values for Orwell and
Salinger fall in the band of fair agreement [0.21, 0.4] (Landis and Koch 1977)
while that for Rowling is at the higher end of slight agreement [0.01, 0.2]. For the
sake of comparison, the average inter-annotator agreement at WMT for the closest
language direction to ours (English-to-French) over the last four editions in which
that language direction was considered is 0.29, see Table 4 in Bojar et al. (2016).

5.2.2 Pairwise Rankings

From the sets of annotations (rankings between three translations), we extract
all pairwise rankings, i.e. the rankings for each pair of translations. Given two
translations A and B, the pairwise ranking will be A > B if translation A was
ranked higher than B, A < B if A was ranked lower than B, and A = B if both
were ranked equally.

It is worth mentioning that while the PBSMT translations consistently cover
the source sentences, this is not always the case for the other two translations.
NMT has a tendency towards omission errors (Klubička et al. 2017). The human
translation sometimes does not cover the source sentence fully either. This may be
due to a choice of the translator, e.g. to translate the sentence in a way that diverges
notably from the source. There are also some cases where the human translation is
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Fig. 6 Pairwise rankings between HT and MT for Orwell’s 1984

misaligned15 and so it is unrelated to the source sentence. Most cases in which the
human translation is ranked lower than MT (PBSMT or NMT) are due to either of
these two reasons. It is clearly unjustifiable to rank the human translation lower than
MT in these cases, so we remove these pairwise rankings, i.e. A < B where A is
the human translation and B corresponds to the translation produced by either MT
system.16

Figures 6, 7 and 8 show the pairwise rankings between each MT system and the
human translation (HT) for Orwell’s, Rowling’s and Salinger’s books. In all three
books, the percentage of sentences where the annotators perceive the MT translation
to be of equivalent quality to the human translation is considerably higher for NMT
compared to PBSMT: 16.7% vs. 7.5% for Orwell’s, 31.8% vs. 18.1% for Rowling’s
and 34.3% vs. 19.8% for Salinger’s. In other words, if NMT translations were to be
used to assist a professional translator (e.g. by means of post-editing), then around
one third of the sentences for Rowling’s and Salinger’s and one sixth for Orwell’s
would not need any correction.

15As mentioned in Sect. 3.3.1, the source novels and their human translations were sentence-
aligned automatically. The empirically set confidence threshold results in most alignments being
correct, but some are erroneous.
16While the majority of HT<MT cases are unjustified, not all of them are. By removing these
rankings, the results are slightly biased in favour of HT and thus overly conservative with respect
to the potential of MT.
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Fig. 7 Pairwise rankings between HT and MT for Rowling’s Harry Potter #7

Fig. 8 Pairwise rankings between HT and MT for Salinger’s The Catcher in the Rye

Having looked at pairwise rankings between MT and human translations, we
move our attention now to the pairwise rankings between the two types of MT
systems. The results for all three books are depicted in Fig. 9. In all the books
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Fig. 9 Pairwise rankings between PBSMT and NMT

the trends are similar. The biggest chunk (41.4%, 54.7%) corresponds to cases
where NMT translations are ranked higher than PBSMT’s (PBSMT<NMT). The
second relates to translations by both systems which are ranked equally (27.8%,
39.4%), (PBSMT = NMT). Finally, the smallest chunk (less than 20% in all
three books) signifies translations for which PBSMT is ranked higher than NMT
(PBSMT > NMT).

5.2.3 Overall Human Scores

In addition to the pairwise rankings, we derive an overall score for each translation
type (HT, NMT and PBSMT) and novel based on the rankings. To this end we use
the TrueSkill method adapted to MT evaluation (Sakaguchi et al. 2014) following
its usage at WMT15,17 i.e. we run 1,000 iterations of the rankings recorded with
Appraise followed by clustering (p < 0.05).

Figure 10 depicts the results. For all three books considered, all the translation
types are put in different clusters, meaning that the differences between every pair of
translation types are significant. The ordering of the translation types corroborates
that seen in the pairwise analysis (see Sect. 5.2.2), namely human translations come
on top, followed by NMT outputs and finally, in third place, PBSMT outputs.

17https://github.com/mjpost/wmt15

https://github.com/mjpost/wmt15
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Fig. 10 Overall human evaluation scores with TrueSkill

If we consider PBSMT’s score as a baseline, the score given to the human
translations as a gold standard, and the distance between the two as the potential
room for improvement for MT, we could interpret NMT’s score as the progress made
in our journey towards better translation quality for novels, departing from PBSMT
and targeting human translations as the goal to be reached ultimately. Using this
analogy, although there is still a long way to go, with NMT we have covered already
a considerable part of the journey: 20%, 22% and 18% for Orwell’s, Rowling’s
and Salinger’s books, respectively; while it may not yet be a case of A Thousand
Splendid Suns, it can be said with confidence that we are On The Road!

6 Conclusions and Future Work

This chapter has assessed the quality attainable for novels by the two most common
paradigms to MT at present, NMT and PBSMT. To this end, we built the first
in-domain PBSMT and NMT systems for literary text by training them on large
amounts of parallel novels. We then automatically evaluated the translation quality
of the resulting systems on a set of 12 widely known novels spanning from the 1920s
to the present day. The results proved favourable for NMT, which outperformed
PBSMT by a significant margin for all the 12 novels.

We then delved deeper into the results by analysing the effect of three features of
each novel: its lexical richness, its degree of novelty with respect to the training data,
and its average sentence length. Only for the last feature did we find a meaningful
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correlation with NMT relative improvement over PBSMT, which corroborates
the tendency for improvements in NMT over PBSMT to decrease with sentence
length. This seems to be the main reason behind NMT achieving a relatively low
improvement over PBSMT for one of the novels, but we note that particular novel
to be a considerable outlier in terms of sentence length.

We have also conducted a human evaluation, where we manually ranked the
translations produced by NMT, PBSMT, as well as the human translations for three
of the books. Again, NMT outperformed PBSMT. For two out of the three books
native speakers perceived NMT translations to be of equivalent quality to those of
human translations in around one third of the cases (one fifth for PBSMT).

As for future work, we would like to assess the feasibility of using MT to assist
with the translation of literary text. To that end, we plan to carry out an experiment
in which we integrate MT into the workflow of professional literary translators by
means of post-editing and assess its impact in the translation process (e.g. temporal
and technical effort) as well as in the translation result (e.g. quality and reading
experience of the resulting translation).
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