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Foreword

The 20th International Conference on Human-Computer Interaction, HCI International
2018, was held in Las Vegas, NV, USA, during July 15–20, 2018. The event incor-
porated the 14 conferences/thematic areas listed on the following page.

A total of 4,373 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 76 countries submitted contributions, and 1,170 papers and
195 posters have been included in the proceedings. These contributions address the
latest research and development efforts and highlight the human aspects of design and
use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2018
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts, I
would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

July 2018 Constantine Stephanidis
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• Human-Computer Interaction (HCI 2018)
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• 5th International Conference on Learning and Collaboration Technologies (LCT

2018)
• 4th International Conference on Human Aspects of IT for the Aged Population

(ITAP 2018)
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HCI International 2019

The 21st International Conference on Human-Computer Interaction, HCI International
2019, will be held jointly with the affiliated conferences in Orlando, FL, USA, at Walt
Disney World Swan and Dolphin Resort, July 26–31, 2019. It will cover a broad
spectrum of themes related to Human-Computer Interaction, including theoretical
issues, methods, tools, processes, and case studies in HCI design, as well as novel
interaction techniques, interfaces, and applications. The proceedings will be published
by Springer. More information will be available on the conference website:
http://2019.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2019.org

http://2019.hci.international/ 
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Abstract. Although much has been published on how to collect user require‐
ments, there is surprisingly little guidance on the specific information that should
be included in a user requirements specification, or on the syntax of user require‐
ments statements. An ISO working group that has been developing a series of
documents to define good practice for the content of human-centred design deliv‐
erables is now working to get consensus on the content of user requirements
specifications. Two types of user requirements have been identified: (a) require‐
ments for a user to be able to recognize, select, input or receive physical entities
and information, and (b) use-related quality requirements that specify criteria for
outcomes such as effectiveness, efficiency, satisfaction, accessibility, user expe‐
rience and avoidance of harm from use. A user requirements specification should
also contain information about constraints, the context of use, goals and tasks to
be supported, design guidelines and any recommendations for design solutions
emerging from the user requirements. This paper explains some of the challenges
in developing the standard.

Keywords: Requirements · User requirements · Standards

1 Introduction

Understanding user requirements and making them available as part of the development
process is a key activity in human-centred design. It provides the basis for an appropriate
design solution and its evaluation. Without proper statements of user requirements, the
development process cannot be informed about what is required from the perspective
of the use of the interactive system. Existing published approaches describe a process
and the methods that can be used to gather information about users and their tasks, e.g.
[1, 7, 23, 24]. For example, commonly used methods are contextual interviews, surveys,

© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 3–13, 2018.
https://doi.org/10.1007/978-3-319-91238-7_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91238-7_1&domain=pdf


user needs analysis, card sorting, group task analysis, focus groups and field studies. But
what are the resulting requirements that provide a basis for design and evaluation of the
system from the perspective of its users, and how should these be specified? User
requirements are often ignored.

There is extensive literature on what aspects of usability and user experience can be
evaluated, but these are rarely expressed in advance as requirements for the design of
the interactive system [1]. Cohelo emphasizes the need to specify ‘experience’ require‐
ments relating to users’ expected perceptions and responses about a system or service
in addition to task-related requirements and usability requirements [5].

When a new system is being commissioned, a general requirements analysis will
take place which will include the business goals and the requirements of the identified
stakeholders. One consideration is how user requirements will be differentiated from
other types of requirements (e.g. market requirements and organizational requirements).
A distinction that is often made is between functional requirements (which specify what
the system should do) and non-functional (which specifies how well it does those things)
[22, 26]. The non-functional requirements are often considered to include usability and
other quality requirements [21]. However, the term “non-functional” is rather dispar‐
aging, and not well-defined, as “non-functional” requirements need functions to be
specified to implement them. Quality requirements provide a more positive concept that
is widely used, for example in ISO/IEC 25010 “System and software quality models”.

2 Standards Containing Guidance on User Requirements

The ISO standard for usability, ISO 9241-11 (1998) defined usability as the “extent to
which a product can be used by specified users to achieve specified goals with effec‐
tiveness, efficiency and satisfaction in a specified context of use”. The standard contains
an example of a usability requirements specification that defines the intended goals and
context of use, and specifies measures and criterion levels for effectiveness, efficiency
and satisfaction for the product under development. In 2001 an industry working group
led by the US National Institute of Standards and Technology (NIST) published a
Common Industry Format for documenting the results of a summative usability evalu‐
ation of effectiveness, efficiency and satisfaction [2] to enable the usability test results
for products to be compared. This was subsequently adopted by ISO as ISO/IEC 25062
[16]. Although the document does not explicitly mention requirements, it implicitly
provides a basis for specifying usability requirements. A parallel document, the
Common Industry Specification for Usability—Requirements (2007) was subsequently
developed by NIST for specifying usability requirements [25], highlighting the value of
high-level quantitative requirements for effectiveness, efficiency and satisfaction. Based
on this experience, the EU PRUE project successfully trialled the use of usability
requirements in several companies [3].
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3 What Are User Requirements?

There are now many papers and textbooks that explain how to collect user requirements
(e.g. [1, 7, 23, 24]), but very little guidance about what information to include in user
requirements, or how they should be specified.

There is also some confusion between the meaning of “user requirements” and
“usability requirements”. For example, the Specification for Usability Requirements
published by NIST [25] included in addition to the components of usability (effective‐
ness, efficiency and satisfaction), other types of requirements:

Design guidance

(a) Design principles
(b) Human factors and ergonomics
(c) Style guides
(d) Standards

Usability features

(a) Accessibility
(b) Understandability
(c) Learnability
(d) Operability
(e) Attractiveness

Content and functions

(a) Functionality
(b) Content
(c) Complete, accurate, up to date, style
(d) Effectiveness (for learning)
(e) Trust
(f) Platform independence

These types of requirements would now be commonly regarded as “user require‐
ments”.

4 First Draft of the Standard for User Requirements

An ISO joint working group, with experts from the systems and software engineering
and ergonomics committees, has been developing a series of standard Common Industry
Formats for the usability-related information that is produced and used during systems
development. The documents that have been produced so far are:

– ISO/IEC 25060 (2010) General framework for usability-related information
– ISO/IEC 25063 (2014) Context of use description
– ISO/IEC 25064 (2013) User needs report
– ISO/IEC 25065 (2016) Evaluation report

What Are User Requirements? Developing an ISO Standard 5



ISO/IEC 25064 describes what should be included in a user needs report, and notes
that “the user needs report is a critical input into specifying user requirements”.
However, it does not explain how user requirements differ from user needs, and why an
additional step of defining user requirements is necessary prior to implementation of the
system. Some authors clearly differentiate between user needs and user requirements [7].

As long ago as 2010, the joint working group agreed a definition of user require‐
ments: “requirements for use that provide the basis for design and evaluation of inter‐
active systems to meet identified user needs”, and started work on the ISO/IEC 25065
standard for the contents of user requirements specifications. But, despite extensive
discussion, development was terminated after two years because no consensus had been
reached on the scope of user requirements and how to classify them. The project was
restarted in 2014, positioning user requirements in relation to other types of require‐
ments.

The initial draft for ballot (ISO/IEC CD 25065, issued in March 2017) explained
that system requirements describe what the system has to do and to what extent it should
do it, in order to meet each individual stakeholder requirement.

System requirements for the technical solution “specify, from the supplier’s perspec‐
tive, what characteristics, attributes, and functional and performance requirements the
system is to possess, in order to satisfy stakeholder requirements” (ISO/IEC 15288).
Stakeholder requirements describe what is required from the viewpoint of each indi‐
vidual stakeholder group. Stakeholder requirements “express the intended interaction
the system will have with its operational environment and that are the reference against
which each resulting operational capability is validated” (ISO/IEC 15288), as illustrated
by Fig. 1 from ISO/IEC 29148:2011.

Fig. 1. Stakeholder requirements in relation to system requirements.

User requirements are one type of stakeholder requirement [8]. They provide a basis
for system requirements from the viewpoint of the user of the interactive system.

According to the first draft, user requirements specify what a user shall be able to do
and/or experience with the system in each particular context of use in order to satisfy
one or more user needs. The purpose of user requirements was given as enabling the
design of a system with which users could achieve levels of usability, accessibility, user
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experience and/or avoidance of harm from use (referred to as human-centred quality in
ISO 9241-220). Human-centred quality objectives are high-level project objectives that
can subsequently form the basis for more specific acceptance criteria for the system.
Although they were included in a user requirements specification, they were labelled as
objectives rather than requirements.

User requirements themselves were requirements for: a user to be able to recognize
specific information in the interactive system (e.g. departure times of trains); or to be
able to input a physical entity (e.g. coins) or information (user’s age); or to be able to
select a physical entity or information (e.g. destination); or to have a specific perception
or response (i.e. user experience, e.g. a sense of enjoyment).

Stakeholder requirements other than user requirements can be sources for user
requirements as shown in Fig. 2 [8]. All stakeholder requirements are intended to serve
as the basis for deriving system requirements.

Fig. 2. Types of stakeholder requirements leading to system requirements

Legal requirements (also called regulatory requirements) are constraints set by legal
entities (e. g. the Government or a government institution). They are contained in laws
and other regulatory documents including harmonized standards. Legal requirements
often enforce processes within specific types of organizations. For example:
“Section 508 requires that when federal agencies develop, procure, maintain, or use
electronic and information technology, federal employees with disabilities have access
to and use of information and data that is comparable to the access and use by federal
employees who are not individuals with disabilities, unless an undue burden would be
imposed on the agency.” (Section 508 in the USA).
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Market requirements are set by manufacturers and describe which capabilities the
system shall possess or meet, so that purchasers, or purchase decision makers, buy the
product (or in case of free-of-charge products decide to use the product). For example:
“The smart phone shall be cheaper than the equivalent model from a major competitor”.

Organizational requirements are requirements on the behaviour of the organization
and on the humans within organizations that describe how people within the organization
have to act when performing their tasks. For example: “The physician shall wear gloves
during surgery” or “The sales representative shall get quotations higher than
100.000 EUR signed off by the sales director before sending them to the client”.

User requirements on the system output prescribe the required outputs of the inter‐
active system and the attributes of theses outputs (including the accuracy) that these
outputs shall have (where applicable). For example: “The invoice produced by the
system shall contain the contract number that it relates to”, or “The hard-boiled egg
produced by the system shall not contain any liquid egg yolk”).

User requirements are typically included as part of a stakeholder requirements spec‐
ification document as described in ISO/IEC/IEEE 29148 (Requirements Engineering).

Figure 3 from the draft illustrates the suggested relationship between user require‐
ments and other information items related to human-centred design.

Fig. 3. The interrelationship between user requirements and other information items related to
human-centred design.
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5 Second Draft of the Standard for User Requirements

The second draft, ISO/IEC CD 25065.2, was issued in January 2018. Changes include:

– The interpretation of user requirements has been broadened from what a user shall
be able to do and/or experience with the system to include requirements for “use-
related qualities” (such as the usability or accessibility) with which intended
outcomes are achieved using the interactive system (see Sect. 5.3).

– The standard focusses on the content of user requirements specifications, removing
the explanation of the role of user requirements in systems development (as this is
beyond the intended purpose of the standard).

5.1 Content of a User Requirements Specification

The second draft states that the following information should be included in a user
requirements specification:

– Interactive system for which the user requirements are specified.
– Any constraints in terms of factors known to limit the freedom of design and imple‐

mentation of solutions to satisfy the user requirements and the interactive system to
be developed. These include technical, budget, time, legal, environmental, social and
organizational constraints. (This differs from a view commonly held by developers
that user requirements are constraints on the freedom of design and implementation
of solutions to satisfy the functional requirements.)

– The overall context of use: the users, goals and tasks, resources, and environment for
use of the interactive system (this can be in a separate document). It specifies the
contexts of use in which the system is required to be usable.

– Goals (intended outcomes) and the tasks to be supported. Goals are the intended
outcome(s) to be achieved using the interactive system. Goals are independent of the
means used to achieve them. Goals focus on what is to be achieved without neces‐
sarily specifying criteria (such as levels of effectiveness, efficiency or satisfaction).
Tasks consist of one or more activities undertaken to achieve a goal. Different combi‐
nations of activities can provide different ways of achieving the same goal and can
lead to different levels of usability.

– User requirements
• User-system interaction requirements (see Sect. 5.2).
• Use-related quality requirements (see Sect. 5.3).

Each user requirement should include:

• The user group(s) to which the user requirement applies.
• The goal(s) or task(s) to which the user requirement applies.
• The condition(s) (including relevant aspects of the context of use) under which the

user requirement applies.
– Design guidance to be applied (such as a style guide).
– If appropriate, recommendations for design solutions emerging from the user

requirements.
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5.2 User-System Interaction Requirements

User-system interaction requirements specify the outcome of use, in terms of required
interaction, e.g. to be able to:

– Recognize specific information in the interactive system (e.g. departure times of
trains).

– Input a physical entity (e.g. coins) or information (user’s age).
– Select a physical entity or information (e.g. destination).
– Receive (take away) a physical entity (e.g. the printed ticket) or information from the

interactive system (an electronic receipt).

The following syntax is suggested to phrase use-related quality requirements: “With
the <interactive system> the <user group> shall be able to achieve <outcome in terms
of interaction> under <condition(s)> (if applicable).”

5.3 Use-Related Quality Requirements

Use-related quality requirements specify criteria for components of use-related quality:

– Effectiveness (e.g. extent to which the alarm is set correctly).
– Efficiency (e.g. time taken to set the alarm).
– Satisfaction (e.g. user feels secure that he will wake up as intended).
– Other components of use-related quality (e.g. accessibility, user experience, avoid‐

ance of harm from use).

These requirements can be at the level of the overall task outcome (e.g. setting an
alarm on a clock) or when appropriate be for elements of user-system interaction (e.g.
the effectiveness or efficiency of inputting or selecting information).

5.4 Structuring User Requirements Within a User Requirements Specification

Use-related quality requirements can apply to use of the whole system or product, as
well as to the achievement of sub-goals and sub-tasks. User-system interaction require‐
ments typically specify interaction at the lowest level of tasks or sub-tasks, which
describe required interaction with the user interface. User requirements should be struc‐
tured by the goals and tasks to be supported by the interactive system rather than by the
characteristics of the system.

6 Conclusions

6.1 Benefits

ISO/IEC 25065 helps differentiate two concepts that are often confused: user require‐
ments and user needs (user needs are already described in ISO/IEC 25064).

Reaching an agreement on the meaning and content of user requirements has not
been easy. The current draft identifies the information to be included in a specification
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of requirements for the user interactions with, and the interfaces of, interactive systems.
This includes two important types of user requirements at the detailed level of user-
system interaction: (a) what requirements does a user have to be able to recognize, select,
input or receive information or a physical entity? And (b) are there any quality require‐
ments (effectiveness, efficiency, satisfaction, user experience, accessibility or avoidance
of harm from use), for any of these detailed elements of interaction, or as evidence of
achievement of higher level goals? Specification of quality requirements is likely to be
reserved for aspects of interaction where particular levels of quality (such as efficiency,
accessibility or pleasure from use) are important for the success of the system and the
specification (and potential evaluation) of these requirements is necessary to ensure that
they are achieved.

Uniformity and precision in the definition of user requirements is beneficial in the
specification of requirements in both formal and less formal development environments.
ISO/IEC 25065 helps to align user requirements with the terminology and processes
used in standards such as ISO/IEC 15288 and 29148 which are used to specify require‐
ments, for large, critical and complex systems.

6.2 Types of User Requirements

The focus of the current draft of ISO/IEC 25065 is on two types of user requirements:
user-system interaction requirements, and use-related quality requirements for task and
sub-task outcomes. There are other types of requirements related to use that are
frequently identified within design activities, but appear to be outside the scope of either
type described in the standard, such as:

• Requirements for the project that would make it possible for the project to develop
systems with human-centred quality (such as the plans, activities, methods, staff
competence and resources).

• User requirements for the enabling systems that realise, operate and maintain the
system of interest, (e.g. production, installation, training, maintenance, support/
supply/inform, management/command/governance etc.).

• User requirements for properties of the system that go beyond a specific user inter‐
action (e.g. “When using the transport system, the user shall be able to use the same
ticket when transferring from metro to bus”).

• User requirements for functionality (e.g. “The user shall be able to specify a keyboard
shortcut for every menu item”).

• User requirements specifically relating to the context of use (e.g. “The user shall be
able to use the product in the dark”).

It would be useful to clarify how these requirements relate to the scope and content
of the current standard, in order to either refine this standard and/or identity the need for
further standardisation relating to user requirements. This might be within the CIF series
of standards for stating usability-related information, or in the ISO 9241-200 series of
standards that address the processes, activities and methods used to generate and trans‐
form that information.

What Are User Requirements? Developing an ISO Standard 11



6.3 Participation in Standards Development

If you would like to contribute to the future development of this or other standards related
to usability [4], or to comment on drafts, you can either do this via your national standards
body [10], or if you are a member of one of the ISO TC159/SC4 liaison organisations
[11] such as UXPA [27] you can participate through the liaison organisation.

Acknowledgements. The authors of this paper are members of the joint working group (JWG28)
between ISO TC159/SC4 and ISO/IEC JTC1/SC7 that is developing ISO/IEC 25065.
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Abstract. This article proposes to discuss how user-centered design practices
(UCD) can be influenced by certain organizational characteristics such as organ‐
izational culture and corporate maturity of user-centered design processes. Organ‐
izational culture exerts a strong power in all sectors of a company, either in the
transmission of values, behaviors or habits and, in particular, the adoption of new
practices and methodologies also do not escape from this rule and appear to be
under the control of this culture which selects and designates what can and cannot
be promoted within the corporation. In addition to corporate culture, the level of
corporate maturity is also a determining factor on the implementation of
successful processes and without adequate and mature understanding, can affect
as a consequence, the results and quality of a products and services, thus compro‐
mising the sales, user’s satisfaction, and for last, the market positioning.

Keywords: User-centered design · User-centered design process
Organizational culture · Corporate maturity

1 Introduction

Currently, companies have increased their concern with user satisfaction motivated
mainly by market competition. In general, the user has gained a meaning related to the
profit and as an investment is gradually becoming a key element in the development of
projects, becoming a competitive differential.

The use of the term UX has been established in the corporate dictionary as synony‐
mous of success to create attractive products and services, even if there is no consensus
or certainty of its meaning. User-focused methodologies are currently one of the most
researched practices in both the academic and corporate domains, making it of the utmost
importance for project development. Everything looks perfect, but how are companies
doing this job? Does organizational culture allow users to effectively participate in the
contribution of their own experience? And as for the maturity of the business, is it enough
to deal with methods and techniques with the goal of creating products and services that
satisfy users?

This paper aims to discuss how user-centered design practices can be directly or
indirectly affected by the organizational culture and the corporate maturity of the design
process.

© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 14–23, 2018.
https://doi.org/10.1007/978-3-319-91238-7_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91238-7_2&domain=pdf


2 UCD Practices in Organizations

2.1 Understanding UCD

Much is said about how design practices can help in the sale and retention of products
and services, capturing and winning the interest of users. According to Courage and
Baxter (2005, p. 8), thanks to market pressure and usability awareness, many companies
link UCD processes to the life cycles of their products. However, a closer look shows
that there are still gaps to be filled in the application of these practices that involve UCD
design methodologies within companies.

Initially, it is needs to be a clear understanding of what involves user-centered design
in the corporate environment and this includes the proper discernment among the various
terms used to designate these activities. The term “user-centered design” is still misused
today. Although it is considered a multidisciplinary design approach, some people refer
to human-centered design of products and services as user experience, but according to
Goodwin (2011, p. 5) this term is presumptuous; it is possible to design all aspects of
the environment to encourage a great user experience, but as each one brings their own
attitudes, behaviors and perceptions to any situation, no designer can determine exactly
what the experience has.

In addition to the mistaken use of user-centered design, the terms usability, human-
computer interaction, and user experience are mistaken for synonyms and misunder‐
standings. Lowdermilk (2013, p. 6) clarifies that differences from definitions: usability,
also referred to as human factors, is the study of how humans relate to any product. Man-
computer interaction is rooted in usability, but focuses on how humans relate to
computing products. User-centered design has emerged from human-computer interac‐
tion and is a software design methodology for developers and designers where their
practice ensures the application of good usability. With regard to the term user experi‐
ence, so widely used these days, it is used to summarize the entire experience of a
software product or service. It not only covers features, but also how engaging and
enjoyable is the use of an application.

2.2 Adoption of UCD Practices

Understanding and implementing UCD should be an important practice in organizations
to achieve the goal of designing products and services for their end users. However,
Schaffer (2004, p. 16) reminds us the real question that companies often ask themselves:
“Will people be converted?” For most organizations, it’s an advantage if people love
their projects, but making the sale happen will make the company’s executives happier.
For corporations, of course sales are an expected outcome, but in order to achieve this
goal, they need to be aware of a number of factors, including the final quality of what
they produce, which should be usable and meet the user’s needs. It would seem obvious
to think this way, but for some organizations this logic may not exactly match reality.

For Courage and Baxter (2005, p. 8), if the company does not adopt a design process,
you have a major problem on your hands and performing some activities with users will
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not be helpful. You will need to employ a change management strategy to affect the
structure, processes, and culture of your organization and these is far from easy job.

Generally, the adoption of methodologies will depend in particular on diverse organ‐
izational characteristics such as culture, process maturity, size and hierarchical structure:

• Organizational culture: its role is to determine how design methods and techni‐
ques are to be seen and valued in a company and its influence will be directly
linked to promoting the evolution of the UCD design process through corporate
maturity.

• Corporate maturity of the process: it is fundamental that the company is aware of the
current level of maturity with respect to user-centered design processes and thus be
able to generate action plans for its evolution in the maturity scale facing the market.

• Size: the size of the company will influence in the introduction of design methodol‐
ogies and processes, and the larger the company size, the greater the complexity in
the implementation of the process.

• Hierarchical structure: like the size of the company, the type of organizational hier‐
archy will also influence the introduction of new processes. In the case of a hierarchy
with a horizontal structure, the methodological changes will be accepted and
absorbed with greater ease, as opposed to the vertical structure, which will be subject
to complications.

2.3 The Value of Design

For some companies, design methodologies may still have a basic vision within an
organization. One of the reasons why organizations have given little importance to
design methodologies, according to Mozota (1998), is the lack of understanding of their
comprehensiveness. It is often seen as a resource of support rather than as a process.
Goodwin (2011, p. 698) complements saying that becoming an organization that truly
values design requires changes in structures, processes, and the attitudes and behavioral
norms that constitute corporate culture. For Best (2009, p. 54), one of the biggest chal‐
lenges for design in general is to measure its value. Success measures are easier to
measure in qualitative terms (such as improved brand image, increased organizational
learning and better communication) than in quantitative terms (profits, units sold,
increased market share). In addition, the benefits of design methods and techniques
usually reveal themselves over time, not instantly.

In order to clarify to business managers and designers the value that design as a
discipline can bring to a company, Mozota (2006) proposes a value model as a differ‐
entiating, integrating, transforming and business element for a company:

• Design as differentiator: design as competitive advantage in the market through brand
equity, customer loyalty and price or customer orientation.

• Design as an integrator: design as a resource that improves the development of new
products, processes (market time, building teams that use data visualization skills);
design as a process that favors product architecture, user-oriented innovation models,
and project management.
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• Design as transformer: design as a resource to create new business opportunities; to
improve the company’s ability to cope with change.

• Design as good business: design as sales increase; brand value; better Market Share,
return on investment (ROI) and design as a resource for society in general.

Through this value model, we can see that design activities can be valued in a variety
of ways, but understanding their meaning for a company is a crucial factor in determining
these activities, as well as management activities.

3 Corporate Culture

3.1 The Culture Matters

Culture is an important bond between individuals and organizations. It is established
through a group with common interests. When it is possible to align individual and
organizational behaviors, common visions and values are created and help establish a
culture where employees are allowed to aggregate values at all levels. To maintain
employees motivation and commitment in fulfilling organizational purposes, Best
(2009, p. 86), comments that even if the company has internal structures in place to
manage processes and obtain goods and services for the market, companies are signif‐
icantly dependent on the organization’s culture.

For Schein (2009, p. 19) culture matters because it is a powerful, tacit set of forces
that determine both our individual and collective behavior, ways of perceiving, thought
patterns, and values. Organizational culture in particular matters because cultural
elements determine strategy, goals, and modes of operating.

Culture connects and directs all individuals in a company to the same values and
therefore has great responsibilities when it comes to spread their visions and goals. But
to delivering visions, goals and objectives according to Best (2009, p. 86), requires the
coordination and commitment of resources, processes and people, both horizontally and
vertically, across the organization.

Culture is capable of controlling and designating practices and processes. Hartson
and Pyla (2012, p. 62) comment that sometimes, organizations selects processes it will
use based on its own tradition and culture, including how they operated in the past. In
addition, certain types of organizations have their culture so deeply built that it deter‐
mines the types of projects they can undertake.

3.2 Culture and UCD Practices

Organizational culture should play a fundamental role so that the design practices and
process are not impaired in the development of its stages. Often investment in UCD
practices is not understood by companies. The same happens with design professionals
who do not know how to justify the value of their own work. According to Best (2009,
p. 12), design and business have distinct cultures: their own beliefs, values, and assump‐
tions about how they measure success and what matters to them. This can sometimes
create a “clash of cultures.” It becomes a powerful advantage if there is an understanding
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of the challenges and opportunities pertaining to different corporate cultures. If the UCD
practices are devalued by the professionals and the organization, the design process is
devalued as a whole. It is necessary to have responsibility and make clear the difference
between the design practices and the business practices.

For Lund (2011, p. 238), companies must have the structure to manage their processes
and offer products and services to customers and end users. But to meet the demand,
companies will depend on the organizational culture to sustain their strategic objectives.
Organizational culture should encourage employees to add value at all levels. Through the
opinion of the authors, we see how this culture should be responsible for disseminating the
value of its internal processes and demonstrate the strategic importance to satisfy the needs
of the end user in their daily tasks. Organizational culture, therefore, determines how design
should be viewed and valued in a company, helping to promote or directly harm its evolu‐
tion as a process through corporate maturity in user experience.

In order to build products and services that meet the user’s needs it’s important to
create efforts such as discipline and knowledge. In this sense companies have a funda‐
mental role and the company will always have the choice of being able to support the
methods and techniques employed in UCD and design process or will may also hamper
the entire process and its development and execution stages by producing a product or
service that is not capable of being used.

Just as the company can do a lot to support and assist the design process, it can also
hinder the process in its development stages by producing a product or service unsuitable
for use.

3.3 Organizational and Culture Change

The challenge of implementing UCD practices in an organization is much more chal‐
lenging for a professional than working on their own skills or a team project. For
Goodwin (2011, p. 697) change is more challenging and more personally frustrating
than any other sort of design problem but designers have a very important differential
to handle organizational changes: human-centered problem solving. This special ability
allows maintain persisting and being focus on practices and approaches that will bring
results by medium or long term. Goodwin explains that to integrate a project with design
practices and processes can take at least three years, and that’s in a small company with
strong executive commitment. In larger companies where leaders have mixed feelings,
efforts to integrate design could take five or ten years and may still fail along the way if
there is insufficient commitment or vigilance regarding cultural change.

While there are companies that do not understand the potential of UCD practices,
others state that they consider users, but they don’t necessarily get well succeed. While
there are professionals struggling for change in the company’s vision, it is still need to
consider how practices are developed. According to Lund (2011, pp. 227–228), although
organizations claim that they are focused on their customers, they make the mistake of
providing what they want rather than what they really need. Design based on an under‐
standing of the scenario becomes much more useful and is based on a deep understanding
of the user. For this to happen it is necessary to value design and, above all, to change
the process and organizational culture.
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To have an organizational change it is necessary to:

• Understand the business.
• Understand the organizational culture.
• Understand the company’s stakeholders.

Understanding is the basic action. Through these factors, it will be possible to inte‐
grate the objectives into the user experience planning. Each organization has its own
formal processes (and informal processes) and the user experience needs to incorporate
its activities into those processes.

In general, companies must have structure to manage their processes and offer prod‐
ucts and services to users. But to meet the demand, companies will depend strongly on
the organizational culture to sustain strategic objectives. Organizational culture should
encourage employees to add value an all levels and help them not to fear change. If a
company is not prepared for change, it will become soon obsolete and closed to inno‐
vation besides it will fall behind in market competition.

4 Corporate UCD Maturity

4.1 The Need for Maturity

Associated to the influences of an organizational culture in UCD practices, is the corpo‐
rate maturity that indicates the maturity level of the company in relation to processes of
user-centered design.

As a definition maturity is an orderly scale, which combines practices of organiza‐
tional attitude, technology and management comprising steps towards a totally human-
centered approach (Earthy 1998).

The concern to be “mature” in relation to the user experience stems from a market need
for competitive and quality products and services. For Van Tyne (2009), user experience
encompasses all aspects of end-user interaction with an organization, its services, and its
products. Good user experience is pleasing to customers - it increases adoption, retention,
loyalty and, ultimately, revenue. Poor user experience harms customers, drives them to
competition, and eventually is no longer a viable source. De Bruin et al. (2005) objec‐
tively clarifies that maturity models have been developed to help organizations identify
ways to reduce costs, improve quality and reduce process time, thereby providing compet‐
itive advantages.

According to Marx et al. (2012), companies evolve on the organizational, strategic
and technical aspects. These aspects analyzed together provide:

• Assessment of the current situation.
• Determination of future scenarios.
• Verification of possible and advanced ways that will guide evolution.

The recognition of corporate maturity in relation to the design process is the first
step towards an evolution and satisfactory application of the process. Corporate maturity
is directly related to how a company treats user-centered design processes.

UCD: Influenced by an Organizational Culture and Its Maturity 19



Design processes in turn define what phases and activities are most appropriate for a
project. Each company has a specific maturity level according to the way it understands,
develops and applies design methods and techniques. In case there are difficulties or a
partial understanding of the design methodologies then it will be an indication that the
company is not mature enough to handle all aspects that will involve the future user expe‐
rience, being less likely to create and develop products and services that meet these needs.

4.2 Steps for Maturity

Understanding the level of maturity of the organization is a first step towards improving
the products and services offered to users, allowing the organization to advance to better
communicate the user-centered design processes across all areas of the corporation, thus
ensuring a more strategic of the corporate user experience.

For Best (2009, p. 78), the strategic direction of the organization, the way it moves
from where it is to a desired future position is established through three key questions:

• Where are we now?
• Where do we want to go?
• How did we get there?

The essence of strategy is choosing the best path to follow. Through maturity models
it is possible to identify at what level a company is and suggest instructions to reach the
next level. For Van Tyne (2009), measuring maturity as well as being able to provide a
reference for an organization also provides relative comparison to other organizations.
Providing references to a company is important in a way to remain competitive in a
growing market and may yield advantage if the company known how to use maturity in
your favor.

According to Goodwin (2011, p. 698), the integration of design into a company
depends strongly on where it stands today. Most companies start out in a less challenging
and comfortable position. In an organization where most employees see the design as
cosmetic or something that gets embedded in the end, has a steep (but not impossible)
hill to climb toward the maturity of the process.

Once the maturity level is recognized through measurement, companies will have
the challenge of transcending the current stage to reach the next stages, thus promoting
continuous improvement in the user-centered design process and enhancing the quality
of products and services. Earthy (1998), states that the most significant aspect for tran‐
sition between levels is the culture. Moving from the one level to the next level is a
major cultural change.

As a reflection of an increasingly competitive market, companies are gradually
maturing the way they see the user. This may be the reflection of a shift in focus from
technology to a transformation in business culture. Thompson et al. (2017) points out
that organization struggle to create a structure that can consistently deliver good expe‐
rience. As companies continue to mature, we will see a future change for the entire
development process and the market.
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5 Discussion

While aware of how much the user-centered design practices and processes can bring
as a benefits to the organizations, professionals seem to be waging a great battle against
a giant: on the one hand we have a company with its established culture for some time
in initial maturity level being resistant to changes, requiring justifications for adopting
new processes and methodologies. On the other hand there are professionals who wish
to establish a change for an evolution of both the company and the products and services
that are developed. To win this battle, many authors bet in the work together with teams,
sensitizing managers and integrating with processes from other areas, but even these
steps can become an arduous and time-consuming task for a single cell within the a
business structure.

Besides a change of culture, which as presented by the authors, is not a simple task
to be stimulated, there is the maturity barrier that is nothing more than a reflection, the
personified form of the values and beliefs of the company.

In the case of companies with intermediate and higher maturity levels, the problems
may not be less complex. At every advanced level, charges will become ever larger to
prove the importance of the process in the company. And the culture will not change
from day to night, but can become more flexible with the positive results, increasing the
awareness of the managers.

There needs to be space for change and not just for technological trends that accom‐
pany the market. And changes cause fear by nature because they mean changing what is
already known and established. In fact, the ideal would be to change the word “change” to
“renewal”. Although similar, renewal is more transparent to the real sense of innovation.

In order to remain competitive in the market, companies should be more conscious
and open to the desire for renewal and should not impose hieratic barriers that hinder
the expression of professionals who develop and take direct responsibility for the prod‐
ucts and services that are launched in the marketplace. In fact, companies should spon‐
taneously listen to these professionals who want to plant the seed of innovation,
increasing as a consequence the sales capacity and quality of the products allied to the
company’s strategy. This does not mean blindly attending to all the desires of the team,
but at least hearing and understanding what is wanted as a final result together with the
satisfaction of corporate needs as well as end-users who would participate in the user-
centered design process naturally.

6 Conclusion

The organizational culture has the role of transmitting the rules and values to be followed
and acts as a scenario of corporate maturity which in turn indicates the understanding
and the way in which the UCD design process and practices are treated within the
company. If this culture recognizes and supports this process, it will increase relatively
the chances of developing and launching products that reach the users’ needs, reflecting
the sales result.
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Many companies believe they are treading the best way to designing products and
services based on users’ requirements through design practices. But according to Lund
(2011, pp. 227–228), while organizations claim they are focused on their clients, they
end up making the mistake of providing what they want rather than what they really
need. In this case, when the goal of satisfying the user is not achieved, the mistake may
be being made by the business culture itself. Add to that the question of maturity in user
experience that reflects how the process being employed and also how the company has
addressed the strategy to achieve its goals.

Promoting change in organizational culture is also a great mission for design that
has a culture very different from the business, provoking a “culture shock”. But for this
you need to learn to value yourself to change and update the corporate processes and
thus ultimately generate changes in the culture to integrate the design processes to the
organization.

Companies should be more attentive to use design practices more seriously, valuing
their methodologies and processes as a way to guarantee the final quality of a user-
centered product or service. In order for this objective to be met, commitment to user
satisfaction must be a goal to be achieved not only by the design team, but by the
company as a whole.
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Abstract. This short paper presents the initial research insights of an ongoing
research project that focuses upon understanding the role of landscape, its use as
a resource for designing interfaces for musical expression, and as a tool for lever‐
aging ethnographic understandings about space, place, design and musical
expression. We briefly discuss the emerging research and reasoning behind our
approach, the site that we are focusing on, our participatory methodology and
conceptual designs. This innovative research is envisaged as something that can
engage and interest the conference participants, encourage debate and act as an
exploratory platform, which will in turn inform our research, practice and design.
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1 Introduction

In this short paper we discuss an ongoing research project that focuses upon the use of
landscape as an artifact, which supports the design of interfaces for musical expression.
We take a somewhat experimental and unorthodox approach, bringing together ethnog‐
raphy (sensory [16] and autoethnography [4]), participatory design, and “research
through design”. Indeed, a key motivation of the work is to understand the role that
designing of such systems can have in terms of ethnographic practice, as we shall later
explain.

The research is not only focused in the resulting physical artifacts that emerge as
part of the project, but also the processes and participation that enable and support crea‐
tivity and innovation, feeding into design practice. As designs, theories and ideas come
forward that they will not necessarily form any sort of logical iterative design process
from an external viewpoint, and this is why it is important to unpack and describe some
of the issues that emerge throughout the design process. Key to the success of the project
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will be our ability to offer a way for people to express themselves musically, in a way
that enables them to define, understand and control.

As Pinch and Trocco [15] write, “…it is not possible to design a musical instrument
by beginning with an objective set of performance specifications. Rather, a musical
Instrument design usually begins with a designer’s intuition… Where does that intuition
come from?”

Our focus on the landscape as a catalyst for developing an interface from musical
expression has emerged from a series of our earlier publications across domains and was
influenced by Ingold’s work [9] on landscape. We wanted to imagine expressive systems
that could engage a performer directly with the landscape whilst performing. As Ingold
suggests, landscapes are ‘practice-scapes’ rather than ‘vistas’ or flat visual depictions.
This, he argues, is “…an alternative mode of understanding landscapes, based on the
premise of our engagement with the world, rather than our detachment from it” [9]. We
shall come back to this notion of ‘engagement’ later. In many ways engaging with our
landscape leads us to reflect upon ourselves in and as part of the ongoing construction
that is, us being part of the landscape. “…this life process is also the process of formation
of the landscapes in which people have lived” [9]. Indeed, in etymological terms, the
suffix “–scape” is derived from the Old Norse ‘scyppan’ – to create, to shape. Tracing
the etymological root of the term also suggests our interpretation of what a soundscape
can be: a creative engagement, a shaping, an engagement with the world, or a trace of
other people’s engagement with a their culturally embedded worlds of sound. Impor‐
tantly, both –scapes do something to each other: being in the landscape does something
to the soundscape and the soundscape does something to the landscape. Using the land‐
scape is a way of shaping musical expression and enabling people to use their experience
and understanding as a way to mediate and perform.

One of our aims is to draw on the way that we engage with the landscape, mapping
these into forms that enable and create mechanisms and opportunities for expressive
musical interaction. This may sound like a radical proposition, but in many respects we
are surfacing the mundane [17] aspects of our lives in different ways. This is expressed
through landscape-based musical artifacts that relate back to lived experience, which
like any other ‘documented’ expression of experience is an abstraction. Our approach
understands this, making evident the understanding that the expressive nature of the
instrument is musical, itself in turn an expression, an abstract manifestation. However,
this is not to say that it is not possible to invoke a shared experience or feeling through
music, and in turn we would hope to fold such expressions into a more sensory-ethnog‐
raphy [16] inspired understanding of musical instrument/interface design. Later in the
paper we provide some conceptual designs that form part of our initial ideation phase.

1.1 Ethnography: A Note

In order to appreciate the methods and tools that we have used to study this we first offer
a brief insight into the world of ethnography (within the confines of this paper), before
moving into the context of the site and the design of the system.

In this particular instance we focus upon the use of design ethnography, that is when
ethnographic methods are used as part of the design process, with a special focus on the

A Landscape of Design 25



experiences of people in relation to the location. In order to explicate our approach, we
use Goffman [7] as a reference point who, when discussing fieldwork in his book
Asylums, states that, “any group of persons-prisoners, primitives, pilots or patients -
develop a life of their own that becomes meaningful, reasonable and normal once you
get close to it … a good way to learn about any of these worlds is to submit oneself in
the company of the members to the daily round of petty contingencies to which they are
subject.” With this in mind we must turn to ethnographies of the site specific, self and
the sensory as others [16, 18] have. “Sounds… are not merely abstract acoustic events”
[19] their interpretation and use is social, and expressive.

As LaBelle [10] quite aptly argues “sound is intrinsically and unignorably relational:
it emanates, propagates, communicates, vibrates and agitates; it leaves a body and enters
others; it binds and unhinges, harmonizes and traumatizes; it sends the body moving,
the mind dreaming, the air oscillating. It seemingly eludes definition, while having
profound effect”. This move to the expressive ‘instrumental’ nature of landscapes to
support ethnographic practice is where our interdisciplinary research resides, as a way
to understand the more humanistic influences on musical instrument design (intu‐
ition) [5].

2 The Site of Expression

Choosing a site and community to work with is difficult, and carrying out research “in
the wild” is resource intensive, with the real world often impinging upon the research.
Our approach, based on previous research projects is to use an embedded researcher,
who is part of the community, understands the site and has experience of using and
designing audio performance-based systems. The community that we are currently
working with is based in West Wales (UK) and has a hill fort in the area that they live.
More specifically there is a history project based around the hill fort and we have been
able to attend sessions and take part in the activities relating to the site.

There are also non-governmental organisations that maintain the site and other
organisations with an interest in it: as a tourist location, a historical site, and a managed
wildlife site. There are data available relating to the site that might be used as a mech‐
anism to impact upon the interface. This multiplicity of stakeholders and data provides
a rich set of resources that can be pulled into the design. It is key that we understand
some of the issues and data that are created and used by such groups as this data may
be called on as a performative tool by which to express one’s self.

The images (Fig. 1) show an aerial photograph of the site and an image of a 3D model
created from LiDAR data, which is openly available. Having access to the LiDAR data
means that models can be quickly made, printed as physical 3D models, or virtual models
imported for example into Max/MSP. The LiDAR data can also be used to alter the
pitch, volume, and chosen sound and could also be used as a triggering mechanism. At
this stage of the project we are using the shapes contained within the site as a way through
which we can start the initial ideation or design phases of the project, enabling us to ask
people to engage in the design process and develop early prototypes.
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Fig. 1. The two images above show an aerial photograph (left) and a virtual 3D model created
with LiDAR data.

It can be difficult for community groups to engage with concepts such as sound
control, gesture and in this case the landscape as something that can form an interface
for physical expression. Our work enables people to understand and engage in concepts,
while we acknowledge that we may be guiding the design by providing a framework
and some sort of motivation for their explorations. This makes it vital that an experienced
researcher is present. In our previous studies taking a probe, or provotype [1] has been
key to enabling users to engage with the technology in order for researchers and
designers to understand both the actual and potential use of the instruments and software
being designed [11] and the role that such groups can play in supporting and developing
tools to support existing communities of practice [12]. In many respects this move from
the societal, to the institutional and to the self is mirrored in the way that Human-
Computer Interaction and Computer Supported Cooperative Work has moved from the
lab, to understanding industrial organizationally embedded systems, out into the real
world and ultimately into the realm of the maker and a world where one can design and
develop systems for oneself.

A recent workshop [2] found that using tangible artifacts as a way to both use and
interact with non-tangible media meant that we were able to collect sounds, to explore
their nature in respect to their interaction with other people and machines, and to study
their integration with a physical format. These findings led us towards issues relating to
physicality, performance and the expressive nature of audio and landscape in a physical
format. We used Percussa AudioCubes1 as a way to enable people to bring sounds
together easily and to explore contrast and similarity of sounds, pleasurable and
unpleasant sounds, affectively engaging and uninteresting sounds, sounds that evoked
memories, sounds that were unrecognizable, and many more. We see this as a move to
the expressive ‘instrumental’ possibilities of landscape to support ethnographic practice
in regard to developing an understanding of such sensory resources for expressive
systems design. The purpose of fusing ethnography and musical expression is to explore
the intersection of the arts, sensory ethnography [16], phenomenological aspects of place
experience (Genius Loci, the spirit of place), and the discipline of human-computer

1 See - https://www.percussa.com/what-are-audiocubes/.
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interaction as a means of conceptualizing, building, and evaluating a new musical inter‐
face. What might be gained from rendering knowledge about culture in a more generative
form, through the collaborative and creative process of ‘playing a landscape’ as an
instrument?

From our perspective our position is further expounded by the performative nature
of Goffman’s ethnographic approaches, that in many ways leads us to reflect upon
ourselves in and as part of the ongoing construction that is us ‘doing’ being (to borrow
from ethnographic terminology) part of the landscape. Taking part in, being and
expressing ourselves in a dramaturgical way.

The discipline of anthropology also maintains a long-standing engagement with
sound and how acoustic cultures or worlds are performed [6]. Sound matters in the
composition of both cultures and bodies. We do not propose that sound should be
sequestered from an overall multi-sensory perspective on what it means to experience.
Yet emphasizing our concern with sounds and acoustic environments can be a useful
counterpoint to the overwhelmingly visual-centric epistemologies of western science.

3 Sonification

Sonification, the “transformation of data relations into perceived relations in an acoustic
signal” [29] provides an alternative way of exploring the landscape but raises challenges
for design. Where soundscapes, such as Virtual St Paul’s Cathedral2, simulate a scenario
using data, sonification may be used to display more abstract concepts, such as the
environment, archaeology and the land.

The technique is a way of interacting landscape through seismology [25] but might
be a useful way of interacting with archaeological context. Using the soil contexts, we
can build a time based sonification demonstrating how the layers have developed and
whether there are anomalies.

Environmental data that may be sonified includes the weather or soil conditions. The
complexity of these variables poses issues with the complexity and volume of the infor‐
mation as this will include humidity, temperature and wind speed amongst others [30].

Networks, such as power and telephone lines, traverse the landscape; some lines
visible, others not. Home appliance electrical has been sonified [26, 27] but not at the
national level. The national academic network [23] is sonified in various methods to
show how part of academia’s fabric using white nose and identifying the sections. The
sonification might show how modern and ancient landscapes co-exist in time and space
as layers, waiting to either be discovered or made invisible. This might also be extended
to maps of land use and boundaries to show the changes over time.

In previous work, reported performances of David Garrick, the Eighteenth-Century
actor [22], were sonified. This allows us to build a model to test how assumptions about
a voice might act within a space, such as a theatre where the building specifications can
be represented. Using a hill fort poses challenges through the way that a voice or set of
voices might work within not only the physical factors but also the environmental ones.

2 https://vpcp.chass.ncsu.edu/.
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As the fortifications are open air, weather and direction changes how sounds may be
heard or interpreted.

This raises the question of how to sonify the potential movements of a particular
person or people and the audio calculations between the listener and the sonified object.
It would suggest the sounds should reflect not only the actual space but also the historical
aspects of the location.

A consideration is whether the sonification has interactive experience or not and how
this may be provided. Two choices are immediately apparent: mobile phones or wearable
devices. Using an application, mobiles could work to provide a sonification unique to
each phone and may work in concert with others [24]. Wearable devices, such as the
MozziDuino3 could be used to allow humans to interact the environment without relying
on being able to download and application. In both cases, the machinery might be
programmed to understand the landscape and signals. There is also the question of
leakage - is each listener hearing something for someone else and does it intrude? – or
creating a social instrument.

This provokes questions about how the sonification is controlled. Work with museum
visitors with visual impairments [23] concluded that non-linear, interaction with simi‐
larities to phone interaction helped discover how the system worked. It also allowed the
testers to navigate the audio in their own manner, discovering the narrative that is rele‐
vant to them as well as navigating between introduction and description. It suggests that
the ethnography and participatory design are useful tools to develop interaction models
but that a non-linear interaction may be more meaningful. They might be more individ‐
ually meaningful if interacting with both human and landscapes.

Limitations on the interactions limit the facets and, potentially the complexity, that
can be shown. This also imposes the sonification onto the user, directing the attention.
Conversely, too many would be too difficult to understand.

These various aspects present challenges for design in terms of the number, and
complexity of each, aspect. This has a symbiotic relationship with designing the inter‐
action and the number of layers that we may consider, both from a technical and a human
perspective. This may create technical issues with designing the types of interaction,
such as buttons or beacons, and the person understanding the amount of audio infor‐
mation as well as potentially visual information. Consideration of these factors will
affect the sound design.

4 Ideation, Data and Design

Shifting towards an understanding of the soundscape as an engaged encounter (a
shaping, a practice rather than a depiction or a –scope) opens up a number of interesting
possibilities. The main challenge is to set the scene for a participatory and an engaged
process of ideation with the relevant stakeholders. A secondary challenge is to start to
think about and envision how systems such as this might inform design and the devel‐
opment of tools that can support the development of cyber-physical systems.

3 https://sensorium.github.io/Mozzi/.
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First, the intention is not to create a static soundscape. Rather than considering the
soundscape as an artifact or a ‘depiction’ of an existing structure, how can land- and
soundscapes become part of a musically interesting expression? How do we create the
possibility of interacting with the landscape as an instrument?

Some of the indicative questions to explore include:

• How can we collaboratively explore the landscape with the purpose of finding out
what is significant and relevant to the performer?

• What features of the landscape are interesting and meaningful to manipulate for an
audience?

• What are the potential affective connections an engaged land/sound-scape and how
can they be augmented or made interactive in interesting ways?

• Physical (direct embodied manipulation or physical movement) or ‘ephemeral’
(abstract data, “invisible” sensor data,) interfaces, what is the role of the body in
interaction?

• Distance of interaction (what is a meaningful “shape” of an interactive landscape,
when does it become meaningless or un-engaging for performer and audience?

• Discrete experience or event. Or both?
• Self-design as way of cultivating relations to other (and vice versa?)
• A musical instrument as an artifact of relations vs. an artifact of meditation or

personal growth?
• How do we sense time/progression of a (temporal long-form) musical piece, how

does the time/rhythm of a piece relate to local times/rhythms?
• What are sources in the landscape of fascination, mystery, hauntings, longing, loss,

love, life, death, decay, activity, rest, congregation, dispersal and so on?
• What does history do to a landscape – local vs. non-local vs. global narratives about

place.
• The experiencing body or the topographic abstraction as parameter in interaction.

4.1 Interfacing with the Past as Resource for Expression in the Present

Landscapes, the land that is formed by human activity, are rich with historical markers.
These range from the incidental (an old path) to the monumental (a monument or any
other built artifact that aims to prompt a distinct historical awareness). The land is
haunted by the ghosts of personal and wider cultural memories [4]. Both personal and
cultural histories disappear or are buried under layers of other histories. Some are
distorted (glorified, demonized or otherwise mangled) by narratives that somehow
displace their significance or dispute their truthfulness.

In an experiment under the banner of “Numbers into Notes” [3], we have installed
musical devices within an interactive space. Each device generates music according to
algorithms, which are parameterized by sensor readings and physical interactions within
the space. This challenges the traditional boundaries of composer, performer and audi‐
ence; rather, each interaction is an intervention, which influences the experience of the
next audience member. It regards the landscape as an interface to the co-created compo‐
sition and experience of music.
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Furthermore, a historical dimension to our work bases algorithms on the mathematics
of the 1800s. Essentially we are conducting an experiment, using the methodology of
“experimental humanities”, in which we explore the idea that mechanical music boxes
from the time of Ada Lovelace, have evolved into mutually responsive digital devices
today. It is the making manifest and the bringing into being that has thus far inspired
compositions, performances (opera) and the design of (physical) digital music objects.
It is this move from the intangible to the tangible, and the possibilities that this affords
in terms of expression and experience that bear upon our design understanding.

The image above (Fig. 2) starts to map out, and physically illustrate, how the forms
that exist in the landscape and archival imagery relating to the place can be pulled
together and imagined as catalyst for conversation and ideation. Using tools such as
these, which bring together archives, ideas, a range of technique and personal reflections,
all from disparate sources both allow people to imagine what can be and envisage what
is possible. In the next section we discuss some of the technical possibilities: although
not the key motivation of this research, it is important as a feature of our endeavors. It
also illustrates the multitude of technical possibilities that are available to contemporary
developers and designers.

Fig. 2. Features of the hill-fort outlined as control zones, historical images added to support
ideation.

4.2 Future Forms and Plans

As we have seen, we are currently engaging with a virtual 3D model of the site: we have
images, maps, drawings and recordings. In our next phase of development we will further
explore the landscape with people in order to deep map [Pearson Arch] the space. Our
research through design [20] builds upon existing work, by taking a fully multidiscipli‐
nary participatory approach. Understanding the many layers of meaning when designing
such systems plays an important part in the player being able to express themselves and
the audience being able to understand the nature of the expression. Our discussions based
in what is technically possible have ranged far and wide, opening up a range of oppor‐
tunities and possible challenges, when related back to the landscape.

For example using sensors that might feed back to the interface, perhaps based on
the weather, as Ingold [8] maintains, the weather connects the sky and the earth, and is
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a significant part of the identity of a landscape and the people who live in it. However
being able to manage an ever-changing interface could be difficult, equally an interface
that was based on such weather data could equally prove less than expressive, it the
weather was calm. How might we design for change, for transience, for things that
sometimes are a key part of the landscape and at other times disappear? In terms of
building physical interfaces this is a problem, but easier to accomplish in software-based
systems. Equally thermal interfaces could be used to convey the seasonality, which could
mean that a physical interface could be hot, or cold to the touch, having a dramatic impact
upon the way that player/s would perform. Hardware and software could be combined:
as we have already noted, it is possible to pull in the virtual 3D model into Max/MSP
and experiment with implementing designs for musical expression; it is also possible to
3D print the landscape in different materials and add textures or images, where the
images need to be permanent, but could be mapped over to another controller or existing
system in the first place in order to experiment with different layers and the player’s
responses to different layers, techniques and sounds. The layers could consist of anything
from wildlife data, to personal reflections and even geophysical data that could enhance
different ways of thinking about what the performer could express. Our research has
also led us to start to look at other platforms such as opera [30] as a mechanism to use
and stage interpretive pieces and the use of intelligent agents [31] as a way to support
and assist people as part of the process of musical creation

Currently we have a large range of possibilities ranging from using ferrofluids for
emergent interfaces, to software systems and physical interfaces and there have even
been some discussions about the use of Hertzian space see4. As such even discussing
and imagining what it might be possible to realize is creating a rich resource for design.

5 Conclusion

Using the landscape as an artifact that can be used, reflected upon and used to imbue
and develop new forms of expressive musical interaction is both interesting and chal‐
lenging. It is clear that understandings of landscape are multi-faceted and as such we
hope that this short paper has started to raise some important issues that relate to this
truly multidisciplinary space, that needs to be understood in terms of developing social,
physical and technical understandings of what can be accomplished. We discuss the
initial stages of the project that brings together understandings of landscape and people
in order to further the ways in which expressive interfaces can be designed and devel‐
oped. Even in these initial stages of the project important issues and possibilities are
highlighted that we propose other researchers and designers will find of interest. As such
we would hope that this short paper serves as a platform for reflection and discussion.
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4 See the LOM Elektrosluch (https://lom.audio/product/elektrosluch-3-plus/).
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Abstract. Technological advances are substantially changing what we
understand as a computer. For Human-Computer Interaction (HCI) edu-
cators, it is a challenge to stay updated and prepare students to cope with
the state of the art technology, interaction possibilities, and ever-growing
sociotechnical challenges. We advocate that, besides traditional HCI top-
ics, students should be encouraged to creatively engage and tinker with
novel tools and technologies and design for open-ended scenarios. In this
paper, we report on results of the InterArt project: HCI students explored
tools and technologies from the maker culture to design and implement
an interactive artwork. We detail our teaching methodology and the con-
ducted activities; the products of these activities and feedback from stu-
dents compose our results. Our approach made possible for students to
creatively express themselves, be a part of a participatory design and col-
lective sensemaking process, discover and practice socially aware design,
and ultimately expand what they understand as HCI.

Keywords: HCI education · Interactive art · Evaluation
Socially aware design · Maker culture

1 Introduction

Recent technological advances such as personal mobile devices, artificial intel-
ligence, and Internet of Things (IoT) devices are substantially changing what
we understand as a computer, as well as how we interact with it. Nevertheless,
each future technological advance has the potential to bring even more dramatic
changes. When it comes to Human-Computer Interaction (HCI), technological
advances also bring to researchers and practitioners alike the inevitable chal-
lenge of staying updated. Inevitably, the field of HCI has no option but to evolve
in response to changes in the technological landscape, infrastructure and the
expanding capacities and contexts of technology use [6,11,12].

According to True, Peeters and Fallman [27], education has an important
role in molding and shaping people who will practice design, and designers, in
turn, have the ability to shape the world. For HCI education in specific, it is a
c© Springer International Publishing AG, part of Springer Nature 2018
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great challenge for an educator to constantly stay updated and properly prepare
students to cope with the state of the art technology, a vast amount of inter-
action possibilities, and an ever-growing collection of sociotechnical challenges.
Furthermore, it is an even greater challenge to prepare a future generation of
HCI researchers and practitioners for possibilities and implications that yet do
not exist, cannot be precisely predicted, but will certainly be made available
at some point in the future. These educational challenges point us towards our
general research question in this paper:

General research question: Can we prepare HCI students not only for
current design problems but also for those that will be faced in the next
5, 10 or 20 years from now?

We believe that to better prepare HCI students to cope with current technolo-
gies, while also trying to prepare them for forthcoming technological advances,
(1) students should be encouraged to creatively engage and tinker with novel
tools and technologies, such as Arduino and similar electronics gadgets, artifi-
cial intelligence APIs, and IoT devices. Furthermore, following the well-accepted
notion that HCI research and practice is no longer limited only to well-defined
and/or workplace problems [3,4,13,25], we also believe that (2) students should
be encouraged to design solutions for elusive, open-ended scenarios. Building
upon (1) and (2), we devise our specific research question:

Specific research question: Can we teach HCI by employing novel tech-
nologies, such as Arduino and other devices, in the design of open-ended
scenarios, such as the creation of interactive art?

In this paper, we report on how we promoted an articulation between art and
science in a HCI education context. Besides studying and practicing what can
be considered traditional topics within the field, undergraduate students also
explored tools and technologies from the maker culture to approach an open-
ended design problem presented to them: to design, implement and evaluate an
interactive art project. Our primary objective was to engage Computer Science
and Computer Engineering students undertaking a HCI course with challenging
(but open-ended) concepts and new technologies at the intersection of art and
science. We believe that this approach may lead respectively to more open-
minded HCI practitioners and higher awareness to novel forms of interaction.

The paper is structured as follows: in Sect. 2 we present our theoretical and
contextual background; in Sect. 3 we present the InterArt project and related
activities; in Sect. 4 we report our results from data collected throughout the
course, including descriptions of the created interactive artworks; in Sect. 5 we
discuss our results and main findings; and finally, in Sect. 6 we present conclu-
sions by revisiting our research questions.

2 Background

In the literature, there seems to be no consensus on what topics precisely con-
stitutes the field of HCI. In 1992, when attempting to establish a curriculum,
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Hewett et al. stated “There is currently no agreed upon definition of the range of
topics which form the area of human-computer interaction” [14]. Even though the
field has considerably evolved and matured in the following decades, in Churchill,
Bowser and Preece’s survey [6], the authors conclude that Hewett et al.’s obser-
vation was still valid in 2013. We understand this lack of consensus not as a
flaw in HCI education, but as a sign of the diversity of thought in our field, as
well as a response to the need of adapting HCI education to different contexts.
Thereby, it is not our aim to communicate our approach as a universal solu-
tion, but instead as a possibility that made sense in our geographic, economic,
technological and social context.

Literature also suggests a relative lack of detailed reports and formal discus-
sion regarding practical approaches to HCI education. True, Peeters and Fallman
[27] argue that there are numerous approaches to HCI education across existing
programs worldwide. However, the inner workings of these programs are rarely
discussed outside their own institutions. Moreover, Grandhi [11] argues that
most discussions regarding HCI pedagogy are informal and done through social
networks or in conferences. Thus, it is our intention to report our approach with
as much detail as possible, including the rationale behind our choices.

Our study was conducted in a HCI undergraduate course during the first
semester of 2017, ministered by a professor and an intern teacher (second and
first authors, respectively). A total of 55 Computer Engineering and Computer
Science students from the University of Campinas (UNICAMP), Brazil, par-
ticipated. For group activities, students self-organized themselves at the begin-
ning of the semester in 9 teams of 6 or 7 members. Regarding our pedagogical
approach, we adopted a sociotechnical perspective to the design of interactive
systems, making use of inclusive and participatory approaches [2,18,26]. We
also adopted a just-in-time teaching methodology [22], which means that stu-
dents were proposed with pre-class “warm-up” activities, designed to prepare
them for the topic to be discussed in class. With Preece, Sharp and Rogers [16]
and Rocha and Baranauskas [24] as the main bibliography, the course program
included:

1. History and evolution of the field of HCI;
2. Human factors in HCI (e.g., perception, memory);
3. HCI paradigms and respective design and evaluation methods;
4. Introduction to Semiotics and Organisational Semiotics;
5. Accessibility and Universal Design concepts and methods;
6. (UI) design tools and environments; and
7. Selected subjects (e.g., IoT interaction design, cultural aspects).

These topics were taught in a traditional classroom context, and students
were evaluated with two tests and two hands-on projects they conducted along
the semester. The first project was a more traditional approach to a HCI
problem: students were asked to redesign, in the form of a mobile app, their
university’s current web app for managing classes, grades, and other academic
matters. This project included classic techniques and methods, such as the
creation of personas, heuristic evaluation and paper and digital prototyping.
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The second hands-on project, however, is the one we will focus on this paper.
The project was entitled InterArt, and students had to design and build an
interactive artwork.

In our study, we choose to work with art for two main reasons. First, the
articulation of art and science has been an important source of innovation and
ground-breaking contributions in many fields throughout history [29]. Consider-
ing John Lasseter’s quote that “[. . . ] art challenges technology, and technology
inspires art” [17], we take the perspective that there is a two-way path of influ-
ences between art and science, and an articulation can be beneficial for both
sides. As a second reason, in HCI art and science may be articulated through
the overlapping concept of interactive art [9,10,21]. We opted to not adhere to
any precise or definitive definition of what is interactive art, as it would require
equally precise definitions of what is both art and interaction, and every attempt
to do so will always be subject to debate [1,15]. However, for the practical pur-
poses of this paper, we consider interactive art to be broadly any form of art
enhanced with any kind of computer-based interactivity.

The creation of interactive artworks, in turn, brings a fortunate consequence:
it also represents an opportunity to explore novel technologies and interaction
possibilities that could otherwise be overlooked in more traditional design prob-
lems. Concerning the importance of exploring novel technologies and materials,
Löwgren [19] emphasizes the importance of a maker culture in interaction design
research. According to the author, it can support the exploratory design of what
he refers to as non-idiomatic interaction, a kind of interaction that is not yet
inside the “established idiom”, i.e., not yet broadly known or understood. Posch
[23], in turn, discusses how our tools, that we often take for granted, have the
potential to shape our interaction with any kind of technology in a making pro-
cess, and how we may appropriate our tools in new ways by reflecting and exper-
imenting with them. Therefore, in this study, we opted to employ technologies
and tools often associated with the maker culture phenomenon.

3 The Path Towards the InterArt Project

Even before formally presenting the project to the students, whenever possible
we articulated the course’s content with the InterArt design problem. Some of
the proposed warm-ups and in-class activities conducted allowed students to
discuss aspects that might intersect with art, such as perception, and to form
their own definitions of interactive art. In the following subsection, we list all
the activities that were somehow connected to the InterArt project.

3.1 Relevant Activities

Introductory Questionnaire. The first warm-up was a questionnaire aimed
at better knowing the students and their motivations. We asked open questions
about their motivations for choosing Computer Science or Computer Engineer-
ing, and things they like and dislike in it. The last question, however, was our
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first approach towards the subject of art: we asked them to “Indicate an artist
or artwork that you admire.” In the following week, students named their teams
after an artist or artwork of their liking.

Perception Warm-Up. As a warm-up for a class on the topic of human per-
ception, students were asked to openly state what they “perceive” in a picture of
Lygia Pape’s Divisor (1968). The class, however, was randomly divided into two
groups for this assignment: the first group answered without having access to the
responses of colleagues, while the second group had access to previous responses
from same group colleagues before responding. The design of the warm-up, which
is illustrated in Fig. 1, was intended to discuss with students that perception is
not only physiological but also socially informed.

Fig. 1. Illustration of the design of the perception warm-up.

Forming a Concept of Interactive Art. After a brief introduction about the
theme of the InterArt project, we tasked students with researching the subject
and coming up with an initial concept of what they understood as interactive art.
Each team presented their initial concept in 10-min seminars, including at least
one illustrative example, and describing their research process. After the class,
we asked in an online form: “Did watch your colleague’s presentations somehow
aggregate or modified your initial concept of interactive art? Please justify your
answer.” Instead of imposing some arbitrary definition, our objective was to
have students form their own understanding of the subject and to expand their
understanding by sharing it with each other.

Ideation Techniques for InterArt. We proposed three ideation techniques
to help teams come up with ideas for an interactive artwork. The first technique,
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“challenging existing assumptions”, was adapted from Michalko [20, pp. 43–52].
Students listed preconceived ideas related to the project and then proceeded
to challenge these ideas, promoting unconventional thinking patterns. The sec-
ond technique was a brainwriting session [28], in which the team selected their
favorite ideas from the previous activity and collaboratively wrote a proposal on
how to make the reversal of that idea come true. A third technique, “translating
sensory experiences”, is based on the reported influence of sensory experiences
on creativity [30], and consists of listing non-visual sensory elements and trying
to give them a visual representation. The third technique could not be conducted
in class due to time constraints but was still presented to the students.

InterArt Requirements. As a next step towards creating their interactive art-
work, students were asked to write formal requirements for their projects. To sup-
port this activity, students made use of the Semiotic Framework [18, pp. 26–35].
The Semiotic Framework can be described as a “ladder” with six “steps”: (1) phys-
ical world; (2) empirics; (3) syntactic; (4) semantics; (5) pragmatics; and (6) social
world. Each step reveals different levels of requirements that are necessary for any
system to be made and used, from the very physical components that make up
a computational system in the physical world to aspects of human relations in
the social world. To help clarify the more technical levels of requirements, we had
already discussed with students the inner workings of some interactive art exam-
ples, exploring topics such as emotion recognition APIs, sensors, actuators, micro-
controllers, and connectivity.

After the Semiotic Ladder, students also created a diagram that we named
“Communicational Map”. In this diagram, they represent both physical and vir-
tual components from the Semiotic Ladder, as well as involved human actors,
and illustrate how these components communicate with each other. The dia-
gram should represent what are the paths in which the information travels,
and what kind of information travels through each path. For instance, a vibra-
tion sensor may be triggered by shaking the sensor; this information reaches
a microcontroller through wires; the microcontroller uses Wi-Fi to broadcast
the information, and a web page is notified of the new value for the vibration
variable.

Hands-On Workshop with Electronics Kit. To support the project and
encourage novel forms of interaction, we provided each team with a custom-
made Arduino-compatible electronics kit (we kept in mind the growing interest,
low cost and easy to learn curve of these devices [8]). The kit, properly presented
with a set of slides to which we will refer to as “kit slides”, was composed of:

– Controller: NodeMCU (Arduino-compatible, with built-in Wi-Fi);
– Sensors: temperature & humidity, light dependent resistor, sound, reflexive

obstacle, vibration and push buttons with colorful covers;
– Actuators: assorted single-color LEDs, RGB LEDs and buzzer; and
– Other components: organizer box, breadboard, jumper wires and resistors.
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The kit was accompanied by custom documentation on every component, to
which we will refer to as “Examples of Circuits and Codes”, and by an orig-
inal illustrative tutorial on how to send information from the microcontroller
to a remote HTML page and vice versa, called “Interactive Mona Lisa”. In the
example from the tutorial, a LED could be turned on or off from a web page,
and a virtual representation of the Mona Lisa shook when the vibration sen-
sor was shaken. Students had an entire 2-h class dedicated to exploring the kit,
following the tutorial and asking any questions that might arise in the process.
Furthermore, students could keep the kit in their possession until the end of the
semester. After the hands-on workshop, there were two more 2-h classes dedi-
cated to using the electronics kit, but this time for prototyping the interactive
artwork the teams had been designing up to that moment.

InterArt Peer Review. After the teams finished a functional prototype, we
conducted a session of peer review. Students set up their prototypes inside the
classroom, and, in a circular manner, each team experimented with and evaluated
the prototype of the next team in the alphabetical order. To support the evalu-
ation, students used Costello and Edmond’s Pleasure Framework [7]—we opted
for this framework instead of more classical HCI evaluation methods because of
the nature of the project: in our context, to analyze aspects of playful interaction
could yield more meaningful and helpful results than a usability test. However,
we complemented the Pleasure Framework with a part of the (SAM) [5]: for
each of the thirteen categories of the Pleasure Framework, we inserted a 5-point
Likert scale with the pleasure dimension from the SAM, and evaluators had to
justify their answers in writing. Afterwards, the teams gathered the results of
the peer review and used it to further improve their interactive art prototypes.
Besides helping students to finish their projects on time and improving it for
the final presentation, this activity was also designed to encourage interaction
between groups.

InterArt Final Presentation and Feedback Questionnaire. At the end
of the semester, each team presented their project in a 10-min, free format pre-
sentation, followed by a live demonstration of their interactive artwork. Later,
after the course was over and all the grades were assigned, we sent students
an online form containing some questions about their experience during the
semester. Among other questions, we asked: “Considering the experiences and
activities conducted in this course, did your perception of what can be art, tech-
nology and HCI change during the semester? Please justify your answer.” We
also asked students to individually evaluate the tools and methods employed in
the project, including the electronics kit. Because the semester was already over,
the filling of this questionnaire was entirely optional. Lastly, students had the
option to fill it anonymously if they wanted to.
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4 Results

Our main results are organized into three categories. First, we present the 9
teams and their interactive artworks; then, we present results obtained from the
perception and interactive art concept warm-up activities; finally, we present
responses from both the introductory questionnaire and the course feedback
questionnaire, highlighting student’s reported experience and acceptance of the
employed methods and artifacts. Quotes from participants are numbered for
reference and are a free translation from Brazilian Portuguese.

4.1 Teams and Interactive Artworks

The teams and their projects are listed in alphabetical order in Table 1.

4.2 Perception and Interactive Art Concept Warm-Ups

For the perception warm-up, there were 28 responses from group A and 24 from
group B. We gathered the responses, translated them from Brazilian Portuguese
to English, and conducted a brief analysis of the data by looking at the most
used words by students in their responses (stop words were not considered, and
we grouped words such as “children” and “child” into the singular form). As
a result, Fig. 3 illustrates the top 15 most frequent words in both groups A
and B. It is noticeable how the first group’s responses had a greater emphasis
on literal aspects of the artwork (e.g., child, cloth, head), while second group’s
responses tended more towards finding conceptual meaning (e.g., individual,
people, collective). This different emphasis becomes evident when looking at
some of the responses, for instance:

“Children in the middle of a large sheet with holes, through which
they pass their heads. Most of them are looking forward, but some
look at each other.” (Response #12 from Group A)

(Q1)

“The work portrays the participation of the individual as part of
something greater. In this case, it is a work of art of a neo-creative
artist. However, the analogy can expand to the participation of
being in Society.” (Response #11 from Group B)

(Q2)

For the task of forming a concept of interactive art, the teams conducted
a free research on the subject and collected a wide range of what they consid-
ered interactive art examples. After the presentations, 46 students answered the
follow-up question. A total of 43 students agreed that watching their colleague’s
presentations aggregated to or modified their initial concept of interactive art.
When asked to inform what has been aggregated to or modified in their ini-
tial concept, most students reported different perspectives they had not thought
about before, as can be seen in this sample of three answers:

“Acquiring other perspectives and examples of Interactive Art. For
example, taking accessibility into account in art” (Q3)
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Table 1. Teams and their respective interactive art projects.
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Fig. 2. Prototypes used for peer review and presented final versions of the artifacts
from the teams Romero Britto and Lobos-Guará.

“The idea that interactive art is metaphorically a symbiosis
between the artwork and the viewer because it exists with his par-
ticipation.”

(Q4)

“I did not consider some types of art as capable of interactivity.” (Q5)

4.3 Questionnaire Responses

There were 51 responses to the introductory questionnaire. We will focus
our analysis on the last question, regarding an admired artist or artwork.
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Fig. 3. Top 15 most frequent words from the perception warm-up, by group.

The answers were considerably varied among respondents. Some students
pointed out famous painters, graphic artists or sculptors (e.g., Vincent Van Gogh,
Leonardo da Vinci, Claude Monet, Pablo Picasso, M. C. Escher, Michelangelo).
Other responses contemplated music (e.g., Ed Sheeran, Raul Seixas, Johann
Sebastian Bach, System of a Down), literature (e.g., George R. R. Margin,
Carlos Drummond de Andrade) or cinema (e.g., Dennis Villeneuve, Bill Murray),
but also other trades, such as industrial design (Jonathan Ive) or video game
development (Falco Girgis). Three responses, however, stood out and caught our
attention (it is worth noting that the student from (Q8) had shown interest in
digital games in a previous question):

“none” (Q6)

“I did not think of any” (Q7)

“I’m not very attached to art” (Q8)

For the course feedback questionnaire, in turn, there were only 12 responses.
This drop in the number of responses can be attributed to the questionnaire
being optional and being sent only after final grades were attributed. Although
the responses may not be representative of the entire class, they still provide
relevant feedback towards the overall experience of the course and the usefulness
of methods and artifacts employed during the InterArt project. For instance, for
the question “Considering the experiences and activities during the semester, did
your perception of what can be Art, Technology and Human-Computer Interac-
tion change?”, 9 out of 12 respondents answered “yes”. To further explore the
answers, quotations (Q9) and (Q10) are two justification examples from students
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who responded “yes”, while quotation (Q11), in contrast, is from a student who
responded “no”:

“The projects of the other teams showed me the various interpre-
tations of art and made me reflect that there really are several
kinds of interaction between art, technology and human-computer
interaction that I had never stopped to think about.”

(Q9)

“I believe that my perception of what can be considered art has
improved greatly. At the beginning of the course, the students were
asked their favorite artist and I answered none because at that
moment I did not see that innumerable ways of expressing yourself
are great examples of art.”

(Q10)

“I think that the way the topics were covered did not help to create
the design notion needed for a computer engineer.” (Q11)

Regarding the methods and artifacts used to support the InterArt project
along the semester, we provided 14 statements that students had to answer
to by using a 5-point Likert scale. The scale ranged from completely agree to
completely disagree, and students also had to justify their answer. As can be
seen in Fig. 4, there were 2 questions referring to ideation, 2 to requirements, 5
to evaluation and 5 to the electronics kit. In general, the feedback was mostly
positive, and the responses are accompanied by qualitative feedback.

Feedback for Ideation Techniques. For the Challenging Existing Assump-
tions and BrainWriting techniques (questions A and B in Fig. 4, respectively)
there were mostly positive responses. Quotation (Q12), for instance, highlights
how the participatory nature of these activities facilitated engagement within the
team and allowed the emergence of several different options for the project. The
student from quotation (Q13), in turn, expresses how the Challenging Existing
Assumptions technique had a major role for his team in determining the basic
idea of the project. Lastly, quotation (Q14) contrasts with the previous two
examples with the argument from the student that, in his opinion, the Brain-
Writing was not a suitable technique and led to a polluted design.

“In my opinion and personal experience, one of the biggest bar-
riers to team brainstorming is the self-censorship that most par-
ticipants do. However, in the way the ideation techniques were
conducted, for example, a paper for each participant, it was much
easier to express the ideas that emerged, allowing the team to gen-
erate several different options and choose the best ones to imple-
ment/execute.”

(Q12)
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the team to specify how the project would

be implemented

C. The Semiotic Ladder artifact helped the
team to understand and define the project
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project to be improved
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impression about the categories

E. The Pleasure Framework's categories
were useful and appropriate in the

evaluation

N. The document "Examples of Circuits
and Codes" was useful for learning to use

other components

M. The kit slides helped with ideas for
the use of sensors and actuators

L. The "Interactive Mona Lisa" tutorial
was useful for the team to start learning

how to use the kit and Adafruit IO

K. The electronics kit helped to think of
new forms of interaction and expand what I

understand as HCI

J. The electronics kit was my first
experience with this type of technology

Number of responses

Completely agree Partially agree   Indifferent   Partially disagree   Completely disagree

Fig. 4. Student feedback on the used methods and artifacts.

“The Challenging Existing Assumptions basically guided our work,
which had as its frame the creation of accessible and creative zoos
(contrary to the idea that a person with visual impairment, for
example, would not have much to enjoy in such an environment).
The BrainWriting, in turn, only had the function of guiding the
challenge of assumptions.”

(Q13)
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“The BrainWriting has greatly hindered the creation of the appli-
cation interface. I do not think the technique works for this pur-
pose, the creation of an interface is much more linked to the system
requirements and what the client wants, while the technique led to
several different styles of good design being superimposed, creating
a polluted design. In the end, my team had to redo everything.”

(Q14)

Feedback for Requirements Artifacts. Regarding the Semiotic Ladder and
Communicational Map artifacts (questions C and D in Fig. 4, respectively), most
of the responses are positive for both artifacts. In quotation (Q15), the student
argues how the Semiotic Ladder helped him to obtain a more holistic view of
the project components, while in quotation (Q16), another student reported the
Communicational Map’s importance in planning the parts of the project. The
student from quotation (Q17), in contrast, argue that these artifacts may not
be helpful if there are already well-defined ideas for the project.

“I do not know if my understanding is in accordance with the
objectives of the use of the Semiotic Ladder, but the ‘climb’ from
the physical world to the ‘meaning’ of the presented concepts, orga-
nized by the Semiotic Ladder, helped a great deal to understand
the role of each component of our project and to communicate the
desired message.”

(Q15)

“The map helped plan the parts of the project, improving the way
we organized ourselves.” (Q16)

“I believe that, with clear ideas, these artifacts provided little help.” (Q17)

Feedback for Evaluation Artifacts. For the Pleasure Framework and SAM
artifacts (questions E and F in Fig. 4, respectively), the former had mostly pos-
itive responses, while the latter had mixed feedback. Furthermore, the majority
agreed that the evaluation reports helped in identifying strengths, weaknesses
and allowed the project to be improved. Quotation (Q18) highlights how the
Pleasure Framework helped in understanding hedonic qualities, and how the
SAM can be useful to identify and categorize feelings. The student from quota-
tion (Q19) emphasizes on how the Pleasure Framework can bring forth aspects
overlooked by the team but reports that the SAM was overshadowed by writ-
ten justifications. The student from quotation (Q20) argues how evaluation is
essential in his understanding of interactive art, and that the peer review process
was not only useful but necessary. In contrast, the student from quotation (Q21)
argues that the SAM can be confusing and was not helpful during the evaluation
process.
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“The Pleasure Framework’s categories were useful because they
helped categorize hedonic quality in a way that was not very sub-
jective. The SAM also helped to interpret my impression, because
it is not always easy to identify and categorize what we are feeling
or what the object makes us feel.”

(Q18)

“The Pleasure Framework introduced concepts and aspects not pre-
viously considered by the team, so it was very useful. The SAM
had less attention, considering that the focus of the feedback was
on the justifications.”

(Q19)

“The concept of Interactive Art is precisely the art in symbiosis
with its appreciators, so it does not make sense only the creators
to evaluate if it is good. The peer review was necessary to identify
the positive and negative aspects of the work.”

(Q20)

“The SAM is confusing if you are not used to the framework, and
through it, I was not able to explain what could be improved in the
work of the team I evaluated, nor did it help to critically evaluate
the project.”

(Q21)

Feedback for the Electronics Kit. Overall, 7 students reported that this
was their first experience with this type of technology, while the remaining 5
students had previous experience (question J in Fig. 4). Ten students agreed
that the kit helped them to think of new forms of interaction and expand what
they understood as HCI (question K), and no student disagreed. Lastly, most
students agreed that the “Interactive Mona Lisa” tutorial, presentation slides
and examples of circuits and code were useful (questions L, M, and N). The
student from quotation (Q22) considered the kit to be the best experience in the
course, and the student from quotation (Q23) praised the quality of the provided
material. The student from quotation (Q24), in turn, reported how his concept
of what can be an IoT system has been expanded during the course. Lastly,
in contrast, the student from quotation (Q24) reported that a lack of previous
technical experience could increase the project difficulty.

“It was definitely the best experience I’ve had in the course.” (Q22)

“All the material was very well explained and was a great base for
the creation of our project.” (Q23)

“It helped a lot to think about new forms of interaction because
my concept of IoT was just to automate some actions and to col-
lect data on everyday objects. Even having seen some examples
of art using technology, implementing a system whose goal was to
get a message across and be interactive has caused a change of
perspective.”

(Q24)
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“Anyone with little or no experience with HTML, CSS, and JS
had difficulty implementing the project, and the tutorial did not
help in this regard.”

(Q25)

5 Discussion

Even though there is no agreed consensus on what are the topics that compose
the field of HCI, Hewett et al.’s [14] broadly accepted definition of HCI as “[...] a
discipline concerned with the design, evaluation and implementation of interac-
tive computing systems for human use and with the study of major phenomena
surrounding them” can provide some insights on what, in general, should be
taught to HCI students. It seems clear that design alone is not enough, and
it needs both evaluation and implementation to form a full cycle. Interactive
systems and major phenomena surrounding them, however, are concepts that
seem to be constantly challenged by innovation and new contexts of technology
use. Therefore, these ever-evolving concepts should often be revisited inside the
classroom, preferably with the involvement of the students themselves.

It is important to emphasize that we are not advocating against the
design, evaluation, and implementation of more “traditional” interactive sys-
tems, designed for well-defined and/or work-related problems. In fact, as pre-
sented in Sect. 2, one of the projects of the HCI course addressed in this paper
(the redesign one) involved what we consider a traditional system. We are, how-
ever, advocating that HCI educators could and should explore new ways of
expanding student’s perceptions of what can be an interactive system (which
is likely to also expand our own). Our approach of inserting art in the course
with an interactive art project, for instance, yielded the rich results we presented
in Sect. 4, and that we will briefly discuss here. We can highlight the following
main aspects:

– Creative Freedom: the high degree of freedom we provided students within
the InterArt project had several positive effects. As can be seen in Table 1,
by choosing their team name and freely designing the interactive artwork,
students had the opportunity to express themselves, and represent and pay
tribute to artists and artworks of their admiration (which also brought an
unexpected cultural value that came from, for instance, appreciating local
and relatively unknown artists). This freedom, in turn, also led to a high
degree of engagement from students. It was noticeable how many of them
cared for the project and felt proud after the final presentation.

– Participation and Collective Sensemaking: during the whole course we
aimed towards a collective construction of knowledge. Instead of providing
authoritative definitions that students would probably listen to in a passive
manner, we designed the course’s activities to encourage active participation.
Students could initially research a subject on their own, but afterward, they
would openly discuss it with the class. The perception and interactive art con-
cept warm-ups are two examples if this approach and both led to meaningful
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in-class discussions. Both activities showed that encouraging a collective con-
struction of knowledge can be fruitful for most students, as their colleagues
are likely to bring in different aspects and points of view that can enrich an
initial, individual concept. This effect can be seen in quotations (Q3), (Q4),
(Q12), and (Q5).

– Social Awareness: during the course, we also encouraged students to think
about the concept of socially aware design [2]. In the InterArt project, stu-
dents could question themselves: if their interactive artwork was placed in a
museum, or other public space, who could affect or be affected by it? Could
a blind person also appreciate their work? What about other disabilities or
conditions? In the Challenging Existing Assumptions technique, for instance,
some teams challenged the idea that a blind person could not properly visit
a museum. In the end, most of the teams created interactive artworks that
do not depend on vision alone, and three of them, 500cc, Lobos-Guará, and
Romero Britto, had accessibility as a central aspect in their project. Even
though social awareness goes beyond accessibility, this was the students’ first
experience with the subject and resulted in an expanded view of the impact
of working with and designing new technology. This effect can also be seen in
quotations (Q3) and (Q13).

– Expanded View of HCI: the idea of bringing elements from maker culture
to the classroom was intended to provoke and expand what the students previ-
ously understood as HCI. The answers to question K in Fig. 4, complemented
by quotation (Q24), indicate that this objective was achieved. Quotations
(Q22) and (Q23), in turn, indicate that our substantial effort of preparing an
electronics kit with hand-picked components and writing meaningful docu-
mentation for each one of them was important for the success of the InterArt
project. In the end, the projects tacitly explored important vanguard con-
cepts in HCI, such as pervasive and ubiquitous computing, IoT, and enactive
systems and embodied interaction.

– Appropriation of Methods and Artifacts: when we expand our view of
what can be HCI, inevitably we must also expand our view of what can be HCI
evaluation. In this study, our appropriation of the Pleasure Framework also
seemed important in expanding students’ views of qualities to be considered
in interactive interfaces, as can be seen in (Q18) and (Q19). We, however,
must emphasize that we opted for the Pleasure Framework due to the nature
of the InterArt project. HCI researchers and practitioners should be able
to critically assess the usefulness of different evaluation methods in different
domains and contexts. This is especially important considering the wide range
of specific domains and contexts that may arise when we start designing for
open-ended scenarios that go beyond traditional, work-related problems.

5.1 Limitations

Besides the positive results, our approach does not come without some limita-
tions. Working with interactive art, for instance, may not resonate well with
every student, and quotations (Q6), (Q7), and (Q8) indicate this possibility.
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Participatory methods, in turn, may also not be well received by some stu-
dents, as indicated by quotations (Q14) and (Q17). No approach, of course,
will be universally accepted by all the students. The student from quotation
(Q11), for instance, already had a preconceived view of what a computer engi-
neer should know about design, which we conjecture to be a more objective,
market-oriented perspective. However, our approach did work with some stu-
dents that first seemed prone to dislike it: the student from (Q10) did not show
interest in art at the beginning of the course but in the end reported an overall
positive experience.

Another limitation is affordability and know-how of the required electronic
components. In our study, we relied on relatively low-cost hardware. The elec-
tronics kit that students used, for instance, cost approximately US$60.00 per kit
already considering local availability and taxes. Hypothetically, this value can
be lowered to around US$20.00 per kit if it is possible to directly import com-
ponents from China without additional taxes. However, even though this value
is relatively affordable, not every institution and program may have a budget
available for providing students with this kind of material, especially in eco-
nomically disadvantaged countries. Furthermore, some of these components are
eventually going to need replacement, and there is a constant release of newer,
better and/or cheaper alternatives. Besides the actual price, a substantial level
of know-how is needed to both initially pick the components to compose a kit,
as well as to keep the kits supplied and updated.

Lastly, considering the necessary physical components and the idea of active
participation and collective sensemaking, it is possible that our approach may
not be suitable for the expanding modality of virtual classes, such as in massive
open online courses. Our close contact with the students, particularly during
practical activities, seemed to be essential to the success of the InterArt project.
Therefore, when necessary, a virtual classroom would need to emulate and/or
find proper alternatives to our activities and methods.

6 Conclusion

Considering our specific research question, our study shows that it is possible to
teach HCI by employing novel technologies and proposing the design of open-
ended scenarios. As an example of an open-ended scenario, or study also shows
that interactive art can be used to articulate art and science in a HCI classroom
context. The technologies and tools we employed can be useful in expanding
students’ view on what can be an interactive system. Open-ended scenarios, in
turn, may foster creativity and participation. Even though we cannot expect our
approach to resonate well with every student (can any approach?), our articula-
tion allowed a significant number of students to rethink their perception of art,
technology, and HCI. Furthermore, our approach also provided a relatively open
teaching environment for students to explore new technologies (e.g., Arduino,
electronics and the Internet of Things), express themselves and their tastes cre-
atively, and ultimately play an active role in enacting the course’s main project.
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Regarding our general research question, we cannot predict the design prob-
lems our students will face in the next 5, 10 or 20 years from now. Nevertheless,
we do believe that by exploring new tools and technologies to create novel,
unconventional forms of interaction, and by practicing design in a socially aware
manner, our students will be somehow prepared for the unforeseen challenges
they may face in the future as researchers and practitioners. Nevertheless, by
encouraging participation and critical thinking, and being able to work with
state of the art technology and interaction techniques, these students may not
only be prepared to cope with future design challenges but may indeed play
an active role in defining the technology and respective design problems of the
future.
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Abstract. Since 2012, usability testing in Italian public administration (PA) has
been guided by the eGLU 2.1 technical protocols, which provide a set of principles
and procedures to support specialized usability assessments in a controlled and
predictable way. This paper describes a new support tool for usability testing that
aims to facilitate the application of eGLU 2.1 and the design of its User eXperi‐
ence (UX) evaluation methodology. The usability evaluation tool described in
this paper is called UTAssistant (Usability Tool Assistant). UTAssistant has been
entirely developed as a Web platform, supporting evaluators in designing
usability tests, analyzing the data gathered during the test and aiding Web users
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library of questionnaires to be administered to Web users at the end of the usability
test. The UX evaluation methodology adopted to assess the UTAssistant platform
uses both standard and new bio-behavioral evaluation methods. From a techno‐
logical point of view, UTAssistant is an important step forward in the assessment
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without requiring dedicated devices, unlike existing software and platforms for
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1 Introduction

This paper describes the design of an experimental methodology that aims to evaluate
the User eXperience (UX) of a new Web platform, called UTAssistant (Usability Tool
Assistant) [1]. This is a semi-automatic usability evaluation tool that supports practi‐
tioners in usability evaluations of Web systems and services provided by a public
administration (PA), according to the eGLU 2.1 technical protocol [2]. This protocol
provides a set of principles and procedures to support specialized usability assessments
in a controlled and predictable way.

The UX evaluation design of UTAssistant described in this paper is an experimental
methodology for assessing the UTAssistant platform with end-users and Web managers
of PA Web sites, both in a laboratory setting and using a Web-based recruitment plat‐
form. The methodology proposed here includes several types of end-users, with the aim
of assessing (i) the UTAssistant method through bio-behavioral measurements; (ii) the
usability evaluation process of UTAssistant with Web managers in Italian PA; (iii) a
heuristic evaluation of UTAssistant conducted by experts in UX; and (iv) a usability
evaluation of UTAssistant with a highly representative number of end-users using a
Web-based recruitment platform.

2 Usability Testing of Italian Public Administration Web Services

In October 2012, the Department of Public Function of the Italian Ministry for Simpli‐
fication and Public Administration formed a working group called GLU (Working
Group on Usability). The GLU team was composed of Italian universities, central and
local Italian PAs, and other independent information and communication companies.
The purpose of GLU is to support PA practitioners involved in Web content manage‐
ment, website development, or e-government systems development in performing
usability evaluations, and particularly those who are not usability experts. The primary
goal of GLU is to collect and identify golden rules for developing and evaluating systems
that are easy to use and appropriate for this purpose. To this end, GLU developed a set
of guiding protocols that are able to operatively support both the analysis and evaluation
of graphical user interfaces for the Web. GLU can guide Web masters, and its protocols
are explorative tools that can investigate how good or satisfactory the experience is for
a user when using a PA Web service, e.g. searching for certain information, consulting
or downloading a digital document, or completing an online form. GLU protocols guide
PA practitioners in exploratory analyses to better understand the problems (or strengths)
of their Web services, in order to collect use cases for future development. Since 2013,
GLU has developed four different usability evaluation protocols called eGLU 1.0, eGLU
2.0, eGLU 2.1 [2], and eGLU-M [3]. Three protocols (1.0 and 2.0) are designed for
desktop solutions (2.1), while the other (eGLU-M) is designed for mobile platforms [3].

The eGLU 1.0 protocol was developed in May 2013 [4]. The protocol involves two
levels of analysis, basic and advanced, which can be used independently of each other
according to the testing period and the practitioner’s skill. The basic level is specifically
recommended for performing quick analyses to check the main problems affecting the
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usability of a short number of Web pages. It is a macroscopic analysis that asks users to
freely navigate the content of the main pages of a given Web service, and then to complete
a questionnaire to investigate the quality of the interaction. In a basic level analysis, prac‐
titioners primarily collect information on how many navigation tasks users achieved or
failed, how difficult it was for users to perceive or understand Web interface elements, and
user satisfaction. The advanced level analysis is recommended for practitioners who need
a more detailed analysis of interaction problems. At this level, participants are required to
report their actions and thoughts during their interaction with the system. Compared to the
basic level, an advanced analysis allows practitioners a greater level of detail and informa‐
tion on user interactions, both in terms of the users’ navigation paths and the difficulties
they encountered in perceiving or understanding information during the tasks. Both basic
and advanced levels describe how to create and describe tasks for users, how to set param‐
eters, the apparatus involved, and the selection of participants. The eGLU 1.0 protocol
provides practitioners with practical advice on how to properly conduct the test, including
how to verbally describe both the goals of the test and the instructions to participants. Both
the basic and advanced levels follow five phases, which describe: (i) how to prepare testing
documents; (ii) how to prepare tools and materials; (ii) how to conduct the test; (iv) how
to handle the collected data; and (v) how to draw up the evaluation report. eGLU 1.0
recommends the use of at least one of two usability assessment questionnaires: (i) the
System Usability Scale (SUS) [5, 6] or the Usability Evaluation (Us.E. 2.0) question‐
naire [7].

The eGLU 2.0 protocol was released in 2014. Compared to eGLU 1.0, eGLU 2.0
provides practitioners with an easier and simpler methodology for conducting evaluation
tests, together with a wide range of design and evaluation approaches and methods from
which practitioners can freely choose according to their needs. eGLU 2.0 consists of
two parts: the first gives recommendations and instructions to practitioners on how to
design and conduct tests, while the second focuses on advanced design methods and
evaluation techniques, and describes which alternative and/or complementary usability
methods can be used.

In the same way as eGLU 1.0, eGLU 2.0 offers a first-level usability test methodology
that is suitable for both expert and non-expert usability evaluation practitioners. eGLU
2.0 involves three phases, which describe how to (i) prepare, (ii) execute, and (iii)
analyze the results. The protocol recommends using at least one of three usability
assessment questionnaires: (i) the SUS [5, 6], the Us.E. 2.0 questionnaire [7], and the
Usability Metric for User Experience, lite version (UMUX-LITE) [8–10]. The second
part of eGLU 2.0 involves several in-depth analyses of and extensions to the basic
procedure. These schedules can be useful in planning, conducting or analyzing the
interaction, and increase the possibility of intervention via Web site redesign by
providing elements from a broader and more complex range of methodological
approaches compared to the basic protocol procedure. The advanced techniques
described in eGLU 2.0 are the kanban board, scenarios and personas, evaluation strat‐
egies using the think-aloud verbal protocol, the methodology of the ASPHI non-profit
organization foundation (http://www.asphi.it/), and the usability cards method (http://
www.usabilitycards.com/).
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An updated version of the methods and techniques proposed in eGLU 2.0 was devel‐
oped in 2015 [2] with the eGLU 2.1 protocol. eGLU 2.1 is distributed together with the
eGLU-M (eGLU-mobile) protocol [3], which is specifically designed for usability eval‐
uations using mobile devices. Although the evaluation of mobile websites and Web
services has some aspects that are operationally different from evaluations using desktop
devices, the approach, methodology and phases of the exploratory analysis procedure
remain substantially unchanged. The development of a new version of the protocol is
currently in progress, and its release is expected in 2018.

3 UTAssistant: A New Usability Testing Support Web Platform
for Italian Public Administration

UTAssistant is a Web platform, designed and developed within the PA++ Project. The
goal of this platform is to provide Italian PA with a lightweight and simple tool for
conducting user studies based the eGLU 2.1 protocol, without requiring installation on
user devices.

One of the most important requirements driving the development of this platform was
the need to perform remote usability tests with the aim of stimulating users to participate
in a simpler and more comfortable way. To accomplish this, UTAssistant was developed
as a Web platform so that the stakeholders involved, namely the evaluator (Web manager
of a PA site) and users (typically of PA Web sites), can interact using their PCs, wherever
and whenever they prefer. This is possible due to the recent evolutions of the HTML5 and
JavaScript standards, which allow Web browsers to gather data from PC devices such as
the webcam, microphone, mouse, and keyboard. This represents an important contribution
to state-of-the-art of usability test tools, since remote participation fosters wider adoption
of these tools and consequently of the usability testing technique. Indeed, the existing tools
for usability testing require software installation on a PC with specific requirements (e.g.
Morae® https://www.techsmith.com/morae.html [11]).

The following sub-sections describe how UTAssistant supports evaluators in
designing a usability test and analyzing the results, and how users are supported by
UTAssistant in completing the evaluation tasks.

3.1 Usability Test Design

A usability test starts from the test design, which mainly consists of: (i) creating a script
to introduce the users to the test; (ii) defining a set of tasks; (iii) identifying the data to
be gathered (e.g. the number of clicks and the time required by the user to accomplish
a task, audio/video/desktop recording, logs, etc.); and (iv) deciding which question‐
naire(s) to administer to users.

UTAssistant facilitates evaluators in performing these activities by means of three
wizard procedures. The first guides evaluators in specifying: (a) general information
(e.g. a title, the script); (b) the data to gather during execution of the user task (e.g.
mouse/keyboard data logs, webcam/microphone/desktop recordings); and (c) the post-
test questionnaire(s) to administer. The second procedure assists evaluators in creating
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the task lists; for each task, start/end URLs, the goal and the duration have to be specified.
Finally, the third procedure requires evaluators to select the users, either from a list of
users already registered to the platform, or by typing their email addresses. The invited
users receive an email including the instructions for participating in the usability test.
The following sub-section illustrates how UTAssistant aids users in performing the test.

3.2 Usability Test Execution

Following the creation of the usability test design, users receive an email with infor‐
mation about the evaluation they are asked to complete, and a link to access UTAssistant.
After clicking on this link, users can carry out the evaluation test, which starts by giving
general information about the platform use (e.g. a short description of the toolbar with
useful commands), the script for the evaluation and, finally, privacy policies indicating
which data will be captured, such as mouse/keyboard logs and webcam/microphone/
desktop recordings.

Following this, UTAssistant administers each task, one at a time. The execution of each
task is closely guided by the platform, which shows the task description in a pop-up
window, and then opens the Web page at which users are asked to start the task (Fig. 1).
To keep the platform as minimally invasive as possible during execution of the evaluation
test, we grouped all the functions and indications in a toolbar placed at the top of the Web
page. This toolbar indicates the title of the current task, its goal, the duration of the task, the
task number, and a button to move to the next task, which shows the message “Complete
Questionnaire” when the user finishes the last task and is asked to complete the question‐
naire(s). During execution of the task, the platform collects all data identified by the eval‐
uator at the design stage, in a transparent and non-invasive way.

Fig. 1. An example of execution of a task. The UTAssistant toolbar is shown at the top of the
evaluated website page.
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3.3 Evaluation of Test Data Analysis

One of the most time-consuming phases of a usability test is the data analysis, since
evaluators are required to manually collect, store, merge and analyze a huge amount of
data such as mouse logs, video/audio recordings and questionnaire results. Due to the
effort required, this phase becomes a deterrent towards the adoption of usability testing
techniques. UTAssistant automates all of these activities, thus removing the barriers to
the analyses of usability test data. The evaluators have access to the data analysis results
via the control panel and can exploit several functionalities that provide useful support
in discovering usability issues. The next sub-sections present an overview of some of
these tools.

3.4 Task Success Rate (Effectiveness)

Analysis of the results of the usability test often starts by investigating the task success
rate, an essential indicator of the effectiveness of the website in supporting the execution
of a set of tasks. This metric is calculated as the percentage of tasks correctly completed
by users. It can be also calculated for each task, thereby estimating the percentage of
users who completed that task. UTAssistant calculates these frequencies and displays
them in a table (Fig. 2).

Fig. 2. Example of a table reporting the success rates of a study. The columns display the tasks,
while the rows show a list of users. The last row reports the success rate for each task, while the
last column depicts the success rate for each user. The overall success rate is reported below the
table.

3.5 Questionnaire Results

Another phase requiring a great deal of effort by evaluators is the analysis of the results
of the questionnaire. Using UTAssistant, evaluators can administer one or more
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questionnaires at the end of each usability evaluation. The platform automatically stores
the user’s answers and produces results in the form of statistics and graphs. For example,
if the SUS [5, 6] questionnaire is used, UTAssistant calculates the global SUS score (a
unidimensional measure of perceived usability [12]), the usability score and the learn‐
ability score. In addition, different visualizations can display these results from different
perspectives, e.g. a histogram of each user’s SUS scores, a box-plot of SUS score/learn‐
ability/usability (Fig. 3), and a score compared with the SUS evaluation scales (Fig. 3).

Fig. 3. Example of SUS score plotted on the three SUS scales.

3.6 Audio/Video Analysis

While users are executing the tasks, UTAssistant can record the user’s voice using the
microphone, their facial expressions using the webcam, and the desktop display using
a browser plugin. This recorded content can be analyzed by evaluators in order to
understand, for example, low performance in executing a particular task or the reasons
for a low success rate. To support a more effective audio/video analysis, UTAssistant
provides annotation tools, so that when evaluators detect the existence of difficulties, as
indicated by means of verbal comments or facial expressions, they can annotate the
recorded audio/video tracks. If the evaluators decide to record both camera and desktop
videos, the video tracks are merged and displayed together.

3.7 Mouse/Keyboard Logs Analysis (Efficiency)

Important information about the efficiency of performing tasks is given by metrics such
as the time and number of clicks required to complete each task. UTAssistant tracks the
user’s behavior by collecting mouse and keyboard logs. Based on the collected data, the
platform shows performance statistics for each task, such as the number of pages visited,
the average number of clicks and the time that each user needed to complete the task
(Fig. 4).
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Fig. 4. Summary of metrics measuring performance related to three tasks.

4 UX Evaluation Methodology for Assessing UTAssistant

4.1 Methodology

The UX evaluation design proposed here is an experimental methodology, consisting
of four phases:

• Phase 1. Heuristic evaluation of the UTAssistant platform;
• Phase 2. Usability evaluation with PA practitioners, under workplace conditions;
• Phase 3. Usability evaluation with Web end-users, under experimental laboratory

conditions;
• Phase 4. Usability evaluation with Web end-users, under remote online conditions.

4.2 Objective

This experimental methodology aims to provide a new approach to assessment of the
UTAssistant semi-automatic usability evaluation tool. This methodology combines
expert assessment methods with usability evaluation models, under workplace, labora‐
tory, and remote online conditions. The implementation of the UX evaluation method‐
ology for the UTAssistant platform is planned for future work.

4.3 Methods and Techniques

The experimental methodology proposed here involves both usability assessment and
psychophysiological measurement methods. Different methods and techniques are used
in each phase, as described below.

Phase 1. Heuristic Evaluation. This is an inspection method [13–16], which consists
of experts assessing the usability of a product. In general, the experts involved in
heuristic evaluation use a list of principles, also called heuristics, to compare the product
with a baseline representing how the product should meet the main usability require‐
ments. Heuristics are based on sets of features for the ideal matching of a user model.
At the end of each evaluation, the expert carrying out a heuristic evaluation provides a
list of problems and related suggestions.

Phase 2. Usability Evaluation Under Workplace Conditions. During Phase 2, users
follow the evaluation methodology provided in the eGLU 2.1 protocol, as explained
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above in Sect. 2. A tailored procedure that applies the eGLU 2.1 protocol for usability
evaluation tests is provided to the PAs involved in the UTAssistant experimental project.
This protocol differs from eGLU 2.1 in that it uses the think-aloud (TA) technique rather
than the partial concurrent think-aloud (PCTA) technique (see Sect. 4.3, Phase 3). The
TA technique is used in traditional usability testing methods [17–24] and is especially
useful in indoor conditions such as laboratories or workplaces. The TA technique asks
users to verbalize (“think aloud”) each action and the problems they encounter during
their interaction with the system. Evaluators are asked to transcribe and analyze each
user action in order to identify interaction problems.

Phase 3. Usability Evaluation Under Laboratory Conditions. Usability testing of the
UTAssistant platform is also conducted under laboratory conditions. In this phase, eval‐
uators use the PCTA technique, created by some of the current authors [25–28] to
provide a technique for easily comparing collected data with blind, cognitively disabled,
and non-disabled users. The PCTA technique asks users to interact silently with the
interface and to ring a bell on the desk whenever they identify a problem. In the PCTA
technique, all user interactions are registered. As soon as the test is complete, the user
is invited to identify and verbalize any problems experienced during the interaction [29].

Any psychophysiological reactions of the users that may occur during this interaction
are measured using two bio-behavioral measurement techniques: (i) facial expression
recognition; and (ii) electroencephalography (EEG). The EEG method allows practi‐
tioners to record the electrical activity generated by the brain using electrodes placed on
the user’s scalp. Due to its high temporal resolution, the EEG is able to analyze which
areas of the brain are active at any given moment. The scientific community also recog‐
nizes a limited number of facial expressions (about 45) as universally able to express
hundreds of emotions resulting from the combination of seven basic emotions [30]: joy,
anger, surprise, fear, contempt, sadness, and disgust. In human beings, the user is mostly
unaware of the ways in which facial muscles express basic emotions [31]. An analysis
of involuntary facial expressions returns information about the emotional impact on the
users of an interaction with a given interface.

Phase 4. Usability Evaluation Under Remote Online Conditions. In this phase, users
are recruited through a Web recruitment platform and redirected to the UTAssistant Web
platform. This methodology has previously been validated for psychological studies [32,
33].

4.4 Material and Equipment

Phases 1, 3, and 4 use the UTAssistant platform to evaluate the Ministry of Economic
Development (MiSE) website (http://www.sviluppoeconomico.gov.it), while Phase 2
uses the platform to evaluate the websites of each PA involved under workplace condi‐
tions. All phases are conducted using either desktop or laptop computer with a screen
size of between 13ʹʹ and 15ʹʹ, and a minimum resolution of 1024 × 640. Computers
should be equipped with a Google Chrome browser (http://www.google.com/intl/en/
chrome). Computers should be plugged into a power source, and the brightness of the
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display should be set to the maximum level. In each phase, different materials and
equipment are used, as described below.

Phase 1. Heuristic Evaluation. Many heuristic lists are proposed in the literature [29].
In this work, we use 10 heuristics for Web interface analysis created by Nielsen and
Molich [16]; these take into account many aspects of the user interaction such as safety,
flexibility, and efficiency of use. The Nielsen heuristics are based on 10 principles
derived from a factorial analysis carried out on a list of 249 problems detected by many
usability evaluations.

Phase 2. Usability Evaluation Under Workplace Conditions. This phase uses a tailored
protocol asking managers of PA websites to evaluate them in conjunction with users.
This evaluation should be done using the UTAssistant platform with a desktop or laptop
computer.

Phase 3. Usability Evaluation Under Laboratory Conditions. In this phase, UX experts
are asked to measure user interaction by means of two bio-behavioral measurement
devices: a facial expression recognition system, and an EEG. Both devices return data
that can be synchronized using a biometric synchronization platform called iMotions
(http://imotions.com).

Phase 4. Usability Evaluation Under Remote Online Conditions. Tests are adminis‐
tered using an online recruitment procedure involving a crowdsourcing platform for
psychological research called Prolific Academic (http://www.prolific.ac).

4.5 Subjects

Phase 1. Heuristic Evaluation. A heuristic evaluation requires a small set of between
three and five expert evaluators.

Phase 2. Usability Evaluation Under Workplace Conditions. PA Web managers are
asked to conduct their tests with a minimum of five participants.

Phase 3. Usability evaluation under laboratory conditions. Ten participants are
involved, equally divided by gender.

Phase 4. Usability Evaluation Under Remote Online Conditions. One hundred users
should be recruited. Participants should be equally divided by gender and language (50
native English speakers, and 50 native Italian speakers).

4.6 Procedure

Phase 1. Heuristic Evaluation. Experts are asked to evaluate the main actions required
by the UTAssistant platform to assess a website. In particular, experts are asked to
evaluate the user experience of an evaluator using UTAssistant during the following
actions:
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• Create a new usability test with UTAssistant in order to evaluate the MiSE website.
• Define four user tasks.
• Determine which user questionnaires will be administered to users at the end of the

test.
• Define which export data the system should record during the interaction.
• Export navigation, questionnaire and log data.
• Use the help function.

Phase 2. Usability Evaluation Under Workplace Conditions. The Web managers
involved in this phase are asked to evaluate the usability of their PA website. Web
managers are asked to perform the same actions as required in Phase 1, and then to
evaluate their websites with users recruited from within their workplace. Users should
be asked to navigate the administration website to carry out four tasks, presented in the
form of usage scenarios. A help service embedded into the platform is provided to users,
which activates an error message and automatically sends a request to a remote help
service.

Phase 3. Usability Evaluation Under Laboratory Conditions. In this phase, users are
required to perform the test in a quiet and sufficiently bright environment, using a
comfortable chair placed at least 50 cm from the screen of a desktop or laptop computer.
Users are asked to navigate the MiSE website to carry out the four tasks previously
created by the UX expert conducting the sessions. Tasks should be presented to the users
in form of usage scenarios.

Phase 4. Usability Evaluation Under Remote Online Conditions. Online participants
should be redirected to the UTAssistant platform to evaluate the MiSE website. In this
phase, participants are asked to set up their devices as required in Phases 1, 2, and 3,
and to perform the same tasks as defined in Phase 3, presented in the form of scenarios.

4.7 Data Collection

At the end of each phase, evaluators are asked to store their collected data in a database
hosted by the Superior Institute of Communication and Information Technologies
(ISCOM), Italy. Stored data will be analyzed, phase by phase, in aggregate form. Stat‐
istical analyses and comparisons will be carried out using the IBM SPSS platform, and
then discussed and disseminated through reports and conference papers.

5 Conclusion

The paper describes UTAssistant, a semi-automatic usability assessment web platform
for Italian PA, and proposes a new experimental evaluation methodology for assessing
the UX of the proposed platform. Both UTAssistant and the experimental assessment
methodology were developed as part of a multidisciplinary project involving design
engineers, UX experts and PA Web managers. UTAssistant is a new tool aimed at the
international scientific community; its goal is to provide a standardized model to guide
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non-experts in the usability of PA websites, in a quick and straightforward way, to meet
international usability protocols and standards. Unlike the most commonly usability
evaluation methods, the assessment methodology proposed for evaluating the UTAs‐
sistant platform uses bio-behavioral measures in addition to the standard validated
usability assessment methodologies. The methodology proposed here provides an eval‐
uation strategy that avoids the involvement of social desirability factors (often related
to explicit satisfaction questionnaires), since bio-behavioral measures are hidden from
users. This work is part of a two-year project (2017–2018) involving Italian PAs, the
University of Bari and the University of Perugia. In future work, the proposed experi‐
mental methodology will be implemented to assess the UX of the UTAssistant platform.
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Abstract. This article presents and classifies the competencies inherent to
Audience, Synthesizer, Modifier, Producer and Player, roles that individuals can
assume in the Audiovisual Design model. It presents a descriptive table of core
competencies, technical as well as technological skills and behaviors, knowledge
and capabilities related to each role. In Audiovisual Design model, individuals
have certain abilities to act within each role. Audiovisual Design is a commu-
nication model and a method to analyze and to develop content combining
audiovisual elements and software, or digital interfaces, in interactive systems. It
is based on integration of Human-Computer Interaction elements with Audience
Studies, essential for the development of modern audiovisual content.

Keywords: Audiovisual Design � Human Computer Interaction
Audience Studies � Competencies � Methodology

1 Introduction

The creation and production processes of audiovisual content, including video in
mobile applications and on demand systems, are rapidly changing with technological
convergence, bringing together previously distinct areas, such as Human Computer
Interaction (HCI) and Audience (or Media) Studies [1–3]. This integration demands a
theoretical relation that is not currently contemplated by these fields individually [4, 5].

The communicational andmethodological model of Audiovisual Design (AD) brings
together relevant methods and concepts from those two normally separate disciplines, but
with similar profiles. In short, AD has two practical purposes to attain. First, the model
provides instruments to analyze audiovisual productions developed for interactive sys-
tems, using tools afforded by both HCI and Media Studies fields. Second, the theory
provides methods to predict interactions and to propose innovative audiovisual systems,
suitable to be used by different profiles described in the model. The main characteristic of
this model is planning the interaction, or interactivity, in the process of audio, video and
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software production. AD describes four roles to be assumed by individuals and four Lines
of Design, to guide and to model the creative development process [4, 5].

The design of interactive computer systems had its initial focus on problems, tasks
and functions, but it gradually changed its scope and also incorporated perspective of
new possibilities, meanings and emotions [6–8]. Nowadays, individual’s behavior is a
central part in design projects. Moments of passive fruition, for example, gain rele-
vance when the final object of an interactive system contains audiovisual content. For
example, we can mention video on demand systems, accessed both in smart TV sets
and mobile devices, with search resources and evaluation tools [5].

A similar phenomenon can be observed from the point of view of audiovisual
consumption. The experience using software has become as relevant as the quality of
movies, series, songs or online videos. Different digital systems to access video content
have one feature in common: interaction using software-based interfaces. Electronic
programming guides of digital TV, search tools for specific titles in movie applications,
or recommendation tools of videos on social media, are examples in which the viewer’s
experience mixes an active posture (browsing or searching for information) with
moments of passive fruition or enjoyment (video watching). The simple act of choosing
and watching an audiovisual show may require the individual to perform different
roles, with degrees of greater or lesser interaction or participation. Consequently, a
revision of theories and methods supporting the development of these contents
becomes relevant, especially in the field of HCI, in which the general notion of user has
a limited role. This concept does not contemplate total immersion in the different
media, especially those based on audiovisual content. It is necessary, therefore, to
understand that this mediatized process incorporates content, technique, aesthetics and
meaning, aspects relevant to the complete processes of communication and fruition by
individuals [2, 9, 10].

To adequately act in response to this new scenario relative to production and
fruition of audiovisual content, where audios, videos and software are integrated into a
single product, AD defines four roles: the Audience, the Synthesizer, the Modifier, and
the Producer [4, 5]. Each role has elements that permit individuals to extrapolate
common behaviors, then becoming the enhanced role ‘Player’. In this article, we
present and classify the competencies related to each of these roles that an individual
(sometimes identified as user, interactor or spectator) can assume. In the model,
individuals need to have certain competencies, represented as a set of knowledge,
skills, capabilities and behaviors, to be able to act within each role.

Mastering new competencies is a key element to modifying behaviors in certain
roles [11–13]. It is a theoretical and conceptual proposal that contributes to the scaling
of AD’s reach and predictability, a discussion that allows both researchers to evaluate
media interactions and producers to design environments and meanings of interaction.

2 Communication Models

Aiming to describe communicative acts and the flow of information between people
and technologies involved in communication, the process can be organized in theo-
retical and conceptual models. In the communication field, different models have been
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suggested since the beginning of Media Studies, including both transmission and
reception technologies, as well as content and meaning of the message [14]. Recently,
Jenkins, Ford and Green [2] proposed three simple models to describe the different
scenarios of current communication ecosystem: one sender for multiple receivers, as
Broadcast; online communication, in which individuals take initiative to search con-
tent, as Stickiness; and Spreadable, when content reaches the audience through the
action of individuals, usually using digital tools. Although different, in practice there is
some complementarity among those models. Often content shared within the propa-
gation logic was produced by television stations (Broadcast), released in a controlled
way (Stickiness) and is shared in an uncontrolled way by action of individuals
(Spreadable). Digital interfaces, of which Stickiness and Spreadable models depend,
have been occupying the space of traditional media and are becoming, themselves, new
media elements.

In this way, audiovisual content producers need to incorporate interaction tools as
essential elements inherent to production process, which changes the experience of
audiovisual fruition. While producers maintain some control over the product, they
encourage, at the same time, some audience engagement.

Of course, since many people will only enjoy content at a basic level, it would be a
mistake if engagement tools decreased the quality of Broadcast content to passive
audiences. Moreover, the interface design should consider not anonymous users, but
individuals who, at some point, will use the content as a reference to compose their
identity in social networks.

Despite the relevance and appropriateness of those models in Media Studies field,
they do not adequately describe the interaction of the individual, nor do they provide
tools to analyze, or to create, audiovisual products that depend on software to be
watched. Jenkins, Ford and Green [2] describe the communicational processes in
information exchange and different forms of media consumption. However, the authors
do not contemplate technical-creative process of audiovisual production, where sub-
jectivity of audiovisual narrative interrelates with objectivity of interaction demands.
Interface problems, or poor user experience, can compromise the entire audiovisual
product.

One example can be represented by affordances of interaction interfaces. Affor-
dance refers to possibilities of interaction and use that the system offers or allows for
users [8]. This idea, although longstanding in HCI, does not exist in audiovisual
production process, including theoretical, conceptual or methodological descriptions in
Media Studies. Unlike audiovisual fruition, traditionally considered as a simple pro-
cess, with no need for any technological domain [14], the development of software
depends on potential actions intrinsic to the perception that individuals have about an
object or technology, when interacting with the system [5].

2.1 The Audiovisual Design Model

From this scenario, previous studies have identified the need for a theoretical and
methodological model that integrates both software development and audiovisual
creation processes. As an outcome of the intersections between disciplines of Media
Studies and HCI, Audiovisual Design is represented by a graphic model that allows
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understanding the dynamic flow of audiovisual production, including software and
considering different scenarios and roles played by individuals [4].

The horizontal arrows (Fig. 1) indicate the starting points for understanding
interaction scenarios. While Media Studies allow inferring behaviors from people in
front of audiovisual devices, HCI offers consistent theories and methods for the pro-
ducer, or software developer, to design interactions and uses. In this way, mechanisms
such as user surveys, formative evaluations of interfaces and usability tests help to
identify the requirements, demands and needs of the product. In this model, the same
individual can play different roles at different times: Audience, Synthesizer, Modifier
and Producer. Every role has levels of fruition, with minimum and maximum activities
supported in each one. When the individual extrapolates characteristics of each role,
but without changing the position, an enhanced role emerges, characterized as
Player-Audience, Player-Synthesizer, Player-Modifier and Player-Producer. For ana-
lytic purposes, in this article the Player is analyzed separately, to facilitate identification
of competencies necessary to act in this enhanced role.

Fig. 1. Flow diagram of the process in the Audiovisual Design (AD) (Source: Audiovisual
Design Research Group).
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Audience: this is the basic role an individual can assume, denoting low level or
absence of interactions in media consumption. This is the passive behavior associated
with the Broadcast model [2, 14], whose relationship with digital interfaces are channel
tuning, video search and playback, channel subscription, etc. In this way, these people
are understood together through audience ratings, which give only a collective view of
preferences. The relationship of individuals with content is through personal choices,
and remains relatively private.

Synthesizer: the concept was brought in by Jenkins, Ford and Green from an idea
developed by Bradley Horowitz [2]. Individuals have skills to compile, to classify, to
comment, to recommend and to share audiovisual products they like, often creating an
“identity”, that is, a profile staged in a network with other people. The role of the
Synthesizer involves notion of engagement, or a deep emotional connection that allows
individuals to express something about they from the content they share.

Modifier: this role is a subset of Synthesizers, with other competencies and skills: they
know how to use software to manipulate and recreate contents with which they identify,
going beyond the idea of engagement towards the idea of appropriation. Some examples
of Modifier activities are: to improve content, when individuals appropriate content to
enhance something they do not like; to remix, when individuals create new productions
from the original content; to participate, when individuals sendmessages and interactwith
television shows, mainly live, providing information useful for directors and producers.
In many cases, participants’ messages are screened during the shows.

Producer: one person or a group of people who creates original product, even if
inspired by content already existing in other media, autonomously and independently
or as part of large media corporations. Although every Producer is a Synthesizer (the
distribution of content is part of his competencies), the Modifier’s competencies are
applied only in situations where an industrially planned workpiece is an adaptation of
an existing one, so the overlap between these roles is only partial.

Player: Refers to the individual who fully uses the interaction tools available within
each level, being an ‘enhancement’ within each role. They seek content that will bring
challenges and make them, even in isolation, think and do something. This role is
identified with “early adopters” or “early users”, i.e. people who take the risks of using a
new technology and, thus, contribute to its development. As examples, we mention a
Producer creating new distribution channels (Player-Producer); a Modifier creating a
new product based on different media, such as a cartoon from images other people have
taken (Player-Modifier); a Synthesizer acting as a fan and searching posts in many blogs,
sites or social media to share them with their own social media contacts
(Player-Synthesizer); an individual who looks for easter eggs or other hidden content in
off-line media, such as DVD or Blu-ray discs, and engages in its content (Player-
Audience).

The relationships inherent in these roles occur through four Lines of Design:
(a) Content, with relationships that vary (and add up) according to the role played by the
individual: subjective relations at Audience level; engagement in Synthesizer level;
appropriation in Modifier level; creation for Producer; and challenges for Player;
(b) Identity, which bases the personal relationship with content; (c) Motivation, which
leads to engagement; and (d) Experience, which links fruition to advanced use of inter-
active features, which should provide practical experience with content and interfaces.
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3 Competencies Related to the Roles

As we can see in the AD workflow description, the way designers or producers direct
their production to different user levels, and how they correlate to each other, depends
on articulation of contents, techniques and interfaces that accompany goals defined by
the individuals. These objectives correspond directly to the way individuals engage
with media (privately or publicly, passively or actively, as spectator or co-producer).
To do this, individuals need to have a “competency set” appropriate to technological
affordances available for audiovisual product and its interfaces.

In a very general first approach, the main affordances of contemporary media
ecosystem are: navigation, search and retrieval possibilities; interactivity; adaptability
of content; possibility of being appropriable (both tools and content); openness to new
forms of distribution (such as sharing); to be a facilitator for data mining about usage.
This list can be expanded inexhaustibly with specific items, since new affordances can
emerge at each technological and/or social convergence process.

The competencies, as we understand them here, is a term borrowed from the field of
Business Administration and People Management. It refers mainly to behavioral
repertoire and intentions demonstrated by an individual to efficiently perform a given
task [11, 12]. Nevertheless, this notion is not limited to the workplace, since people
must dedicate intentions, actions and behaviors in all interactions in which they have
intention to engage. A competency, or the ability to perform a task competently,
involves knowledge, skills and capabilities of individuals, ordered from their behaviors
and their intentions [11, 15].

We identify the subset of individual’s characteristics that allow them to perform an
intentional operation as skills. These skills are acquired and developed through the
individual’s intentions to act or react to a situation, thus shaping their behavior during
performance in an engaged manner. Capabilities, on the other hand, are potential skills,
present at an unconscious level and not yet developed. Capabilities are inherent in the
individual’s learning process, intermediate stage between acquisition of knowledge and
putting it into operation.

Considering new communication affordances created within contemporary media
ecosystem, it is natural for individuals to demonstrate new competencies, or new sets of
skills, knowledge, capabilities and behaviors, or even modify those already ingrained
both psychologically and culturally. We present in this paper a panoramic description
of competencies related to each user role within AD, however, some observations are
necessary.

Firstly, the elements that belong to specific competencies may have socioeconomic,
cultural, technical or technological characteristics. Within AD, we consider them
related to: physical-financial conditions to access the content; fruition, appropriation
and cultural use of messages transmitted in a communicative process; the way this
fruition, appropriation, and use occur; and knowledge of technologies necessary to
apply them to a particular use. We do not offer a description of socioeconomic or
cultural characteristics in this article; we believe that this requires a greater degree of
specificity, which must necessarily be related to each context (geographic, political and
economic).
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Secondly, a competency only becomes effective when skills, knowledge, and
behaviors activate the affordances from available communication technology. Thus, it
is not just a theoretical appropriation or notion of the operation that ensures a person
has actually acquired the skills necessary to be classified within an AD role. To do so,
the individual must apply the respective competencies in the process of media fruition.
Only then it is possible to state, in fact, the individual has moved in between roles. This
proviso is necessary because we reinforce that there is an opening for progression or
regression of each individual in between roles, which is always confirmed by the Line
of Identity: the same person can use all tools at his disposal to engage more fully with a
product or a workpiece, which touches him deeply, and can be a passive spectator of
another, with which it relates only for the satisfaction of entertainment.

A third observation refers to actions the Producer can take to enable acquisition of
knowledge and skills by individuals, which may sustain behaviors that apply the
necessary skills to change from one role to another. It is an intrinsic part of designing
complex interactive audiovisual pieces. Affordances need to be adaptable and learnable
by target audience, in an intuitive and harmonious way with general narrative universe.
In other words, if the Producer wants (controllable) groups of Synthesizers and
Modifiers in a participatory and collaborative logic, it is very likely that they will have
to enable people to learn how to develop those roles.

3.1 Competencies Framework

In order to facilitate the understanding of how competencies are applied to different
roles, we present a list divided by role individuals can act in the AD model. We
emphasize that not always will all skills be necessary for a person to be identified acting
within a role. It depends on production characteristics and how individuals interact.
However, at least some of the characteristics should be present. In addition, since the
logic of Audiovisual Design workflow is based on the notion of “sets”, where one
group is contained in another, competencies accumulate from one level to another.

This description is not exhaustive of the competencies of each role, since they may
vary according to proposed work. The items described initially come from profiles and
skills traditionally identified by HCI and Media Studies from authors such as: [1, 6, 10,
16–31]. A detailed review was conducted looking for competencies necessary to act
minimally in each role, and how to extrapolate this actuation, both to change among
roles and to become an enhanced role, as analyzed in Player’s competencies descrip-
tion. With the combination of these elements proposed by AD, common attributes were
established to individuals and explained according to their level of interaction. What
we intend, with this framework, is to open a new discussion about elements currently
involved in design of complex audiovisual products. We recognize that these obser-
vations are, at least, fairly generic to describe all possible processes.

As summarized in Table 1, the first level of roles of individual clearly requires the
simplest and most easily appropriable competencies. For the viewer who only watch
audiovisual content in Broadcast model, cultural and linguistic competencies for
understanding and interpretation of the message are basically enough. However, when
we think about the increasing number of individuals using alternative fruition forms to
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the Broadcast, but still for passive consumption - such as legal or illegal download, on
demand, fragments, and so on - skills accumulate.

Knowing the functioning and limitations of internet itself is still a limiting factor in
many countries, which is being rapidly overcome as we observe the growing number of
population with access to computer and to network connections. After surpassed this
stage, the competencies listed here make possible two central phenomena: individual’s
identification with the produced content (theme, characters, narrative, ambiences, etc.),
and feedback to the Producer, especially in quantitative formats (qualitative feedback is
possible when the correct tools are available).

In the second role, (Synthesizer), the feedback becomes more qualitative. The
Producer should observe more closely the ways in which people have engaged with
their product. This analysis can direct choices for workpiece in production. Among
these competencies, we emphasized those related to social media. In an attempt to
create their network identities, Synthesizers are part of communities of mutual interests
and act as representations of themselves, especially designed for particular situations.
Thus, they become poles within social networks articulated by digital media. These
competencies also make evident one’s condition as a fan, whose discussions revolve
around their active participation in available content activities.

Regarding the role of the Modifier, it should be noted that appropriation of tech-
nology is fundamental, especially when Producers do not make available tools for
modification. Despite that, the appropriation of content that occurs at this level is a
cultural appropriation of some parts or of the whole workpiece or technology. This
appropriation includes generating some meaning, sense or a different discourse from
that originally manifested by the Producer. This process can be observed, for example,
when an element in an audiovisual piece (a song, an emblematic scene in a film, a
character in a fictional narrative) becomes both the link of a dispersed group of people
and a symbol of a cause or a fight.

The Modifier gets elements from original context, modifies them, or recreates parts
to transform them in a representative idea, or even in an ideology. Such means of
expression represent a fundamental source of information for the Producer who,
knowing how to read these signs, can correct future works or adapt ongoing demands.
From a sociological point of view, it can represent a very aggressive capacity for
expression, especially when the group appropriating content is a minority that uses a
popular resource to make itself heard. Anyway, the Modifier is often able to create his
own social network, becoming an important node of content diffusion.

The activities of the Players should be widely explored by Producers interested in
knowing fruition possibilities of audiovisual productions. Players represent, however, a
small part of total audience. They are best placed in the projects elaborated within the
logic of achievements and rewards.

Finally, the Producers’ competencies are more complex, divided mainly between
the field of technology and the ability to interpret the users’ demands. It remains to be
pointed out that, except for a few authorial or amateur projects, an audiovisual pro-
duction usually involves a group of people because even the director usually is not able
to control all steps. In this way, when we refer to the Producer we are talking about
each person who works at a project, with their own competencies within the area of
expertise. This is common in large commercial products (e.g. writers, system
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Table 1. Competencies per individual role in Audiovisual Design

Role Competencies and Skills

Audience Core Competencies:
• Consumption of audiovisual content for personal satisfaction
Technical/Technological Skills
• Master basic uses of telecommunications services (Internet access, web
browsing, etc.)

Behaviors, Knowledge and Capabilities
• Be able to organize an audience logic as a personal schedule to enjoy content
even when fragments of the same story are spread across different media

• Know how to control audiovisual consumption, by simple interactions such as
forward, save to see later, etc.

• Know how to create content lists, such as bookmarks and playlists;
• Feel free to respond to simple inquiries from producers, or use the tools
available (“liking” and “commenting” on interactions that can change the
narrative flow)

Synthesizer Core Competencies:
• Engagement in social groups
• Influence people within social circle
• High communicability through interfaces
• Motivation to circulate content
Technical/Technological Skills
• Understand and use social media extensively, articulating narrow or broad
networks

• Use smartphones for conversations, to exchange information, and content
sharing

Behaviors, Knowledge and Capabilities
• Use interactive toolsets provided by Producers to distribute promotional
content on social media, whether customized (such as photos edited from a
website and linked to the product) or not (such as music playlists on Spotify or
a teaser on YouTube)

• Know how to create and to participate in discussion groups, forums and other
forms of socialization, based essentially on digital networks, to exchange
information about products, comments and evaluations

• Feel free to select parts of works made available by the producers, and share
them

• Know how to create his own network to share playlists and comments while
receiving and processing the message.

• Subscribe to networks related to enjoyable audiovisual products, official or
otherwise, to promote the product (or related brands) through spontaneous
disclosure

• Participate or organize campaigns to promote the continuity of the workpiece,
either through pressure on producers or collective funding (crowdfunding)

Modifier Core Competencies:
• Creativity to recreate/modify content
• Stand their own opinion/point of view
• Influence people inside and outside their own social circle

(continued)
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Table 1. (continued)

Role Competencies and Skills

Technical/Technological Skills
• Master image and sound editing software
• Edit using publishing tools, with or without editing knowledge, such as XML
or HTML

• Use advanced digital communication tools, such as blogs and personal
websites

• Use distribution services like YouTube and Sound Cloud, customized with
one’s own identity

Behaviors, Knowledge and Capabilities
• Use advanced tools and material for content editing, when available from
Producers, or demand these tools from them

• Be able to copy and edit excerpts of content, in a way previously authorized or
not by the producer

• Interact in fan groups to exchange derivative content.
• Use digital content dissemination techniques to reach a recurring audience and
target his personal channel in different media (blogs, social media, websites,
etc.)

• Know how to use (or create) classification systems - such as “tags” - that allow
propagation of their content through a wider network than originally linked to
the Modifier individually

• Be able to explain with derived productions, criticisms, suggestions and praise
to the Producers

• Know other elements of the culture that can be related, to create derivative
products

Producer Core Competencies:
• Creativity to produce original content
• High communicability through interfaces and content
• Empathy to know audience needs and demands
Technical/Technological Skills
• Know the different tools used throughout the interactive content production
process

• As part of a team, master the technology that applies to their own function in
production process

• Know logics and processes of different design methods, especially user
centered approaches

• Have access to digital data reading tools capable of feeding data mining
procedures

Behaviors, Knowledge and Capabilities
• Know how to interpret data from different sources (audience ratings, view and
visit metrics, group searches, focus groups, algorithms, direct feedback from
receivers, etc.), and performing data mining

• Know how to create personas and scenarios that allow application of collected
data in product development

• Create interactive, user-friendly interfaces for each role, incorporating needs
and expectations of individuals

(continued)
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developers, editors, graphic designers). Even if a person cannot master all technologies
involved in a production, it is important to be aware that the workflow incorporates
these technologies. User interfaces depend on a sense of continuity of actions, and
sudden ruptures caused by the simple articulation of independent products can com-
promise the whole fruition process.

The success of this implementation depends, above all, on the incorporation into
the system of responses to individuals’ necessities arisen from the set of observed uses,
considering content characteristics and fruition process. Data to be read by Producers
can be generated after the distribution of audiovisual product; in other words, after the
audience has watched or heard the content, and used the interaction tools. This is the
audience data and feedbacks mentioned above. In this case, Producers’ actions are
limited to future works or, in the case of long-running productions, to slow transfor-
mations as the narrative unfolds. Furthermore, it is possible to use the technique of

Table 1. (continued)

Role Competencies and Skills

• Anticipate a scope of uses to be given to the content, so the set of individuals
in a role finds the tools necessary to perform the role

• Deep knowledge of interactive interfaces that are being offered to incorporate
instructions or other tutorial tools for users when necessary

• Master content distribution networks to create indexable fragments that
facilitate their propagation

• Be open to incorporation of innovations to the product suggested by different
roles of audience, especially those evinced by the Modifiers

Player Core Competencies:
• Accept challenges
• Self-learning and exploration of new objects and technologies
Technical/Technological Skills
• Master technologies through which the producer distributed the workpiece
(from connected TV to videogame consoles)

• Know digital system codes, when necessary, to interpret certain functions of
the product

Behaviors, Knowledge and Capabilities
• Know how to adapt available technical conditions to extend the proposed
experience, within competencies of his key roles (such as Audience,
Synthesizer or Modifier)

• Handle as a challenge and use all the interactive tools provided by the
Producer, within key role it includes

• Cognitively interpret fragments of history, clues, and small rewards, for
deeper involvement with the narrative

• Pay adequate attention during fruition, to explore the parts of the product as
much as possible, and to discover hidden content (such as hidden scenes or
frames, undisclosed websites, other forms of easter-eggs)

• Be able to collect achievements over time and group them to return to the
producer as feedback

• Engage in networks of Players, through social media, to share achievements,
tips and questions
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personas creation, with some previous data and with the development of scenarios, to
predict some reactions. In this case, it is of great value to read the data obtained from
the application of digital tools. Access and understand the data is an important tool
(although not fundamental) for the Producer.

4 Conclusion

This article described core competencies needed by an individual to occupy one of the
roles indicated in the Audiovisual Design model. The competences listed here may not
be the only ones in certain contexts of fruition of an audiovisual workpiece. They are,
however, ample descriptions that correspond to a significant part of situations which
require an action or reaction by user. Each competency involves knowledge about the
object of interaction, capacities (potentialities) for use of these objects, skills to engage
in a particular action and behaviors in face of situations that arise during audiovisual
consumption.

These competencies are relevant to the contemporary media ecosystem, which,
when merging different means in the same environment, dominated by digital tech-
nologies, give rise to new affordances related to use of interfaces and computers. In this
sense, the HCI field contributes to analyze situations where media consumption occurs,
pointing out what these new affordances are and how audiovisual production should be
organized. Hence those affordances can be incorporated in content and interface
planning of interaction, as a prediction of actions taken by individuals. In other words,
HCI’s problem-solving chain allows a complex use of different platforms and media by
indicating potential properties within each audiovisual content distribution channel.

Such confluence of two distinct fields (Media Studies and HCI) demonstrates the
need to review school core curriculum, especially in the field of audiovisual production,
which today does not contemplate important topics for the activities of content pro-
ducers for interactive systems.

Although the methodology of Audiovisual Design incorporates technologies
available today, we must keep our mind open for assimilation of new technological or
social dynamics that interfere in the proposed flow. We also understand that financial
limitations may prevent the application of this methodology in its most complete
version: on the production side, by the costs that may be high depending on the type of
resources it proposes to use; by the audience, by the imbalance in the access to the
Internet and digital tools that allow interaction at the levels foreseen here.

However, Audiovisual Design remains an appropriate methodological set, allowing
to ponder over each phase of planning as an isolated process, but connected through the
Lines of Design. In addition, it adds questions relating to training professionals who
will produce content since the relations among system, content and individual are
becoming increasingly close. Finally, it is worthwhile to emphasize the application of
AD as a theoretical tool for evaluation and understanding of media usage scenarios. AD
methodology encourages discussion about concrete aspects of audio and video systems
use and theoretical aspects such as layers of identity, perception of value and sense
people attribute during the enjoyment of the content.
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Abstract. An increasing number of companies see a strong business need to get
deeper insights into the cultural settings of their consumers as they are coming to
the realization that meanings, behavior and activities of people might differ from
region to region, and that this can have an impact on the acceptance and the usage
of their products. Sometimes, however, the impact culture can have, is still seen
as a myth. This paper focuses on how we at SAP Design Global Design UI
Concepts tackle the challenge to bring cultural awareness to the teams.

Keywords: Intercultural User Experience · Intercultural design
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1 Introduction

Imagine if in ancient times, a craftsman from Walldorf in Germany was asked by Odys‐
seus and the Greeks to design the Trojan Horse. Most likely this craftsman would not
have had any idea about the concept or meaning of a horse in this specific context, about
socio-cultural habits, the environmental situation or the equipment needed. Perhaps he
would have chosen another vehicle to hide and transport the warriors, as he may not
have known that the horse was revered as a symbol for Athena and that because of this,
the Trojan people would pull it into their city in front of the temple of Athena. How
would he know if the material he was planning to use to create the horse would be
available in that region, or if the horse would be the right size to fit in all the Greek
warriors and their weapons, or if the horse would have been too big to fit through the
city gate? What if the mechanism to open the horse from inside couldn’t be operated by
the warriors because they were used to other technologies?

We could continue with more illustrations to make it obvious that this thinking
doesn’t only apply to this myth. When designing, or creating an artefact, a product or a
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service, it makes a real difference to have specific insights into cultural and environ‐
mental situations and the context of when they will be used. It can be the difference
between success or failure.

This simplified example often helps to make designers, enterprise product owners,
software developers, and others, understand why there is a good reason to get deeper
insights into cultural and intercultural aspects. They can more easily recognize that there
is a value-add when taking these aspects into account at the beginning. An increasing
number of companies are investing in this area, as they do not only see the competitive
advantage but also the need to understand the cultural context of their users in the various
regions worldwide. Neglecting them can cause severe damage.

The Designers in our User Experience concepts team, who provide the SAP Fiori
design language for business applications that are used around the world, already aim
to have the cultural and intercultural aspects in mind when working on specifications
for design concepts and floorplans. These will then be used by application designers and
development to build applications that fit best the peoples’ actual experience.

The challenge is not only to stress the benefits when intercultural design is imple‐
mented correctly versus costs when it is done wrongly or not at all, but seed the impor‐
tance of cultural and intercultural aspects within the company so that it is not seen as a
‘myth’ but an essential aspect to deliver successful user experience. We are building a
bridge between the technological focus and cultural phenomena and bring awareness
and knowledge to the teams so that they can integrate it appropriately in their work, be
it design concepts or enterprise software applications.

Before detailing out our approach however, first we must be clear on the underlying
assumptions.

2 Underlying Assumptions

This section focuses on the underlying assumptions for our approach, explaining the
notion of culture and User Experience design, as well as covering how we view inter‐
cultural User Experience, Users and Business Software.

2.1 Culture and User Experience Design

Culture as we understand it follows Geertz’ (1973) concept of culture as “webs of
significance that man himself has spun” and their meanings (Geertz 1973). The analysis
of these webs is generative; it is concerned with the ways people find meaning in the
world. Therefore, culture embraces meanings, behaviors and practices that groups of
people develop and share over time (Sun 2012). We acknowledge that we also have
several aspects of local cultures to consider when trying to get an understanding of the
meanings, practices and behavior: these are socio-cultural aspects (e.g. age, organiza‐
tion), individual factors (e.g. education, values) as well as the different ways of living
and acting.

Although culture takes a vivid role in the design of products and services, the
tendency is often to remain on the surface of the famous iceberg invented by Hoft (1995)
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which concentrates on the visible tip, and on issues such as e.g. translation, color, layout,
aesthetics, punctuation. The submerged part of the iceberg (per Hoft 90% of it) consists
of unspoken and unconscious rules and sets of meaning that are often not considered by
product and service designers and developers. The result is a disconnect between
meaning and actions (Sun 2012). As Sun (2012) points out concentrating only on the
tip of the iceberg can result in Dos and Don’ts and lead to guidelines, advice, standards
etc. that often remain static and only represent the dominant culture of a nation-state,
which can lead to stereotyping. The dynamics of culture and its ever-changing aspect
are neglected. People might follow these guidelines and rules without even realizing
that they are no longer valid for example, the postulation that in China the color white
is only used in the context of death or grief. Chinese brides in some regions nowadays
wear white wedding dresses, sometimes in addition to the traditional red ones as red is
still seen as a color describing luck. Through western influence, young people, especially
those in urban areas, have come to prefer this more western style.

These types of examples show us that culture is not a static concept, that cultures
evolve and change over time and that there is a constant influence on local cultures. The
hidden part of the iceberg needs to be considered to understand actions performed by
people and the meaning they ascribe to it.

Bell and Dourish (2011) outline three key problems when we try to detect ‘cultural
differences’ which have an impact on the use of technologies, and thus the design for
different cultural settings. Firstly, where can the boundaries between cultural regions be
drawn? Is it on nation-state level, religion, language, others? What do we do about the
traffic of culture across boundaries? Secondly, how can we understand culture in an
increasingly interconnected world? And thirdly, we are all pulling from many cultural
systems to understand our worlds.

Such problems led Bell and Dourish to a different, generative view on culture: “[…]
we encounter the world through cultural lenses, which bring it into focus in particular
ways while also rendering it meaningful and accountable to us. These lenses frame what
we see, and how we see and understand it.” (Bell and Dourish 2011).

We prefer these concepts of active and performative cultural practice over those that
use cultural dimensions, like the dimensions Hofstede defined based on survey results
collected within IBM in 72 countries in the 1970’s (Hofstede 2001). Hofstede’s five
defined dimensions described by more static values are widely used, not only for inter‐
cultural communication but also in the web and software design area (Sun 2012). Our
concern here is that the dimensions are bound to nation-states and their definition is
based on surveys conducted in one company, thus showing one corporate culture. The
participants were all chosen from one corporate area; only their attitudes in the corporate
context were explored so that the wider socio-cultural perspective was missed.

The concepts of culture laid out above use a wider and much more flexible concept
and approach than the value-oriented cultural dimensions; they incorporate meaning and
activities into the ‘role’ of our users.

The task of User Experience design is to create user interfaces that mirror parts of
the ‘web of significance’ and do this as closely as possible, to ensure that people have
the best possible experience with the technology.

84 U. Geisel



We therefore argue, that the daily life we encounter through ‘cultural lenses’ and
that we experience should be aligned with the User Experience and that the User Inter‐
face should include cultural acceptable actions and meanings. Technology and its usage
per se is a cultural production.

2.2 The User

In software design, we work with ‘Personas’ that reflect the ‘user’ of a system. To derive
a ‘Persona’ usually one to a few users are observed and interviewed to see how they
accomplish a specific task. From that learning a ‘typical’ user is created.

The ‘Persona’ comprises of these findings and serves as the ‘ideal’ of a user who
performs a specific business role which would then guide designers and developers
building applications. The ‘Persona’ can be a valuable basis to get a first understanding
of the users in their specific working context, and see how they perform certain activities
with the software, what hinders their work and what is helpful. It is, however, only a
very generic artifact that is used for products used across multiple regions and thus
misses the specific cultural settings of the people using our software.

Within intercultural design we are specifically interested in the ‘how’ and ‘why’,
and not only the ‘what’ of when people do things, or use technology and applications.
Details help to understand the facts, but they can’t explain the reason and rationale
behind something (Ladner 2012).

We believe it our task to not only ‘see’ the user in their work context, but include
their ‘web of significance’.

2.3 Intercultural User Experience

We understand that to implement intercultural User Experience we must create a design
language for enterprise software that considers different meanings, behaviors, practices,
languages and how they are used in communication situations, as well as specific
economic standing. At the same time, we want to ensure Usability and User Experience
across intercultural boundaries.

We prefer to use the term ‘intercultural’ instead of ‘cross-cultural’, as we believe
‘intercultural’ reflects a collaborative joint approach of people from different cultural
backgrounds, rather than the ‘cross-comparing’ and potential building of an average.

The term intercultural implies that it is all about shared experiences and interactions
of people with and between different cultural backgrounds. It requires immersion and
personal engagement from design and development. Exchange between teams from
different countries and regions who are designing and developing enterprise software is
of utmost importance to us.

We work in close collaboration with people from different countries and regions as
we need to understand how people interpret and use products and services based on their
cultural backgrounds as technology is always contextualized within those. User Expe‐
rience design should thereby not only consider peoples’ behavior and thinking but take
the technical and infrastructural environment as well as the business context into
account.
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2.4 Enterprise Software

Besides understanding the benefit cultural and intercultural awareness brings, we need
to consider, that we earn our money by building business software that is used around
the globe.

One constraint therefore is profitability. As in every business there needs to be a
balance of what we invest versus what we get out. Building software that can be used
in different cultures and domains without too many necessary specific adaptations is
therefore preferred over building thousands of individual custom solutions that are not
only expensive to implement but also to enhance and maintain.

On the other hand, many of our customers need to work worldwide, which means
that people working in different countries and with different backgrounds still need to
work collaboratively with our software and within a corporate setting in order to
communicate with each other. Individual software solutions that perfectly support one
individual, might therefore hinder collaborative work within global organizations.

With that in mind, we still do not strive for a one-size-fits all approach that builds a
cross-cultural average, but seek for a way to find an intercultural basis (culturally
agnostic foundation), from which we can anticipate and provide options to easily adapt
our software to specific cultural needs.

Today, we already try to have a good definition for the ‘tip of the iceberg’ and
consider how to reach what lies beneath the surface. This is provided by a culturally
agnostic basis derived from intercultural work, which allows flexibility for cultural
specific changes on top.

As such, the SAP Fiori design language supports:

• Responsiveness via the adaptability of the design controls, patterns and floorplans to
the size of the screen and different devices

• Touch/keyboard support
• Over 30 different languages
• Different calendar types (e.g. Gregorian, Islamic, Japanese)
• Right-to-Left languages and the ability to change the reading direction of the screen
• Themability to adapt the appearance of the UI like colors and fonts to the needs of

the companies and their users
• Two themes for visually impaired people (high contrast white, high contrast black)
• Personalization of tables
• Key users can change the sequence or labels of controls via extensibility

We are in continuous dialog with development teams on these aspects. In addition,
this foundation can be enhanced and complemented by new aspects derived out of the
anthropological design work.

With this framework, we can limit the number of individual custom solutions our
customers might still need. Where they are so specific that we cannot cover them with
existing means or with adaption, then the decision for custom solutions is usually taken,
especially if the benefit of supporting a specific use case and its cultural aspects outweigh
the higher investment.
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3 Approach

When starting as an anthropologist in a software company you might have the idea of
doing your own fieldwork, either for a specific topic sponsored by one or several stake‐
holders, or to come up with new ideas to shape (or even create) products based on your
research data. You might want to go outside to make the point that it is not only work‐
places that are interesting to design and development but you need to see how people
behave in their cultural settings. You will want to bring the notion of culture and what
you have learned in the field back to your teams.

This is not always the case. You might learn that your task is seen to provide Design
and Development teams with a list of cultural or intercultural ‘do’s and don’ts’ that will
help them to build their applications.

To show clear value to our teams, and take them beyond their assumption that a Do
& Don’t list is sufficient, we decided on the approach detailed out below. We deeply
invest in informing and engaging with people in the organization.

As Roberts (2010) points out it is a long process and a long conversation for anthro‐
pologists in the corporate world to transfer their knowledge or their findings to the many
stakeholders who are differentially located from a geographical, hierarchal and func‐
tional perspective. It is about establishing an ethnographic or anthropological sensibility
and a distinctive point of view within the organization. It is about changing perception,
language and challenging assumptions within the organization. It is about enhancing
appreciation for what Hasbrouck (2018) calls ‘ethnographic thinking’ and understanding
what this can bring in addition to the solution-focused research work. Ethnographic
thinking as described by Hasbrouck “isn’t simply a front-end research component posi‐
tioned to feed the design process, but an ongoing inquiry that helps shape design solu‐
tions while simultaneously observing and interpreting the evolution, or pulse, of human
interactions – always asking “why?” [sic]” (Hasbrouck 2018).

As suggested by Roberts (2018) ‘embedded’ anthropologists need to learn “to
account for and express their contributions in ways that combine soft and hard outcomes”
(Roberts 2010). Soft outcomes might include education, awareness, etc. Hard outcomes
might be product ideas or influence on product and market strategy, etc. We concentrate
on the soft outcomes first which include education, production and amplification of
awareness and sensibility.

3.1 Spreading the Word Within the Company – Information and Education

Information and Storytelling. As stated previously we don’t want to provide the
teams with lists of do’s and don’ts or checklists because we see this as problematic.
These lists often derive out of stereotypes, personal experiences, informal observations,
surveys; they might even contain information like “Germans are punctual whereas Ital‐
ians are late” which is already a stereotype. Do’s and don’ts tend to stay on the surface,
to stereotype, are often built on nation-state level and neglect nuances and dynamics of
ever-changing culture (Sun 2012). Such lists are often used in intercultural communi‐
cation and business; in our understanding, they might not be of help for designers and
developers working on products and services.
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We want to provide our teams with the information that encompasses our own
cultural settings and those more alien to us, and raise sensitivity for the topic. To make
this explicit where possible, we tell this information in stories. Stories describe events,
explain the meanings that lie behind actions and set them into a larger context. A good
story combines causes and effects in a narrative way which makes people more likely
to remember the knowledge conveyed versus a list of pure facts.

People should not only get the facts but the interpretations of those facts and what
these could mean for us, as responsible designers of the SAP Fiori design language, and
for development.

The current basis for the information is either secondary research or examples from
other companies that already have anthropological and ethnographic experiences. In
addition, we use findings from in-house teams who are already aware of the importance
of cultural and intercultural settings. We are building on this knowledge-base as we get
more examples shared with us, and that can be used to successively build a veritable
treasure trove of such stories.

This information is shared on an internal site for designers and developers who are
using the SAP Fiori design language. In addition, we provide a collaboration platform
that is open to the whole company to encourage exchange on cultural and intercultural
topics. We believe that building-up a community of anthropologically sensitive and
interculturally concerned people plays a vital role in strengthening and reinforcing the
value of our approach.

Building a Community. Within the company, we connect, engage, and exchange with
people globally to work on intercultural topics and learn about meaning and activities
in various cultural settings. They come from several areas like design, globalization
services, development and consulting.

Our current approach is to learn, educate and produce awareness internally. Currently
we have to learn about cultural settings ‘secondhand’, through people who guide us.
Building a network of proxies is therefore a good means to get to the good information.
We either find proxies as informants within our local area, especially those who have
just arrived from other countries and still have a good sense of the cultural meanings
and activities of their original cultural setting, or else from people within other regions.
Doing this, we consider their working environment within a global company and thus
the corporate influences as well as other socio-cultural and individual aspects (e.g.
education, technology and design knowledge) that might not reflect the broader view
we strive for.

We know that colleagues from other countries who live longer in our local area might
change as they are more exposed to the influences and adaptations different to their
original locality and mix up their former and the new cultural meanings and behaviors;
they themselves state that it would be better to find a proxy in their homeland and
volunteer to connect us with them. Usually from such contacts more and more arise.

In addition, we establish an external network with anthropologists and researchers
in academia and business to get a much broader view on cultural settings outside our
corporate environment.
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So, even without running field research we can use such local and remote
resources to get an understanding of local cultural settings as well as meanings and
activities of people.

The tool we intend to use for exchanges within the community is an internal collab‐
oration platform where our findings will be exchanged, can be discussed and/or enriched,
and questions can be raised.

Hold Presentations and Write Blogs. Diffusing such a topic within a huge company,
with lots of areas and regions worldwide was very challenging, so we began with
presentations to introduce the general aspects of the topic within our design community.
This proved to be a good starting point. As all our application designers are usually
assigned to a specific business area, they are already able to multiply what they learn
within their teams. By disseminating this high-level knowledge, we were then contacted
by teams or internal forums to talk about intercultural aspects or we pro-actively offered
to talk about the topic in sessions.

Slide presentations are a very common way that information is shared within a
company, often presented to smaller groups, sometimes larger forums. As distribution
channel slides are not the best medium we need to think of other tools and ideas to spread
the word instead of just using slides, information sharing areas on internal sites for the SAP
Fiori design language or the collaboration tool. The idea that Dautcher and Griffin (2010)
presented at EPIC 2010 to create videos out of slides to make the stories more appealing,
interesting and consumable to a broader audience will also be used within our team.

Furthermore, internal and external blogs will be used as distribution channels, to
expand the network and exchange on the topic.

Give Trainings. We were asked by a colleague from Globalization Services to inte‐
grate the intercultural aspects into a training we developed on UX basics for non-
designers. To meet this need we created a one-day training on the intercultural aspects
of User Experience.

This basic and interactive training not only gives insights into intercultural design
in general using examples from both our own and other companies, but has a broader
approach in that we start with our understanding of what ‘culture’ is enriched by, with
stories, with exercises for stereotyping generally and in communication in research
projects. If we get this wrong it can lead to huge misunderstandings and thus result in
either issues between teams, company and customer, or poorly designed applications or
missing functionalities.

To make it an interactive training the participants get the research results of a project
in a South American region, the SAP Fiori design concepts and floorplans the colleagues
used as basis and then have to adapt these concepts and floorplans to the cultural mean‐
ings and activities that were analyzed based on the research data.

The training started last year and has been held five times in Brazil and Germany.
Feedback, ideas and stories shared in the training sessions by participants coming from
their own cultural setting continuously find their way into the training material.

We plan to make this training an official part of the companies learning platform. To
do so we will also start a ‘train-the-trainer’ series. This not only helps to scale but also
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to get more insights into further intercultural aspects that will enrich the training and the
community platform even more.

4 Conclusion

Bringing cultural awareness to Enterprise Software designers, developers, product
managers and others can be a challenging endeavor. It can be done in several ways:
through e.g. analysis of data gathered through field research tackling specific issues, or
research concerning a broader view on meaning and activities of people in specific
cultural contexts, or other forms of ethnographic research that might have an impact on
products and services of the company; this is probably the preferred way of anthropol‐
ogists working in the corporate environment to show their value to the organizations.

In addition, it can also be done by engaging with people in the company through
long conversations and education to bring the notion and impact of culture, ‘ethno‐
graphic thinking’ and cultural sensibility to the teams working globally. This is the
approach we follow as a first step within the SAP Design Global Design UI Concepts
organization for our SAP Fiori design language.

By providing and evangelizing information on the impact of culture on products and
services, educating on what ‘ethnographic thinking’ is, by establishing a community
internally and an external network, creating exchange platforms, holding trainings,
giving presentations and figuring out various ways and output means for circulating
findings we bring the cultural awareness to the teams within our company so that it is
no longer seen as a myth.
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Abstract. The Adaptive systems are becoming essential into our daily life,
thanks to the fast improvement of computing technology and the deployment of
Internet of Things (IoT) devices. Despite many efforts have been made to improve
adaptive systems design methods they remain very heterogeneous and mostly
limited to each domain of application. Moreover, the most of existing adaptive
applications propose specific approaches for the development of new systems,
without considering the opportunity to convert existing smart systems into adap‐
tive systems. To overcome this limitation, this paper introduces an approach able
to support the designers in adapting an already existing system. To this purpose,
a new design method, consisting of the three following steps, has been developed:
(1) context analysis; (2) adaptive module design; and (3) system re-design. The
described approach is applied, as an example, to a Wi-Fi system for the control
and management of household appliances developed by a large Italian
company.

Keywords: Adaptive system · Adaptive interface · Methodology
Smart environment · Universal design · IoT

1 Introduction

Nowadays, the smart systems are becoming essential into our daily life, thanks to the
fast improvement of computing technology and the deployment of Internet of Things
(IoT) devices. The success of the smart systems is tightly linked to features such as easy
handling and user-friendly graphical interface (GUI). Primarily designing GUIs is an
important step in the development of smart systems, as it allows the user to interact
effectively and mutually with the intelligent system.

Adaptive Interface (AI) represents a new way to improve the GUI usability and to help
the user to carry out their tasks efficiently and enjoyable [1]. Indeed, the AI adapts and
customizes automatically its features and structure to the user characteristics, to facilitate
users with different skill levels and impairments [2]. In order to make the user experience
more enjoyable and efficient, AI is designed and employed in many different contexts: for
example, in domestic environments [3, 4], in workplaces application [5, 6] and healthcare
domain [7, 8]. However, all these applications propose specific approaches for the devel‐
opment of new systems, without considering the opportunity to convert existing smart
systems into adaptive systems.
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For this reason, this research work aims to provide a method able to support the
designers in adapting an already existing system. In particular, starting from existing
methodologies developed for new applications [9, 10], a new design method, consisting
of the three following steps, has been developed: (1) context analysis; (2) adaptive
module design; and (3) system re-design.

2 Research Background

Adaptive systems are entities that adapt their displays and available actions to the user’s
current goals and abilities, by monitoring user status, the system state and the current
situation” [11]. Benyon and Murray [12] define Adaptive Systems as “systems which
can automatically alter aspects of their functionalities and/or interface in order to accom‐
modate the differing needs of individuals or groups of users and the changing user needs
over time”. To achieve this, such systems have to learn the context in which they evolve
and to adapt their interfaces and interaction modalities to communicate with users. In
detail, an adaptive interface is defined as the collection of software system, algorithms
and graphical interface that can modify the data representation, the way of interaction,
and the assignment of tasks to be performed as a function of the ability of the user, the
state of the system, and the environment. The research literature describes many
approaches that can be used to design an adaptive interface.

Dieterich et al., defines the adaptation strategy as a decision-making process, which
answer to the following questions [13]: Where? Why? What? To what? How? The first
attribute identifies the application areas in which the adaptive system can be helpful; the
second attribute identify the reason to make an adaptive system: depending on the
context and on the system type, the “adaptation goals” concern a search goal, a problem-
solving or learning goal [14]; the third attribute refers to what aspects are subject to
adaptation in a particular system; in detail, what features undergo a change depending
on which users: “adaptation constituents” [11]; the fourth attribute refers to what aspects
of the user consider to make adaptation: in general, the adaptation depends on the user’s
characteristics and preferences, on the user’s goal, on the user’s background and on the
utilization context [15]; the fifth attribute identifies how to make adaptation through the
definition a set of rules “adaptation rules” [14]; finally, an additional dimension has been
added to those highlighted by Benyon and Murray: when to adapt? The adaptation can
be carried out in run-time (during the use of the system) or statically (at the first access
of the system) [12]. Stephanids et al., define these attributes as “adaptation determinants”
[14]. Liu et al., design a dynamic, seamlessly personalized adaptive user interface
through the use of an approach based on episodes identification and association
(EIA) [16].

Namgoong et al. propose an adaptive user controller exploiting the representation
of devices through semantic descriptions [17]; Yen and Acay introduce a generalized
framework for the adaptation of user interface in complex environments [18]; new
framework to design an AUI in the Web Application has been proposed [19–21];
Bongartz et al., define a new architecture for the AUI design in the Smart environment
context [22]; Song and Cho provide a new AUI through the use of Bayesian Network
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in a ubiquitous environment [23]; Wang et al., provide an adaptive user interface model
based perceptual control theory [24]; in the world wide web Rebai uses learning algo‐
rithms and Bayesian network to provide a new AUIs [25].

There are several contexts in which the adaptive systems have been used. In the
health context, for example, the adaptive user interface has been used in a hypermedia
data browsing to develop a clinical workstation prototype for the cardiology domain
[26], in cancer domains to develop an interactive system which provide patients infor‐
mation [27] in e-health domain for tracking and monitoring health data for patients [7].
In smart environments context, the adaptive user interface has been used to manage and
control various devices simultaneously in a modern home theater system [23]. Yen et al.
provide a generalized framework for the UI adaptation in complex environments [18].
El-Bakry et al. present a new adaptive interface design for web application [20]. In
addition, the adaptive user interfaces have been used in a work smart environments
context, for a warehouse picking system [22].

In the mobile device context, the adaptive user interface has been used to adapt a
graphical interface to a various type of user [24, 28, 29]. The literature on the adaptive
interfaces research context is very heterogeneous and closely linked with each domain
of application; however, all these experimental applications propose methods and
specific approaches for the creation of new adaptive systems, without considering the
adaptation of existing systems.

3 The Design Method

Not every system can just be turned into an adaptive one, so it is worth to specify some
requirements that the existing system should meet for the proposed method to be appli‐
cable. They are the following:

• Communication and storing capabilities should be supported by the system to ensure
the proper data flow;

• Capabilities of sensing contextual data from the user, the environment, the system
itself. The system should be able to recognize user and human-system interaction
information;

• Adaptable elements and actions should be supported by the system. They allow
introducing variability in system behavior based on the changeable requirements.

In addition, the economic feasibility to make a system adaptive should be verified.
The method consists of three main steps: (1) context analysis; (2) adaptive module

design; and (3) system re-design (Fig. 1).
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Fig. 1. Design method

The context analysis consists of two interdependent activities. The former identifies
the reason to make a system adaptive by defining the “adaptation goals”, which could
refer to search goals, problem-solving or learning goals. On the basis of the final target,
there are different type of adaptations such as user-centered adaptation, target-oriented
adaptation, software architecture adaptation. In general, the profile of the target user
plays a key role. Therefore, it is essential to understand his/her characteristics (e.g. goals,
needs, moods, preferences, intentions, etc.) and investigate how to acquire the missing
information. In case of potential conflicting system goals, it is suggested to perform a
trade-off analysis. At the end of this activity, the main functionalities (both existing and
new) of the adaptive system must be clear. The latter involves the study of the main
system features such as architecture, framework, database, script code and layout, etc.
It includes the characteristics of the application, the devices, and the physical features
of a system as well as the relationships between elements. According to the adaptation
purpose and the company’s needs, the following components have to be identified:
existing elements or features that cannot be modified (i.e., constrained component) and
existing requirements that can be changed (i.e., editable components). In particular, the
main constraints concern technical issues, marketing requirements and economic strat‐
egies.

In order to satisfy the adaptation goals, all possible design variabilities should be
explored by constructing a design space with the help of experts’ knowledge. The design
of the adaptive module consists of three sub-modules. The first one refers to the deter‐
mination of what aspects of the system are subject to adaptation or what new features,
which undergo a change depending on users interaction, should be implemented. They
may refer to semantics, syntactic (i.e. sequencing of the interaction) or lexical aspects
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of interaction (i.e. interface objects, interaction techniques, media and modalities). They
include generic functions (error correction, help, etc.) and interaction (task simplifica‐
tion, improved user experience, etc.). At the same time, it is necessary to establish what
aspects of the user consider to make adaptation. The second sub-module identifies how
to make adaptation. It consists on the definition of a set of rules that involves the logics
formalization for a proper adaptive behavior [30]. The last sub-module concerns the
mechanism inference definition that consists in the identification of the domain-inde‐
pendent algorithm used to draw conclusions or perform actions using the knowledge
base and the user’s responses. It also defines the right time for adaptation, which is a
crucial point in the adaptive process. The adaptation can be carried out in run-time
(during the use of the system) or statically (at the first access of the system).

Finally, the system re-design consists of modifying the current architecture by
inserting the adaptive module and editing the graphical interface. The system architec‐
ture redesign includes the database restructuring, the addition of the adaptation module
and possible sensors, the data flow optimization, and the enabling of new system actions.
The method implications on the user interface redesign could refer to graphics (e.g.
colors, brightness, contrast, font, etc.), navigation (e.g. wizard mode), interaction mode
(e.g. voice, gesture, etc.), and content (e.g. pre-selected function, help, notify, etc.).

4 The Case Study

The described method is applied, as an example, to a Wi-Fi system for the control and
management of household appliances developed by a large Italian company.

4.1 Context Analysis

First of all, the final adaptation goals have been defined: make the system adaptive on
the basis of the user behavior and needs. Subsequently, a system analysis to identify the
specifics of the smart system has been carried out. Three different modules make the
current system architecture: the mobile application, the household appliances and the
Cloud (Server-DB) (Fig. 2).

The user-household appliance interaction takes place in two different ways: Direct
Interaction (performed on the household appliance) or Mobile Interaction (performed
on the mobile application). The application allows the user-household appliance
communication both in the home (through Local Network) and outside (through Remote
Control). In the first case queries are sent directly to the household appliances and saved
on the Cloud DB (View HAs status and HAs Programming). In the case of Remote
Control use, however, the queries are sent to the Household Appliances through the
Server on Cloud. In detail, the HAs programming queries will be sent through the
Appliance Actuator in Active Remote Control mode, while the status will be displayed
on Cloud Database. The status update on the Database takes place every 30 s (polling).

On the basis of the defined adaptation goals, the constrained components (CC) and
editable components (EC) have been identified. Specifically, the defined CC are: User-
Household appliances communication modality, Home-appliance Program Temperature
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and Cycle, Mobile Application Interface color and font. Instead, the defined EC are: Data‐
base, Mobile Application Interface contrast and layout, mobile application browsing mode,
adaptive functions addition (i.e., programs or temperature suggestion).

4.2 Adaptive Module Design

Starting from the current system architecture and based on the defined requirements, the
adaptive module has been designed. Specifically, the Adaptive module consists of:

• Adaptation Rules, which involves the:
– Back-end Translation for Bayesian Network. This module is responsible for

reading the updated Database, filtering and translating it. Specifically, the filtering
action selects from the DB the states needed to perform the adaptation. Instead,
the translation action consists of translating the states, previously filtered, into a
compatible language to be sent to the Adaptive Middleware module.

– Adaptive Middleware. This second module consists of Adaptive Engine, char‐
acterized by the Decision-Making Algorithm (DM) [12]. The adaptive middle‐
ware is responsible for Bayesian network learning; through this module data
received from the Middleware Translation are processed and sent to the network.
Once trained the network and obtained the specific conditional probabilities, these
will be elaborated through the Decision-Making algorithm. The DM will identify
the appropriate adaptation actions to be taken on the system by upgrading network
node dependencies on the mobile application.

MOBILE APPLICATION

HOUSEHOLD APPLIANCES

Status Update
(30s polling)

Appliance Actuator
(Remote Control Activated)

Programming HAs 
from Remote Control

View HAs Status

Programming HAs 
from Local Network

View HAs Status

Direct InteractionMobile Interaction

CLOUD
 [Server - DB]

Fig. 2. The architecture design
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• Mechanism Inference, this module consists of the Bayesian Network customized
for the System. The nodes number constituting the network is affected by the devices
number involved and by the user’s monitoring actions. The network learning is made
via the adaptive middleware.

4.3 System Re-design

4.3.1 Architecture Re-design
Finally, the system architecture has been re-designed. In details, the Adaptive module
introduction has been carried out on two different levels: the first level involves the DB
Server on Cloud, the second level involves the mobile application. The adaptation
actions suggested by the adaptive module will be shown on the mobile device through
the user interface.

Figure 3 shows the adaptive module addition in the system architecture.

MOBILE APPLICATION

HOUSEHOLD APPLIANCES

Status Update
(30s polling)

Appliance Actuator
(Remote Control Activated)

Programming HAs 
from Remote Control

View HAs Status

Programming HAs 
from Local Network

View HAs Status

ADAPTIVE MODULE

Direct InteractionMobile Interaction

ARCHITECTURE PROPOSAL 

BACK-END TRANSLATION 
for BAYESIAN NETWORK

Learning from Status Data

1

2

3

5

6

4

 ADAPTIVE 
MIDDLEWARE

BAYESIAN 
NETWORK

W

RWrite Finding
to Network

Road depending 
nodes from Network

CLOUD
 [Server - DB]

Fig. 3. The architecture re-design (in red the adaptive module addition) (Color figure online)

4.3.2 User Interface Re-design
In order to simplify the control and the setting of household appliances, the mobile
application UI has been redesigned. The UI re-designing consists in removing features
that are not required by the user and adapting others to his preferences. Based on the
user profile, the previously interaction and the monitored actions, the adaptive module
introduction allows finding the optimal features combination for the interface (Table 1).
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Table 1. User interface re-design.

Current UI Adaptation goal UI adaptation action
UI contrast and zoom: fixed Increase UI accessibility and

readability
Adapt UI contrast and zoom at
the User Login

– Improve user experience Add/replace image with text to
help user in programming the
device

Single page layout Optimize the layout (to
highlight relevant information
and minimize irrelevant and
potentially distracting
information)

Change UI layout at the User
Login (i.e. propose the most
fitting option for the user to
provide an easy interaction and
usage)

No Program suggestion Best Program Suggestion Depending on the user login,
day and time range, the
adaptive network suggests the
best Program to the end user.
The application will set as the
first choice the Program
suggested by the network, as a
second choice the Program
suggested by the Company and
in cascade all the others

No Temperature suggestion Best Temperature Suggestion Depending on the user login,
day, time range and suggested
Program, the adaptive network
highlights the best
Temperature to the end user.
The application will set as the
first choice the Temperature
suggested by the network, as a
second choice the
Temperature suggested by the
Company and in cascade all
the others

No Delay Start suggestion Delay Start and cooking
duration Suggestion

Depending on the user login,
day, time range and suggested
Program, the adaptive network
suggest the delay start and
cooking duration (oven case).
The application will set as the
first choice the most used delay
start time and cooking duration

The UI adaptations concerned two main features: the first one consists of changing
the interface’s characteristics, and the last consists of changing the content displayed by
the interface. The first UI adaptations is based on varying the graphical features (contrast,
zoom, etc.,) or its layout configuration. In this case, the platform is aware of the user
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experience with the interface and it makes the corresponding adaptation based on these
interactions. The second UI adaptation deals with the interface contents. Contents repre‐
sent all interface items editable according to uses and actions the user acts on interface,
own preferences and needs.

As a result, the user interface has been split into two presentation modalities: Default
(i.e. the current UI) and New UI. The New UI has been designed by creating separate
user interfaces (starting from Default UI) and by dynamically adapting the graphical
features and the content according to the adaptation rules.

5 Conclusion and Future Works

In order to support the development of smart systems able to ensure a better user expe‐
rience, this paper proposes a design methodology for making an existing system adap‐
tive. It consists of three steps: from the context analysis in terms of goals, constraints,
and opportunities to the redesign of the system architecture and GUI, through the defi‐
nition of adaptation algorithms.

The methodology has been experimented by an Italian company, which aimed at
improving its Wi-Fi system for the control and management of household appliances.
It led designers in their activity, supporting the rules definition and reducing the overall
efforts. Such approach allowed performing adaptation activities (i.e., monitoring, anal‐
ysis, decision-making, execution, etc.) without affecting system performance and avail‐
ability.

Different applications will be carried out to highlight the benefits of using the
proposed methodology as opposed to the traditional ones and to validate it. Aspects
related to usability, technology, efficiency and costs will be addressed. The final aim is
the development of a set of guidelines and a user-friendly tool that effectively support
the universal design.
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Abstract. The study on social behaviors that are mediated by virtual reality (VR)
has become a major challenge for researchers given the increasing popularity of
VR in the mass market. In this study, we reviewed and discussed certain issues
on studying social behavior toward multi-user VR application in different settings.
This study is aimed at proposing an integrated approach to studying VR-mediated
social behaviors. The diversity in contexts of multi-user VR applications guar‐
antees extensive research foci, such as team dynamics, trust, and persuasion. An
integrated approach that can address this new class of research questions on social
behavior in VR is necessary. The traditional research methods may capture
various aspects of VR-mediated social behaviors, whereas several methods may
demonstrate limitations. This paper explores the possibilities and challenges of
an integrated approach to studying VR-mediated social behaviors.

Keywords: Virtual reality · Social behavior · Methodology

1 Introduction

Virtual reality (VR) has become a popular research topic since the 1990s. VR has
recently received a considerable attention from the mass market. VR technologies allow
users to enter a virtual environment, and numerous VR applications even allow multiple
users to enter a virtual world simultaneously. For example, Star Trek: Bridge Crew
(2017) has a VR mode that allows four players to be on the bridge of a starship and
collaborate on exploratory missions in an imaginary world. Social behaviors that are
mediated by VR technologies may involve different combinations of communication
formats (e.g., voice and gestures vs. voice only) and in various location settings (e.g.,
co-location vs. virtual teleportation). Thus, a gap in the literature remains to be filled.
However, the traditional research methods used in social sciences demonstrate limita‐
tions in studying VR-mediated social behaviors. An integration of methods can aid
researchers in measuring and observing social behaviors on VR. This study is aimed at
exploring such integrated approach.

Various scenarios in using VR involve social behavior. Multiuser VR applications
support multiple users who are physically co-located, whereas several VR applications
are designed to support remotely located users. VR systems are also designed to support
social interactions between VR users and outsiders [5, 8]. Stream gameplay is a popular
phenomenon that includes VR gameplay. The interactions between a VR broadcaster
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and the audience can result in new forms of social behaviors. Different types of social
behavior manifest in all these scenarios. Furthermore, the forms of communication vary
from verbal (e.g., spoken words) to non-verbal communication (e.g., gestures, orienta‐
tions, positions of physical bodies and avatars, and use of virtual objects). Multiuser VR
applications, such as multiplayer VR games and collaborations in design, have diverse
contexts [14]. Such diversity in contexts of multiuser VR applications guarantees exten‐
sive research foci, such as team dynamics, trust, and persuasion. Thus, an integrated
approach that can address this new class of research questions on social behavior in VR
is necessary.

This study focuses on the VR applications based on head-mounted displays (HMDs).
Therefore, examples such as [15] are disregarded.

A discussion of the traditional research methods and their suitability for different
steps of a typical experimental session is introduced in this paper. A classification of
various scenarios of VR-mediated social behaviors is proposed. The challenges and
considerations of integrating research methods into studying each type of scenarios are
discussed. This paper primarily discusses the issues in the data collection stage.
However, analysis methods of interactions (e.g., [2, 17]) are excluded.

2 Four Traditional Methods

This study focuses on four research methods that researchers can adopt in an experiment
or user study on VR-mediated social behavior and multi-user VR applications. These
methods, namely, questionnaire, interview, observation, and focus group, are well
established and commonly used in studies on social science and human–computer inter‐
action.

The focus on these methods is due to they are well established, thereby indicating
that researchers can use previous works as methodological references. The findings from
these methods can be compared with previous studies that applied the same methods.
Furthermore, these methods do not require special tools, such as eye-tracking and elec‐
troencephalography devices. Researchers who have relatively simple settings in their
laboratory can adopt these methods, which generally do not require changes in or
amendments to the studied VR applications. The enhancement of a VR application if
the source code is unavailable is very difficult, if not infeasible; this scenario is frequently
the case for commercial VR applications.

Questionnaire. Questionnaires [3] allow researchers to collect quantitative and qual‐
itative feedback from participants. Established questionnaires measure different aspects
of the internal states of participants, such as immersion [9]. Questionnaires can collect
responses from participants in a structured manner without the assistance of a research
staff. The questionnaire can be in a paper- or computer-based form. Participants answer
several questions by themselves. Thus, many research staffs are not required even if
several participants are involved in a session.

Questionnaires require the full attention of participants. These participants must
pause from their errand and focus on responding to the questions on a questionnaire. In
the context of VR applications, the time to ask participants to fill out a questionnaire
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should be after their experience with a VR application. The drawback is that their
immediate response cannot be captured. This scenario is particularly important in social
behaviors because a typical trial or experimental session would involve a series of inter‐
actions and communications among the participants. Capturing the participants’
response to one another’s behavior is important.

Simple questions to the participants are possible during exposure to a VR application.
This process is not equally disrupting as asking them to fill out a questionnaire.
Researchers can ask brief questions to all participants who are in a VR world during a
session and ask these participants to respond via hand or body gestures (e.g., “Please
indicate with your fingers how excited you are now. Five means extremely excited. One
means not excited at all.”). Responses with hand or body gestures can prevent partici‐
pants from knowing one another’s responses and being influenced. This brief question‐
naire approach can only apply to simple questions that require simple answers. Simple
answers are expressed with simple gestures, such as a thumb up or down for yes or no
and showing fingers to rate on a 5-point Likert scale.

Interview. Interviews [10] allow researchers to guide participants to express their
viewpoints in a humanistic manner. Thus, researchers can carefully control the pace and
even adjust content and/or order of questions in accordance with the behavior of the
participants (e.g., asking the participants for the reasons for performing certain actions
in a VR usage session). Participants can ask questions if the questions are unclear to
them. An interview can be an option for VR-mediated social behaviors. This method is
useful in collecting qualitative feedback from the participants but suffers the limitation
of requiring the attention of participants and thus might interrupt the participants’ expo‐
sure to VR stimuli. Interviews can be conducted retrospectively and are typically
performed after the participants have experienced a VR application. Retrospective inter‐
views can include recordings of a session of VR usage to remind participants about their
experience and serve as a reference of their answers (e.g., referring to moments when
they perform certain actions). Retrospective interviews with recordings of VR usage can
assist participants in revisiting their experience and expressing their emotions and
cognitions in a social interaction in a VR context.

An interview requires at least one researcher for each participant. The participants
in a session that involves multiple participants (which is typically the case for studying
VR-mediated social behaviors) are interviewed nearly at the same time, thereby
requiring numerous research staffs to support such procedure.

Observation. Observation [7] can be a method that is used to observe social interac‐
tions, including hand gestures, body movements, and facial expressions. Researchers
must observe behaviors in the real and VR worlds when applied to VR contexts during
VR usage. If participants are co-located, then researchers can directly observe the
behavior of multiple participants simultaneously. Behaviors in the real world denote
differently in a VR world. Observations of VR-mediated social behaviors require a
mapping between the two worlds. The mapping, such as direct observation or via a live
video camera, can be achieved by showing a live view on a monitor that displays the
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VR world and a live view of the real world. A live video camera can also record a session
and offer recordings to support a retrospective interview.

Focus Group. Researchers can consider conducting focus groups [12] with a group of
participants retrospectively and obtain collective feedback from multiple participants
simultaneously. Similar to interviews, recordings of the participants’ VR usage can
support retrospective focus groups. The drawback is that responses from individual
participants can influence or be influenced by their peers. Every participant experiences
different parts of a VR usage session. A retrospective focus group may require multiple
recordings from different views to be displayed in a synchronized manner.

2.1 Integrating Traditional Methods

This section describes a framework for integrating the four traditional research methods
in an experiment session of multi-user VR applications. A typical experimental session
that explores social behavior in a multi-user VR application involves the participants’
exposure to a VR application. A session can be divided into three stages, namely, “before
exposure,” “during exposure,” and “after exposure” (Fig. 1).

Before Exposure During Exposure After Exposure
Individual Response Collective Response

Questionnaire Questionnaire on 
background

Simple questions Questionnaire

Interview Retrospective 
interview

Observation Observation with 
notetaking and 
recording

Focus Group Retrospective 
focus group

Fig. 1. Integrated framework of the traditional methods in an experiment session

Before Exposure. The administration of a questionnaire that requires the participants’
demographics, previous experience with VR and similar applications, and reference
values for measures involved in the study (e.g., pre-exposure attitude towards certain
topics) must be performed before the participants are exposed to a VR application.

During Exposure. Researchers can observe and record the behavior of the participants
during an exposure to a VR application. The researchers can take video recordings and
screen captures while observing to support the retrospective interview and focus group.
Researchers can also ask simple questions to participants at certain points during the
exposure. However, this activity should be maintained to a minimum to reduce severe
intrusion to the participants’ exposure to the VR application.

After Exposure. Researchers can measure the participants’ response after the partici‐
pants’ exposure to a multi-user VR application. Researchers should focus on individual
response first by using a questionnaire and retrospective interview and then proceed to
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the collective response by conducting a focus group. The participants can express their
own views in the questionnaires or individual retrospective interviews before listening
to other participants in the focus group. This activity is performed in this order to prevent
participants from influencing one another while individual responses are collected.

3 Classification and Dimensions

This section presents the proposed classification scenarios of the VR-mediated social
behaviors. The classification is aimed at identifying and discussing the challenges faced
by researchers who attempt to investigate social behavior in each scenario (Fig. 2).

C
o-

P
re

se
nc

e

Full “We are both in VR.”
(e.g., networked VR multi-

player game)

“We are both here and in 
VR.”

(e.g., VR multiplayer game 
center)

Partial “We are not both here. Only 
I am in VR.”

(e.g., VR gaming broadcast)

“We are both here. Only I 
am in VR.”

(e.g., VR teach-
ing/demonstration)

Connected Physically Co-Located

Co-Location

Fig. 2. Classification of VR-mediated social behaviors

3.1 Co-presence

The first dimension of the classification is “co-presence,” which refers to the degree that
the users are all co-present in a VR world. One end of the dimension is full co-presence;
in this dimension, all the users utilize the HMD VR devices and are in a VR world. Each
user wears an HMD VR device to enter a VR world.

Certain situations occur when not all users are in a VR world. The HMD VR tech‐
nologies are becoming popular, but not every user owns this device. There are cases
where only one or some users of a VR application wear HMDs and enter the VR envi‐
ronment. Other users can still join the VR application via other devices, such as tablet
devices [1, 8], but are not similar to the presence of a user(s) that utilize an HMD VR
device. In a digital game context, this scenario is called asymmetric VR gaming [8]. In
these situations, the co-presence is partial.

The co-presence dimension is based on the classification by Kraus and Kibsgaard
[11]. However, their classification disregards cases in which several users are partially
co-present with other users but are all physically co-located [5, 8].
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3.2 Co-location

The second dimension “co-location” refers to the extent in which the users of a VR
application are physically co-located. That is, one end of this dimension is physically
co-located. For certain multi-user VR applications (e.g., Star Trek: Bridge Crew (2017)),
if multiple sets of HMD VR devices are co-located, then multiple users can enter the
VR world together. If users are physically co-located, then they can select to commu‐
nicate directly in the real world (e.g., shouting at one another while playing a VR game
together) or via the VR application. Researchers who study such social behavior must
capture and observe the interactions in the VR and the real worlds (and potentially the
transitions between the two worlds).

The other end of the dimension is connected. That is, several or all users of a multi-
user VR application are connected but not physically co-located. The rationale for
distinguishing the aspect of co-location is the difference in considerations when studying
the social behavior involved. If all the users are not physically co-located and only
connected via a network, then these users must communicate via the application.
Researchers may further focus on the types of information (e.g., verbal and social cues)
that can be transmitted via the studied network-capable VR applications.

4 Methodological Considerations in Each Scenario

This section discusses the considerations of using the research methods discussed in
each category. The considerations before, during, and after the participants’ exposure
to a multi-user VR application of the category are presented.

4.1 Physically Co-located and Full Co-presence in VR

VR applications that support multiple co-located users to enter a VR world enable many
types of social interactions. This type of VR application allows users to interact via the
VR (via the application) and the real world. For example, Chaqué and Charbonnier [4]
developed a multi-user VR platform that combines real and virtual worlds. This platform
uses tangible objects in the real world as props for the users to interact and is designed
for physically co-located users to enter a VR world together. Two players in the example
game demonstrated in their paper interact with a simple cardboard box in the real world,
but this box appears to be an Egyptian chest in the VR world. Players in the gameplay
can cooperate on moving the chest; this scenario is a VR-mediated interaction. The
players can verbally communicate with one another directly in the real world.

Zaman et al. [19] developed and user-tested a collaborative VR application that
allows multiple physically co-located users to collaborate on a spatial design task in a
VR world. The participants performed in pairs several collaborative design tasks in a
series of user-testing sessions in the system. The researchers audiotaped the sessions for
content analysis of verbal communication and performed a content analysis of the tran‐
scripts of the audio tapes. After the test, each participant filled out a questionnaire with
questions based on the Likert scale.
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Before Exposure. Before participants are exposed to a VR application of this category,
researchers can ask each participant to fill out a questionnaire. As the participants are
physically co-located, the questionnaire can be conducted by one research staff.

During Exposure. Researchers can consider directly observing any interactions in the
VR and real worlds. Studying behavior in the real world can be challenging. If a behavior
is tracked by an application, such as the cardboard box in [4], then the application can
record tracking information. Otherwise, researchers need other tools to observe and
capture interactions in the real world. The interactions may include body movement
(with or without props) and verbal communication. As participants are co-located, that
the interactions occur in a 3D space presents a challenge. Setting up several video
cameras may capture the interactions of two to three users. One risk is that the partici‐
pants’ body may block the view of the cameras. Such a risk will increase along with the
number of participants in a session. Although direct observation by researchers can help
fill the gaps not captured by the cameras, the risk of occlusion remains.

The cognitive and emotional states of the participants is difficult to study, as in other
immersive technologies. Asking the participants to fill out a questionnaire is possible,
but this approach disrupts the experience. One alternative is pausing the exposure to VR
application and ask participants simple questions. As the participants are co-located, this
course of action can be completed easily. The questions should be short to minimize
interruption to the participants’ experience. As discussed in Sect. 2, the questions should
be straightforward so that the participants can respond with simple hand gestures to
prevent the participants from influencing one another.

After Exposure. Retrospective interview with video recordings of a session may
provide researchers a window to the internal states of the participants. However, partic‐
ipants’ immediate response in their interactions cannot be examined. In addition, the
session spreads across the VR and real worlds. Body gestures and movements observed
in the real world should correspond to certain actions in the VR world. In [19], partners
appear as virtual humanoid hands in the VR world. Recordings of the real and VR worlds
are needed to support retrospective interviews.

In the scenarios of this category, participants are co-located. They enter a VR world
together in the same physical location. A retrospective focus group can be conducted
right after the collection of individual feedback (with either questionnaire or individual
interview or both) to allow the participants to discuss their shared experience.

4.2 Connected and Full Co-presence in VR

VR applications that fall under this category support multiple users with HMD VR
devices to remotely enter a VR world. All the interactions between the users are mediated
and transmitted by the VR applications. Sra [18] put forward a mechanism to present
different physical constraints faced by different users who are remotely connected to a
VR world.

One challenge is that players or users only see the representation of one another. The
representation can be an avatar (e.g., Facebook’s Space), an object, or a 3D scan of a
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player. For example, Facebook Spaces1 allow users of HMD VR devices to remotely
meet on a VR world. The users can draw 3D objects, chat, and view panoramic imagery
together. Users are co-present in the VR world as avatars.

Before Exposure. Researchers can consider a background questionnaire before an
exposure to a VR application. The challenge lies in the distributed nature of the exper‐
imental setup. To simulate a remotely connected scenario, participants must be separated
from one another and enter a VR world. Each participant in a session needs a separate
location. Therefore, additional research staff and space are necessary. As the partici‐
pants, researchers, and equipment are not co-located, the researchers need to commu‐
nicate efficiently with one another so that the timing of executing the procedure can be
coordinated. For instance, multiple participants need to enter the VR world at the same
time to prevent individual participants from being exposed to the world alone. Such
situations require the researchers to carefully manage time and communicate efficiently
so that the procedure for individual participants can be coordinated.

During Exposure. As participants are separately located, multiple researchers are
required to observe their interactions. A researcher can observe a participant in one
location. The notetaking of the researchers should be synchronized. The participants’
behavior (e.g., waving hands) may represent an interaction with other participants in a
VR world. Therefore, mapping is necessary between the behavior in the physical and
VR worlds. The researchers must observe the participants’ behavior with a reference to
a view in the VR world, which can be a live view of the participants’ HMD view or a
spectator view provided by a VR application.

After Exposure. After exposure to a VR application, each researcher can administer
a post-exposure questionnaire or conduct a retrospective interview with each participant.
If a focus group is planned, then the researchers need to bring the participants together
after collecting individual response. As the participants are not physically co-located,
they may have not seen one other before the exposure. In this case, the focus group may
need a warm-up period. The participants may also need an introduction to understand
that the other participants are actually the other users they meet during the exposure.

4.3 Physically Co-located and Partial Co-presence in VR

In cases under this category, all users are physically co-located. Therefore, part of their
interactions can happen in the real world. Recently, researchers have gained interests in
VR applications that allow HMD VR users to interact with non-HMD users. One reason
is that HMD VR devices are not as popular as smartphones. Not every user has a HMD
VR device. A few VR games allow multiple users to engage in a VR world even if only
one set of VR equipment is available. Other users can engage in the VR world via
commonly available devices, such as tablets. Gugenheimer et al. [8] proposed a system
called ShareVR that allows non-HMD users to interact with HMD users and be part of
the VR world experience. ShareVR consists of a floor projection showing the VR scene

1 https://www.facebook.com/spaces.
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in the real world, mobile displays with tracking capabilities for non-HMD users, and a
HMD VR device. Gugenheimer et al. [8] called this type of interaction co-located
asymmetric interaction. They presented use cases of digital games and drawing appli‐
cation. In their user study evaluating ShareVR, Gugenheimer et al. [8] asked the partic‐
ipants to fill out a questionnaire after each experiencing ShareVR.

Another motivation of VR applications under this category is that HMD VR devices
are designed to fully immerse users. The HMD blocks the attention of users to the real
world. If a user is wearing an HMD and enters a VR world, he or she is blocked from
interactions with anyone in the real world. The HMD user cannot interact with the real
world even if necessary. Chan and Minamizawa [5] proposed and developed a HMD
called FrontFace that supports communication between co-located HMD users and
outsiders. The innovative HMD consists of an external display that shows a user’s visual
attention (eyes) and reference to the user’s position in the VR world. One of the proposed
application is VR classroom in which instructors can observe learners wearing Front‐
Face to examine their learning status. Chan and Minamizawa [5] proposed methods for
outsiders to interact with a FrontFace user. They conducted a trial with a small group of
three participants to experience and give feedback on the innovative HMD.

Before Exposure. Researchers can administer a background questionnaire in the
beginning of an experiment session.

During Exposure. The first challenge is that exposure to a VR system differs between
HMD and non-HMD users. As all participants are co-located, researchers can directly
observe the participants’ interactions. The researchers need to carefully observe how
the behaviors of non-HMD users are represented in a VR world for comprehension. The
researchers should directly observe users’ behavior in the real world and their view in
the VR world to scrutinize their representation in the VR world. To capture all the
interactions, interactions in the real and VR worlds should be included. The methods to
capture the behavior of HMD and non-HMD users may vary.

After Exposure. After exposure, researchers can collect individual response from the
participants through a questionnaire and retrospective interview. HMD users and non-
HMD users are exposed to different aspects of a VR application. The researchers should
consider whether all the participants address the same questions. Alternatively, the
questions for HMD and non-HMD users can differ and be specific to their mode of
engaging in a VR world.

4.4 Connected and Partial Co-presence in VR

VR applications under this category support users with and without HMD VR to
remotely enter a VR world. One use case is supporting HMD users and non-HMD users
to remotely collaborate on tasks. Cergeaud et al. [6] proposed a method that allows HMD
and non-HMD users to collaborate remotely in a common VR meeting. The system
consists of physical objects (or props) to support object manipulation. Cergeaud et al.
[6] conducted an interview after letting participants try the system.
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Another scenario is online streaming of VR gameplay. Streaming platforms, such as
Twitch, support VR gameplay, which allows a streamer wearing HMD to play a VR
game while the audience watch the gameplay streaming with regular screens.

Before Exposure. Before entering a multi-user VR application, researchers can ask
participants to fill out a pre-exposure questionnaire. As the participants are separately
located, multiple research staff are necessary.

During Exposure. As discussed above, pausing a session and asking all participants
simple questions are possible. In cases under this category, the participants are not co-
located. The pause needs to be synchronized. However, the participants should answer
verbally instead of non-verbally.

Direct observation of remotely located participants requires multiple researchers.
The researchers should also consider how the non-HMD participants are represented in
a VR world and how they can interact and communicate with the HMD participants.
Doing so determines how the researchers observe the participants’ behavior. For
example, if they are spectators who can comment on the HMD participants (e.g., spec‐
tators of VR gamers on Twitch), their commenting behavior needs to be observed in the
application.

Recordings of the whole session should involve video recordings of the behavior of
HMD and non-HMD participants in the real world and screen recordings of live views
of HMDs and non-HMD devices.

After Exposure. Researchers can conduct retrospective interview individually with
each participant. Similar to the procedure before the exposure to a VR application,
multiple researchers are needed. In a retrospective focus group, introduction and warm-
up may be necessary because the participants have not met before the exposure. They
may not realize that the peer participants in a focus group are those who interacted with
them in the VR world. The recordings of HMD and non-HMD devices must be shown
in the session to remind them about their experience. As such a retrospective focus group
session should happen shortly after an exposure to a VR application, editing the videos
is challenging. The recordings from different devices may not be nicely combined. The
researchers may need to prepare multiple monitors to play the recordings simultane‐
ously.

5 Toward an Integrated Approach

Scenarios of VR-mediated social behavior are classified. The proposed classification
consists of two dimensions distinguishing the extent in which the participants of multi-
user VR applications are located physically in the same place and the extent in which
they are virtually present in a VR world. There are existing classifications of immersion
environments [11] and shared-space technologies [1]. Kraus and Kibsgaard [11] clas‐
sified the communication of multiple users in immersive environment. Benford et al. [1]
classified shared-space technologies according to transportation, artificiality, and
spatiality. However, these two studies are not focused on methodological considerations.
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The current study provides a framework to systematically consider the concerns in the
major steps of experimental procedures involving multi-user VR applications in
different settings.
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Abstract. The Keystroke Level Model (KLM) and Fitts’ Law constitute core
teaching subjects in most HCI courses, as well as many courses on software design
and evaluation. The KLM Form Analyzer (KLM-FA) has been introduced as a
practitioner’s tool to facilitate web form design and evaluation, based on these
established HCI predictive models. It was also hypothesized that KLM-FA can
also be used for educational purposes, since it provides step-by-step tracing of
the KLM modeling for any web form filling task, according to various interaction
strategies or users’ characteristics. In our previous work, we found that KLM-FA
supports teaching and learning of HCI modeling in the context of distance educa‐
tion. This paper reports a study investigating the learning effectiveness of KLM-
FA in the context of campus-based higher education. Students of a software
quality course completed a knowledge test after the lecture-based instruction (pre-
test condition) and after being involved in a KLM-FA mediated learning activity
(post-test condition). They also provided post-test ratings for their educational
experience and the tool’s usability. Results showed that KLM-FA can signifi‐
cantly improve learning of the HCI modeling. In addition, participating students
rated their perceived educational experience as very satisfactory and the perceived
usability of KLM-FA as good to excellent.

Keywords: Project-based learning · Educational tool · Learning activity
Web form design · Keystroke level model · Fitts’ law

1 Introduction

The integration of core human computer interaction (HCI) concepts such as interface
design and evaluation into the computer science/engineering curriculum is not well
anticipated. Such an integration should balance effectively HCI theory instruction as
well as hands-on experience. Nevertheless, at the end of the learning process the students
should be able to effectively use HCI knowledge to design and evaluate software. As a
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result, teaching of independent, isolated conceptual entities without offering a coherent
conceptual context to provide the student the ability to create meaningful associations
and abstractions and subsequently apply the obtained knowledge to increase quality of
interaction should not be considered as effective [1, 2].

The keystroke level model (KLM) [3] provides an accurate estimation of the time
required to perform an interaction task for an expert and error-free modeled user. The
designer can employ this model to choose among design alternatives and optimize a user
interface in terms of task completion time. As a result, an efficient KLM learning activity
should provide the opportunity to the student to: (a) learn the basic aspects of the KLM
model, (b) to apply efficiently the KLM to calculate the time to complete a task with a
given user interface, (c) to understand the impact of specific design decisions on
usability, and (d) to understand the differences of alternative interaction strategies. Web
form filling tasks provide a rather good learning context to introduce students to KLM
modeling because people are typically experienced in performing themselves such tasks
and form filling tasks are well-organized and executed in a serial manner.

A tool which automates the process of calculating the time required to complete a
form may greatly assist the educational process. It can provide the ability to test alter‐
native scenarios and to reflect upon specific design approaches without the need to carry
out tedious and repetitive calculations. The Keystroke Level Model-Form Analyzer
(KLM-FA)1 has been introduced [4, 5], as a practitioner’s tool to facilitate web form
design and evaluation based on established HCI predictive models, namely the
Keystroke Level Model (KLM) [3] and the Fitts’ Law [6]. Such models constitute a core
teaching subject of HCI courses, as well as of courses like software design, interaction
design and software quality. In a previous work [7], it was found that KLM-FA can
support teaching and learning of HCI modeling in the context of distance education. In
this paper, we employ a pre-post research design in the context of traditional campus-
based education. The tool is briefly presented hereinafter.

1.1 The KLM Form Analyzer Tool (KLM-FA)

KLM-FA is a Windows desktop application for web form design and evaluation. The
tool automatically detects the form elements and presents them in an embedded web
form preview. The user of the tool can select the form elements involved in the modeled
task–they are auto-highlighted in the web form preview– and KLM-FA calculates the
predicted time for task completion (see Fig. 1). The tool provides various profiles for
modeled users depending on their age and typing skills following established KLM
modeling conventions. In addition, KLM-FA can easily model various form filling
interaction scenarios depending on input devices usage (keyboard, mouse) for filling
form elements.

1 Available at http://klmformanalyzer.weebly.com.
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Fig. 1. The KLM-FA main user interface: an interactive web form preview shows the web form
(left part) and an interactive table of modeling results shows KLM operators and time estimation
per element and in total (right part). The “Enable Explanation” functionality displays a tooltip
explaining the KLM modeling sequence next to the currently focused element.

KLM-FA is based on a two-phase modeling of every user action on a web form
element: one has to first reach the form element and next to manipulate it. A typical
usage scenario of the tool is the following. First, the designer inputs a URL of a web
form either stored online in a web server or locally in the designer’s filesystem. Then,
KLM-FA parses the webpage and identifies all forms and form elements. Subsequently,
the designer selects all or some of the elements which are involved in the modeled user
interaction task, specifies related parameters (e.g. whether the user is using the mouse
to reach form elements) and may optionally change KLM modeling defaults (e.g. rules
for placing mental operators).

Next, KLM-FA simulates the series of modeled user’s actions to first reach each
element and then manipulate it. In this context, KLM operators are being detected and
furthermore Fitts’ Law may be automatically applied for each of the simulated mouse
movements to reach or manipulate an element. Then, a summarized result presents the
series of simulated actions to complete the form filling task and estimates the required
time to do so.

KLM-FA is useful for educational purposes, apart for professional design or evalu‐
ation practices, since it supports the following educational scenarios [7]:

• It provides step-by-step KLM application. The student can select a form element
either from the web browser or from the sequential list and observe the specific
actions to reach and manipulate the element. As a result, the student can distinguish
what element of the form contributes to what extent in the total KLM calculation.

• It provides concrete feedback to the user. The KLM-FA user can alter some of the
assumptions describing the modeled user (i.e., age, typing ability) and observe the
difference.
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• It provides the ability to test alternative designs. Thus, the user can investigate the
design approaches which lead to an optimum result, in terms of time to complete the
form-filling task.

• It provides the ability to explore the impact of form elements’ positioning and size.
By using Fitts’ law to compute the time to point an element, the user may observe
the impact of element’s size and relative positioning into the form.

• It provides the ability to test alternative form manipulation strategies such as
keyboard usage, mouse usage or a combination of them.

This paper reports a pre-post study that investigates the learning effectiveness of
KLM-FA (post-test) compared to lecture-based instruction (pre-test) in the context of
campus-based higher education. In specific, the research questions investigated by this
study are the following:

• RQ1: Is there any effect of the KLM-FA mediated learning activity on students’
learning performance in the context of campus-based higher education?

• RQ2: Were students with lower pretest score benefited from the KLM-FA mediated
learning activity at least to the same extent as students with higher pretest score?

• RQ3: Did students find the KLM-FA a useful educational tool?
• RQ4: Did students find the KLM-FA a usable tool?

The rest of the paper is organized as follows. The method of the study is presented
in the next section, followed by the findings which are analyzed according to the afore‐
mentioned research questions presented. Finally, the paper concludes with a discussion
of the obtained findings as well as directions for future work.

2 Methodology

The study presented in this paper provides insights on the students learning gain
(academic performance), as well as on the students’ perceived educational experience.
In addition, it provides the results of the students’ assessment of the KLM-FA, the tool
used to mediate the learning activity. A one group pre-post design was adopted.

The study took place in the context of campus-based classroom education and in
specific in the course named “CEID_NE5577: Software Quality Assurance and Stand‐
ards”. This is an elective course offered to the students of the Computer Engineering
and Informatics Department (CEID) at the University of Patras, during the first semester
of their final (5th) year of studies. CEID is a 5-year B.Sc. degree with an Integrated
M.Sc., corresponding to 300 European Credit Transfer System (ECTS) units.

The CEID_NE5577 course includes 14 lectures and 5 compulsory essays and offers
5 ECTS units to the students. The essays are graded and contribute to 50% of the final
course grade, while a passing grade in all essays is a prerequisite for participating in the
final exams for the other 50% of the course grade. Students are introduced to basic HCI
concepts during lectures 2 to 5. These lectures include, inter alia, the presentation of the
topics related to this study: The Human Information Processor model, the KLM and the
Fitts’ Law.
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2.1 Participants

There were 108 students enrolled in the CEID_NE5577 course. However, only 22 of
them attended the lectures, participated in all essays and successfully completed the
course. These 22 students were aged from 21 to 26 (mean age = 22.1, SD = 0.97) and
7 were female. Although the lecture attendance in CEID is not obligatory, this course
had a high attendance rate with approximately 17 out of the 22 students attending each
lecture (mean number of students per lecture = 17.2, SD = 3.8) and an equally high
participation on the course section of the eClass, which is the University of Patras
Learning Management System (LMS).

The eClass LMS offers means of asynchronous communication (e-messages and e-
fora) and the appropriate infrastructure for receiving, submitting and grading the essays. A
total of 287 students’ messages were recorded in the eClass (mean number of messages per
student = 13.0, SD = 5.2) which is interpreted as a very active online presence, especially
since CEID_NE5577 is a campus-based and not a distance course. All communication
between students and the professor was through eClass and all essays were submitted and
graded on the eClass.

2.2 Materials

The KLM and Fitts’ Law are part of the second essay, in which the students were required
to demonstrate their knowledge, by solving some modeling problems in interaction
design using KLM-FA. The students had 15 days to complete the essay.

Regarding the KLM part of the essay, students were provided with the KLM-FA tool
and a short (6 m 23 s) video available on YouTube further explaining the use of the tool.
They were asked to use KLM-FA to evaluate signup forms of diverse complexity–from
easy signup forms of hotels as shown in Fig. 1, to more complex forms of online serv‐
ices– using various parameters of the tool (i.e. user ages, typing skill), as well as using
Fitts’ Law to model the pointing device movement time. Students were also asked to
conduct a “pen-and-paper” KLM modeling for a non-working prototype of a, rather
complex, form.

All students were asked to complete a knowledge test (pre-test) after the end of the
lectures and before downloading their essay description from the course LMS. They had
access to their essay description only after completing the knowledge test. The knowl‐
edge test included all issues related to KLM and comprised of 14 multiple-choice ques‐
tions with four answer options each. The same test (post-test) was offered to them after
they had submitted their essays and completing it was required to formally finalize their
essays into the course LMS. They were also asked to complete three additional scales
as part of the post-test: (a) a 5-items scale rating their educational experience with KLM-
FA from 1 to 5, (b) the standardized System Usability Scale [8] provided in participants’
native language [9, 10], and (c) the 7-point adjective rating question [11] with wordings
from “worst-imaginable” to “best-imaginable”.
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2.3 Procedures

The learning material, including the lectures slides, KLM-FA demo video and the essay
description were announced on the eClass. All the questionnaires were also incorporated
in the same LMS. After the deadline, the 22 submitted essays were graded by the
professor and indicative solutions and results were uploaded in eClass. Finally, each
student received personal remarks on their submitted essay.

The collected data were organized and preprocessed using Microsoft Excel 365
ProPlus and were analyzed using IBM SPSS Statistics v20.0. The materials offered to
students using the eClass LMS were available to all enrolled students until the end of
the semester.

3 Results

First, reliability analysis was conducted for the questionnaires used in the study. To this
end, the Cronbach’s alpha measure of internal consistency was used [12]. The knowl‐
edge test had low reliability with all items included; Cronbach’s α = 0.402, N = 14
items. This was attributed to an ambiguity in the way the content related to two questions
was presented in the lecture slides and in the references at the course book. Removing
these two questions resulted in a scale with adequate reliability; Cronbach’s α = 0.782,
N = 12 items. The educational experience scale had very good internal consistency;
Cronbach’s α = 0.873, N = 5 items. SUS is a standardized scale [9, 10, 13–15] and had
also adequate reliability for our dataset; Cronbach’s α = 0.760, N = 10 items.

Following the rationale reported in [16], we produced a composite variable for the
normalized learning gain defined as the difference between posttest score and pretest
score (“observed gain” [16]) divided by the difference between the max possible score
and the pretest score (“amount of possible learning that could be achieved” [16]).

Table 1 presents descriptive statistics of the dependent variables measured in this
study. In all subsequent statistical analyses, the effect size r was calculated according to
the formulas reported in [17].

Table 1. Descriptive statistics of the dependent variables in this study. Sample size N = 22
university students in campus-based education.

Variable M Mdn SD 95% CI
Pretest score (0–100) 62.9 66.7 15.4 [56.0, 69.7]
Posttest score (0–100) 72.0 75.0 13.0 [66.2, 77.7]
Normalized learning gain (%) 19.1 18.3 37.0 [2.7, 35.5]
KLM-FA educational experience
rating (1–5)

4.0 4.0 0.8 [3.7, 4.3]

SUS score for KLM-FA (0–100) 82.0 85.0 10.2 [77.6, 86.6]
Usability adjective rating for KLM-
FA (1–7)

5.3 5.0 0.8 [5.0, 5.7]
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3.1 RQ1: Learning Performance and KLM-FA

A two-tailed dependent samples t-test showed that the difference between students’
pretest and posttest scores in the knowledge test was statistically significant; t(21) =
2.890, p = 0.009, r = 0.533. This large observed effect size [18] demonstrates the learning
effectiveness of KLM-FA in the context of campus-based higher education. A para‐
metric test was used, because Shapiro-Wilk analysis found that the distribution of the
differences in the posttest and pretest scores did not deviate significantly from a normal
distribution; W(22) = 0.939, p = 0.187.

However, a Kolmogorov-Smirnov test of normality showed that this distribution of
differences in scores was significantly non-normal; D(22) = 0.202, p = 0.02. Although
the Shapiro-Wilk test is more reliable for small sample sizes [17], we also conducted a
non-parametric analysis of the same data due to the contradicting results in the normality
tests. In agreement to the parametric test, a two-tailed Wilcoxon signed rank test also
found that students improved significantly their scores in the knowledge test after using
KLM-FA; z = 2.601, p = 0.009, r = 0.390.

3.2 RQ2: Learning Gain for Students with Low and High Pretest Score

A median split analysis was conducted to investigate whether students with low initial
performance achieved higher learning gain compared to students with high initial
performance.

To this end, students with pretest score lower to the median (Mdn = 66.7) were
assigned in the low pretest performance condition (N = 10), whereas the rest were
assigned in the high pretest performance condition (N = 12). Table 2 presents pretest
score, posttest score and normalized learning gain grouped by students’ initial perform‐
ance.

Table 2. Descriptive statistics of study variables grouped by students’ initial performance.

Group Variable M Mdn SD 95% CI
Low initial score Pretest score (0–100) 48.1 50.0 9.1 [41.1, 55.1]
High initial score Pretest score (0–100) 74.2 75.0 8.7 [68.4, 80.1]
Low initial score Posttest score (0–100) 66.7 66.7 9.3 [59.5, 73.8]
High initial score Posttest score (0–100) 80.3 83.3 9.3 [74.0, 86.6]
Low initial score Normalized learning

gain (%)
34.0 40.0 21.1 [17.7, 50.2]

High initial score Normalized learning
gain (%)

21.2 0.0 27.2 [2.9, 39.5]

A two-tailed independent samples t-test found an effect of student’s initial perform‐
ance on their post-test score; t(20) = 2.589, p = 0.018. A parametric test was used,
because both the assumptions of normality and homogeneity of variance were not
violated; Shapiro-Wilk tests, p > 0.05 and Levene’s test, F(1,20) = 0.157, p = 0.696
respectively. In addition, a two-tailed Man-Whitney U test found no effect of students’
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initial performance on their normalized learning gain; z = 1.292, p = 0.197. A non-
parametric test was selected, because the assumption of normality was violated for the
high initial performance group; W(12) = 0.787, p = 0.006.

These results tend to support that students of lower initial performance improved
significantly more their posttest score compared to students of higher initial perform‐
ance. However, students of both low and high initial performance were equally benefited
from the KLM-FA activity in terms of their normalized learning gain.

3.3 RQ3: Educational Experience with KLM-FA

Participating students rated their learning experience with KLM-FA in the post-test
questionnaire. Table 3 presents descriptive statistics of these ratings per question and
overall.

Table 3. Descriptive statistics of students’ self-reported ratings of their educational experience
with KLM-FA.

Question (1: strongly disagree; 5: strongly agree) M Mdn SD 95% CI
Q1. The KLM-FA helped me to understand the KLM
model and Fitts’ Law

3.9 4.0 0.9 [3.5, 4.3]

Q2. During the activity, I am satisfied with my learning
progress and effectiveness

3.7 4.0 0.9 [3.3, 4.1]

Q3. I think that KLM-FA is useful as an educational tool 4.1 4.0 0.9 [3.7, 4.5]
Q4. I would recommend KLM-FA to a colleague or
friend who wants to learn the KLM and Fitts’ Law

4.0 4.0 1.0 [3.5, 4.4]

Q5. I would recommend KLM-FA to a colleague or
friend who wants to learn how to design web forms or
evaluate their usability

4.4 5.0 0.9 [4.0, 4.8]

Overall scale (Cronbach’s α = 0.873) 4.0 4.0 0.8 [3.7, 4.3]

Participants self-reported ratings about their learning experience with KLM-FA were
rather high (M = 4.0, SD = 0.8). In specific, students agreed that KLM-FA helped them
to understand the KLM model and Fitts’ Law (M = 3.9, SD = 0.9) and that their
perceived learning progress and effectiveness was satisfactory (M = 3.7, SD = 0.9).
Students also found KLM-FA to be a useful educational tool (M = 4.1, SD = 0.9). The
collected data suggest that they would probably recommend KLM-FA to colleagues or
friends who want to be educated on established HCI models (M = 4.0, SD = 1.0) and
web form design (M = 4.4, SD = 0.9). These results are in agreement with perceived
educational experience ratings provided for KLM-FA by distance education university
students in our previous work [7].

Correlation analysis found that students’ education experience ratings and their grade
in the KLM essay were not significantly associated; rs = −0.360, p = 0.100. Spearman’s
coefficient was used, because the assumption of normality was violated by both varia‐
bles; W(22) = 0.903, p = 0.035 and W(22) = 0.828, p = 0.001 respectively. This finding
provides tentative support that students agreed that their educational experience was
good without considering their academic performance in the essay.
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In addition, students provided rather positive comments for their educational expe‐
rience with KLM-FA in a related open-ended question of the post-test questionnaire.
For instance, one student mentioned that “It [KLM-FA] helped me understand the
complexity of web forms design and factors that affect their usability” and another
mentioned that “The ‘Enable Explanation’ feature helped me understand the calculation
of the times to reach a field and to manipulate a field”.

In sum, these findings demonstrate that KLM-FA was perceived by the students as
a useful educational tool that fits well into the educational context of the campus-based
software quality course.

3.4 RQ4: Perceived Usability of KLM-FA

After interacting with KLM-FA, the participating students completed the SUS ques‐
tionnaire and the adjective rating scale, both measures of a system’s perceived usability.

KLM-FA received a mean SUS score of 82.0 (SD = 10.2). According to a dataset
of nearly 1000 SUS surveys [11], this means that students found KLM-FA as “Good to
Excellent” (SUS score from 71.4 to 85.5) in terms of perceived usability. Students’
usability adjective ratings were also rather high (M = 5.3, SD = 0.8), confirming that
KLM-FA was perceived from “Good” (corresponds to 5) to “Excellent” (corresponds
to 6). In a previous study with distance education students [7], KLM-FA was also
perceived as “Good to Excellent” with a mean SUS score of 73.6 (SD = 13.2) and similar
usability adjective ratings (M = 5.4, SD = 0.8).

In the post-test questionnaire, students were also offered the chance to write down
three positive and three negative characteristics regarding the KLM-FA tool. A total of
41 positive and 16 negative characteristics were reported respectively. Thematic analysis
of participants’ answers resulted in groupings. KLM-FA was found to be a usable and
easy to use tool (8 students), provide quick and accurate results (8 students), education‐
ally valuable (8 students), flexible and parametrizable (7), simple and understandable
(6) and useful for Fitts’ Law calculations (3). By contrast, students reported that KLM-
FA needs: (a) improvements in user interaction (6 students), such as adding shortcuts
for frequently used functionality, (b) changes in KLM modeling (5 students), such as
modeling user errors, (c) enrichment in modeling explanation (3 students), and (d) addi‐
tional flexibility by not requiring an implemented DHTML form (2 students). Finally,
the most frequently-mentioned students’ general suggestion for further KLM-FA
improvement, as mentioned in a separate question, was to make it available in different
operating systems other than Windows (3 students).

All in all, these findings demonstrate that KLM-FA was perceived as a usable tool
by the students of the software quality course.

4 Discussion and Conclusions

The goal of this paper was to examine the effectiveness of a tool mediated learning
activity in the context of a campus-based HCI modeling instruction. A one group pre-
posttest design was adopted. Students improved significantly their scores in the
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knowledge assessment test after using KLM-FA, the tool that mediated the learning
activity. Their performance was significantly improved and jumped, on average from
62.9% to 72%. Also, there were no significant differences in the students’ learning gain
of different initial performance (low versus high initial performance). The tool which
has been adopted (KLM-FA) was perceived as a useful and usable tool by the students
regardless of their academic performance. These findings are in agreement with our
previous work both on using KLM-FA in the context of distance education [7] and
implementing other tool-mediated activities [19, 20] to support HCI instruction.

However, this study is not without limitations. First, the sample was rather small and
therefore the confidence interval for the results is rather wide. Moreover, an experiment
with a control group using paper and pencil and a treatment group using the KLM-FA
tool will help us to examine in more detail the exact learning phenomena taking place
during the activity. In addition, utilization of learning analytics methods [21] to examine
the students’ low level actions and their possible relation with the learning outcome will
provide a deeper understanding of the way the students benefited from the tool. Further‐
more, exploration of other instructional design approaches which adopt technologies
such as wikis [22, 23], combined with the introduction of KLM-FA in the HCI modeling
instruction constitute an additional future goal. Finally, we also plan to conduct studies
that monitor students’ fixations [24, 25] and other physiological signals, such as skin
conductance which is a reliable indicator of stress [26–29], in an attempt to evaluate and
further improve the KLM-FA user experience.
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Approaches to Interface Icon Classification
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Abstract. Various attempts have been made at creating a classification for user
interface icons, with some focusing on their pictorial presentation, and others on
the signs’ relation to their intended meaning. This paper provides a review of the
existing classification systems, and discusses their strengths and weaknesses.
Based on this review, we then propose an alternative practical approach to icon
classification, which is aimed towards designers of user interface icons rather than
the research community, and evaluate its usability based on data gathered from
two online surveys.
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1 Introduction

In this age of digitalisation, we are increasingly surrounded by devices and interfaces.
The design of the user experience has become a key asset in the competition for
consumers. An integral, but underrated, part of the experience, is the design of the inter‐
face icons. Many attempts have been made to create a classification for user interface
icons, but none of them sufficiently for the benefit of the icon designer. The field of
research is like a semantic puzzle, where researchers invent their own terms to describe
the same things, or use similar terms to describe different relations. What is needed is a
more concrete and practical system. One that can be adopted by designers, even without
a very profound understanding of semiotic theory.

2 Semiotics or Semiology

The classification of signs in general is usually either related to semiotics or semiology,
or both. Although these two terms are sometimes mixed with one another, they are based
on two different models. While both were developed during the same time period and
handle the same subject matter, semiology was created by Ferdinand de Saussure [1],
and is connected to linguistics. Semiotics, on the other hand, was created by Charles
Sanders Peirce [1] as part of his full philosophical system, composed of phaneroscopy
(phenomenology), normative sciences, and metaphysics.

Following the Saussurean terminology, the signifier and the signified are both
components of a sign [2]. For Peirce, on the other hand, a semiosis involves an operation
of three subjects, a sign, its object and its interpretant. Furthermore, according to Peirce

© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 126–137, 2018.
https://doi.org/10.1007/978-3-319-91238-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91238-7_11&domain=pdf


all signs can be classified into icons, symbols and indexes based on the signs relation
to the referent [3]. In this traditional system, an icon is limited to a representation that
resembles its object, an index carries an actual connection to its object (e.g. a sign of a
telephone on the door of a phone booth), and a symbol in contrast has no visual connec‐
tion to its object, and is an abstract sign that can only be understood through learning
its meaning. In the context of user interface icon design the relevance of classifying a
sign as an index is somewhat irrelevant, since it could be argued that there is no variation
in the level of connectedness between a referent and a sign.

In describing the relationship between the signifier and the signified, arbitrary is one
of the terms Saussure uses. Another closely related term used in linguistics is unmoti‐
vated. These two terms describe two different levels of logical relation. A system is
arbitrary, when its signs are founded not by convention, but by unilateral decision.
Similarly, a sign is unmotivated, when the relation between its signified and signifier is
not analogical. According to this logic, it is possible to have systems and icons that are
at the same time arbitrary and motivated, and others which are non-arbitrary and unmo‐
tivated. For example, if a designer decided to use an image of a bloodhound to signify
the search function, the relation would be arbitrary but motivated. In contrast, the stop
icon is a good example of a non-arbitrary and unmotivated sign, and its use is heavily
based on convention, whereas the relation of its appearance to the stop function is logi‐
cally difficult to explain.

3 The Classification of Icons

As is widely known, in 1973 Xerox released the first computer system with a graphical
user interface, introducing bitmap graphics, menus and icons, along with the desktop
metaphor with its trash can, folder, file and printer icons. The first attempts to create a
classification or taxonomy of icons started in the 1980’s. Most of these classification
systems are to some extent related to Peirce’s semiotics. One main difference,
however, is that in these systems the “index” sign type usually isn’t a top level classi‐
fication. Additionally, what Peirce classified as icon is commonly divided into two or
more classes or subclasses based on the level of abstraction or the type of logical
connection between the signifier and signified.

One of the first articles on icon classification is Keith Lodding’s iconic interfacing
[4], published in 1983. According to Lodding, at the time of the writing, the era of
graphical interfaces had arrived, but no unique discipline of “iconic communication”
existed. Lodding recognized three types of interface icons: representational, abstract,
and arbitrary. Representational icons serve as an example for a general class of objects.
Abstract icons attempt to present a concept through the use of metaphor, and by reducing
the image to its essential elements that carry the intended concept. Arbitrary icons are
“invented” and assigned a meaning, which must then be learned. Interestingly, Lodding
also notes that once arbitrary icons are entered into use, they appear to enjoy a long
lifetime when compared to either representational or abstract icons.

Webb et al. [5] have also suggested three main categories for visual icon classifica‐
tion. Their classifications are: picture, symbol, and sign. Picture is a realistic depiction
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of a system object or function, and as such, pictures are the most detailed forms of icons,
making them easiest to interpret and remember. Symbols emphasize critical features by
analogy or symbolism, and therefore, they are simplified and are affected the most by
context. It should, however, be noted that the use of the term symbol or symbolic by
Webb et al. is contradictory to Peirce, who used the same term to describe an arbitrary
relation. The third category, defined as sign, is used instead by Webb et al. to describe
icons with no intuitive connection between the icon and its referent. Signs are therefore
abstract and simple, but their association with their referent must be learned.

Yet another icon classification has been proposed by Rogers [6], with the aim of
discovering a primitive syntax and semantics for icons, which could then be used as a
basis for designing a set of icons for a given application. According to Rogers, a common
problem with iconic interfacing is the different meanings that can be attributed to a single
icon. Verbal languages have syntactic and semantic rules which help to disambiguate
their meaning. Pictorial languages do not yet have equivalent rulesets. Paradoxically,
while pictorial communication could potentially be universally understood, it lacks the
rules to guide this process. As such, context is a key factor in disambiguating the mean‐
ings of icons. Rogers presents Hungarian toilet signs as an example, where a stiletto
shoe is used to represent women or men. Because of the user’s prior knowledge of where
to find a toilet in a restaurant, and the fact that there are generally separate toilets for
men and women, these kinds of signs are immediately recognisable. Indeed, many
restaurants and pubs use such signs, often in a funny way, to represent male and female
toilets.

Rogers also identifies four ways in which interface icons can refer to their referent.
Resemblance icons depict the referent through an analogous image, exemplar icons
serve as a typical example for a general class of objects (e.g. a knife and fork represent
a restaurant), symbolic icons show the relationship between the referent and referrer in
a more abstract or metaphoric manner (e.g. image of a wine glass with a fracture conveys
the concept of fragility), and arbitrary icons bear no resemblance to the referent, and
therefore, their associations must be learned.

Furthermore, Rogers recognizes the usefulness of icon-based interfaces, and
proposes the development of a taxonomy and grammar for icons to assists designers
with overcoming the challenges of choosing when to use icons and how to design them.

Similarly, Lidwell et al. [7] base their classification for iconic presentation on the
work of Rogers in their Universal Principles of Design. They just replace the terms
resemblance icons with similar icons and Exemplar icons with example icons.

Finally, Purchase [8] proposes a semiotic system for icons based on Peirce’s defi‐
nitions, in which she introduced three classifications: symbolic, concrete-iconic, and
abstract-iconic. Symbolic icons here are arbitrary in their relation to the concept they
signify. Note that Rogers’ classification used the term arbitrary and Webb et al. sign
for roughly the same purpose. Concrete-iconic icons can be seen as identical to the
concept that they represent. Abstract-iconic icons are similar, but not identical to the
concept, and lie higher up the abstraction scale.
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4 Earcons and Auditory Icons

In one of the earliest articles on the use of auditory icons in computer interfaces,
published in 1986, William Gaver proposes that icons could be categorized as either
nomic, symbolic or metaphorical [9]. Gaver uses the term nomic to describe an icon’s
relation to its referent, which is direct and descriptive. Symbolic is used for icons with
an arbitrary relation to their referent; similar to Peirce’s and Purchase’s use of the term,
but contradictory to Webb et al. Metaphorical icons can be either structure-mappings or
metonymic mappings. Structure-mappings make use of similarities between the referent
and the icon (e.g. an image of a tree can represent genealogy). While metonymic
mappings use a part or a feature to represent the whole (e.g. a hissing sound can represent
a snake).

A few years after the above publication, in 1989, Blattner et al. also studied auditory
icons, or earcons, as they called them [10]. They suggested, that visual icons design
techniques could be useful for earcons, even though at the time, there was little published
material on visual icon design. They also suggested that the systems they developed for
earcons could provide a useful basis for visual icons. A major difference they recognized
between earcons and icons, is the fact that earcons are only used for informational
purposes, whereas icons are both informational and interactive. Furthermore, multiple
visual icons can be presented simultaneously, which is not possible for earcons. Blattner
et al. recognized three main icon types: abstract, representational, and semi-abstract.
Abstract icons consist of geometric shapes that are not recognizable as real-world things.
Representational icons are pictures of familiar objects or operations. Whereas semi-
abstract icons are simply everything in between, and they either consist of both abstract
and representational elements, or they are representational images that are visually
highly abstracted.

5 The Need for a New Classification

Wang et al. [11] recognized some limitations and weaknesses in the aforementioned
systems for icons classification. According to them, in the existing classifications cate‐
gories overlap, and different classifications use different terminologies, sometimes to
describe the same concept. To highlight these problems, they compare nine existing
taxonomies and their terminologies, and then they propose a classification of their own.
In their taxonomy, they identify four icon categories: concrete, abstract, combination,
and alphabetic icons. Concrete icons consist only of real-world objects. Abstract icons
are the absolute opposite consisting only of shapes, metaphysical arrows and “arbitrary
symbols”; the last of which is an interesting choice of terminology if you consider all
the connotations that have been previously associated with the terms “symbol” and
“arbitrary”. Combination icons are a fusion of concrete and abstract elements. Alpha‐
betic icons are any icons that show written characters regardless of what other elements
they contain.

Similarly, Nakamura et al. [1] also identify problems with existing icon classifica‐
tions, and argue that previous icon taxonomies are not granular enough to capture
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differences among representation strategies that can be visually subtle but semantically
significant. Studies such as that of Blattner et al. focus only on the pictorial representation
and overlook the relation between concept and representation, while others such as
Rogers, Gaver and Lidwell et al. are more focused on the signs’ relation to their intended
meaning.

Nakamura et al. also identify and propose their own classification using three basic
representation strategies: visual similarity, semantic association and arbitrary
convention. Representation through visual similarity has no subcategories, but semantic
association is divided to eight subcategories: comparison or contrast, exemplification,
semantic narrowing, physical decomposition, temporal decomposition, body language,
metaphor, and contiguity. Contiguity is further narrowed to physical contiguity,
container, source, use, tool, cause or effect, and object. Arbitrary convention is also
further divided to abstract, concrete and transposed conventions. Transposed convention
refers to a situation where the convention is in the referent, not in the pictorial repre‐
sentation. This relation however is not explained in a very detailed manner.

6 A Taxonomy for Trademarks

Mollerup’s Marks of Excellence [12], thoroughly studies trademarks, their design, func‐
tions and history. The function of trademarks is of course different to that of icons, but
there are many similarities in the aspects of their design. Mollerup has also created a
complete taxonomy system for trademarks. This system is derived from Aristotelian
logic, following these five rules:

1. It must consist of classes that are distinct. The differences between the classes must
be clear so that there is no room for misunderstanding as to which class an item
belongs.

2. The characteristics on which the classes are based should be used consistently, and
each step in the classification should be based on a single principle of division.

3. There should be no overlap between classes. Parallel (co-ordinate) classes should
be exclusive.

4. Co-ordinate classes should be able to collectively cover all possible entries.
5. The classes should be relevant to the purpose of the taxonomy.

Using these logical rules, Mollerup proposes the following taxonomy.

1. Trademarks
a. Graphic marks

(1) Picture marks
i. Figurative marks

(a) Descriptive marks
(b) Metaphoric marks
(c) Found marks

ii. Non-figurative marks
(2) Letter marks

i. Name marks
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(a) Proper names
(b) Descriptive names
(c) Metaphoric names
(d) Found names
(e) Artificial names

ii. Abbreviations
(a) Initial abbreviations

A. Acronyms
B. Non-acronym initial abbreviations

(b) Non-initial abbreviations
b. Non-graphic marks

Icons rarely consist only of letters but sometimes letters and words may be a part of an
icon. Therefore, branch 1.a.(1) (Picture marks), is the most relevant to the purpose of
icon taxonomy. If we examine the subclasses it contains, figurative marks are marks that
depict an object, and non-figurative marks are pictures in their own right. Non-figurative
marks are marks that appear completely abstract. For instance, the stop icon by itself
might be considered non-figurative. Also, icons whose graphical meanings are unclear
to a user, might be considered non-figurative. The power icon for instance, is a logical
graphical reference to zero (off) and one (on), but to some users it might seem completely
abstract.

Descriptive marks refer directly to their object. The printer icon is a clear example
of a descriptive icon. Metaphoric marks refer to their object through a shared quality.
The file and thrash can are metaphoric icons. Found marks show something recognizable
that is arbitrary to its object. The relationship of the symbol and its object might often
have a historical explanation that is logical. Over time the connection is lost and the
symbol becomes arbitrary. For instance, the floppy disk as an icon for the save function,
is becoming arbitrary to younger users who have never used the floppy disk storage
media, and as such, it might even be considered a found mark.

The major difference in Mollerup’s system is the top level division to figurative and
non-figurative marks. The semantic relation between the trademark and its object is only
relevant to figurative marks in this system.

7 A Practical Approach on Icon Classification

This paper proposes an alternative approach on icon classification that addresses the
concerns put forward by Nakamura et al., and builds on the same Aristotelian logic and
aim for practicality as Mollerup’s system. The proposed taxonomy is aimed towards
designers of user interfaces and icons rather than the research community.

The semiotic or logical relationship, logical vs. arbitrary, is the top level of clas‐
sification of the system. Logical icons are divided to two subclasses: descriptive and
metaphoric, which further describe the relation of the icon to its object. This is similar
to Mollerup’s division of figurative marks. Arbitrary icons are divided into concrete
and abstract subclasses. These subclasses are more concerned with the type of pictorial
presentation, since there is no logical relationship to define. The purpose of developing
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this system was to evaluate whether the terminology of even such a basic classification
can be understood and mastered by test subjects, who are not familiar with the field of
research.

The proposed terminology can be explained in the following manner:

• Concrete: The icon is visually recognizable as an image that represents a real-world
object. To put it more simply, it is possible to clearly name the object that image
shows.

• Abstract: The icon is not visually recognizable as an image that represents a real-
world object. The icon is just a combination of shapes that does not resemble any
recognizable real-world object.

• Logical: There is a clear logical connection between the icon image and the func‐
tionality it represents. The icon is self-explanatory and can be interpreted with little
previous knowledge.

• Arbitrary: There is no logical connection between the icon image and the function‐
ality it represents. Any association between the image and its functionality must be
learned.

As you may notice there is an overlap and direct conflict with Saussure’s terminology.
Even this proposed system is becoming entangled in the same semantic debate that was
mentioned before. The term arbitrary here, is similar to what Saussure described as
unmotivated, and logical equals to Saussure’s motivated. Instead, Saussure used the term
arbitrary to describe a system where the signs are not founded by convention, but by
unilateral decision. For the purpose of designing user friendly interfaces with legible
icons, the whole premise of making such unilateral decisions should only come to play,
when the designer needs to introduce an icon for a completely new element or action of
the interface. It is not as useful for the purpose of classifying existing interface icons
(Fig. 1).

Fig. 1. Proposed taxonomy system.
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8 Online Surveys

The functionality of the system was evaluated through two online surveys. The first
survey tested two basic classifications questions that concerned both the semiotic rela‐
tionship between the sign and its object, and the visual type of the sign. The results were
published in full detail in a poster article for HCI Toronto 2016 [13].

The respondents were recruited from university students and staff, LinkedIn and
Facebook GUI interest groups and the author’s personal networks. The majority of the
119 participants were designers, design students and IT professionals. In all there were
participants with 22 different nationalities ranging from United States and Germany, to
Iran and China. The largest group (66%) were Finnish. 58% of the participants were
male and 42% Female. The majority of the respondents (49%) were 30 to 40 years old,
with the entire range being between 10 and 57 years.

The participants were asked to describe their skills in using digital devices on a five
step range: very good, good, average, poor, or very poor. 66% of the respondents
described their skills as very good, 28% good, and the rest 6% average. They were also
asked how often they found it difficult to understand the meaning of interface icons or
buttons. This was also measured on a five step range: very rarely, rarely, occasionally,
often, or very often. 29% of the respondents replied very rarely, 40% rarely, 29% occa‐
sionally, and 2% often. So it seems, that even skilful users sometimes encounter prob‐
lems in understanding interface icons.

Due to the relatively small sample size, it is not of great worth to compare small
percentage differences in the classification of individual icons, but rather to have an
overall understanding of how accurate and applicable such a classification can be
(Fig. 2).

Fig. 2. The icon set that was used in the surveys.

The participants were asked to classify a set of twenty icons through the following
questions:

1. Is the icon abstract or concrete?
2. Is the icon logical or arbitrary?
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8.1 Importance of Context

The participants were also asked to shortly name what they thought each of the icons stands
for, i.e. what is its meaning or function. The purpose of this question was to verify, that the
user had correctly recognized the icon. It was clear from the answers, that some of the icons
could be understood in a variety of ways, and others were not always recognized at all. The
lack of context is one important factor in this. For instance, the magnifying glass was
recognized as both a search and magnifying tool. Similarly, the cross icon that stands for
closing or deleting, was also recognized as the symbol for irritating substances. The total
number of icon classifications was 2380 (119 participants classified 20 icons). Out of
these, there were 242 cases where the icon had not been correctly recognized. Therefore,
89.8% of the data was valid, and this part of it was analysed further.

8.2 Abstract and Arbitrary

In the icons that were classified as abstract, there appeared to be two clusters. One
comprised of strongly arbitrary icons. The other cluster of icons was above 58% in the
logical scale. This group consisted of the arrow icons of the survey: play, fast forward,
rewind, and reload. It is clear, that arrows were considered as abstract representations.
Yet they are so commonly used, that users intuitively understand their meaning. The
origin of the arrow symbol most likely derives from the concrete archer’s arrow object.
So, the case seems to be, that the appearance of the arrow has just become so simplified
and abstracted, that it is no longer considered concrete.

8.3 Arbitrary and Concrete

In this icon set there were no occurrences of icons that are clearly arbitrary and concrete
at the same time. The paste icon comes closest to this, being 81% concrete and only
58,3% logical. It would seem, that icons are most commonly in this group, if the meta‐
phor or descriptive relation of the icon (signifier) and its signified is weak from the
beginning, or becomes unclear over time (Table 1).

Table 1. Summary of the first survey data.

Icon %Concrete %Logical Icon %Concrete %Logical
Calculator 99,1 90,6 Play 14,4 58,5
Close X 2,3 36,8 Power 9,1 24,2
Copy 83,1 77,1 Printer 98,1 91,3
Cut 96,6 94,1 Record 9,1 20,2
Eject 10,7 36,9 Reload 13 59,3
Fast forward 14,3 65,5 Rewind 14,3 65,5
File 94 76,1 Save 94 70,9
Folder 98,2 92 Search 87,8 81,6
Paste 81 58,3 Stop 4,8 21,2
Pause 7 23,5 Trash can 99,2 97,5

134 T. Korpilahti



8.4 Descriptive and Metaphoric

The second survey received 105 responses, 70% of which were from Finnish respond‐
ents. In all there were participants with 18 different nationalities. 67% of the respondents
were male and 33% female. The largest age group of the respondents were 30 to 40 years
old (39%), with the entire age range varying from 21 to 57 years. 68% of the participants
described their skills as very good, 23% good, 8% average and 1% poor. To the question
whether the respondents found it difficult to understand the meaning of interface icons
or buttons, 28% replied very rarely, 40% rarely, 29% occasionally, 2% often and 1% very
often.

In general, the demography was similar to the previous survey. The portion of male
respondents was however 9% higher and the 30–40 age group was less dominant, 39%
versus the previous 49%.

The total number of icon classifications was 2100 (105 participants × 20 icons). Out
of these, there were 219 cases, where the icon had not been correctly recognized. There‐
fore, 89.6% of the data was valid, and this part of it was analyzed further.

In the second survey the respondents were asked to classify the same set of interface
icons as metaphoric, descriptive or not applicable. The hypotheses was, that the icons
that were classified as arbitrary in the first survey, should be classified as not applicable
in the second survey, since there apparently is no logical relation between the icon and
its object. The icons that were classified dominantly arbitrary were: stop, record, power,
pause, eject, and close. All of these were indeed classified as dominantly not applicable.
The only flaw in the logic was, that two additional icons (fast forward and rewind) were
also classified as not applicable (Table 2).

Table 2. Icons classified as not applicable.

Icon % Metaphoric % Descriptive % Not applicable
Stop 29.2 13.5 57.3
Power 34.4 10.0 55.6
Pause 33.0 13.6 53.4
Record 36.0 11.6 52.3
Eject 39.8 8.0 52.3
Fast forward 34.6 18.3 47.1
Rewind 36.3 16.7 47.1
Close 42.7 11.0 46.3

The icons that were classified as mostly descriptive were: print, calculator, folder,
trash, copy, file, and play. Perhaps the most surprising result here was, that calculator,
folder, and trash icons were seen as descriptive rather than metaphoric. The calculator
application is clearly a part of the classic desktop metaphor, but perhaps the icon can be
also considered as descriptive since it looks similar to the application itself. Interestingly
also the play icon was the only playback icon in this group, as all the others (stop, pause,
rewind, fast forward, eject) were classified as not applicable (Table 3).
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Table 3. Icons classified as not descriptive.

Icon % Metaphoric % Descriptive % Not applicable
Print 5.5 91.2 3.3
Calculator 11.5 88.5 0.0
Folder 37.5 62.5 0.0
Trash 41.2 58.8 0.0
Copy 47.4 52.6 0.0
File 46.8 51.1 2.1
Play 36.3 47.1 16.7

The metaphoric classification group didn’t offer as many deviations. The group
consisted of the icons: search, save, paste, cut, and reload. What is surprising, is the
fact that cut and paste were a part of this group, but copy was seen as a descriptive rather
than metaphoric icon (Table 4).

Table 4. Icons classified as metaphoric.

Icon % Metaphoric % Descriptive % Not applicable
Search 75.0 22.6 2.4
Save 60.8 34.3 4.9
Paste 58.3 31.9 9.7
Cut 56.9 42.2 1.0
Reload 54.9 17.6 27.5

9 Discussion

Although there are logical patterns in the classification data, it is also apparent that the
respondents found the task of classifying icons according to this terminology chal‐
lenging. This was also clear from the open feedback that was received from the respond‐
ents. It might explain why the differentiation between the classes is not so decisive.
Certainly, this type of classification can only be useful for a designer or researcher, who
is more used to dealing with such logical relations, and even that can be questioned. The
classification corresponds to Nakamura et al.’s aspiration for a system that takes into
account both the type of pictorial representation, as well as the relation between the icon
and its object. The level of granularity at present, is not as ambitious as that of Nakamura
et al. Future research can add depth and granularity to the system, but it is perhaps not
necessary, bearing in mind the original goal of creating a concrete and practical system
that can be adopted by designers without a very profound understanding of semiotic
theory and terminology.

10 Conclusions

The motivation for the creation of the existing classification systems has been to discover
or create logical rulesets for the creation and interpretation of interface icons. What
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Rogers [6] called a primitive syntax and semantics for icons, a taxonomy and grammar
for icons, to assists designers with overcoming the challenges of choosing when to use
icons and how to design them. The effectiveness and clarity of such systems has proven
to be questionable, but such an approach is also insufficient to guide the design of icons
and icon sets. The design process is also affected by other factors, such as the physiology
and mechanics of the human eye, neural processes of how the brain interprets images,
and cognitive psychology of how visual symbols are linked to non-visual concepts.
Outside of these human centered factors there are other forces at play. Device and OS
manufacturers, such as Apple, Microsoft, and Google provide their own interface guide‐
lines that include specifications for icons. The never ending technical development of
devices and displays affects what is necessary and possible in the reproduction of icon
designs. Icons are also commonly extensions of a company’s or product’s brand. Icons
and icon systems need to consistently follow a specific visual style that derives from
brand guidelines. Still the stylistic changes need to be subtle, so that commonly used
icons don’t lose their recognizable connection to the original form. Further research
needs to address how all these factors affect the way in which interface icons take shape
through intentional design choices and environmental factors.
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Abstract. Evaluation of user experience (UX) is the key for improving the
quality of artifact that people use in their everyday life and thus improve their
quality of life. Two types of evaluation methods can be classified, i.e. the real-
time method (e.g. ESM by Larson & Csikszentmihalyi) and memory-based
method (e.g. UX curve by Kujala et al.). The ERM proposed here belongs to the
latter and asks users to remind their past experience from the time when they had
the expectation for targeted artifact and to rate the degree of satisfaction by −10
to +10 rating scale. Two ways of analysis are proposed, one is classifying the
result by the aspect of experience and another is classifying the result on the time
phase. Web-based application was developed so that the data collection will
become efficient.

Keywords: User experience (UX) · Evaluation
Experience recollection method (ERM) · Rating scale · Satisfaction

1 Introduction

Since 1998 when Norman proposed the concept of user experience [20], evaluating the
user experience (UX) has become the key activity for improving the artifact, i.e. products
and services, that people are using in their everyday life and thus improve the quality of
life. In the website of AllAboutUx [1], total of 86 different methods are listed as of June
2017. They include field study methods, laboratory study methods, online study methods
and questionnaires to investigate the UX. before usage, as the snapshot, as the episode
and as the long-term UX.

This suggests that the UX evaluation methods can be classified into two groups
including real-time methods and memory-based methods. The former includes some
of field study methods and laboratory study methods in addition to online study
methods and questionnaires. And the latter includes the rest of field study methods
and laboratory study methods. The real-time method evaluates the experience at the
time of evaluation. But by considering the fact that the value of UX may vary
depending on the episode that the user may face, it would be better to evaluate the
UX, at least, along with a certain period of time or for several times. In this respect,
the memory-based method that can evaluate the UX covering a long period of time is
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better than the real-time method while there are many reports that the memory some‐
times lies and is incomplete since Munsterberg pointed it out in 1908 [19]. Because
there are different phases of UX including the expectation before the actual usage,
episodes at the time of purchase or short-time after the purchase, episodes that may
occur during the long-time usage, and the current impression, the UX evaluation
should cover the whole range of experiences for some artifact.

All about UX website [1] includes such developmental phases as the concept, early
prototype, functional prototype as well as products on the market, authors think that the
real UX can only be evaluated for products on the market and products in use. Foreseeing
the UX would be the silver bullet for manufacturers for minimizing the risk of providing
unwanted products or services that will give users the poor experience. But what can be
called as the experience should be based on the real interaction with the artifact in the
past in the real context of use by the real users.

Based on these ideas, the ERM, a new method for evaluating the UX, will be
explained in this article.

1.1 Satisfaction as the Measure

In ISO9241-11:1998 [5], the concept of usability has three sub-concepts, i.e. the effec‐
tiveness, efficiency and satisfaction. In this 1998 version, it was defined as “freedom
from discomfort, and positive attitudes towards the use of the product”. But during the
discussion for its revision that was held in the spring of 2017, the trial definition of
satisfaction was changed to “person’s perceptions and responses that result from the use
of a system, product or service.” Interesting thing is that the definition of UX in the same
version was “person’s perceptions and responses that result from the use and/or antici‐
pated use of a system, product or service”. In essence, these definitions are almost the
same. Although the trial definition of satisfaction was changed to a different sentence
thereafter, this fact shows that the concept of satisfaction and UX are quite closely related
with each other even among ISO standard professionals

This is related to the idea that the satisfaction is a super concept of various hedonic
aspects including the pleasure, joy, delight, beauty, cuteness, etc. The fact that the satis‐
faction is a topmost concept among hedonic descriptive word and other quality charac‐
teristics was also confirmed by the concept dependency analysis [13].

Based on this idea, the concept structure of quality characteristics as shown in
Fig. 1 was proposed [14]. This figure is rather complex, but the basic structure is as
follows: on the left, there are “qualities in design” of which ISO/IEC25010:2011 [7]
referred to as “product quality”. The reason why it is not called the product quality is
that the quality characteristics included in these two boxes are the qualities that should
be considered and manipulated during the design activity. And the product quality is
just the result of this activity. On the right, there are “qualities in use” that include quality
characteristics while the real user is using the artifact in the real context of use. This is
the reason why the UX is related to the quality in use.

On the upper side of the figure, there are qualities that are overt and can be measured
objectively, thus they are named as objective qualities. On the lower side of the figure
there are qualities that are covert because they occur in the human mind, thus are named
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as subjective qualities. This differentiation is similar to the dichotomy of pragmatic
attributes vs. hedonic attributes by Hassenzhal. Based on the combination of these two
dimensions, the quality in design vs. quality in use and the objective quality vs. subjec‐
tive quality, there are four regions of quality characteristics. As can be seen in the lower
right area or the subjective quality in use, there is the satisfaction on top of such hedonic
characteristics as joyfulness, delight, pleasure, etc.

One more thing that should be noted is that other three areas are linked to the subjec‐
tive quality in use based on the direct influence or the perception. In other words, the
satisfaction is the final and topmost quality characteristics of all. This is the reason why
we decided to use the satisfaction as the measure of UX in the ERM.

Fig. 1. Four categories of quality characteristics that shows the relationship between the UX and
satisfaction. Cited from [14].

1.2 Real-Time Methods and Memory-Based Methods

As was suggested before, we classified UX evaluation methods into two categories: real-
time methods and memory-based methods.

The real-time methods include such methods as ESM, DRM [9] and TFD [15]. These
methods have the merit of being able to measure the non-memory-biased and non-
distorted impression regarding the UX. But, they have the demerit of invasiveness to the
life of informant. To take an example of ESM, informants will have to stop their everyday
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behavior while answering to the phone call. Because of this invasiveness, it is usually said
that the adequate maximum span for ESM is 2–3 weeks in the field of clinical psychology.

On the other hand, the memory-based methods including CORPUS, Co-drawing of
Chronological Table of Usage [2], iScale [10] and UX curve [12] can evaluate the UX
for a long period of time. What is common to these methods is that it is a graph-based
method where the abscissa is time and the ordinate is the scale value for evaluation such
attributes as the attractiveness, ease of use, etc.

Because it is based on memory, there might be the influence of memory decay and
distortion of memory. These deficiencies, however, was typically found in the field of
forensic psychology in, for example, the work of Loftus [18]. The case of Prof. von Liszt
cited in Munsterberg [19] is the same, though it was in an experimental situation.

But we will have to notice that there is a big difference in the forensic psychological
situation and in the UX evaluation situation. In the former situation, what witnesses
experience and remember is the external event that, at least initially, nothing to do with
them. But in the latter UX situation what users experience and remember is the internal
events that were initiated, in most cases, by their own will. In other words, in the UX
evaluation, the degree of self-involvement is far stronger than in the case of the witness.
Of course, there might be a loss of memory and some distortions. But the degree of this
influence is expected to be smaller compared to the case of witness. Furthermore, from
some viewpoint, what users report may not always be true. It is paradoxical, but when
we obtain the recollection of past experiences of users, we should interpret it as the
evidence of current reflection of users’ integration of past events and it is the evaluation
at the time of survey. In other words, it is the overview of the past events regarding
experiences of users from the current standpoint.

With this in mind, we started to improve the memory-based method for evaluating
the UX.

1.3 Temporal Model of UX

It can be observed every day that the evaluation of our experience on some artifact
(product/service) is changing depending on what happens in the use of that artifact and
how it happened. In other words, UX cannot be measured as a single value but should
be measured as a series of dynamic fluctuation.

In this sense, the temporal model of UX is necessary for the purpose of evaluating
the UX as a fundamental conceptual framework. Although UX White Paper [21]
proposed the model of UX over time, the model describing the time spans of UX (Fig. 2
in [21]) looks inadequate because the combination of momentary UX during usage and
the episodic UX after usage is not shown as a repetition, and because the concept of
cumulative UX over time is not adequate considering the peak end rule proposed by
Kahneman et al. [8]. Peak end rule tells that people judge the experience based on the
most intense point (peak) and at the end of experience (end). That is, the UX is not just
the result of simple accumulation of the total experience, hence the concept of cumula‐
tive UX is against this conceptual model. We then thought to evaluate the UX during
the usage of artifact but not to summate it to get such a value as the cumulative UX.
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Regarding the temporal sequence, another figure in the UX White Paper is sugges‐
tive. Because of inclusion of such inadequate keywords as cumulative UX and other
UXs, we revised the figure to create a new one. Expectation is included in the total
sequence of UX because it is the result of mental activity based on the external infor‐
mation such as the catalogue, information on the web, TV commercial, magazine article,
information from the friend, etc. in addition to the internal information stored in the
memory of user regarding the experience with the similar or previous version of the
artifact. Then comes the phase of purchase. In some cases, people get the artifact by not
purchasing at the retail store but by getting it from the friend or family member.
Anyways, this is the change point when the consumer becomes the user. Consumer
behavior theory such as the EBM model [3] usually deals with the phase up to this point.
Generally, the experience value at the purchase is positive because of fulfillment of the
purchase motivation. But in some case, for example, when the student entered the
university that he rated as a second or third level, the satisfaction level may be a bit
negative even at the beginning based on the law of level of aspiration [17].

After the purchase or obtaining the artifact, the phase changes to the initial use. In the
case of person-to-person service, its lifecycle usually terminates here. During the initial use,
some trouble may occur such as to experience the difficulty while installing the product in
user’s environment. After the initial use, the long-term use follows. During this phase, many
types of episodes may occur including positive ones and negative ones. The duration of this
phase will vary based on the type of products. Some products will only be used for months
(e.g. battery), and some others will be used for a year or more than that (e.g. laptop
computer, telephone, washing machine, university education, being hospitalized etc.).

When the performance of the product degrades, the user becomes bored of using it,
or the new product catches the eye of the user, and the product will be wasted. This is
the end of the product lifecycle.

The UX evaluation should usually be conducted 6 to 12 months after the installment
as is described in ISO9241-210:2010 [6]. It is the time when most users get accustomed
to the product and the location of that product may be fixed in the life of the user.

We thought that the memory-based UX evaluation should be conducted at 6 to
12 months after the user started to use the product. But sometimes, the length of time
may be much shorter or longer after the start in some special cases.

2 Previous Trials Based on UX Curve

As the best convenient memory-based UX evaluation method that have been proposed,
we focused on the UX curve [12] because of its simplicity and visual impact.

After using this method for more than a year, we made a revision of this method and
gave it another name, UX graph [14]. The UX graph was proposed because there were
many aspects in the UX curve that need to be improved as follows:

1. Abscissa representing the time is not uniform.

Although abscissa is assigned the time, the original UX curve did not show the unit
of time scale and the uniformity of time is not guaranteed. In the UX graph, time scale
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by the year is shown so that the arbitrary change of angle of inclination may not influence
the wrong impression.

2. Curve was arbitrarily drawn.

Users could draw the curve in any way they liked in the UX curve. But to give more
exactness to the graph, we asked users to draw the curve as exact as possible in the UX
graph.

3. Coordinate of each episode is not exactly determined.

Because the curve was arbitrarily drawn, the coordinate of each episode point is not
exact in the UX curve. For this reason, we asked users to give the value from +10 to
−10 so that the coordinate may be more exact in the UX graph.

4. Drawing similar curves for 3 times is tiresome.

In the UX curve, users were asked to draw three similar curves in terms of attrac‐
tiveness, ease of use, and utility. Another graph is about degree of usage but its structure
is different from three graphs described above. Anyways, we found that three curves
looked similar in many cases.

Considering the burden of drawing similar curves for three times, users were asked
only to draw the graph regarding the level of satisfaction in the UX graph. The reason
for this was written in the Sect. 1.1.

5. Expectation phase is not included.

Although the phase of expectation is included in the UX White Paper as one of the
UX phases, the UX curve did not ask users to draw the curve from the expectation phase.
In the UX graph, they were asked to draw the graph from the expectation phase.

Based on these considerations we proposed the UX graph and also provided the
online version [22] that the users can enter the data from their laptops or smartphones.

In the UX graph method, users are asked to describe episodes they encountered in
terms of the artifact they are using. Episodes are written in text and the rating scale value
from +10 to −10 is also given. Then they are asked to plot the coordinate of episode on
the graph sheet by the solid line using the time and scale value as the coordinate. Finally,
they are optionally asked to draw the curve of frequency of use by the dashed line.

An example of UX graph on the use of smartphone by a male user aged 43, the whole
graph can roughly be split into two parts. In the first part, the user purchased the smart‐
phone for the first time with a certain degree of expectation and he became satisfied as
he got accustomed to its use. But as he continued to use, he encountered some software/
hardware troubles. As a result, the frequency of use lowered down a bit. And finally, he
now thinks to buy another one.

We used the UX graph for about two years to get more than 200 samples and noticed
following point: it might be less meaningful of asking users to specify the time when
the episode occurred.

Because of the ambiguous nature of memory, it would be less meaningful to ask
users to remind of the time when the episode regarding the artifact occurred. Even though
the graph is seemingly exact, it should be called as the quasi-exactness for that reason.
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And we decided to discard the idea of asking the exact time to informants. It seemed to
be enough to roughly distinguish the phases.

Then we came up to the idea of the experience recollection method or simply the
ERM.

3 Experience Recollection Method (ERM)

We have developed the ERM based on the above described idea. In the ERM, the user
will be shown only the blank slots on the paper. The time scale is not shown by the year
but by the rough phase including the expectation, impression at the time when the user
started to use the artifact, experiential episodes along with the long phase of using the
artifact, recent episodes and the prospect for the future. Every time when the user fills
in the cell with an episode, they are also requested to give the satisfaction rating from
+10 to −10.

The format with example is shown in Fig. 2. Because there is no curve nor the graph,
it is difficult to grasp the general tendency at a glance. But when we use this data at the
interview session afterwards, it will give us many suggestions and further research
questions.

Fig. 2. An example of ERM regarding the university education. (translated from Japanese)

What we found in this paper version is: in the paper version, the space for writing
the episode is limited to write up as many episodes as were reminded.

Because the first version was printed on the paper, there was not the flexibility for
giving additional spaces for writing episodes. Paper version has a merit that the group
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data can be obtained in a short period of time. But we had to think of the improvement
regarding this space problem by using the software.

3.1 Development of On-Line Version

Developing the on-line version, as was in the UX graph, was thought to be the solution
to the space issue. In the case of UX graph, the space issue was not much critical because
the user can add any episodes after the last line regardless of the time sequence. In the
on-line version, episodes are written in chronological order. But it is not necessary for
the user to write down the episode in the order of occurrence.

In the ERM, the space issue was crucial because the area for episodes are blocked along
with the time phase. On-line version will give us the solution to this issue. Based on the
adequate programming, a new line will appear on the screen one after another as neces‐
sary. We first developed the Japanese version [23] and released it in the spring of 2017.

3.2 Various Application Field

Because the ERM can be applied to any kind of artifact, it can be applied, for example,
to the education at university as a service activity. This kind of information will give
university staffs the feedback informative for understanding problems that students may
have and for improving the educational environment or the curriculum. In one example,
the student is highly motivated for the study at the university. But he has complaints
about the location of the university that is very far from his home and is suffering from
the burden of the home task. Though the second point was rated as negative, it is not a
big issue because he has a high level of motivation.

But there may exist some other cases where the students point out fundamental
deficiency of the university system that may give university staffs a good opportunity
to improve the education if they take the information seriously.

3.3 Feedback to the Development

After the ERM (and interview research) is conducted, the information obtained should
be categorized in terms of the type of issue (e.g. battery life, waterproof, etc.) considering
the phase of occurrence by using KJ method [11] or the affinity diagram. Summarized
information should be fed back to the planning section or the technological section. For
example, it may be revealed that prolonging the battery life of the smartphone while
maintaining the current thickness and weight is technically very difficult, but its impor‐
tance is quite high. Hence the development of the long-life battery may lead the company
to the top position in the smartphone market.

Figure 3 shows this relationship. The upper flow is the industry development process
starting from planning, designing, manufacturing and selling. During the designing
stage, there are understanding user, specifying the requirement, designing the solution
and evaluating the design included.
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Fig. 3. Relationship of UX evaluation and planning. The upper flow represents industry process
and the lower flow represents user experience process.

The user survey on the UX by using, e.g. the ERM, should be conducted after the
release of the product/service. The lower flow is the user experience process starting
from the expectation, then the purchase and actual use follow, and finally reach the waste.
All these user experience process should be evaluated by the UX evaluation method.
The information obtained at the UX evaluation should be fed back to the planning section
or the design team (heavy line). This feedback is crucially important for reflecting the
user experience to the development of next version of the product/service.

4 Conclusion

Based on the consideration on the concept of satisfaction as an integrative measure for the
UX, the consideration on the time phase of the UX, we developed the ERM or the Expe‐
rience Recollection Method. This method is based on our experience with the UX curve
and its revised version, UX graph. It was revealed that this method will give us much
information on the UX in terms of various artifacts including products (e.g. smartphone)
and services (e.g. university education). The result of this method is useful for further
interview research and, then, will be effective for giving the adequate feedback to the
planning activity of the next version of products/services in their development process.
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Abstract. Think aloud protocols are widely applied in user experience studies.
In this paper, the effect of two different applications of the Retrospective Think
Aloud (RTA) protocol on the number of user-reported usability issues is exam‐
ined. To this end, 30 users were asked to use the National Cadastre and Mapping
Agency web application and complete a set of tasks, such as measuring the land
area of a square in their hometown. The order of tasks was randomized per partic‐
ipant. Next, participants were involved in RTA sessions. Each participant was
involved in two different RTA modes: (a) the strict guidance, in which the facil‐
itator stayed in the background and prompted participants to keep thinking aloud
based on his judgement and experience, and (b) the physiology-supported inter‐
ventions, in which the facilitator intervened based on real-time monitoring of
user’s physiological signals. During each session, three participant’s physiolog‐
ical signals were recorded: skin conductance, skin temperature and blood volume
pulse. Participants were also asked to provide valence-arousal ratings for each
self-reported usability issue. Analysis of the collected data showed that partici‐
pants in the physiology-supported RTA mode reported significantly more
usability issues. No significant effect of the RTA mode was found on the valence-
arousal ratings for the reported usability issues. Participants’ physiological
signals during the RTA sessions did not also differ significantly between the two
modes.

Keywords: Human-Computer Interaction · Physiological signals
Usability evaluation · Retrospective Think Aloud

1 Introduction

Software development industry has been increasingly focusing on usability as one of
the most critical quality characteristics of an interactive system. Usability evaluation
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constitutes the key process to improve usability [1, 2]. Quantitative usability metrics,
such as ‘time on task’ and ‘task completion rate’ provide a way to objectively evaluate
the usability of an evaluated system [3], but fail to offer qualitative insight about the root
of potential issues in the user experience [4]. On the other hand, qualitative approaches,
such as questionnaires, interviews and video analysis, can provide such qualitative data,
but these methods are prone to subjectivity and can be time consuming. More recently,
researchers and practitioners have introduced new user experience evaluation
approaches using facial expression, speech tone and keystroke analysis [5]. Collecting
and analyzing data from users’ physiology (e.g., heart rate, respiration, skin conduc‐
tance) is also a powerful recent usability evaluation method [6–9].

Think-aloud (TA) protocol is a qualitative tool that is used to understand users’
behavior while interacting with a system in the context of a usability evaluation study.
TA protocol was originally developed to support researchers and practitioners in the
domain of cognitive psychology for gaining insight into people’s mental processes.
Later, it was used to study users’ performance in activities such as reading, writing and
decision-making in various domains. The HCI field has also adopted the TA protocol,
which is on the top of the usability evaluation list for many practitioners [10].

During a ΤΑ session, participants are required to verbalize their thoughts about their
interaction experience, while they perform tasks on the evaluated system. This method
enables evaluators to identify usability issues that need to be resolved in the next system
version. Such usability issues may cause activation of users Autonomic Nervous System
(ANS), which is known as the “fight or flight” response or stress [10, 11]. Computer
users with frequently or daily exposure to stressors are in high risk to confront chronic
stress, which may badly affect their health [12]. Apart from health issues, stress may
also affect users’ performance [13], and its presence in interactive computer environ‐
ments is typically interpreted as a user experience issue.

According to Nielsen [1], TA is the most valuable single usability engineering
method. It is a simple and useful technique for data collection, but it has been criticized
[14] for noisy or inaccurate data, due to extra cognitive effort imposed on participants.
In [15] two modes of TA application are proposed: “concurrent” and “retrospective”.
Both protocol modes are widely used by HCI researchers and practitioners. In the
concurrent mode, participants are asked to verbalize their interaction experience, while
working on the task. One main drawback of this mode is that it may affect the way that
participants interact within the task, the time they need to complete the task, and their
success in task completion [16]. The specific time cost is referred as reactivity effect.

In the retrospective mode, known as Retrospective Think Aloud (RTA), participants
verbalize their interaction experience at the end of a task or a set of tasks. This is often
done while viewing a recording of their interaction session. RTA, appears to yield more
complex and explanatory data, as the test users who participate in the specific session
are not under pressure; instead they are free to think aloud in a natural way [17]. More‐
over, since the participants are free to perform the tasks without the need to think aloud,
the risk of reactivity is eliminated. However, one of the most important drawbacks of
the RTA method is that valuable segments of information may be lost due to participants’
memory recall problem, as it has been confirmed by [18, 19]. Furthermore, RTA requires
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additional time, on top of the user testing session for both the participant and the
facilitator.

The effectiveness of these two TA protocol modes in terms of usability issues
detected has been examined [20, 21]. However, the effect of TA procedural aspects (i.e.,
when and how exactly a facilitator intervenes) on the effectiveness of the method remains
rather unexplored. Ericsson and Simon [15] showed that application of TA strict guid‐
ance (i.e., a facilitator stays in the background just to prompt participants to keep thinking
aloud) is very difficult to be applied. Therefore, they propose a free approach with more
participant-facilitator interaction than the strict way.

The present study examines how two different treatments of the RTA protocol (a)
strict guidance and (b) physiology-supported interventions, affect the number of the
user-reported usability issues and users self-reported emotional ratings while experi‐
encing these usability issues. In the strict guidance, condition the facilitator prompted
participants to think aloud based on his judgement and experience. In the physiology-
supported interventions condition, the same facilitator intervened based on real-time
monitoring of user’s physiological signals, such as skin conductance. In specific, the
research questions investigated by this study are the following:

• RQ1: Is there any effect of the RTA mode on total number of usability issues reported
by users in RTA sessions?

• RQ2: Is there any effect of the RTA mode on participants’ self-reported ratings for
their emotional state during a reported usability issue?

• RQ3: Is there any effect of RTA mode on participants’ emotional state during the
RTA session, as it is indicated by their physiological signals?

The rest of the paper is structured as follows. Section 2 presents the interaction tasks
and the experimental general set-up and protocol, while in Sect. 3, the results from the
experiment are presented. Finally, in Sect. 4, conclusions, limitations of the presented
work and directions for future research are elaborated.

2 Interaction Scenarios and Experimental Setup

2.1 Scenarios

In this study, participants were asked to perform tasks using the free web-based Ortho‐
photos viewing service1 offered by the Greek National Cadastre and Mapping Agency
(NCMA). In this web application, users can navigate the map of the whole country and
perform tasks such as finding a specific place for a set of geographical coordinates,
measuring distances on the map, measuring the area of a building etc. This web appli‐
cation was selected because a previous heuristic evaluation study, conducted by three
experienced evaluators, showed that it has usability issues.

Participants were asked to use the service in order to perform two tasks. In the first
task (see Fig. 1 left), which included two sub-tasks, participants were asked to a) locate
a well-known bridge in Patras (i.e., the bridge connecting Rio with Antirrio, known as

1 http://gis.ktimanet.gr/wms/ktbasemap/default.aspx.
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‘Charilaos Trikoupis’ bridge) and measure the distance between the first and the fourth
pillar of this bridge and b) navigate in Patras old harbor and measure the length of the
breakwater. In the second task (see Fig. 1 right), which also involved two sub-tasks,
participants were asked to (a) locate a popular square (i.e., Georgiou Square) in the Patras
city center and measure its inner area as defined by the dotted rectangle shown in the
right part of Fig. 1 and (b) to modify the measured area to include all parts of the square
as defined by the yellow polygon shown in the right part of Fig. 1.

Fig. 1. The Orthophotos viewing service and specific spots used as part of the study tasks given
to participants. Left: Participants were asked to find and measure distances (task 1). Right:
Participants were asked to find and measure areas (task 2).

None of the study participants had previous experience with the evaluated web
application. However, most study participants (24/30) reported that they were rather
experienced in map usage and navigation with such applications (e.g., Google Maps).
Furthermore, the navigation places were carefully selected to be well-known to partic‐
ipants in an attempt to minimize the effect of spatial knowledge of the area on the inter‐
action experience.

2.2 Experimental Setup

The experiment took place in the facilities of our fully-equipped usability lab. The wire‐
less NeXus-10 physiological platform, along with BioTrace+ interface were used to
manage physiological signals recording and real-time monitoring. Three physiological
signals were recorded (skin conductance, skin temperature and blood volume pulse)
with a sampling rate of 32 Hz. All scenarios were designed to require minimum typing
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effort in order to minimize participants’ hand movements that may affect physiological
measurements.

During each experimental session, participants and facilitators were able to commu‐
nicate through an intercom system. The desktop Tobii-studio recording environment
was used to present the interaction scenarios to each participant. Level of room temper‐
ature and humidity were continuously monitored to minimize their effect on the collected
physiological signals.

A sample of 30 healthy participants (17 males), aged between 18 and 45
(Mean = 32.1, SD = 7.1) was recruited. They were approached from university campus
and the place of residence was the single criterion for their selection. Each experimental
session lasted approximately 60 min, including short breaks between scenarios. At the
end of the experiment, each participant was debriefed about study’s purpose and access
to their data sources (e.g., eye-activity and physiological signals) was offered as an
option to them.

At the beginning of each experimental session, participants were informed that they
will be asked to interact with an online map-based service in order to perform two tasks.
Next, they completed an appropriate consent form, along with some demographic infor‐
mation. Afterwards, the physiological sensors were placed on participants’ non-domi‐
nant hand. A short time of approximately five minutes was given to them in order to get
used to the sensors’ presence, while sensors’ transmission quality and participant’s body
posture in front of the eye-tracker were checked by the experiment facilitators.

Before each task a two minutes relaxing video was presented to participants while
their baseline of their physiological signals was recorded. Subsequently, scenarios were
presented to participants in a counterbalance mode, in order to remove potential
confounds during data analysis phase. At the end of the user testing session, participants
answered the Greek version of the standardized 50-item Big Five Trait Test question‐
naire2. The Google Forms service was used to implement the questionnaire and to collect
participants’ responses. However, the analysis of both the eye-tracking data and the Big
Five ratings are beyond the scope of this paper.

After the user testing sessions, participants were engaged in a RTA session. RTA
was applied in two different modes and it was supported by the PhysiOBS tool. Phys‐
iOBS (see Fig. 2) is an innovative tool that effectively combines observation data and
self-reported data for continuous emotional states analysis and is delineated in [22]. In
this study, it was used to present the video of the user testing session to participants,
create Areas of Interest (AOIs) indicating usability issues based on participant’s thinking
aloud, and assign participant’s self-reported ratings to these AOIs.

During each RTA session, participants watched their corresponding interaction
session (screen recording) through PhysiOBS. In the strict guidance RTA mode, the
facilitator asked from participants to think aloud about their interaction experience and
had no further involvement in the process, except reminding them to think aloud in cases
of long pauses. In the physiology-supported interventions RTA mode, the facilitator was
more engaged in the process. In specific, real-time monitoring of user’s physiology (e.g.,
rising of skin conductance) served as an intervention mechanism for facilitator’s actions,

2 http://ipip.ori.org/Greek50-itemBigFiveFactorMarkers.htm.
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such as encouraging participants to think aloud or engaging in brief discussions related
to the user-reported issue. The type of RTA session (i.e., strict guidance vs. physiology-
supported interventions) was randomly assigned for each participant-task combination.

In addition, the Affect Grid [23] tool was used by participants in order to rate their
emotional state in every usability issue they reported. The Affect Grid requires partici‐
pants to select a point on a 9 × 9 grid that best indicates their emotional state associated
with a stimulus, such as a usability issue. Grid’s horizontal axis represents the valence
(displeasure-pleasure) and the vertical axis the arousal (sleepiness-arousal). For example,
if someone feels neutral, then the middle square of the grid (coordinates = 5, 5) is expected
to be selected.

3 Analysis and Results

Thirty users participated in a study investigating the effect of two different applications
of the RTA protocol on the number of reported usability issues and users self-reported
emotional ratings while experiencing these usability issues. All in all, data from twenty-
four participants (14 males), aged between 18 and 45 (Mean = 32.3, SD = 7.5) were
analyzed. Six cases were excluded from analysis due to missing data (e.g., physiological
data recording error). This was a within-subjects study and thus the data analysis was
performed on 48 interaction sessions (24 participants × 2 RTA modes). In all subsequent
statistical analyses, the effect size r was calculated according to the formulas reported
in [24].

Fig. 2. PhysiOBS: A tool that supports synchronous viewing of multiple user experience data
and users’ emotional experience evaluation.
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3.1 RQ1: RTA Mode and Total Number of User-Reported Usability Issues

Participants reported a total of 115 usability issues: 51 in strict guidance RTA mode and
64 in physiology-supported interventions RTA mode. No grouping was applied to
produce a unique list of usability issues.

A two-tailed dependent samples t-test showed a significant difference in the number
of usability issues that had been reported between strict guidance (M = 2.08, SD = 1.10)
and physiology-supported interventions (M = 2.96, SD = 1.49) mode; t(23) = 2.26,
p = 0.033, r = 0.43. This medium-to-large observed effect size [25] demonstrates the
importance of the RTA application mode on the effectiveness of the method in identi‐
fying usability issues. In specific, participants in the physiology-supported interventions
RTA mode reported significantly more usability issues. A parametric test was used,
because a Shapiro-Wilk test revealed that the distribution of the differences in the
number of usability issues found by the two RTA modes did not deviate significantly
from a normal distribution; W(24) = 0.95, p = 0.23.

3.2 RQ2: RTA Mode and VA Ratings for User-Reported Usability Issues

During usability issues reporting, participants were also asked to provide a rating of their
emotional state using the valence-arousal space for each usability issue that they
reported.

Fig. 3. Valence-Arousal ratings per usability issue for each RTA mode. Bubble size represents
the number of ratings for each valence-arousal pair.
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Figure 3 illustrates the valence and arousal ratings (N = 115) for each usability issue
in each RTA mode. The size of the bubble represents the number of ratings for each
valence-arousal pair. Shapiro-Wilk test revealed that emotional ratings were not
normally distributed (p < 0.05) for both levels of the valence and arousal dependents.
A non-parametric test (Mann-Whitney) showed that valence and arousal ratings were
not significantly different between RTA modes; valence: Z = 0.81, p = 0.420, and
arousal: Z = 0.98, p = 0.325.

The dotted frame in Fig. 3 represents usability issues that caused intense emotions
(Valence < 5 and Arousal > 5), such as stress [26]. Participants assigned more usability
issues (N = 33) in this area during the physiology-supported interventions than during
the strict guidance (N = 22) RTA mode. Shapiro-Wilk test revealed that emotional
ratings within the stress area were not normally distributed (p < 0.01) for both levels of
the valence and arousal dependents. A Mann-Whitney test found no effect of RTA mode
on valence and arousal ratings in the stress area; valence: Z = 1.01, p = 0.311, and
arousal: Z = 1.31, p = 0.190.

3.3 RQ3: RTA Mode and Participants’ Emotional State During the Thinking
Aloud Session

Mean values of participants’ physiological signals were recorded during each RTA
session and were used as indicators of their emotional state. Table 1 presents descriptive
statistics of participants’ physiological signals during the two RTA modes.

Table 1. Descriptive statistics of the physiological signals during the two RTA modes. GSR:
Galvanic Skin Response, TEMP: Skin Temperature, BVP: Blood Volume Pulse.

Signal RTA mode Mean Median SD 95% CI
GSR Strict 4.05 2.35 4.31 [2.23, 5.87]
GSR Physiology-

supported
3.75 2.53 3.16 [2.42, 5.09]

TEMP Strict 28.43 29.58 5.68 [27.28, 30.83]
TEMP Physiology-

supported
27.96 28.53 5.68 [26.8, 30.36]

BVP Strict −22.91 −20.06 12.34 [− 28.12,
−17.70]

BVP Physiology-
supported

−23.18 −20.91 12.53 [− 28.5,
−17.9]

Two-tailed Wilcoxon signed ranks tests found no significant difference (p > 0.05)
between the two RTA modes for the recorded signals; skin conductance: Z = 0.64,
p = 0.523, skin temperature: Z = 0.63, p = 0.530, and blood volume pulse: Z = 0.16,
p = 0.875. Non-parametric tests were used because the assumption of normality was
violated for all three recorded signals; skin conductance: W(24) = 0.35, p < 0.001, skin
temperature: W(24) = 0.78, p < 0.001, and blood volume pulse: W(24) = 0.88, p = 0.010.
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4 Conclusions, Limitations and Future Goals

The aim of this study is to provide usability researchers and practitioners with a better
understanding of users’ treatment during a RTA session. Think aloud is a popular testing
method in collecting usability data. Studies like this one can help evaluators to make
more informed decisions about RTA protocol application.

The results of this study demonstrate that the physiology-supported interventions
RTA mode significantly outperformed the strict guidance RTA mode in terms of the
number of usability issues reported by users. Participants’ valence-arousal ratings for
the reported usability issues did not differ significantly between the two RTA modes
examined in this study. In addition, there was no effect of RTA mode on participants’
physiological signals during the RTA sessions. However, in the physiology-supported
interventions RTA mode, participants tended to report more stressful usability issues
and to have lower mean values for all recorded physiological signals during the RTA
sessions.

In sum, the physiology-supported interventions RTA mode seems to be the more
appropriate method for evaluators who are interested in detecting more usability issues,
rather than the typical strict guidance RTA mode.

As with any research, this study is not without limitations. First, the present study
used a within-group design. Hence, no individual differences, such as personality traits
and gender, and their possible effects on think-aloud performance was examined. To
this end, we are already planning future similar experiments to extend the data collected
in this study. In addition, there was one test moderator, and this person was the same
between the two conditions (strict guidance and physiology-supported interventions).
Although, this approach was chosen to ensure consistency across all users in each
condition, it might have affected the results. Future studies need to engage more moder‐
ators and investigate this effect, if any. Furthermore, regarding the physiology-supported
interventions condition, the interventions were based on real time visual inspection of
the physiological signals. The use of an automatic mechanism (a kind of silent alert
available only to facilitator) could probably be a parameter for further investigation in
an attempt to make more systematic the triggering events of these interventions. Finally,
future work also involves designing PhysiOBS-mediated learning activities for instruc‐
tion of thinking aloud protocols and physiological monitoring of study participants in
the context of our previous work [27–31] in HCI education.
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Abstract. Envision a future where the physical and digital become seamlessly
intertwined producing unbounded possibilities from interactions with autono‐
mous cars to the advent of smart cities. Tools and methods to explore the design
and development of such emergent hybrid spaces will need to be highly inclusive
involving engineers, social scientists, up to citizens. Such methods and tools
might support the so-called fictitious scenarios in form of digitally augmented
physical prototypes set in a near-future reality.

In this paper, we introduce the concept of “proto-tool”: multi-purpose digi‐
tally augmented artefacts with no constraints and seemingly limitless uses (e.g.
virtual and augmented reality devices, digitally augmented surfaces and objects,
etc.) that will be modeled on current and fictitious scenarios able to interact both
with physical and digital spaces de facto enabling rapid prototyping of Cyber-
Physical Interactions.

Keywords: Physical-Cyber systems · Design fictions · Rapid prototyping
User experience

1 Introduction

Evolving technologies such as smart cities, humanoid robots, domestic Internet of
Things (IoT) and autonomous vehicles are creating a vision of near future environments,
i.e. Physical-Cyber Environments [1]. These range from digitally augmented objects
(tangible user interfaces) to interactive virtual spaces (MS Hololens) to the Internet of
Things vision and Physical-Cyber Environments (P-CE). These emergent technologies
together form a paradigm of future interactions where the digital and physical properties
of objects are mixed together and merge fictional scenarios with working prototypes.

For instance, conducting user-based research into autonomous vehicles, a product
that is yet to properly exist in an accepted day-to-day form, is difficult as it involves
researching a ‘future’ product, which is yet to fully come into being [2]. Controlled
experiments and classic research methods in Human-Computer Interaction are consid‐
ered to have limitations in their application to P-CE suggesting that newer methods for
researching user interactions and future technologies are needed [3].
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The design of near future products and environments must involve the collaboration
and expertise of various disciplines and stakeholders, such as: artists, software engineers,
interaction and product designers, business managers and policy makers. Each of them
brings their own internalised assumptions and thought processes, making understanding
and discussion between the various parties potentially problematic. Tools and methods
are needed to aid productive dialogue between those involved in such processes. For
instance, Shedroff and Noessel [4] suggest that lessons can be learned from the interfaces
written about in science fiction and employed in the development of real world inter‐
faces. They speak of a two-way influence on design, one relating to real world design,
influencing hybrid science fiction interfaces and the other based in science fiction influ‐
encing real-world interface design by inspiration, expectation, social context and the
innovation of new paradigms. Science Fiction Prototyping (SFP) is a method that allows
engineers, designers or futurists to think about the technologies they are developing from
a human perspective, linking the imaginations of product developers and teams to future
users and usage. SFPs are generally short literary works of fictions, which are grounded
in scientific facts. The purpose of these stories is to start conversations about the impli‐
cations, effects or ramifications that technology may have on the future [5].

However, the literature on SFP highlights a number of shortcomings in the use and
application of this methodology. In its current format, SFP does not fully support the
ideation process with respect to the development of concepts. In part this is due to the
individual, exhaustive nature of creating a written SFP. Furthermore, the results are quite
limited reducing to a classic wall full of colored sticky notes, few storyboards, a story
world and a fancy video at most. Complex environments, such as C-PE need prototypes
to be properly explored and render a vision of the future technology that is tangible and
accessible to those participating in such design discussions. Low-fidelity prototyping
(e.g. paper prototypes, storyboards and narratives) is just a first step towards developing
a system and achieving working prototypes can allow users to inspect new forms of
interactions; recently, Schmidt [6] noted in a critique to extensive use of low fidelity
prototyping to test user experience (sketching, storyboarding, videos, etc.) that «making
functional prototypes is a source of inspiration, understanding and reflection».

This work aims to build upon the idea of SFP, to introduce the use of proto-tools –
multi-purpose digitally augmented artefacts with no constraints and seemingly limitless
uses (e.g. digitally augmented surfaces and objects) – that can aid the creation of future
fictional scenarios and corresponding high-fidelity prototypes for exploring the design
of interactions in Physical-Cyber Environments.

2 Challenges

A growing challenge to PC-E design practice is the need to bridge the communication
gap between various professions, designers, other stakeholders and end user groups
involved in the design process. Even within sub departments of organisations people
have “unique perspectives” of aims and tasks causing conflict. Another aspect is time
to be effective and productive. It can take years to be effectively submerged in a new
culture. For example, Myra Strober [7] discovered that at Bio X, an interdisciplinary
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science centre at Stanford, it took two years of weekly meetings to learn the culture and
habits of mind of each other’s disciplines. Therefore, time effective solutions need to be
explored to begin to address some aspects of developing productive communication
between various and diverse collaborators.

For instance, the use of fictional scenario-based design and rapid prototyping meth‐
odologies might break the mental image of future scenarios, biased by participants’
background. The use of a generative session, or workshop, allows for the understanding
of latent and tacit knowledge and while bounded in time by sessions, a fictional design
workshop could be complemented by digitally augmented prototypes instead of low-
fidelity prototypes (e.g. storyboards). Digitally augmented prototypes can materialise
ideas to stimulate participants reflection in action and at the same time create a common
language to talk about problems and solutions [8].

The main challenge then shifts to introduce digitally augmented technologies in design
fiction workshops that can be used by participants to prototype solutions without requiring
any specific technical background, i.e.: designers, stakeholders and end user groups.

3 The Quest for Digitally Augmented Artefacts

Ethnography suggests that collaboration can be enabled by shared representation, but
these externalised representations add to cognitive processing [9]. Externalisation of
individual’s thoughts and ideas via representation in artefacts can aid communication
of those thoughts and ideas. The question then becomes: how to inspect others’ thoughts
or ideas in an effective and productive way to inform the design of future cyber-physical
environments.

Our hypothesis is that digitally augmented artefacts spontaneously created by people
to support their own vision of such cyber-physical environments can offer a window
into their cognitive and creative process. Our hypothesis is consistent with research in
distributed cognition and the use of artefacts to externalise cognitive models [10, 11].
Furthermore, the theory of embodied interaction considers the materiality of tools as
one of the most critical cognitive resource for human activity [12, 13]. Considering
cognitive artefacts as a glimpse on participants’ inner design mechanisms has some
limitations studied by [14]: especially in terms of artefacts being too bounded to the
context or scenario proposed in the design session (context bias). We propose to address
such limitation by stimulating rapid prototyping of Cyber-Physical environments
through the use of proto-tools allowing the articulation of artefact at “basic level” of
generality following Rosch’s contribution in prototype theory [15] and Schon’s reflec‐
tion in action [8]. The aim is to use proto-tools to inspect design brainstorming outcomes
and reflect on them.

In our vision a proto-tool is a rapid protyping environment used to assign behavior to
smart artefacts, i.e. smart objects that offer features like connectivity, sensors, actuators,
and embedded software [16]; by exploiting the dual nature of smart objects (physical and
digital) and leveraging on human’s natural ability of interpreting and manipulating
objects in the real world, proto-tools aid participants to render fictional scenarios into
functional prototypes to be used as a source of inspiration, understanding and reflection
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[6]. The rapid prototyping environments are used to assign specific meaning and behav‐
iour to smart objects without requiring programming expertise but instead providing a
technology powerful enough to render a working prototype of the fictional scenarios.

4 Prototyping Cyber-Physical Environments with Proto-Tools

From autonomous vehicles and Internet of Things, to futuristic augmented experiences
in museums Physical-Cyber Environments (P-CE) are emerging as a relevant paradigm
in future interactions where the digital and physical properties of smart artefacts are
mixed together to render fictional scenarios into working prototypes.

For example, in domains like Cultural Heritage (CH), smart artefacts can be installed
in museums, archaeological parks and exhibitions to create smart visit experiences, i.e.
scenarios where visitors acquire CH content by interacting with the surrounding envi‐
ronment and smart artefacts included in it. Nevertheless, such interactions among people
and smart artefacts in an augmented environment are technically challenging for
museum curators and other stakeholders involved in design visits. In Desolda et al. [31]
researchers introduced a tool called EFESTO-5W for simplifying the creation of Event-
Condition-Action (ECA) rules combining smart object events/action (see Fig. 1). Some
studies have shown that the EFESTO-5W composition paradigm effectively guides
curators and non-technical users in establishing the behavior of multiple smart objects.

Fig. 1. An example of service attributes assigned to a smartphone for future use by visitors as
planned by curators without involving any programming.
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In [32] a tangible user interface block-oriented programmable object
(TUIBOPO) framework was introduced as an extension of the TUIO protocol
providing further interaction capabilities for multi-device environments. The TUIO
protocol, as Kaltenbrunner et al. (2015) stated, “is an attempt to provide a general
and versatile communication interface between tangible tabletop controller inter‐
faces and underlying application layers. It was designed to meet the needs of
tabletop interactive multi-touch surfaces, where the user is able to manipulate a set
of objects and draw gestures onto the table surface with the fingertips.”

TUIBOPO can be considered a framework for implementing block-oriented
programmable objects that simplifies the implementation of such objects with physical
and digital properties (Fig. 2).

Fig. 2. Block-oriented programming with tangibles. Users are assigning digital properties and
functionalities to a smartphone assembling blocks instead of by programming.

Those are just few examples of the emerging platforms providing capabilities that
are compliant with our definition of proto-tools and that can be exploited to design and
implement high-fidelity prototypes in fictional design scenarios.

5 From Physical-Cyber Environments Design Fiction to Working
Prototypes

The world that we inhabit is full of tangible objects, objects of different weights, shapes,
textures, colours, temperatures and even tastes and scents; some are stationary while
others are portable. We pick up books, play musical instruments, wear clothes, sit on
furniture and engage with all manner of artefacts in our day-to-day existence. With the
emergence of smart materials and the IoT [16], we are having to re-think how we engage
with a range of smart, interconnected objects, both day-to-day and specialist devices.
This reconsideration of purpose is reflected in the emergence of a range of approaches
to the design of TUIs.
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Developing and optimising tangible interfaces, with their mix of physical active
elements combined with variably configured displays, presents significant challenges
compared to design processes targeted at traditional, screen-centric keyboard/mouse
driven UI systems. Sketching, perhaps the most widely used design tool is obviously
used to efficiently communicate concepts to other members of a design team but also,
and perhaps more importantly in terms of the current study, is a central methodology in
design research. In this role, it can be considered as an early-stage, minimal fidelity,
prototyping methodology. “… sketching is thinking. … Its purpose is to test and verify
a concept through a communicable representation”. [17] This design-research aspect of
sketching is problematic in a hybrid digital/physical domain since the elements that make
up tangible interface systems tend to require configuration and linking in application-
specific ways that mitigate against the flexibility and low investment investigations
typical in more conventional, paper-based sketching. Blackwell et al. [18] explicitly
follow the sketching paradigm in their ‘Tangible-Prototyping Workshop’ methodology,
but extend the range of sketching resources to include familiar 3D materials such as
foam boards, modelling clay, pipe cleaners, string etc. Their aim is to be able to rapidly
produce tangible ‘sketches’ that that provide maximum opportunity for creative explo‐
ration and evocative experiences and which support a range of analyses of the resultant
‘solid diagram’. Their approach is severely limited in terms of the functionality of the
prototypes produced, but a number of other projects such as that of Nam (2005) [19]
and ‘Sketch-a TUI’ [20] have sought to address this problem through approaches based
on ‘interactive sketching’, extensions or augmentations of traditional sketching which
seek to retain the spontaneity of drawing while using AR and sensing to implement some
of the functionality of reactive objects.

In contrast to the underlying sketch paradigm of these projects, where there are (at
least in principle) very few preconceptions about the ontology of the tangible artefact
being designed, many projects have attempted to facilitate rapid TUI prototype devel‐
opment by providing collections of selected functional elements which may then be
assembled by the design team to construct a prototype. These frameworks or toolkits
typically consist of (or enable) a number of physical elements (‘iStuff’ [21], ‘Makey
Makey’ [22]) or small active networked devices designed to add functionality to physical
objects (‘Smart-Its’ [23], ‘CookieFlavour’ [24], ‘Amerino’ [25], ‘Kniwwelino [26])
together with a software architecture which handles configuration and intra-object
communication in a way that does not require specialist coding skills. An alternative,
but related approach seeks to use AR to resolve the difficulties of configuring and
connecting the physical elements of a TUI by providing a prototyping framework which
is partly [27] or wholly [28] virtual. A third approach, perhaps acknowledging the ludic
nature of parts of early-stage design processes as well as the openness and flexibility
required of systems designed to stimulate the imagination, uses frameworks such as
Lego [29] originally intended for play. While it might be argued that this necessarily
reduces the power of the prototyping process, turning it from an exploratory, unbounded
process to one where creativity becomes at least to some extent a matter of selection, in
practice provided a sufficiently large number of varied elements are included in the
toolkit or they are sufficiently generic and open in their potential configurations, results
can be useful at least in terms of exploring the materiality of tangible interface elements.
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However, such toolkits are at best a collection of casings and interface mechanisms
such as buttons, dials, sliders and so on which typically have low fidelity in terms of the
physical materiality and haptic identity of tangible interface elements. As the ‘TUIkit’
project [30] has suggested, evaluating and optimizing material and physical qualities is
a hugely important part of the TUI design process, yet, “in the design process of tangible
interfaces, little attention has gone to the meaning of material qualities for TUIs, and
materials are often chosen more for their availability or technical qualities, rather than
for their benefits to the user” and then only comparatively late in the design cycle. So
how do we develop design tools to enable us to create high-level cyber-physical systems,
that require a tight linkage between the physical and the digitally functional? Developing
such tools is a design problem in its own right. In order to think about some challenges
that we face, we offer a couple of scenarios, conceptual designs that can aid us in our
design-thinking. In our first scenario first we propose a system that is a simple tangible
device that we call the Palm Stone (PS). The PS is a small stone like object that sits in
the palm of the hand, the user carries around with them and it responds, in different ways
to certain activities in the environment. For example our PS gets warm when our son
returns home from school, it vibrates gently when our friends are playing an online game
that we play together, it vibrates with a certain rhythm for a diary date and it has a range
of preferences that can be set to trigger it when certain events, or environmental factors
are sensed. Theoretically it appears as though this is a simple case of ‘if this then that’,
but practically making a small prototype of such a system would need us to program the
actuators, devise vibration systems, add heating elements, networking protocols would
need to be dealt with and the physical form would need to be made. It could be done
with a low power Arduino system, soldered together and cased, but imagine if there was
a simple system that allowed us to add a series of triggers to a ready made system that
would then allow us to quickly prototype and take out the system into ‘the wild’ [33]
gather feedback and refine the system. This would be a much more useful proposition
for a range of possible users; from designers to people trying to understand consumer
behaviour.

Now imagine if we were able to take such technologies and employ them in domains
and places such car interfaces where different people might want different physical
interface properties, or want different degrees of haptic feedback, want the interface to
sense pollution, or react to voices and so on. Currently having to develop something on
this scale would need a whole range of programming, engineering and 3D design skills.
Developing proto-tools to help support the development of cyber-physical systems
would be a huge leap forwards as a way to quickly create tangible prototypes even about
near future technologies.

6 Conclusion

Cyber-Physical environments are becoming a relevant area of research considering the
evolution of technology and near-future visions of digitally and physically augmented
objects, which can offer unbounded possibilities especially in terms of impact and inter‐
action with the society,
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In order to design for Cyber-Physical environments and therefore smart objects
operating in such scenarios we need to involve a wide range of stakeholders, from engi‐
neers and social scientists to citizens and thus we need methods and tools that will allow
participation from different group of backgrounds.

Those methods, for instance fictional design scenarios, normally involve low level
prototyping in form of storyboards or videos but we think that currently there are more
possibility to refine those prototypes and produce higher level artefacts.

We introduce the concept of proto-tools which are an emergent type of environments
that can be used to rapid prototype smart objects in Cyber-Physical environments with
little or no technical background required. Those proto-tools will provide a way to over‐
come the limitation of low fidelity prototypes capabilities when rendering fictional
scenario environments. For instance, we can imagine a multi-disciplinary group of
participants in the automotive sector, like: engineers, policy makers, drivers being able
to prototype a dashboard of an autonomous car and render it, instead of with a bunch of
sketches and storyboards, with a mixed reality application programmed via a proto-tool
where a physical box representing the dashboard frame could be extended with
augmented reality projection of controls made interactive by haptic controllers. Such
scenario can then be explored thoroughly revealing user experience issues and oppor‐
tunities at a more complex scale overcoming the limitation of a low fidelity prototype.
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Abstract. Culture has a direct influence on the user experience. Good experi‐
ences should consider the context in which users belong and live, whether social,
or organizational. For this, the qualitative research plays an essential role, since
it is the one that will give the designer the possibility to know the users of the
solutions he/she designs, understanding their needs and problems, process and
tasks that he/she performs, as well as the famous ‘gambiarra’, a quick fix so
frequently seen in computer systems. This article aims at exposing the importance
of qualitative research in order to understand the cultural context of users. It is a
theoretical article in which the authors use examples to demonstrate the impor‐
tance of the research, especially the research that is carried out at the users’ work‐
place. Hopefully, it will be able to contribute to future research and reflections in
the field, influencing designers and researchers alike, in their work.

Keywords: Cultural context · Culture · User experience

1 Background

About twenty years ago, in 1998, Karen Holtzblatt and Hugh Beyer published their book,
Contextual Design: defining customer-centered systems, based on a method they created
another ten years back. By then, plenty of computer systems were delivered late and
over budget, and did not perform as expected. Unfortunately, it has not changed much,
ever since.

The problem with such approach is that it just doesn’t work. Today, twenty years
later, still many systems are delivered in a far from optimal condition. The costs with
rework, change requests, support, and maintenance are still extremely high. There are
potentially many reasons why the quality of delivered software is still not good enough
and one of the most important ones is that cultural context is almost never considered
in the requirements definition.

Work does not happen in a vacuum. Instead, work takes place in a culture, which,
according to the authors, defines expectations, desires, policies, values, and the whole
approach people take to their work.
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So, this article aims at exposing the importance of qualitative research in order to
understand the cultural context of users. It is a theoretical article in which the authors
use examples to demonstrate the importance of the research, especially the research that
is carried out at the users’ workplace, since it is the one that will give the designer the
possibility to know the users of the solutions he/she designs, understanding their needs
and problems, process and tasks that he/she performs, as well as the famous
‘gambiarra’, a quick fix so frequently seen in computer systems. Hopefully, it will be
able to contribute to future research and reflections in the field, influencing designers
and researchers alike, in their work.

2 Computer Systems and Culture

Erin Meyer, in her 2014 book, The Culture Map, brings to our attention the most common
business communication challenges that arise from cultural differences. Many of the
situations raised by such issues can be significantly mitigated if taken into account at
requirements definition and design time, and addressed by means of User Experience
principles and guidelines.

One of the reasons behind this level of disregard for cultural context is the assumption
that all existing differences are due to personality. Actually, before individual differences
come into play, people see things through their own cultural lenses, and thus, judge (or
misjudge) them accordingly. This is a default and automatic mechanism people acquire
from their cultural context. Therefore, it is essential to have an appreciation for cultural
context, as well as respect for individual differences.

Jakob Nielsen (2017), in his keynote to the UX Conference last year, pointed out
that it is time we made technology work; we need to stop accepting that it always crashes
and freezes, and does the wrong thing. He ventured to say that he would like to call for
a moratorium on new features for an entire year, or maybe even for two years, where
all the programmers in the world would create no new features, not a single one. The
programmers would only work on fixing the errors or defects in the features that they
had already developed. Based on empirical data, it is known that many of those defects
could have been avoided if proper research had been done upfront. In fact, some code
might even be unnecessary, since it was written to implement features that were not
necessary or wanted, in the first place.

If work takes place in a culture, in order to be successful, a system must fit into their
customers’ culture. Otherwise, regardless of how well designed and built the system
was, or whether it does solve a real problem, it will not succeed. ‘Not succeeding’ here
includes low and lengthy adoption, minimal use, abandonment, high number of inci‐
dents, too many unhappy customers, in addition to not selling well.

In order for a system to succeed with a given group of target users, it must not conflict
with their self-image. The system must account for the constraints these users are under,
and it must not underestimate the values that are important to these users. That would
be a guaranteed shortcut to failure.

According to Interaction Design Foundation (2015), the success and failure of a
design is not just about one user sitting in front of a screen. It’s the result of a broader,
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more social interaction which means that a designer must have a toolbox full of concepts
and methods drawn from the field of Sociology. Simply put, Sociology is the study of
social human relationships—and such knowledge is thus necessary to designers.

In a similar way to Psychology, Sociology remains fairly stable because groups of
humans still have roughly the same dynamics today as they did a hundred years ago.
Therefore, design knowledge based on Sociology is a stable foundation to stand on, even
when it seems like the world is moving at an ever-increasing pace.

A person working on a computer in the 1980s used technology that differs largely
from the technology used by today workers. Nonetheless, their psychological apparatus
are identical, and their needs to get things done in collaboration with their colleagues
(i.e. sociologically) are also identical (Interaction Design Foundation 2015). That has
not changed much. Both workers still make similar choices when trying to get things
done at work.

As Beyer and Holtzblatt (1997) point out, culture influences work by altering the
choices that people make. However, the design team that understands these constraints
is fully equipped to build systems to account for them.

You may be asking yourself by now, if culture is in fact invisible, how can one get
to know it, and build a system that accounts for it. Fortunately, like with many other
intangible aspects, it can be deducted from indicators that are observable, that can be
seen and heard when the team takes the opportunity to join target users in their envi‐
ronment and spend time with them.

“Culture is to us like water is to a fish - pervasive and inescapable, yet invisible and
intangible. Cultural context is the mindset that people operate within and that plays a
part in everything they do. Issues of cultural context are hard to see because they are
not concrete and they are not technical. They are generally not represented in an artifact,
written on a wall, or observable in a single action. Instead they are revealed in the
language people use to talk about their own job or their relationships with other groups.
They are implied by recurring patterns of behavior, nonverbal communications, and
attitudes. They are suggested by how people decorate and the posters on their walls.

The cultural context includes the formal and informal policy of an organization, the
business climate created by competitors and by the nature of the business, government
requirements, the decor of the site, the self-image of the people doing the work, and the
feelings and fears created by the people or groups in the organization” (Beyer and
Holtzblatt 1997) (Fig. 1).

The indicators are the tone of the place, the policies, and organizational influences.
In the following paragraphs we will examine the indicators, individually.

The first indicator is the tone of the place. If the place looks clean and organized, it
tells you that this customer values cleanliness and organization, and thus it is unlikely
that they will accept a system that looks messy and cumbersome.

Second, the policies, people do follow policies at work – both formal and informal,
even if these are unwritten. Policies can be unveiled through the words people use and
relationships they maintain. Most importantly, the words people use will show the poli‐
cies they care about, which, in other words means, it points out to which problems should
be solved first. Policies that are followed let us know how the work is done, what the
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power relations are like, how flexible processes are or are not, or what kinds of commu‐
nication are used.

The third indicator is organizational influence, which relates to who or what group
is the source of conflicts and irritation in the workplace. When listening to people talking
about other people in the workplace, it becomes evident which colleagues, departments,
or job functions they trust and/or the ones they would rather avoid. It can be clear the
potential workflows that will work.

In order to visualize the data observable and thus, make culture tangible, Holtzblatt
and Beyer (1997) created Cultural Models. In a Cultural Model, the influencers (those
that affect or constrain work) are shown as bubbles. Influencers can be internal (collea‐
gues, formal groups, “management”) or external (customers, vendors, competitors,
government). When bubbles overlap, it shows how much the work is affected by this
influencer. Arrows represent the direction of the influence and the extent to which an
arrow enters a bubble shows how pervasive it is. Breakdowns or problems that are
particularly harmful are represented in the model as lightning bolts.

The influences that tend to be more relevant to design are: standards and policy (e.g.
allowed software, gifts, security procedures), power formal and informal (e.g. the weight
of hierarchy, knowledge experts influence, family or affective relationships outside
work), values of a company or team (e.g. conservative vs innovative, social responsi‐
bility), a group’s own sense of identity (e.g. ‘we don’t do process’, ‘in this team we have
a barbecue on the last Thursday of the month’) and people’s emotions about what they
do (positive or negative, e.g. fear of losing the job, professional pride, gossip).

All of the aforementioned elements, as relevant influences on design, can be captured
or better understood through qualitative research, especially through observation in the
workplace. Interviews are also useful, however, people do not always say what they
really think or do. The practice in user research shows that, when interviewed (especially

Fig. 1. Cultural model
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if outside their workplace), people tend to tell what they consider to be an ideal process
for accomplishing their daily tasks rather than describing what they actually do, shortcuts
they use, and the gambiarras1, which are nothing more than improvised solutions, with
whatever means are at hand. Gambiarras, at first, are created as quick fix and a firm
intention to be temporary, but that is often forgotten, and they become permanent.

Gambiarras are an example of cultural practice that is worth exploring a bit further,
since it so ingrained in the Brazilian culture, that it interferes with work in all its forms.
For example, considering only the Information Technology field, we can find
gambiarras both in software and in hardware. Hardware gambiarras are those that use
components that are not suitable for equipment, such as desk fans to replace computer
fans, or using cables, wires and pins of other equipment. Software gambiarras are those
in which programmers seek to solve organizational and technological problems, such
as the absence of qualified professionals in the team, poorly designed systems, lack of
time, managerial pressure, low budget, short deadlines, inadequate hiring, low involve‐
ment of professionals, etc. with seemingly miraculous solutions, that are to be used
temporarily and that, for whatever reason, end up becoming part of the permanent solu‐
tion. And that means that more effort will be required from the users, in the long term.

Hence, we must not expect to find information about the cultural context of a
company in its organizational chart, instead we need to collect qualitative data and find
a way to make it explicit. By using Beyer and Holtzblatt’s cultural model based on
observation, we can model what people think but don’t say, what people do rather auto‐
matically, and thus, do not say either.

The field research techniques used in Contextual Design are not very different from
the techniques used overall in User Research, which stem from Ethnography, although
with a higher degree of structure and constraints, so that it can fit the business constraints
of Software companies. The cultural model, specifically, can be a very powerful tool to
product teams, by providing a solid foundation to build their products upon.

Notwithstanding, in order to capture cultural context, we must embody the traveler
metaphor (Kvale 2007), where the Researcher is a traveler on a journey to a distant
country in a quest for a tale to tell back home. The Researcher-traveler must walk along
with the target users, asking questions and encouraging them to tell their own stories of
their world. The Researcher can then transform those stories into cultural models that
can be understood and considered by the product teams.

1 gambiarra means an “improvised solution to solve a problem or a need” (PRIBERAM, 2018).
It is so common that on Wikipedia there is a page describing the term in several areas.
According to the authors, “in programming, gambiarra is a palliative (and creative) way of
solving a problem or correcting a system in an inefficient, inelegant or incomprehensible way,
but that nevertheless works. In Brazil, gambiarra in computer programming is also referred
to as POG (Programming Oriented to Gambiarra), alluding to the concept of object-oriented
programming” (Wikipedia, 2018).
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3 Qualitative Research and Cultural Context

Qualitative research is based on text and image data, it has unique steps in data analysis
and draws on different investigation strategies (Creswell 2010). Contextual Design, in
turn, is an approach to collect data in the context of users, which uses analysis and
interpretation of data in an organized way. The purpose of contextual design is to under‐
stand the goals, desires and motivations of users, which can only be verified in the field
and by asking and observing users (Holtzblatt and Beyer 2013).

Holtzblatt and Beyer (2013) proposed five models of focus group and participant
observation to carry out field research, namely:

• “Flow model, which is used to capture communication and coordination to complete
a task. This model reveals formal and informal work groups, critical communication
points and formal and informal division of responsibilities;

• “Cultural Model, which is used to show the cultural policies that involve the execu‐
tion of work, explaining what strategies users choose in order to deal with everyday
situations;

• “Sequential model, used to show in detail the sequence of steps, strategies and diffi‐
culties of the users when trying to complete each step of a work;

• “Physical model, which is used to understand what physical environments prevent
or assist in completing a task;

• “Artifacts model, which is used to make explicit the artifacts that are created and
used to complete a task.

The contribution of these models in designing a good solution is to bring the users’
mindset and their perspective to the Design and Development teams. It is an efficient
way to bring to attention issues and structure of the users’ context, that might otherwise
not be perceived, and thus, lead to future confusion, errors, or even more impactful
consequences.

Differently from quantitative research, which focuses on numerical data and can be
characterized as a linear series of steps moving from theory to conclusions (Bryman
2004), in User Experience, best represented by Mike Kuniavsky, qualitative research is
concerned with the natural environment, it has the researcher as a fundamental instru‐
ment, it uses multiple sources of data, such as observation, interviews, documents, and
audiovisual material. It then performs inductive data analysis, while considering the
meanings given by the participants to the study (Creswell 2010).

According to Creswell (2010), when using qualitative research, the researcher can
study individuals, explore processes, activities and events, or learn about the broad
behavior of individuals or groups with relation to their own culture and how they share
it with outsiders. The latter is essential for design and for ensuring a user experience that
is appropriate to the context of use, since values, origin, gender, history, interpersonal
and intrapersonal relations, socioeconomic status, among others, can shape the users’
relationships and experience.

The quality of the qualitative research is guaranteed by the questions asked (Creswell
2010), as well as the collection of other data and artifacts, such as spreadsheets, notes,
memoirs, process maps, training manuals, and even objects that are used to solve one
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problem or another in the workplace, like for instance the use of a stapler by a user tired
of pressing the “enter” key on his keyboard when the system often opens a (or several)
confirmation window, as you can see in Fig. 2.

Fig. 2. Use of a stapler by a user to trick the computer and press the “enter” key on your keyboard
when the system often opens a confirmation window. Authors’ collection.

This type of research seeks to extract meaning from the collected data, considering,
mainly, the context and the individuals’ current and previous experiences. That is to say,
while quantitative research explains the phenomena in the light of hypotheses and theo‐
ries, the qualitative research understands them from the reflection upon the data
collected. Thus, population, location, and the historical moment of the research are
considered as fundamental elements that will influence the results, which means that
there is no measurement, but rather interpretation; that there is understanding and not
explanation; that results cannot be generalized to other contexts, and that the application
of the same research in other contexts requires adaptation of the same (Creswell 2010).

For example, in 2015, at a Brazilian bank, when the customer wanted to pay the
credit card invoice at the ATM, the machine requested that the customer insert the card
and. When the user selects the option ‘payment > credit card’ in the menu, she sees the
following message: “Please enter the credit card number or, if you prefer, insert/remove
the credit card in the card reader to capture the card number. Do you confirm the
transaction?”, as shown below (Fig. 3). However, unless the user knows by heart all
sixteen digits of their credit card number – which is unlikely – she is in a deadlock. The
message asking the customer to insert and remove the card to read the data does not
make sense to the user because the card was already inserted in the machine, but since
the system did not recognize the card, of for whatever reason, did not read the card
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number, it now forces the user to remove the card, copy the numbers to a piece of paper,
which would then restart the operation.

Fig. 3. ATM screen of a Brazilian bank. Authors’ collection.

This episode was experienced by the authors in two Brazilian cities and when
narrated in a course taught in Brazil, a student, who was an IT professional from the
aforementioned bank, was surprised to know that this was happening at ATMs of
different cities. According to the student, this had never been explicitly considered, and
it was likely that the bank was not aware of the fact. The student took note of the fact
details and volunteered to report it the responsible area in the bank.

What does this experience tell us? That the bank did not conduct research with its
users? That they did not consider the context of use? That the process was not mapped?
That the task was not previously described? For these questions, perhaps the most
appropriate answer is “yes and no”. It is possible that the bank carried out surveys,
considering the clients’ profiles and the context of use, in their own way. They might
even have had the process mapped. But it is also possible the design was not validated
or usability tested after the system went live. So, when the new demands were not met,
they brought up not only the non-attendance of users’ needs, but also the presence of
possible system bugs.

There might also be an indirect impact on other users, other customers who want to
use the ATM machine, people bothered with the queue that forms due to the delay in
finishing the transaction, and so on. That means, a single, simple example might indi‐
rectly create a lot of problems, that could have been avoided if only the bank had done
their research and validation.

In view of the above, considering the context of the users, especially when the
researcher makes observations in the workplace, one can learn (Spool 2007): (1)
processes and terminology: what users actually do and what terminology they use, as
they do it, subtleties of their work which they do not realize; (2) context: what external
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forces influence the design, if the needs change in extreme situations, details of the
environment that the user does not know how to describe; (3) similarities and differences:
by observing several participants, it is possible to identify more critical needs, which
are common to most.

4 Final Thoughts

Currently accepted in several knowledge areas, the qualitative approach lends itself to
the study of opinions, values or beliefs of a particular group, showing itself to be very
useful in design because it allows a broader, more complete understanding of reality,
enabling the generation of more detailed information about human experiences.

Back to the gambiarras example, it seems clear that they are bad for the user expe‐
rience. Once a provisional and apparent solution is in place, it remains for a long time,
since it gives the organization the false impression that the problem is no longer an issue.
To the organization, there doesn’t exist errors or failures that would justify the invest‐
ment of time and resources. Analyzing and understanding how, when, where and why
gambiarras happen, can enable us to promote a good user experience, by highlighting
to us mainly what not to do for different cultural contexts.

Qualitative research, especially interviews and observation in the workplace, are
essential to avoid the generalization and replication, so common in the business software
realm. It is from the research with users, especially the one held in the workplace that
the design can understand the context of use, the processes, the accomplishment of the
task, the needs, the problems and the pains of the user, within their cultural context.
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Abstract. It becomes important that today’s governments include user research
in the development of their digital platforms. Taking into consideration users,
their needs and the context, has to be at the centre of their approach. User
research uses several research methods coming from ergonomics, HCI, human
behaviour, cognitive sciences and human interaction. The evidences provided
from user research enable to improve and make digital platform accessible to all.
This paper will start with an account of User research, its origins, its benefits,
and when it should be applied in the product development process. A case study
“the Universal Credit Digital Service” (UK) will be presented. 23 participants
took part in face-to-face user testing sessions using mobile devices (iPhone,
Samsung and iPad). The full user journey from registration to the claim sub-
mission was tested. Every step of the journey was analysed screen by screen.
Issues in terms of usability, layout and content that could have impacts on the
general user journey were identified and will be discussed.

Keywords: e-Government � User research � Citizen � End users
Government portal � User testing

1 Introduction

E-government emerged in late 1990 with the democratisation of the internet [1].
A shared aim was to create a self-service online portal/web base service for citizens that
is easy to use and meets government benefits [2].

Lacking citizen experience seems to be a common practice in e-government plat-
form development. We could identify that there is a little coverage of citizen and user
satisfaction in the literature between 2000 and 2012.

We can see a recurrence that the development of a digital solution was very often
led by policy and technical rather than by user needs. There is some clear evidence that
what is missing is the monitoring of citizen experience in the use of government
services [3].

It becomes important that today’s organisations include user research [4]. At the
end of the day, if a government wants to move digital, they must take into consideration
their users, their needs and context.

Even if user research is not a new concept, some countries such as France are not
yet embedding it within their e-government service development. This becomes
obvious, as one can see the difference in terms of user journey, user experience and
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user satisfaction. Even if they try to make some efforts, the user experience seems to be
“la cinquième roue du carrosse”, the fifth wheel, which means that user research is
generally seen as an optional extra. Bearing in mind that in some countries decision
makers have no idea what user research is, let alone its benefits.

For more than a decade, the United Kingdom started to put in place a digital
transformation agenda, with the aim to develop an online solution that will benefit the
citizens and the government. Their main objective was to reduce costs and provide a
self-service online journey. Nevertheless, it was reported that there was a “lack of focus
on citizen during the development” [2]. Furthermore, the development of their digital
solution was also led by policy and technical rather than by user needs.

One of the major issues was that that they did not involve user researchers at first.
They seem to commission external agencies that were conducting Qualitative research
(focus groups, interview and field work). Once the report was ready, designers, busi-
ness analyst and IT team put in place a solution, based on their understanding of the
report. Departments were working in isolation, even if we could anticipate some
overlap in terms of processes and citizen needs. This led to isolated platform/websites
that are not always easy to use.

Since then the Government Digital Service (GDS) department unit part of the
Cabinet Office started introducing user research and user needs in their digital strate-
gies. Standardisation of the processes, introduction of multi-disciplinary teams working
following agile methodology became a must. GDS emphasised the importance of
conducting user research [5].

Scrum teams were set up and 25 exemplars [6] were put in place, introducing user
research through the whole product development.

The outcome was that GDS created guidelines for best practices. Even if they are
not perfect, as they lack academic background. The guidelines are a very good starting
point in the necessity of embedding users through the e-government product/service
development.

Every end-user-facing service must follow the guidelines and meet the 26 service
standards – that have now been reduced to 18 [7]. Every service that involves
citizen-facing must go through the GDS assessment at the different stages of the
product development, generally at the end of Alpha and Beta phase. Lack of user
research leads to failure of the assessment; in extreme cases the service is switched off.

1.1 What Is User Research, Where Does It Come from,
and What Is the Role of User Researchers?

User research uses scientific (qualitative and qualitative) research methods. To
understand and evaluate user behaviour, needs, motivation while using a digital
product.

User research provides strong evidence on how users react and might interact with a
product or service.

The aim of conducting user research is to meet user needs, reduce risk and generate
revenue or lower cost. It can also help stakeholders make better decisions, which will
result in a more successful product or service.
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User research (UR) incorporates usability, human and computer interaction, social
interaction, psychology, ergonomics, anthropology etc. UR is becoming a discipline on
its own and is now integrated into the agile product development circle [8].

User research is more than usability. User research helps to understand who are the
users and what are their needs. It puts the user at the centre of the investigation. UR
looks at the full user journey across multiple digital tools (apps, software or digital
products). It looks at how the user interacts with the whole ecosystem (devices, apps,
software, site, social media, environment etc.).

User research provides valuable information collected using research methods
coming from ergonomics, HCI, human behaviour, cognitive sciences and human
interaction. These findings are evidence-based. They help web designers, software
developers, engineers, business owners, and other stakeholders create better (digital)
products; that should in principle be usable by all.

1.2 Why Is User Research Essential in the Development of a Government
Platform?

Citizens want to have access to everything at their fingers tips, in no time, through their
mobile, laptop, TV etc.

This digital transition transformation affects all organisations, dematerialisation,
data management, optimisation of processes, online sales, marketing, cost reduction, or
staff reduction where new profiles are required.

Differentiating Client Needs to User Needs: Client/stakeholder needs will be related
to the business needs (we want to reduce the number of emails, we want to commu-
nicate directly on the intranet, we want to be able to make the financial transaction on
our site, we want as a business to get X or Y etc.)

User needs relates to how users will interact with the tools.

Doing User Research Will

– Clarify business needs
– Identify the requirements
– Draw an account of the users by creating the persona
– Test the concept with real users
– Make the recommendation to the UX designers
– Check with the IT what is possible to be done technically.
– Test prototype before development
– Evaluate the functionalities
– Evaluate the architecture and layout of the product
– Evaluate content and terminology
– Evaluate how the users behave and what their needs are

Advantages
User research enables you to work agilely and improve the product through the product
development.
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Making changes before development is far less expensive than doing it once the
product is developed.

Doing user research will limit the risk of failure. It will increase the chance of
success and meet user expectation.

The user researchers are objective; they have several research methodologies to
capture evidence that will help the business, the IT, the design to make the right
decision.

User research can intervene when you want to change the design of your site or if
you want to add a functionality.

e-Government Users and Their Needs
Government services are more complex than other services as there are constrained by
policies, and there is no limitation in term of users, as it could be any citizen.

Therefore, it is essential to understand who the users are, how they will interact with
the service, as well as translate the policy jargon to user-friendly language.

1.3 When Doing User Research?

Involving users throughout the product development is essential, it should happen as
early as possible and through every phase (discovery, Alpha, Beta and Live).

Discovery: A short phase, in which you start researching the needs of your service’s
users, find out what you should be measuring and explore technological or
policy-related constraints. (4–8 weeks)

Alpha: A short phase in which you prototype solutions for your users’ needs.
You’ll be testing with a small group of users or stakeholders, and getting early

feedback about the design of the service. (6–12 weeks)

Fig. 1. Integration of user research to the product development circle Source – Savarit 2015 [9]
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Beta: You’re developing against the demands of a live environment, understanding
how to build and scale while meeting user needs. You’ll also be releasing a version to
test in public. (12–24 weeks)

Live: The work doesn’t stop once your service is live. You’ll be iteratively
improving your service, reacting to new user needs and demands and meeting targets
set during its development (until retirement).

2 Case Study: Universal Credit Digital Service

The Universal Credit Digital Service is the biggest European e-government platform
and aims to be used by 10 million citizens.

Based on a new policy, the UK Government wanted to create a single platform with
the fusion of 6 benefits.

– Income-based Jobseeker’s Allowance
– Income-related Employment and Support Allowance
– Income Support
– Working Tax Credit
– Child Tax Credit
– Housing Benefit

The objectives of the Universal Credit were to make a single monthly payment to
the citizen, reduce fraud, put a cap on benefits, have monthly follow-ups with the
citizen in search of employment, and make it usable for 10 million users [10].

2.1 Background UCDS

The project started 12 months before we started implementing user research. At that
point, UX designers were just creating screens based on Policy requirements, or based
on research reports which were done by external agencies.

The project was development and policy led without or with very little UX/User
Research.

The UX team was composed of:

– 1 content designer
– 2 designers to prepare the screens
– 2 civil servants (1 part-time not on site) both acting as user researchers without

previous research qualifications or training.

The complexity of the project was that it involved so many end users. It was shaped
by two large policy documents, involved the interaction with other services such as
HMRC, as well as many job centre agents and other back-office civil servants.
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The basic architecture of the platform was developed offering a hybrid offline and
online journey. The registration was online but ID verification was offline, as claimants
had to come to the job centre to show a proof of identity.

User research was not recognised as an important part of the product development,
for policy people, product owner and/or delivery managers.

It was clear that Stakeholders did not see the importance of spending time with the
users despite the GDS recommendation.

Stakeholders did not realise that citizens on benefits may not be good with com-
puters, they may not have internet, or may not have a computer etc. and some may fall
in the Assisted Digital categories [11].

Furthermore, stakeholders did not realise that users were not limited to claimants.
Users were also every civil servant in the back office that needed to interact with the
platform.

The policy was not very popular with the general opinion. The press never missed
any occasion to write negative comments. Therefore, poor usability and user experi-
ence could have a negative effect on the policy, government, and of course the next
election.

Making the product usable for all the users was a challenge but overall was a
necessity. Every section of the UCDS platform were broken down in features and
prioritized.

Every section of the portal went through the following process:

– Mini discovery: to understand the policy requirement, user profile/persona, user
needs etc., the business analyst and user researcher have to gather the information.

– Screen or prototype creation: based on the BA, UR, designers and content
designers who worked on the screens.

– User testing: user researchers tested the prototype.
– Analysis: feedback and recommendation by the user researcher.
– Prototype updating: content and design.
– Retest prototype: user testing sessions until good enough to go for development.
– Validation: of the prototype, screen user researchers and BA.
– Preparation of screens: for development designers.
– Development.

Once the every features were developed, we tested the user journey on mobile
devices. Traditionally government focused on non mobile platform service, but today it
is important to make mobile e-government service in order to increase the access public
services to all the citizen [12]. GDS took the direction to develop every platform that
will be on the Gov.uk as mobile first [13].

2.2 Mobile and Tablet Testing

20% of consumers check their phone more than 50 times a day [14] Over 30% of UK
adults look at their phone within 5 min of walking. The average instant message
(IM) user sends over 55 IMS a day. 4G subscriber’s numbers expected to exceed 10
million by the end of 2015 [14]. This increased the importance in creating a mobile
responsive portal (Fig. 3).
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Web analytics UCDS March – July 2015
The analytics in Figs. 1 and 2 show clear evidence that mobile devices became the

primary choice used by citizens to access UCDS. We kept moderating the analytics and
projected that the pivot point was going to happen sooner than later.

We decided to carry user testing on the full end-to-end UCDS journey. This is to be
done on mobile devices (iPhone, Android and Tablet), aiming to get the maximum
amount of feedback to improve the mobile journey, to be easy and satisfactory.

2.3 Approach

Face-to-face user testing sessions were undertaken across 3 days on the: 7th July, 21st

July and 4th August 2015 at the Experience Lab facilities, in Holborn.

Fig. 2. Percentage of devices used to access UCDS March 2015-July 2015 - Source Savarit
(2015) [15]

Fig. 3. Number of visits to UCDS per devices March 2015-July 2015 - Source Savarit, (2015)
[15]
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The sessions lasted between 45–60 min and were based on:

1. Semi-structured/informal interview conducted to keep the session on track
2. Tasks performed based on a script prepared by the researcher
3. We used the UX external demo on iPad2, iPhone 5S and Samsung galaxy S5

2.4 Participants

All participants were 1st time users of the service and should be eligible to the universal
credit.

They were recruited by a recruitment agency based on a screener that the researcher
prepared. The details of participants are presented in Table 1.

Participants were briefed verbally at the beginning of the session, asking if they
were happy to take part in the research, explained their right to withdraw and asked to
sign the consent form. Ethical guidance was followed.

At the end of the session, participants were debriefed and given some incentives for
their participation.

2.5 Method

All sessions were video recorded and projected in the viewing room. Screen capture as
well as the face of the participant were recorded. Notes were taken during the sessions
by the researcher as well as by the observers (designers, business analysts etc.), which
were in the viewing room following the live session. The notes were summarized in an
Excel spreadsheet and the video files were reviewed to confirm what had been iden-
tified during the session. Despite the fact that reviewing the video is time-consuming, it
enables us to verify if the phenomenon occurred and that it is not influenced by
individual perception. Thematic analysis has been used to analyse the outcome of the
sessions, with data coded and organised into categories. Similarities in themes could be
identified across participants, across sections of the task and across user testing
sessions.

Table 1. Participants information

Session 1 2 3

Devices iPad iPhone Samsung galaxy
Participants 8 7 8
Age - average 33 35 33
IT skills Average to proficient Average to proficient Average to proficient
Gender 6 F & 2 M 5 F & 2 M 4 F & 4 M
Benefits HB1, WTC2, JSA3, ESA4 HB, WTC, JSA, ESA HB, WTC, JSA, ESA
1HB: Housing Benefit
2WTC: Working Tax Credit
3JSA: Job Seeker Allowance
4ESA: Employment Support Allowance
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2.6 Materials

– Discussion guide
– Consent form
– Tablet
– iPhone
– Samsung
– Camera
– Video recording
– SUS
– Excel document for the analysis

2.7 Findings

The sessions confirmed, that users did not have a clear understanding of what universal
credit was.

Entitlement. To make their claims the users initially had to check if they were entitled
to apply to UCDS. At this stage, only a few postcodes were taking part in the private
beta. Every claimant had to go through the postcode check which we called the enti-
tlement. Once the user was eligible to use the service, they had to register.

Quote 1: General understanding of the universal credit

Universal 

credit 
register 

Entitle-

ment 

Register 

as a 

single 

Create 

an 

account  

About 

you 

User journey 1: Entitlement, register and create account
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Participants did not experience any issues in checking if they were eligible to use the
service. They used their postcode and all participants managed to check their eligibility
autonomously.

After, they had to select if they were doing a single claim or a couple claim. All
participants taking part in the research were doing a single claim.

Create an Account

Participants were asked to create a user name, password and to answer two security
questions.

Password. At this stage, participants find some difficulties to move beyond the
username/password.

The user testing on mobile devices brought even more evidences towards partici-
pants who were struggling in the creation of their account. It was also more prominent
to create an account on the smartphone (iPhone and Android) than on the iPad.

Most of the users needed between 3 to 5 attempts to go through the “create an
account” process. Participants that were not computer savvy did not manage to go
through it and required the help of the moderator.

Furthermore, despite the instructions available to the users, and the colour coding
which was in place, they struggled to go through the account creation process.

The findings from the user testing show that participants were not reading the
instructions (symbols, letters, upper/lower cases and number) that were required.

We had evidence from previous user testing on desktop, that users had difficulties to
create an account. The reason was due to the complexity of the password requirement.
Even if we made the recommendation to simplify the password requirement, the
security service declined our recommendation.

On mobile devices, participants did not see the errors symbols in red, even if it was
more prominent on the smartphone than on desktop.

Therefore, we had to find other solutions to facilitate the journey of the password
creation.

Security Questions. To create an account, once the user managed to create a password
successfully, two security questions were presented to the users to be able to retrieve
their account in case they lose their login details.

We identified different types of issues:

Content Issue. Based on the reaction from the users during the testings, it seems that
two security questions was too much.
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Furthermore, the content of the security question seems to be a bit outdated as some
questions did not apply to the type of users (e.g. what was your first car? - some users
may never have owned a car).

Usability Issue. iPhone users could not see the totality of security questions, as they
did not fit the carousel preventing the user to read the questions. Users did not switch
their phone instinctively on the horizontal mode to see the questions. Even if few
managed to turn their phone, the content still did not fit the screen. Furthermore, the
position of the carrousel at the bottom of the screen was not visible to the user. Many
people do not see the carousel.

On the other devices (iPad & Samsung S5) we did not identify any issues.

Once the participants completed created a username, password, selected the two
security questions and their answer, they successfully created their account. This was
taking certain users up to 5–10 min.

About You

This section was for the user to confirm their email address. The main issue was that the
users did not read the content and the instructions.

Users just realised that they have made a mistake once they have submitted the page
‘apply for UCDS’ in the user journey 3.

Quote 2: Security questions

About 
you 

Confirm 

my 

email 

Home 

address  

Apply to 

UCDS 

To do 

list 

User journey 3: About you

188 E. Savarit



Confirm My Email. The confirmation of the email was straight forward. Users were
expecting to get an email confirmation in their mailbox. No issue (content or usability)
was identified, the layout on the mobile device was responsive.

Home Address. Some users mentioned that they had already entered their postcode
when they went through the entitlement screen, and questioned why they were asked
again. They expected their postcode to be kept in the system. No other issues were
identified.

Apply For Universal Credit. The process was straightforward and the users managed
autonomously to go through the process. The only issue identified was that the user did
not know at which stage of the journey they were. They had no visibility of how far
they were in the process of making their claim. Furthermore, they make the remark that
they have no visibility of how long it was going to take them.

To Do List. Once the user clicked on to apply for universal credit, they landed on a
screen with a list that “we” call the “to do list”. This covered the following sub-Section

Quote 3: Home address and postcode

Quote 4: Information about the process
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1. Income other than earnings
2. Caring for someone
3. Nationality declaration
4. Work and earnings
5. Your education
6. My health
7. Health-related benefits
8. Saving and investment
9. Housing

10. Bank account details
11. Who lives with you?

We could identify a mixed reaction from the users. All of them were quite over-
whelmed by the length of the “to do list”; most of them made faces or commented on
the list. We previously had this comment on desktop user testing, it was also more
visible on smaller devices as the user had to scroll down. They all understood that they
had to complete each section. Despite this fact, they believed that some of the sections
were not relevant to them.

The order of the “to-do list” was not perceived as logical. Some users started with
the one that seemed easiest to complete (e.g. housing, earning was easy whereas saving
and investment tended to be kept for the end).
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Income Other Than Earning
Users did not understand the meaning of the terminology “Income other than earning”.
They asked the moderator what it meant, we asked them what they will be doing if they
were on their own to complete their claim? Most of them respond that they will have
contacted the helpline to get more explanation. This comprehension issue was clearly
stopping the users from completing their initial application.

Caring for Someone
This referred to the people who were caring for someone who had a disability. This
question was generally for people that were getting or eligible for the carer allowance.
Some users thought that this section also was for parents that had children. They had to
click on the link to see what this section was about.

Nationality Declaration
No issue identified

Work and Earnings
Content issues: There is no clear understanding from the user of what work and
earnings meant (e.g. if they had to include benefits, maintenance etc.)

It was also not clear whether they had to put in their monthly or annual income.
There was also an issue for those on ‘0’ hour contracts (e.g. they don’t know until

the end of the month how much they’re going to make)
Once again they did not read the instructions before entering the numbers.

Layout issues: The box on the screen to enter the number was divided into two boxes,
one for the pound and the other for the pence. Users failed to recognise in which box
they had to enter the numbers of their earnings.

The errors message was only activated once they have submitted the screen.

Quote 6: Income other than earning
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Your Education
We did not identify any usability issues for this section. However, at first, the users did
not understand what this referred to (e.g. do they need to provide their education
history).

My Health
We did not identify any issues with this section

Health Benefits
We did not identify any issues with this section

Saving and Investment
Most of the applicants did not think this section applied to them. The ones who had a
bit of savings were worried that if they declared their savings, they will not qualify for
their UCDS benefit. Information of the cap would be needed to reassure users.

Housing
This section was quite long for the users and several questions were asked. We did not
identify any functionality or usability issues; nevertheless, the content was an issue.

Quote 7: Work and earnings

Quote 8: Education
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Content issues: Users did not understand which figure they had to put in the box.
Many users were on housing benefits (Housing benefits were at that time a separate
benefit), which very often was paid directly to the landlord or the housing association.
The users did not know if the amount required was the full amount of their rent or if it
was the amount not covered by the housing benefit (the difference between the rent and
the housing benefit that they were currently paying.)

We came across the fact that many users that get their housing benefits paid directly
to their landlord or housing association had no idea of how much their rent was.

The section related to the ‘frequency’ was not clear to the users. In the UK, rents
could be paid: monthly, weekly, biweekly or every 4 weeks. However, users did not
understand that some people may have different rent payment frequency. Some
instruction, such as how often do you pay your rent, could have been added above the
options to make it clearer to the users.

The section related to the ‘service charge’, was also unclear to the users, many
users did not know what this section was referring to.

The section “free weeks” was also not very clear to users that were not entitled to
this type of benefit.

The section that asked to provide the address of the landlord was not clear to the
users that did not have a private landlord. More information and guidance were needed.

There was some clear evidence that the content on this section was not clear and
confusing to the users. Most of them completed the form but we could question
whether the answers were accurate.

Most of the users will have contacted the helpdesk or even some of them will go
directly to the job centre to get some support.

This overall section was perceived as being too long and congested on smartphones.
However, on the iPad, the general overview was positive probably due to the screen
dimension.

Quote 9: Housing
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Bank Account Details
There were no usability/content issues in this section

Who Lives With You?
We identified two key issues in this section:

Content issue: The users had some difficulties in entering the childcare costs, there
was no clarity about which amount and the frequency of the childcare cost to be entered
(e.g. weekly, monthly, etc.).

The question ‘Had your child been in prison?’ caused a lot of animosity amongst
users who clearly showed their displeasure during the session and recommended that
this were to be removed! This is a policy requirement; nevertheless, how many clai-
mants have children who have been in prison? A more discrete way may need to be
considered.

In addition, this section was also perceived to be too long (e.g. lot of content on a
small screen) to get through on a smartphone.

Confirm Details
There were no usability issues in this section. The feedback was more positive than on
the on Desktop

Submit Claim
There were no usability issues in this section.

SUS Results. The System Usability Scale (SUS) provides a high-level satisfaction
score of usability of a site, application or any technological item.

SUS is a simple, ten-item scale giving a global view of subjective assessments of
usability.

Quote 10: Who live with you?
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The SUS scale is generally used after the respondent has had an opportunity to use
the system being evaluated, but before any debriefing or discussion takes place.

A SUS score has a range of 0 to 100. It is not a percentage.
A score above 68 is above average and a score below 68 is below average Table 2.

The overall the score across the three devices was of 80.9, which is acceptable
between good to excellent.

We could see that the iPad had a higher score and that the iPhone the lower one.
Nevertheless they are all scoring in the acceptable range, between good to excellent in
reference to the Fig. 4.

3 Conclusion

The overall user journey on mobile devices was positive. We could identify some
usability issues at the beginning (create account, registration). Password and security
questions needed to be improved, otherwise this could have a major impact on the
online user journey, which will increase the number of calls to the helpline or visits to
the job centres.

Most issues identified were related to content understanding, policy jargon that
needed to be translated to a more accessible terminology (e.g. housing, child care cost
etc.). Furthermore, making clearer and sign posted guidance would help and facilitate
the overall user experience.

We could also identify that the general user experience was more satisfactory on
iPad, than on Samsung, the iPhone was not as good, due to the security questions.The
screen size could also have caused some problems (e.g. amount of content displayed on
each screen.)

Table 2. System Utilisability Score score per devices

iPad iPhone Samsung

SUS score 85.6 77.9 79.4

Fig. 4. System Utilisability Scale (SUS) interpretation
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Despite those issues, the general experience on mobile was positive, this was
important as the number of citizen using mobile devices to access the UCDS platform
keep increasing based on the analytics. The user testing on mobile devices showed how
users interacted with the platform and their experience in-situ provided feedback that
permitted to improve the overall user experience.

The fact that user research was involved at every steps of the product development
enabled to fix issues on the spot every time we identified them. In this case study, we
tested the whole user journey on mobile devices. The findings show that some issues in
terms of content were still present, and work still needed to be done to make the portal
easy to use. We could also conclude that the fact that we have introduced user research
and user testing systematically for every feature has reduced the number of issues. By
involving users and taking a user centred approach, we optimised product develop-
ment, reduced high risk issues, and constantly evaluated functionalities and content.

Further research should take place with people which could be qualified as Assisted
Digital (people with very little or no knowledge of computer, or people with cognitive
limitation), as an e-government platform must be accessible and usable to all the
citizen.
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Abstract. This paper takes a point of departure in how IoT - the Internet of
Things - is increasingly described as the next step forward for digitalization. As
a background to this trend I describe how a great number of applied research
projects and development efforts has been conducted to address various specific
needs. Further, I argue in this paper that there is still a lack of a stable knowledge
base – including developed theories and methods - for working across physical
and digital materials in the design of IoT solutions. Motivated by this identified
lack of methods this paper presents a theoretical and empirical ground for the
development of a material-centered approach to the design of IoT systems. The
proposed method is focused on material interactions as an approach for working
across physical and digital materials in design. In more particular terms this paper
(1) describes how this proposed method adds to this current body of research in
HCI, (2) it presents a model for doing material-centered interaction design, and
(3) it outlines some methodological implications for the development of a method
for the design of IoT systems. Finally, this paper introduces an empirical case to
serve as a demonstration of the need for such methods in practice as to address
IoT, and as to push the design of IoT systems forward.

Keywords: IoT · Internet of Things · Material-centered interaction design

1 Introduction

IoT - the Internet of Things - is increasingly described as the next step forward for
digitalization in our society. IoT has recently been described as a driver for sustainability
- including the development of smart homes and smart cities, for e-health solutions, and
for learning. Further on, it has been proposed as a solution for more energy efficient
transportation solutions, including logistics. In short, IoT has been proposed as a solution
to a number of societal challenges.

In reviewing the current initiatives taken in this area it is not an understatement to
say that the current expectations are high on these IoT systems to address a wide range
of societal challenges. For instance, and in terms of how IoT systems have been proposed
as a driver for sustainability we can notice this orientation under the emergence of IoT
enabled areas such as smart homes, smart cities, and smart transportation solutions)
(Firner et al. 2011; Pan et al. 2013). Further, we notice initiatives taken on using IoT to
address health problems (Savola et al. 2012; Garcia, et al. 2017; Chishiro et al. 2017)
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and as an emergent opportunity in the areas of Financial technologies and Cyber Security
to utilize IoT technologies in the design of smart systems – ranging from NFC and RFID
solutions for mobile payments to finger print based encryption for mobile devices.

Here it should be noted that all of these IoT solutions build on “material interac‐
tions” as the central interaction model, and that these solution are all dependent on the
following three factors: (1) tight integration of computing and networking with physical
materials and objects (Want 2015; Romano 2017), (2) alignment to people’s needs
(Pignotti et al. 2014), and (3) the development of methods and approaches (Wiberg
2013; Karana et al. 2016; Garbajosa et al. 2017) for working across digital and physical
materials in interaction design projects (Sulistyo 2013).

However, and despite the current efforts made in this area to address societal needs,
and despite these identified dependencies we still lack a stable knowledge base
concerning interaction design built on material interactions – in particular in terms of
(1) understanding user needs and (2) validated design methods. The consequence is that
resource consuming trial-and-error approaches are currently applied. Furthermore, the
overwhelming risk is that the current expectations on IoT to solve societal needs might
not be fulfilled.

Motivated by these identified needs the aim of this paper is to propose a design
method for doing material-centered interaction design that acknowledge and corre‐
spond to user needs while being relevant for the design of IoT systems that heavily
depend on tight integration of computing and networking with physical materials and
objects.

2 Proposing a Method for Material-Centered Design

With a point of departure taken in this background this paper proposes a method focused
on material interactions as a unique approach for working across physical and digital
materials in design.

Material interactions is a new approach to interaction design that stretches across
physical and digital materials and approaches to the design of interactive systems and
networked products (See e.g.: Wiberg 2018; Wiberg et al. (2013a); Wiberg et al. (2012;
2013)).

In the construction of the method proposed in this paper we take stock in the
increasing interest in our community to address interaction design through a material
lens. This includes for instance Jenkins (2015) approach to prototyping material inter‐
actions for IoT - the internet of things, material programming (Vallgårda et al. 2016),
and material probes (Jung and Stolterman 2011). These approaches belong to a growing
strand of research in interaction design where new design approaches to the materiality
of IoT systems are currently being explored - including the work by Berzowska (2012)
on approaches to programming materiality and the work by Karana et al. (2016) on craft-
based approaches to the tuning of materials.

In this paper we describe (1) how our proposed method adds to this current body of
research in HCI, and (2) we present a model for doing material-centered interaction
design, and (3) we outline the implications from this proposed method for the design of
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IoT systems. Finally, we conclude the paper with a practical case that illustrate the need
for such methods in practice followed by a draft of this method and suggestions about
three cornerstones of importance for the further development of this method to address
and scaffold the design process of developing new IoT systems.

3 Theoretical Ground for a Material-Centered Approach

In proposing a Material-Centered Approach to Interaction Design in general, and in
particular in relation to the development of IoT systems we ground this proposed method
in the growing body of research on material interactions in the area of HCI/interaction
design research (See e.g.: Wiberg 2018; Wiberg et al. (2013a); Wiberg et al. (2012))
and current efforts made in interaction design research on addressing interaction design
from the viewpoint of its materiality.

This notion of ‘materiality’ is a growing theoretical perspective in interaction design
research. As formulated by Wiberg et al. (2013b) in their paper “Materiality matters –
Experience Materials” it denotes a new perspective that enable design across physical
and digital design, and it has its roots in Ishii's pioneering research on tangible interaction
design (see e.g. Ishii and Ulmer 1997 and the most recent Ishii et al. 2012). As further
suggested by Wiberg (2016; 2018) this approach is now expanding into new hybrid
forms of digital products, including smart watches, smart cars, and the Internet of things
– and it signals a trend toward combining digital and analog materials in design. As
interaction with these new hybrid forms is increasingly mediated through physical
materials interaction design is increasingly a material concern. One could even argue
that the “material turn” in human-computer interaction has moved beyond a represen‐
tation-driven paradigm (Robles and Wiberg 2010; Wiberg and Robles 2010), and in
relation to this Wiberg (2018) has recently suggested that this idea of “material-centered
interaction design” might work as a new approach to interaction design and its materials.
This approach embraces a view of interaction design as a practice of imagining and
designing interaction through material manifestations. Further, a material-centered
approach to interaction design enables a fundamental design method for working across
digital, physical, and even immaterial materials in interaction design projects.

This proposed method also takes an explicit point of departure in a set of related and
recent research approaches to material-centered interaction design. This includes e.g.
Giaccardi and Karana’s (2015) approach to understand material experiences, Jenkins
and Bogost’s (2014) approach to prototyping material interactions for the internet of
things, material programming (Vallgårda et al. 2016), and material probes (Jung and
Stolterman 2011). These approaches belong to a growing strand of research in interac‐
tion design where new design approaches to the materiality of interactive systems are
currently being explored – see e.g. Wiberg 2018; Wiberg et al. 2012 including aspects
of the form (Jung and Stolterman 2011), and agency (Tholander et al. 2012), of inter‐
active materials and systems and how they are experienced (Pignotti, et al. 2014). In
terms of additional methods developed for working with this materiality this perspective
is for instance reflected in the work by Berzowska (2012) on approaches to programming
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materiality and the work by Karana et al. (2016) on craft-based approaches to the tuning
of materials.

While there is this growing body of research on material-centered approaches to
interaction design there is also an even more stable research area on user-centered inter‐
action design that we can turn to here as to address IoT in relation to both user needs
and computing in the form of material configurations. In fact, it should be highlighted
here that over the last 30 years the methods for studying user behaviors and to work with
users in interaction design projects has been constantly refined and developed. Today
there are specific methods for doing user studies (ranging from ethnographic observa‐
tional studies), to more controlled experiments (c.f. Nielsen et al. 1993, Karat 1997, Dix
et al. 1998, Virzi 1997, Wiberg 2003). Further, if reviewing the basic knowledge base
for working across physical and digital materials in design of interactive systems we
need to acknowledge that the area of industrial design serves as a stable knowledge base
related to the design of things (including product design) and, in similar terms, we have
a stable knowledge base that can inform the design of digital services.

To summarize, there is at the current moment (1) a new knowledge base forming
around the tight integration of physical and digital materials in design, and (2) there exist
a well-established body of research and methods for doing user-centered design.
However, less is know about how to integrate these two strands. Accordingly, and in
line with the research question formulated in this paper we need to develop new design
methods for doing material-centered interaction design that acknowledge and corre‐
spond to user needs. In this paper we suggest that this is key for the further development
of solutions that is built around material interactions as a central design principle in
interactive systems design in general, and in particular when it comes to the design of
IoT systems.

4 Exemplifying a Material-Centered Approach to IxD

I have now motivated the proposed material-centered approach from a theoretical view‐
point, but before moving forward to a draft where we present the cornerstones of one
such method or approach I will now also illustrate how the experimentation with the
integration of physical and digital material play out in practice.

So, as to illustrate this focus on material interactions and what it can look like when
doing material-centered interaction design I will now in the following section present
an example from our ongoing collaboration with the IT-company KnowIT in Sweden.

Here, this particular example illustrates material-centered interaction design in the
context of an ongoing IoT project at KnowIT in Umeå. In this particular project the
design challenge was to design an interactive system for a smart parking service. The
problem addressed concerned how to design an interactive system that automatically
can detect if cars occupy the parking lots, and to present this data to the driver who wants
to park his/her car. Some commercial solutions are already in place for some parking
garages that builds on counting cars and displaying the number of available slots on a
screen, but more lightweight solutions that builds on data from the cars actually parked
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in each parking lot are still not available. In relation to this design challenge the IT-
company KnowIT is currently exploring different solutions to this problem trough a
trail-and-error approach.

Their first approach, Fig. 1(A, B and C) is to use ultrasonic sensors for object detec‐
tion as to determine if a car is parked in a particular parking lot (1A). If that is the case
the sensor detects that and the data is transmitted via a LoRa-network (1B), to a server
and then a script sends a signal to an arduino board to turn a lamp on in the window (1C)
so that a driver can see if the parking lot in the basement is occupied or not. Here, a
combination of sensors, networks, server tech, and a lamp is used for the system archi‐
tecture, and the position of the car serves as input to this system. Accordingly, this
solution demonstrates design across digital materials and physical objects (in this case
the position of the car), to offer a new service to the user, i.e. to meet a particular user
need. However, this first approach has its limitations. It needs sensors installed for every
parking lot, and it demand one representation/parking lot (in this case a lamp2).

Fig. 1. Two examples of design explorations in the area of material interactions at KnowIT.

To overcome these problems KnowIT is now exploring an alternative solution (2A
and 2B). For this second solution KnowIT is experimenting with computer vision. By
using a camera and the YOLO v2 framework for object detection the camera can read
the whole parking lot and look for parked cars in the parking spaces. To test this solution
they first did a small-scale test with a number of toy cars (2A), before going for a full-
scale implementation (2B). This small-scale design allowed to test the system by moving
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the cars around, whereas the full-scale test allow for testing the solution in different
weather conditions (e.g. during a full snow fall as in Fig. 2B).

Again, this second solution also builds on the tight integration of physical and digital
materials, but a completely different material configuration (in this case a combination
of camera tech, computer vision for object detection, and the positions of the cars parked
as input to the interactive system). As such this short example illustrates how different
material configurations can enable a particular digital service. Further, it illustrate how
different material configurations might solve a particular problem, in different ways, but
also with different associated pros and cons – an aspect that again is a call for more
systematic approaches and methods for design of interactive systems that depend on the
interplay between physical and digital materials.

5 Discussion – Towards a Material-Centered IxD Method

So what can be learnt from this particular case in relation to the development of a method
for doing material-centered interaction design in the context of IoT systems?

Well, first of all this practical case illustrate that it is possible to come up with
different designs in relation to the same design challenge, second that each solution
builds upon different material configurations, and finally, that each solution integrate
the physical and the digital in different ways. For instance, in the first case the integration
between the physical and the digital is made by using a proximity sensor to measure if
a (physical) car is near the (digital) sensor, whereas in the second solution it is a (digital)
camera that uses the YOLO v2 framework for object detection as to detect if a (physical)
car occupies a parking lot or not.

On a more general level, and if now starting to draft the skeleton of a method for
doing material-centered interaction design we can notice how a material-centered
approach for sure has materials as a central concern. From a design viewpoint it is about
understanding how different materials can be combined in the design of new interactive
solutions, and that in return demands an understanding of what materials are available
in the first place, second how different material properties can be used in the design, and
further to have an understanding of how different material properties can be set in rela‐
tion to each other in the design of interactive systems. In relation to IoT systems design
I would say that this calls for a skill that I would like to label as a “material sensitivity”,
i.e. an ability to carefully consider how different materials could be brought together in
the design of an interactive system.

Further, and if now moving towards an understanding of how this might be done,
that is to turn this into a method and approach, there are again a couple of things to
consider. If truly subscribing to a material-centered approach, then such design becomes
an activity of carefully shifting between imagining what different materials might add
to the design, and really hands-on explorations of how such combinations of materials
actually work in the design. In short, a dialectic process that is constantly shifting
between reflecting upon, and trying out, different material solutions. As such, the mate‐
rial-centered approach becomes a craft-based practice that is both about intellectually
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exploring and imaging computing in material form, as much as it is about crafting,
experimenting and building new solutions with the materials at hand.

In moving forward I would now like to take three quotes from the newly released
book “The Materiality of Interaction” (Wiberg 2018) to discuss three cornerstones of
importance for the establishment of a material-centered approach to interaction design.

In doing so I first start with the following quote that is about how a material-centered
approach recognizes the multitude of materials available for the design of interactive
systems:

“If computing is no longer limited to one single substrate (digital materials), and if
the set of available materials (digital, physical, and smart) is growing at a rapid pace,
then the biggest challenge is not finding ways to manifest interaction in material form;
instead, the challenge is navigating this landscape of available materials and devising
a method and an approach for doing this job”. (Wiberg 2018)

Further, the following quote illustrates that among these different materials we
should make no categorical distinction between different matters. In short, there is no
point in making a separation between physical and digital materials!

“It is important to remember is that a material-centered approach to interaction
design does push for looking at interaction design through a material lens. In doing so
it makes no ontological or metaphysical distinction between digital and physical mate‐
rials” (Wiberg 2018).

Finally, the third quote that I want to introduce here illustrates “the interaction first
principle” which is a central cornerstone for a material-centered approach to interaction
design. It is central as it illustrate how a material-centered approach to interaction design
at the same time can be established with user needs, i.e. the interaction being supported,
as its main and foremost concern:

“The interaction-first principle is about conceptually defining the mode and form of
the interaction being supported. It is about defining who the user is and how he or she
will interact with the interactive system”. (Wiberg 2018)

With these three cornerstones as a point of departure, in the theoretical grounding in
material interactions, in the current literature on “materiality” and how it plays out in
the area of interaction design, and with this practical case as introduced in the paper as
an empirical illustration I suggest that a draft of a method for doing material-centered
interaction design can include the following three components and main activities:

(1) Exploring and defining the form of interaction being designed
(2) Exploring and evaluating the range of possible materials that can be used for

designing the interaction
(3) Working iteratively between the integration of different materials in the design of

the interaction, while recurrently revisiting and if necessary revising the initial idea
of the interaction.

Further, I should here also underscore that these three parts of one such method works
well together with the “interaction-first principle” as to do material-centered design in
close relation to user needs.
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6 Conclusion

In this paper I have taken a point of departure in how IoT (the Internet of Things) is
increasingly described as the next step forward for digitalization.

As a background I have described how a great number of applied research projects
and development efforts has been conducted to address various specific needs, and I
have argued that there is still a lack of a stable knowledge base – including developed
theories and methods - for working across physical and digital materials in the design
of IoT solutions.

Motivated by this identified lack of methods I have in this paper presented a theo‐
retical and empirical ground for the development of a material-centered approach to the
design of IoT systems. The proposed method is focused on material interactions as an
approach for working across physical and digital materials in design.

In more particular terms I have in this paper (1) described how this proposed method
adds to this current body of research in HCI, (2) I have presented a model for doing
material-centered interaction design, and (3) I have outlined some methodological
implications for the development of a method for the design of IoT systems.

Finally, I have introduced an empirical case to serve as a demonstration of the need
for such methods in practice as to address IoT, and as to push the design of IoT systems
forward.
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Abstract. Multiple sets of heuristic have been developed and studied
in the Human Computer Interaction (HCI) domain as a method for
fast, lightweight evaluations for usability problems. However, none of
the heuristics have been adopted by the information visualization or the
visual analytics communities. Our literature review looked at heuristic
sets developed by Nielsen and Molich [7] and Forsell and Johansson [1]
to understand how these heuristics were developed and their intended
applications. We also reviewed heuristic studies conducted by Hearst
and colleagues [2] and Väätäjä and colleagues [10] to determine how indi-
viduals apply heuristics to evaluating visualization systems. While each
study noted potential issues with the heuristic descriptions and the eval-
uator’s familiarity with the heuristics, no direct connections were made.
Our research looks to understand how individuals with domain expertise
in information visualization and visual analytics could use heuristics to
discover usability problems and evaluate visualizations. By empirically
evaluating visualization heuristics, we can identify the key ways that
these heuristics can be used to inform the visual analytics design pro-
cess. Further, they may help to identify usability problems that are and
are not task specific. We hope to use this process to also identify missing
heuristics that may apply to designs for different analytic purposes.

Keywords: Heuristics · Visualization · Heuristic evaluation
User study · Visual analytics · Information visualization

1 Introduction

Heuristics have been used since the early 1990’s in the Human Computer Inter-
action (HCI) domain, for evaluating user interfaces. Heuristics, as described by
Nielsen, are more rules of thumb rather then specific usability guides [6]. Heuris-
tic evaluations are an approach used to discover usability problems, most com-
monly in software user interfaces [4]. Heuristics establish a common language
around a prescribed definition to focus the evaluation of a user interface. These
ten heuristics developed by Nielsen [6] have been used by the HCI community.
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1. Visibility of system status
2. Match between system and the real world
3. User control and freedom
4. Consistency and standards
5. Error prevention
6. Recognition rather than recall
7. Flexibility and efficiency of use
8. Aesthetic and minimalist design
9. Help users recognize, diagnose, and recover from errors

10. Help and documentation

Heuristic evaluations are an efficient method of discovering usability prob-
lems. They can be applied early on in the design process of a software user
interface to discover potential usability issues before code is written. Forsell and
Johansson [1] describe heuristic evaluations as a discount method that is easy
to learn and apply during all phases of development. Alternatives to heuristic
evaluations are eliciting qualitative opinions about the usefulness of a particular
software user interface. This method is less useful because finding a consensuses
on usability problems with unstructured opinions can be difficult.

At this point, neither the information visualization (InfoVis) community nor
the visual analytics community has adopted a common set of heuristics to use
early on in the design process. However, Forsell and Johansson [1] used the
same methodology as [8] and developed a set of 10 heuristics for information
visualization. Forsell and Johansson designed and executed a study to determine
which heuristics of a set of 63 published heuristics could best explain a collection
of 74 usability problems. Their study asked 6 participants with expertise in
InfoVis and/or HCI to rate how well each heuristic explained a usability problem.
The resulting set of 10 heuristics (Table 1) had the best explanatory coverage
out of all possible heuristic combinations [1]. Explanatory coverage, as described
by Nielsen [5], is a rating of a heuristic that explains a major part of a usability
problem. The resulting set of ten heuristics from Forsell and Johansson cover
the broadest set of their 74 usability problems.

While these heuristics have not been commonly used for evaluations in the
InfoVis community, several studies have been conducted using these heuristics in
an attempt to understand how they could be applied. Hearst and colleagues [2]
found that using the heuristics for visualizations along with asking questions
about the data resulted in complementary results as the questions about the
data could compensate for heuristics that were difficult to understand and apply.

Foresell and Johannson noted that future work needed to be done to inves-
tigate any issues in applying their heuristics to find and explain usability prob-
lems [1]. Väätäjä and colleagues [10] found that heuristics related to interaction,
veracity, and aesthetics needed to be added to the Forsell and Johansson set
based on participant feedback captured during their study. Participants noted
limitations in the heuristics to account for visualization libraries that are not
flexible that could potentially leave out important information. The study also
noted that if issues beyond basic usability issues are of interest, training domain
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experts, with a good understanding of the data and information system being
analyzed, to carry out the heuristics evaluation would likely provide insightful
feedback [10].

Our study wants to determine more specifically what was difficult about using
these heuristics and how domain experience in creating and evaluating visualiza-
tions influences the applied use of heuristics for discovering usability problems
in visualizations. We conducted a controlled experiment to determine what fac-
tors might impact an evaluators’ capability to conduct a heuristic evaluation of
a static information visualization. In particular, we wanted to understand how
their familiarity with the visualizations and their experience level in conduct-
ing heuristic evaluations impacted their evaluations of visualizations using the
Forsell and Johannnson heuristic set.

2 Study Overview

The goal of our research in heuristic evaluations for visualizations is to determine
how a heuristic set can be used in the InfoVis community much in the same way
Nielsen’s heuristics have been used in the HCI community. Heuristics provide a
fundamental benefit of discovering and communicating usability problems early
in the development process. With a better understanding of which heuristics are
best suited for visualizations and how heuristics can be applied to visualization
evaluations, the InfoVis community can move closer to adopting a common set
of heuristics to use to evaluate visualizations.

We conducted a controlled experiment to determine what factors might
impact an evaluator’s capability to conduct a heuristic evaluation of a static
information visualization. We asked that each participant have experience in user
experience design or research, user interface development and/or HCI research.
In particular, we wanted to understand how their familiarity with the visualiza-
tions and the participant’s experience level in conducting heuristic evaluations
impacted their evaluations of visualizations.

We investigated the following three hypotheses about the usefulness of heuris-
tics for finding usability problems:

Hypothesis 1. Participants would find the heuristics that involved interactive
features less useful when given only static visualizations.

Hypothesis 2. Participants would find visualizations that they were less famil-
iar with more difficult to evaluate using heuristics.

Hypothesis 3. Participants who were less familiar with heuristic evaluation
would have a more difficult time using the heuristics overall.

2.1 Methods

Participants. Ten domain experts in the visualization field participated in the
study. Each self-reported experience with one of more of the following: user
experience design or research, user interface development, and HCI research.
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The age range of the participants are: 4 ages 24–29, 2 ages 30–25, 3 ages 36–41,
and 1 age 48–53. Because of the reliance on color visualizations in this study,
all participants were screened for normal vision. All participants demonstrated
normal (2 participants) or corrected-to-normal (6 glasses, 2 contacts) vision by
achieving acuity of at least 20/20 using the Snellen eye chart [9]. Participants
successfully completed the Ishihara color plates [3] with 100% accuracy indicat-
ing normal color vision. All volunteers consented to participate in accordance
with the policies of the Institutional Review Board at the Pacific Northwest
National Laboratory. Nine participants completed the evaluation for all visu-
alizations; one participant evaluated only four of the five visualizations due to
time constraints.

Visualization Heuristics. Participants were provided with a fixed set of
heuristics with which they evaluated five common visualizations. We used the
set of ten heuristics proposed by Forsell and Johansson [1], listed in Table 1.

Visualizations. Five common visualizations were selected for the study: Scatter
Plot, Sunburst, Tree Map, Parallel Set, and Area Graph. To keep the visualized
data a constant factor, all visualizations depicted data from the the VAST 2008
Mini Challenge Two: Migrant Boats1. The 2008 VAST Mini Challenge 2 com-
prises records dealing with the mass movement of persons departing a fictitious
island to the United States during a two-year period. The resulting visualizations
are illustrated in Fig. 1.

Usability Problems Ground Truth. Visualizations were used herein with
default settings and layout options. Although we did not “plant” usability issues
in the visualization, we did not adjust them to ensure that any usability prob-
lems were omitted. Two of the authors, JS and LF, who were quite familiar with
conducting heuristic evaluations, performed a “ground truth” evaluation of the
different visualizations. In this process, at least one usability problem was identi-
fied for each heuristic that the experts deemed relevant to the visualization. We
do not claim that all of the usability problems were found in this set, but we felt
that it was a good start towards predicting the usability problems that would
be identified by our participants. The “ground truth” set of usability problems
are given here for each visualization.

Scatter Plot

H1 Occlusion: Difficult to see individual points
H2 Date axis compressed and difficult to read
H5 Difficult to compare dot size from different months

1 See https://www.cs.umd.edu/hcil/VASTchallenge08/ for full Mini-Challenge details
and data.

https://www.cs.umd.edu/hcil/VASTchallenge08/
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Table 1. Forsell and Johansson (2010) heuristics leveraged in our present study

Number Name Description

H1 Spatial

organization

Is related to the overall layout of a visual representation, which

comprises analyzing how easy is to locate an information

element on the display and to be aware of the overall

distribution of information elements in the representation

H2 Information coding Concerns the mapping of data elements to visual elements, as

well as use of additional symbols or realistic characteristics

that can be used either for building alternative representations

(like groups of elements in clustered representations) or to aid

in the perception of information elements

H3 Orientation and

Help

This refers to functions that provide support for the user to

control level of details, redo/undo of user actions and

representation of additional information (for example, the path

a user follows while navigating in a complex structure)

H4 Data set reduction Features such as filtering allows reduction of information

shown at a certain moment, leading more rapidly to

adjustment of the focus of interest, and clustering allows the

representation of a subset of data elements by means of special

symbols, while pruning simply cuts off irrelevant information

for the understanding a visual representation

H5 Recognition rather

than recall

Make objects, actions, and options visible. The user should not

have to remember information from one part of the dialogue to

another. Instructions for use of the system should be visible or

easily retrievable whenever appropriate

H6 Remove the

extraneous

Is a principle that pushes the graphic designer to present the

largest amount of data with the least amount of ink. Extra ink

can be a distraction and take the eye away from seeing the

data or making comparisons

H7 Prompting Refers to the means available in order to guide the users

towards making specific actions whether these are data entry

or other tasks. This criterion also refers to all the means that

help users to know the alternatives when several actions are

possible depending on the contexts. Prompting also concerns

status information, that is information about the actual state

or context of the system, as well as information concerning

help facilities and their accessibility

H8 Minimal actions These refer to workload with respect to the number of actions

necessary to accomplish a goal or a task. It is here a matter of

limiting as much as possible the steps users must go through

H9 Consistency Refers to the way interface design choices (codes, naming,

formats, procedures, etc.) are maintained in similar contexts,

and are different when applied to different contexts

H10 Flexibility Is reflected in the number of possible ways of achieving a given

goal. It refers to the means available to customization in order

to take into account working strategies, habits, and task

requirements
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(V1) Scatter Plot. Analytical question:
Which vessel type by the highest death
per passenger ratio?

(V2) Sunburst. Analytical question:
Which vessel type had the most cumula-
tive passengers?

(V3) Tree Map. Analytical question:
Which vessel type had the most cumu-
lative passengers?

(V4) Parallel Sets. Analytical question:
Which vessel type by the highest death
per passenger ratio?

(V5) Area Plot. Analytical question:
Which vessel type had the highest cumu-
lative deaths?

Fig. 1. The five visualizations used in the present study. All depict the VAST 2008
Mini Challenge Two: Migrant Boats data.
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H5 Difficult to verify that 24 is the largest number of deaths? (There seem to
be sizes that do not correspond to the 0, 1, 12, 24 in the legend)

H2, H8 Scales do not help answer the question directly (which vessel type has
the highest death per passenger ratio), requires mental math

Sunburst

H1 Vessel types are not contiguous which makes it difficult to count passengers
(add from two parts in the display, both landing + interdiction)

H1 Numbers occlude, are difficult to read in Go Fast vessel type
H9 Blue is inconsistent within a vessel type and the variation does not mean

anything (is it that the number of passengers ∼ opacity?)

Tree Map

H1 Labels occlude each other a little bit
H3 Passenger count not labeled
H2 Shape of vessel of same passenger count is not consistent (comparing squares

and rectangles)
H8 Have to add to get total passengers

Parallel Sets

H3] Number of deaths impossible to read (only labels 0, 1, 2, 3, 4, and 7, have
to guess at the others)

H3 Number of passengers impossible to read (there are not enough labels at far
right end)

H1 Connecting Death to Passengers requires following a thin line
H8 Still need mental math to answer ratio question
H1 Line crossings difficult to follow

Area Plot

H8, H6 Requires mental math to get cumulative deaths (sum area under curve)
H6 Labels are not precise enough for exact math
H2 Continuous lines and area makes it difficult to know how to do the addition

(i.e., flat portion of raft for April 2005, how many 4 s do we add?)
H2 Viz better suited for relative comparison than precise reading

Procedure. Following informed consent and vision screening, participants were
asked to complete a demographic survey in which they self-rated the following:
(1) their experience using each visualization type; (2) their experience conducting
heuristic evaluations for visualization; (3) the frequency at which they use each
visualization type to extract information, and (4) their experience developing
software to create each visualization type. Ratings were reported on a 6-point
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Likert scale with a rating of 1 being very infrequently/inexperienced and 6 being
very frequently/experienced.

The experience level of participants conducting heuristic evaluations were:
2 participants reported experienced, 4 participants reported somewhat experi-
enced, and 4 participants reported that they were inexperienced as recorded in
Table 2.

Table 2. Participant visualization experience levels

Visualization Unfamiliar Novice Moderate Expert Advanced

Tree map - 2 4 - 4

Parallel sets 3 3 3 - 1

Gantt chart 1 3 3 1 2

Sankey diagram 4 3 1 - 2

Donut chart 2 3 2 - 3

Stack bar - 1 4 2 3

Heat map - 1 3 1 5

Scatter plot - 1 3 1 5

Sunburst 3 3 2 - 2

Time series 2 - 2 1 5

This assessment was not used to down select the from the 10 visualizations
to the 5 used in our study but merely to understand how participants rated their
experience using the visualizations listed. We inadvertently did not collect this
information about the area graph though we felt that participants were most
likely reasonably familiar with this one as well.

Participants were given a suggested analytical question related to each visual-
ization to keep in mind as they applied the 10 heuristics. The analytical question
for each visualization is given in the relevant figure captions in Fig. 1.

Participants were shown the visualizations in a random order. For each visu-
alization, participants were asked to apply each heuristic, in the order listed in
Table 1. For each heuristic, within a given visualization, participants were asked
the following:

– Using this heuristic, do you see the potential for a usability problem with the
visualization? [yes/no]

– Please describe the usability problem that you found. [free response]
– How well does this heuristic capture the usability problem that you identified?

[6-point Likert scale]
– How relevant is this heuristic for evaluating this visualization? [6-point Likert

scale]
– How confident do you feel in your ability to apply this heuristic to evaluate

this visualization? [6-point Likert scale]
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Following the visualization evaluations, participants provided qualitative feed-
back on the usability issues of each visualization. They rated the clarity of each
heuristic description on a 6-point Likert scale, and were asked to provide (free
response) feedback on which parts of the each description were easy to under-
stand and use and which were difficult to understand and use.

3 Results

3.1 Usefulness of Heuristics

Hypothesis 1 posited that participants would find the heuristics that involved
interactive features less useful when given only static visualizations. All the visu-
alizations in this study were static with no interactions possible in the interfaces
provided. The heuristics that refer to interactions are H3, H7, H8, H10; the
heuristics that do not refer to interactions are H1, H2, H4, H5, H6, and H9.
We operationalize useful in this context as relevance and confidence. Thus, we
predict that, across all visualizations, for the set of heuristics referring to inter-
actions, relevance and confidence ratings will be lower than for the heuristics
that do not refer to interactions.
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Fig. 2. Relevance (left) and confidence (right) ratings for the heuristics referring to
interaction (Yes column) versus the those for heuristics no referring to interaction.
These plots depict the data associated with evaluation hypothesis 1.
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We compared relevance ratings between the two groups with a linear mixed
ordinal regression model with a logit link function, using the fixed factor interac-
tion heuristic (2 levels: yes, no) and the random factor observer. The Type I error
rate was α = .05. The relevance ratings for heuristics referring to interactions
were significantly lower than the relevance ratings for heuristics not referring
to interactions (Parameter βYes = −1.10, z = −5.95, p < .001). The relevance
ratings are shown in Fig. 2.

Confidence ratings were compared with a linear mixed ordinal regression
model with a logit link function, using the fixed factor interaction heuristic
(2 levels: yes, no) and the random factor observer. The Type I error rate was
α = .05. The confidence ratings for heuristics referring to interactions were
significantly lower than the confidence ratings for heuristics not referring to
interactions (Parameter βYes = −0.2, z = −123.4, p < .001). The confidence
ratings are shown in Fig. 2.

Hypothesis 2 posited that participants would find visualizations with which
they were less familiar more difficult to evaluate using heuristics. According
to their self-reported ratings, participants were less familiar with the Sunburst
(V2) and Parallel Set (V4) visualizations. They were more familiar with the
Scatter Plot (V1), Tree Map (V3), and Area Plot (V5) visualizations as recorded
in Table 2. We operationalized difficult to be confidence ratings in using the
heuristics. The prediction is that participants will report lower confidence across
all heuristics between more and less familiar visualizations.

Confidence ratings were compared with a linear mixed ordinal regression
model with a logit link function, using the fixed factor familiarity with visualiza-
tions (2 levels: low, high) and the random factor observer. The Type I error rate
was α = .05. There was no difference in confidence ratings between familiarity
groups (Parameter βLow = −0.08, z = −0.51, p = .61).

Hypothesis 3 posited that participants who were less familiar with heuristic
evaluation would have a more difficult time using the heuristics overall. We
split participants into two groups, with low familiarity with heuristic evaluation
defined as those participants who self-reported their experience with heuristic
evaluations as level 1–3, and the high familiarity participants defined as those
who self-reported their experience as level 4–6. We operationalized difficult to
mean confidence in using the heuristics. We predicted that more difficulty would
be lower confidence in the participants reporting less experience with heuristic
evaluations (Fig. 3).

Confidence ratings were compared with a linear mixed ordinal regression
model with a logit link function, using the fixed factor familiarity with heuristic
evaluations (2 levels: low, high) and the random factor observer. The Type I
error rate was α = .05. There confidence ratings were significantly lower for
participants with less experience with heuristic evaluations (Parameter βLow =
−1.3973, z = −7.09, p < .001).
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Confidence by Familiarity with Heuristics
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Fig. 3. Confidence ratings for the participants with low familiarity with heuristic eval-
uation (Low column) versus the those with high familiarity with heuristic evaluation
(High column). Plot depicts data associated with evaluation hypothesis 3.

3.2 Usability Problems Reported by Participants

Table 3 shows the ground truth usability problems that were reported by our
participants, regardless of the heuristic participants attributed them to. In a
number of instances, the description of the problem provided by a participant
was vague, and at times they described several things that would fit under dif-
ferent heuristics. At times the usability problem they found did not fit with the
heuristic to which they attributed it. Several participants reported “failed” if
the heuristic required an interaction to determine if there was a usability issue.
Therefore, we created confusion matrices for each of the five visualizations to
tease out the usability problems that were actually attributable to the specific
heuristics. Tables 4, 5, 6, 7 and 8 contain the confusion matrices for each of
the five visualizations. The first column notes the expert ground truth, with a
star denoting if the experts found a usability problem related to that particu-
lar heuristic. The subsequent columns show whether each participant found a
usability problem using the heuristics listed there.
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Table 3. Ground truth usability issues described by participants

Visualization Issue P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

Scatter plot Occlusion (H1) X X - - X X X X X -

Compressed axis (H2) - X - - - X X - - -

Dot compare (H5) X - - - X - X - - -

Dot size (H5) - X - - X X X X - -

Indirect scales (H8, H2) - - - - X - - - - -

Sunburst Non-contiguous vessel types (H1) X - X X X X - - - X

Occlusion (H1) - X - - - X X X - X

Inconsistent color (H9) - - - X X X X X - X

Tree map Occlusion (H1) X - X X - - - - - X

Missing labels (H3) - - - - - - - X - -

Mental addition (H8) - X - X X - X X X X

Inconsistent shapes (H9) - - - X - X X X - -

Parallel Labels unreadable (H3) - - X X X X X X X -

Line crossings (H1) X X X X X X - X X -

Line following (H1) X X X X X - - X - -

Missing labels (H3) - - X - X X X - X -

Mental math (H8) - X - X X - - - - -

Area Continuous lines vs addition (H2) - - X X X - X - - X

Vis-task mismatch (H2) - - X X X - - - - X

Labels not precise (H6) - X - - - - X - - X

Imprecise labels (H6) - X - - - - X - - X

Mental math (H8) - - - - X - - - - -

In Table 4, we can see that 4 participants found a usability problem that was
comparable to the one found in our expert evaluation for heuristic 1. Only one
participant found usability problems attributed to heuristic 2. No participants
found usability problems attributable to heuristics 3 and 4. Six participants
found 1 or 2 usability problems attributable to heuristic 5. One participant
found a usability problem using heuristic 8. There were a total of 7 usability
problems described that did not fit in any of the heuristics but were reported
by participants (total of the row labeled “other”). If you compare the results in
Tables 3 and 4 you see that in Table 3, in the Scatter plot section, participants 5,
7, 8 and 9 reported a usability problem attributable to heuristic 1. However, the
description they provided did not match with that heuristic. In the confusion
matrix, such a description would be attributed to another heuristic or “other”.
Looking at the various confusion matrices, it seems that more participants were
able to find usability problems that were explained by heuristics 1 and 2.

We also have a number of problems found by participants classified as
“other”. These include participant observations about the lack of interaction
or controls for the visualization (“There are no user controls to filter, reduce, or
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Table 4. Confusion matrix for the Scatter plot visualization

Expert heuristic PH1 PH2 PH3 PH4 PH5 PH6 PH7 PH8 PH9 PH10

EH1* 5 1 - 1 - 2 - - - -

EH2* - 2 - - - - - - - -

EH3 - - - - - - - - - -

EH4 - - - - - - - - - -

EH5* 1 2 2 - 1 1 - - 1 -

EH6 - - - - - - - - - -

EH7 - - - - - - - - - -

EH8* - 1 - - - - - - - -

EH9 - - - - - - - - - -

EH10 - - - - - - - - - -

Other - - 1 1 - 1 1 - 2 1

Failed - - 1 - - - 1 1 - 1

No response 4 5 6 8 9 6 8 9 7 8

Table 5. Confusion matrix for the Sunburst visualization

Expert heuristic PH1 PH2 PH3 PH4 PH5 PH6 PH7 PH8 PH9 PH10

EH1* 6 2 - - 2 3 - - - -

EH2 1 - - - - - - - - -

EH3 2 - 1 - 1 - - - - -

EH4 - - - - - - - - - -

EH5 - - - - - - - - - -

EH6 - - - - - - - - - -

EH7 - - - - - - - - - -

EH8 - - - - - - - - - -

EH9* - 3 - - - 1 - - 5 -

EH10 - - - - - - - - - -

Other - - 3 2 - 1 2 2 - 2

Failed - - - 1 - - 1 1 - 1

No response 3 5 6 7 7 5 7 7 5 7

re-order the data.”). Vague color critiques (“Lots of color and text.”) that did not
describe a specific problem also fell into this category. It may be that additional
heuristics are needed or if current heuristic descriptions need to be improved.
Color in particular may be deserving of its own heuristic, given the number of
time participants described it across all visualization and heuristics.
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Table 6. Confusion matrix for the Tree map visualization

Expert heuristic PH1 PH2 PH3 PH4 PH5 PH6 PH7 PH8 PH9 PH10

EH1* 1 1 - - - 1 - - - -

EH2 - - - - - - - - - -

EH3* - - 2 - 2 4 - - 1 -

EH4 - - - 1 - - - - - -

EH5 1 2 2 - 1 1 - - 1 -

EH6 - - - - - - - - - -

EH7 - - - - - - - - - -

EH8* 6 1 - 1 1 - - 1 - -

EH9* 3 1 - - - - - - 2 -

EH10 - - - - - - - - - -

Other - 3 2 3 2 1 3 1 2 -

Failed - - - - - - 1 1 - -

No response 1 4 6 5 5 4 4 7 5 7

Table 7. Confusion matrix for the parallel coordinates visualization

Expert heuristic PH1 PH2 PH3 PH4 PH5 PH6 PH7 PH8 PH9 PH10

EH1* 5 1 1 1 1 3 - - - -

EH2 - - - - - - - - - -

EH3* 1 1 2 - - - - - 1 -

EH4 - - - - - - - - - -

EH5 - - - - - - - - - -

EH6 - - - - - 1 - - - -

EH7 - - - - - - - - - -

EH8* - 1 - - - - - - - -

EH9 - - - - - - - - - -

EH10 - - - - - - - - - -

Other 1 3 2 2 1 2 1 - - 2

Failed - - - - 1 - 1 1 - -

No response 3 4 5 7 7 4 8 9 9 8

The experts who built the ground truth set of usability problems also helped
to code participant responses. In a number of cases, participants described a
usability problem using what the experts felt was the appropriate heuristic.
However, the problem was not a usability problem that was called out in the
ground truth set of usability problems. This suggests that there may be some
subjectivity with regards to what is considered a “problem” and what is not, and
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Table 8. Confusion matrix for the area visualization

Expert heuristic PH1 PH2 PH3 PH4 PH5 PH6 PH7 PH8 PH9 PH10

EH1 - - - - - - - - - -

EH2* 3 1 - 1 1 2 1 1 2 -

EH3 1 - - - - - - - 1 -

EH4 - - - - - - - - - -

EH5 - - - - - - - - - -

EH6* 1 - - - - 1 - - - -

EH7 - - - - - - - - - -

EH8* - - - - - - - - - -

EH9 - - - - - - - - 1 -

EH10 - - - - - - - - - -

Other - 4 4 1 2 1 1 - - 1

Failed - - - - - - 1 1 - 1

No response 5 4 6 8 7 6 7 8 6 8

just how much of a problem something must be before a visualization begins to
suffer. Minor issues to one person may in fact be usability breakdowns to another.

Looking across Tables 4, 5, 6, 7 and 8, it is clear that within each visualization,
all participants reported similar numbers of usability problems. This illustrates
that participants found similar numbers of issues, regardless of their confidence
or ratings of relevance of the heuristics. But given that a number of the issues
were found in the “other” category, we examined the ratings participants gave
for the clarity of the heuristics themselves. We note that participants 1–3 did
not complete the clarity ratings, so the analysis was conducted on the remaining
seven participants. We split participants into two groups, with low familiarity
with heuristic evaluation defined as those participants who self-reported their
experience with heuristic evaluations as level 1–3, and the high familiarity par-
ticipants defined as those who self-reported their experience as level 4–6. This is
because we found that familiarity with heuristic evaluations influenced ratings
of relevance.

Clarity ratings were compared with a linear mixed ordinal regression model
with a logit link function, using the fixed factor familiarity with heuristic evalua-
tions (2 levels: low, high) and the random factor observer. The Type I error rate
was α = .05. There was not a significant difference in clarity ratings between the
participant groups (Parameter βLow = −1.01, z = −1.74, p = .08).
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4 Conclusion

Our study shows that having familiarly with heuristic evaluations increases the
confidence in the ability to apply heuristics for evaluating visualizations. This
suggests that those who are asked to conduct a heuristic evaluation should first
have some experience or training in using heuristics to evaluate visualizations.
A training tool could be developed to help those novice to heuristic evaluations
learn best practices in heuristic application for visualization evaluations. Or the
evaluators who will be conducting the heuristic reviews could use the visual-
izations in this paper to see what usability issues they find and compare them
with the ground truth. Another idea would be to hold some workshops at vari-
ous information visualization and visual analytics conferences to introduce the
technique of heuristic evaluation to the communities.

Our data suggests that conducting heuristic evaluations for visualizations
does not require any experience using the visualization itself. This is actually
a good outcome as heuristic evaluations in information visualization and visual
analytics will certainly involve novel visualizations.

While the heuristic clarity ratings did not differ significantly based on the
participant’s experience with heuristic evaluations, we did find that participants
had difficulty attributing a usability problem to a specific heuristic. In par-
ticular, participants had difficulty attributing usability issues relating to color
to a heuristic. This could be addressed by creating a heuristic that specifically
addresses color usability issues. Or through training that demonstrates how eval-
uators can operationalize usability problems so that developers can understand
how to fix the usability issue. Future studies could help determine specifically
what evaluators found difficult with attributing a usability problem to a heuristic
by asking the participants to describe the found usability problems aloud.

We definitely recommend that visualizations on which a heuristic evaluation
is going to be conducted include the necessary information so that interactions
can be properly evaluated. To simulate the interaction of a visualization, inter-
active interface elements such as buttons, icons or menus could be displayed.
Another static image could show the result of the different interactions allowing
evaluators to assess heuristics concerned with interactions and processes.

Our study has shown that while some further investigations into heuristics
for visualizations and visual analytics should definitely be done at this time,
using these heuristics for information visualization and visual analytics should
definitely help researchers and developers to produce early visualizations with
fewer usability issues. We encourage the communities to use the heuristic review
technique using this set of heuristics to see if their visualizations are improved.
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Abstract. The temporal-spatial metaphor is a conceptual metaphor which can
help construct the concept of time through spatial experience. The motion direc‐
tion in space can be used to represent the motion direction of time. When compre‐
hending the relative motion between time and people, two kinds of time move‐
ment perspectives are often used in the frame of temporal-spatial metaphor,
namely the ego-moving perspective and the time-moving perspective. The
present study focused on revealing the kinds of spatial schemas that could repre‐
sent time movement perspectives and explored the feasibility of these spatial
schemas under different situations, which will be helpful in depicting the concept
of time in a human-computer interaction environment. We conducted two experi‐
ments to explore to what extent vertical and horizontal spatial schemas could
represent the two perspectives of time movement. The results showed that the
foreshortening vertical spatial schema could be adopted to represent both the ego-
moving and the time-moving perspectives, and the horizontal spatial schema is
more appropriate to describe the ego-moving perspective. The findings have
implications for computer spatial schema design in time representation.

Keywords: Spatial schema · Temporal-spatial metaphor · Ego-moving
Time-moving

1 Introduction

Metaphors are widely used in our daily life as a rhetorical device. Psycholinguistics
suggest that metaphors are also a way of thinking to allow people to draw on concrete
and familiar knowledge to reason about abstract concepts [1]. And even if metaphors
are not used in sentences apparently, people could still rely on metaphors to help thinking
[2]. In the domain of computer design, metaphors exhibit these properties in interfaces,
they are used to produce figurative interfaces which involve a transfer of meaning from
the vehicle to the topic [3]. And metaphors occur throughout the interfaces we use and
design just as they invisibly permeate in our daily speech. For example, when a child
learns to move a document icon from one folder to another in computer, the object and
container we use in real life is actually a metaphor that will help the child to comprehend
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the function of folder in computer system. When working with interface metaphors, it’s
essential for designers to think about which metaphors are proper and can be friendly
understood by users in various operating environment.

Among all the abstract topics, time is one of the primary concepts to represent. Time
is invisible and intangible, yet humans are capable of feeling time in certain ways. The
temporal-spatial metaphor is a conceptual metaphor which can help construct the
concept of time through spatial experience [4]. In addition, there is a broad consistency
and also some differences of temporal-spatial metaphor expressions in various language
and cultures [5, 6]. Therefore, it’s important to investigate the figurative interfaces of
temporal-spatial metaphor in human-computer interaction design, which used in
different conditions and cultures. Usually, the motion direction in space can be used to
represent the motion direction of time. And there are three basic spatial axes in temporal-
spatial metaphor expressions: Front-back axis, up-down axis and left-right axis. The
front-back axis and up-down axis are commonly used to represent the order of time, for
example, Mandarin speakers use the spatial words “qian” (“front”) and “hou” (“back”),
as well as “shang” (“up”) and “xia” (“down”) to express the occurrence sequence [7].
Although left-right axis is not often used in speech to represent the temporal order, it
can be found in some timing device like calendars and workflow charts [8].

When comprehending the relative motion between time and people in temporal-
spatial metaphor, two kinds of time movement perspectives are often used in the front-
back axis, namely the ego-moving perspective and the time-moving perspective [1, 4].
From the ego-moving perspective, time is considered static while people are in motion,
and people are facing and approaching the future as in “We are coming up on Christmas”.
From the time-moving perspective, people are considered static while time is in motion,
and the future is approaching or upon us as in “Christmas is coming up”. Previous
psycholinguistic studies have verified the psychological reality of the two perspectives
of temporal-spatial metaphors [9, 10]. However, there is no systematic studies
concerning the spatial schema which can represent the temporal-spatial metaphors so
far. In two-dimensional space, designers always use perspective plan method to depict
the distance relationship between objects. Thus, representing ego and time moving
perspectives in front-back axis can rely on up-down vertical schema and left-right hori‐
zontal schema.

The present study focused on revealing the kinds of spatial schemas that could
represent time movement perspectives and explored the feasibility of these spatial
schemas under different situations, which will be helpful in depicting the concept of
time in a human-computer interaction environment. We conducted two experiments to
explore to what extent vertical and horizontal spatial schemas could represent the two
perspectives of time movement. We designed a question as the reference standard to
examine the validity of those schemas. The answer for the standard question comprised
of a visualized picture and a descriptive sentence which could directly express the
meaning of ego-moving or time-moving perspective, which was widely examined to be
valid to measure perspectives of time movement in previous studies [11–13]. The
visualized picture was referenced from the schematic of ego/time moving schema used
to organize events in time in Boroditsky [11] ’s study. The descriptive sentences are
matched with different time movement perspectives. Under the ego-moving perspective
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schema, the sentence is “I’m approaching the future”, and under the time-moving
perspective schema, the sentence is “The future is approaching me”.

In experiment 1, we tested the validity of vertical spatial schema. To examine the
foreshortening effect of vertical schema, we compared the foreshortening schema with
a schema which contained same-size objects aligned in the up-down axis. Our assump‐
tion for experiment 1 was that the foreshortening schema would be more consistent with
the standard question than the same-size vertical schema. In experiment 2, we tested the
validity of horizontal spatial schema. People have no obvious preference when perceive
the moving direction of elements in vertical spatial schema. However, the moving
direction of elements in horizontal spatial schema was affected much more by cultural
customs, such as our writing and reading direction, because most of the modern people
write and read from left to right. Previous studies suggested that emotion could influence
the choice of time movement perspectives. Emotion with approach motivation, such as
happiness and anger, might promote the choice of the ego-moving perspective, while
emotion with avoidance motivation, such as anxiety and sadness, might promote the
choice of the time-moving perspective [12–16]. Therefore, we tried to evoke partici‐
pants’ mood with one certain type of emotion of happiness, anger, anxiety or sadness.
And the consistency and difference of answers between the horizontal spatial picture
and the standard question would be examined. Our assumption was that in approach-
motivation emotion groups (happiness and anger), the spatial picture was more consis‐
tent with the standard question than in avoidance-motivation emotion groups (anxiety
and sadness).

2 Experiment 1

2.1 Participants

Participants consisted of a total of 30 undergraduate and graduate students (14 males
and 16 females), ranging from 19 to 26 years of age (M = 22.7 years, SD = 1.9 years).
All participants were native Chinese speakers and unaware of the purpose of the experi‐
ment.

2.2 Stimuli and Procedure

Three spatial pictures were designed as the testing stimuli (See Fig. 1): (1) Three fore‐
shortening flying saucers aligned vertically (Fig. 1A; The flying saucer in the bottom
was the largest and the one in the topside was the smallest. The picture is the ambiguous
spatial target used in Boroditsky [11]’s study.); (2) Five foreshortening balls aligned
vertically (Fig. 1B; The ball in the bottom was the largest and the one in the topside was
the smallest.); (3) Five rectangles aligned vertically in the same size representing five
soldiers in line (Fig. 1C). These three spatial pictures and the corresponding descriptions
constituted the spatial schema questions.
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Fig. 1. Three vertical spatial pictures in Experiment 1 (Note. Picture A is the ambiguous spatial
target used in Boroditsky [11]’s study)

The experiment was programmed with E-Prime 2.0 software. At the beginning of
the experiment, participants were provided with an instruction for the experiment. And
then they were asked to answer all the questions (Three spatial schema questions and
the standard question). To avoid the order effect, the spatial schema questions and the
standard question were presented randomly. For the standard question, the specific
question which appeared above the schema picture was “I will attend an activity held
by my school recently. Which picture can express my feeling now more properly?” The
answer options were under the question. Participants were required to choose one answer
from the two pictures. Answer A represents the ego-moving perspective and answer B
represents the time-moving perspective.

For the vertical spatial schema A (Foreshortening flying saucers), the specific ques‐
tion which appeared above the picture was “There are three flying saucers arranged in
a line, the biggest one is the nearest one to us, if you move one step of the middle flying
saucer, which place the middle one will be in?”. If participants choose the nearest place,
it means they choose the time-moving perspective, if they choose the farthest place, it
means they choose the ego-moving perspective. For the vertical spatial schema B (Fore‐
shortening balls), the specific question was “There are five balls arranged in a line, the
biggest one is the nearest one to us, if you move two steps of the middle ball, which
place the middle one will be in?”. If participants choose the blue ball’s place, it means
they choose the time-moving perspective, and the red ball’s place represents the ego-
moving perspective. For the vertical spatial schema C (Same-sized rectangles), the
specific question was “There are five soldiers arranged in a line, number five is the
nearest to us, if number three moves two steps, which place he will be in?” If participants
choose number five, it means they choose the time-moving perspective, and number
one’s place represents the ego-moving perspective.
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2.3 Results

All the data were analyzed using SPSS 18.0. Firstly, for each participant, we calculated
whether the answers were consistent between every vertical spatial schema question and
the standard question (If both of the answers represent the same perspective, they are
regarded as consistent and labelled as 1, if not, they are labelled as 0). Then we summed
the number of participants for each question that labelled 1, and created a 2 × 2 contin‐
gency table between each vertical spatial schema and the standard question for ego-
moving and time moving perspectives(All the contingency tables are concluded in
Table 1). And we used the Kappa consistency test and the paired Chi-square test (McNe‐
mar’s test) to examine the consistency and difference of answers between the vertical
spatial schema questions and the standard question.

Table 1. The participant numbers for consistent answers between vertical spatial schema and the
standard question

Schema A Schema B Schema C
Ego Time Ego Time Ego Time

Standard
question

Ego 13 6 10 2 7 12
Time 4 7 9 9 3 8

Note. Ego represents the ego-moving perspective, time represents the time-moving perspective.

The results are as follows: (1) For the consistency and difference between Schema
A (Foreshortening flying saucers) and the standard question, the Kappa value is 0.309,
and the p value of McNemar’s test is 0.754 > 0.05; (2) For the consistency and difference
between Schema B (Foreshortening balls) and the standard question, the Kappa value
is 0.304, and the p value of McNemar’s test is 0.065 > 0.05; (3) For the consistency and
difference between Schema C (Same-sized rectangles) and the standard question, the
Kappa value is 0.082, and the p value of McNemar’s test is 0.035 < 0.05.

2.4 Discussion

Results of experiment 1 showed that the consistency between foreshortening vertical
schema and the standard question was higher than the same-sized vertical schema.
Accordingly, the difference between foreshortening vertical schema and the standard
question was not significant, in contrast, the difference between same-sized vertical
schema and the standard question was significant. Thus it indicated that the foreshort‐
ening design was crucial to characterize the time movement perspective in temporal-
spatial metaphor expression.
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3 Experiment 2

3.1 Participants

Participants consisted of a total of 136 undergraduate and graduate students (48 males
and 88 females), ranging from 19 to 27 years of age (M = 22.6 years, SD = 1.7 years).
All participants were native Chinese speakers and unaware of the purpose of the experi‐
ment. They were different students from the participants in Experiment 1. They were
randomly assigned to four emotion groups (happy, angry, anxious and sad), with 34
participants in each group.

3.2 Stimuli and Procedure

The standard question mentioned above and a horizontal spatial picture (Fig. 2; five
same-size matchstick men lined in the horizontal direction. The picture is referenced
from Richmond [17] ’s study, the Figure b in spatial group in Appendix.) were used as
the two questions to distinguish participants’ preferences of time movement perspec‐
tives. The specific question which appeared above the schema picture was “There are
five matchstick men lined in the horizontal direction, if number three was moved two
steps, which matchstick’s place the middle one will be in?”.

Fig. 2. The horizontal spatial picture in Experiment 2

All the participants were recruited to finish the experiment in a paper-and-pencil
questionnaire in a lab. After completing necessary demographic information, partici‐
pants rated their current emotional states of happiness, anger, anxiousness and sadness
on four nine-point Likert scales ranging from 0 (not at all) to 8 (to the extreme). They
were then asked to recall and write down their own experience with one certain type of
emotion of happiness, anger, anxiety or sadness. They were encouraged to write down
their experience in detail within 20 min. Next, participants need to rate their feelings
again on the four scales as before. Finally, all the participants were required to answer
the standard question and the horizontal spatial schema question.
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3.3 Results

All the data were analyzed using SPSS 18.0. Firstly, for each participant, we calculated
whether the answers were consistent between the horizontal spatial schema question and
the standard question in every emotion group (If both of the answers represent the same
perspective, they are regarded as consistent and labelled as 1, if not, they are labelled as
0). Then we summed the number of participants that labelled 1 and created a 2 × 2
contingency table between the horizontal spatial schema and the standard question for
ego-moving and time moving perspectives in each emotion group (All the contingency
tables are concluded in Table 2). And we used the Kappa consistency test and the paired
Chi-square test (McNemar’s test) to examine the consistency and difference of answers
between the horizontal spatial schema questions and the standard question.

Table 2. The participant numbers for consistent answers between the horizontal spatial schema
and the standard question

Happy Angry Anxiety Sad
Ego Time Ego Time Ego Time Ego Time

Standard
question

Ego 19 2 13 5 9 7 8 3
Time 7 6 9 7 16 2 17 6

Note. Ego represents the ego-moving perspective, time represents the time-moving perspective.

The results are as follows: (1) In the happy group, for the consistency and difference
between the horizontal spatial schema and the standard question, the Kappa value is
0.395, and the p value of McNemar’s test is 0.18 > 0.05; (2) In the angry group, for the
consistency and difference between the horizontal spatial schema and the standard ques‐
tion, the Kappa value is 0.162, and the p value of McNemar’s test is 0.424 > 0.05; (3)
In the anxious group, for the consistency and difference between the horizontal schema
and the standard question, the Kappa value is −0.316, and the p value of McNemar’s
test is 0.093 > 0.05; (4) In the sad group, for the consistency and the difference between
the horizontal spatial schema and the standard question, the Kappa value is -0.009, and
the p value of McNemar’s test is 0.003 < 0.01.

3.4 Discussion

Results of experiment 2 showed that the consistency between the horizontal schema and
the standard question was different under different emotional states. In approach-moti‐
vation emotion groups, the horizontal spatial picture was consistent with the standard
question in medium degree, while in avoidance-motivation emotion groups, there was
no significant consistency between the horizontal spatial picture and the standard ques‐
tion. Previous studies implied that approach-motivation emotion would promote the
choice of ego-moving perspective [12–15]. Therefore, the results indicated that the
horizontal spatial schema could represent the ego-moving perspective better than the
time-moving perspective.
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4 General Discussion

Results from the two experiments demonstrated that the consistency between foreshort‐
ening vertical spatial schema and the standard question was much higher than the non-
foreshortening schema. The horizontal spatial schema is more appropriate to describe
the ego-moving perspective. The findings have implications for computer spatial schema
design in time representation.

4.1 The Vertical Spatial Schema

As the findings turn out, the foreshortening design in the vertical direction is essential
to express the meaning of ego-moving or time-moving perspective. Because the ego or
time moving perspective reflects the relative motion between time and people in essence.
It’s difficult to portray motion in the front-back axis from the human-centered angle in
two-dimension space. The foreshortening design takes advantage of the perspective plan
method and can help comprehending the front-back relationship in two-dimension
space. And except for foreshortening objects aligned in up-down axis as the stimuli
showed, foreshortening road schema might have similar effect to represent ego or time
moving perspective.

4.2 The Horizontal Spatial Schema

In experiment 2, we used another idea to test the validity of the horizontal spatial schema
which contains the manipulation of different emotion. No obvious foreshortening effect
can be created to portray three-dimension scenes in left-right axis, so we don’t need to
investigate this. The motion direction is also very important to distinguish the time
movement perspective. Previous studies provided the idea that emotion plays a role in
choosing time movement perspective [12–15]. Specifically, emotion with approach-
motivation emotion promote the adoption of ego-moving perspective, while avoidance-
motivation emotion promote the adoption of time-moving perspective. In the current
study, only in approach-motivation emotion group, there is significant consistency
between the horizontal spatial schema and the standard question. The approach moti‐
vation direction in left-right axis is the same as in ego-moving perspective. The findings
indicated that the horizontal spatial schema is much more appropriate in ego-moving
perspective representation.

4.3 The Limitation of the Study

Metaphors are ubiquity in daily speech and interface design. Metaphors serve as natural
models and allow us to take our knowledge of familiar objects and events to give struc‐
ture to abstract, less well understood concepts [18]. The choices of different interface
metaphors can provide users with different models of the system. If the interface meta‐
phor is not appropriate, it might cause some problems. Thus coming up with a good
metaphor is essential to an easy-to-use human interface.

232 W. Zheng et al.



Our study provided two kinds of spatial schema to represent the time movement
perspective, but we did not compare the effect of them directly. In future study, we will
focus on the feasibility of vertical and horizontal spatial schema in real application.

In sum, the present study provided the first behavioral evidence about the represen‐
tation of temporal-spatial metaphors from different spatial schemas. This result gives
the valuable guidance of time representation in human-computer interaction.
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Abstract. A significant portion of the population have dyslexia, which is
commonly associated with reading and writing difficulties. In the context of
developing materials well-suited for users with reading disorders, one solution
has been to develop materials especially targeted at dyslexic users. However, how
are the attitudes among users with dyslexia towards adaptation? In this paper, we
report the findings from qualitative interviews with 20 adults with dyslexia. The
main finding was that they were sceptical towards adapted products, among others
because it made them “feel stupid” and because the adapted format affected the
reading experience negatively. In this paper we argue to instead work within the
universal design paradigm, trying to develop products and services usable by all
people, thus reducing the need for particular user groups to utilise “special solu‐
tions”.

Keywords: Dyslexia · Adaptation · Universal design

1 Introduction

Dyslexia is a widespread cognitive impairment, which is prevalent in 5–10% of every
population [1]. Most dyslexic people experience reading and writing difficulties, and a
majority of dyslexics also exhibit reduced concentration [2], impaired short-term
memory [3] and poor rapid naming skills [4]. Consequently, many activities in everyday
life may be cognitively challenging for dyslexic users. Examples of potential difficulties
range from reading text [5] to web navigation [6] and searching for online informa‐
tion [7].

A variety of adapted solutions have been developed, among others high-content/low-
skills books, that are especially made for people with reading disabilities such as
dyslexia. In Norway, an organization called Books for everyone produces a variety of
adapted books for different user groups, including books with easy language and a
particular typography with the purpose of making books accessible for people with
reading impairments. In some of these books, sentences are actively split over several
lines, which has resulted in a layout with quite short line lengths. These books have a

© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 237–247, 2018.
https://doi.org/10.1007/978-3-319-91238-7_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91238-7_20&domain=pdf


layout that differs from “regular books”, and consequently may look “adapted”. Such a
practise is the starting point for the interview data presented in this paper.

People with dyslexia are commonly reported to experience low self-esteem [8],
which is often a result of negative experiences in school- or work-related settings [9].
In this study we investigate the attitudes among dyslexic users towards adapted products,
with the aim of exploring whether such solutions are purposeful or regarded as stigma‐
tising. These findings have implications for researchers and practitioners working with
dyslexic users in general, and adapted texts in particular.

The research questions that form the basis for this paper is: What are the attitudes
among people with dyslexia towards adapted texts? The motivation behind this study
is to better understand how to accommodate the needs of dyslexic users, while at the
same time maintaining a respectful and purposeful approach when designing inclusive
user interfaces or other services or products.

2 Background

Previous studies have addressed the needs of dyslexic users in HCI-related contexts,
with the aim to improve accessibility. Such studies have typically either investigated a
potentially problematic task, for instance [6, 10] or suggested or evaluated guidelines,
for example [11]. Several researchers have investigated how to present readable text for
dyslexic users. Most of these studies have focused on digital texts and devices, with a
limited focus on printed books. One of the reasons for this perspective may be that it
has been suggested that digital materials are most suitable for dyslexic users [12].

Rello and Baeza-Yates [13] claim that the presentation of text is especially important
for people with dyslexia. For instance, Rello and Baeza-Yates [13] concluded that the
font styles sans serif, monospaces and roman font improved performance during screen
reading. In contrast, proportional fonts, serif and italics affected reading performance
negatively. O’Brien et al. [14] found that larger fonts might increase reading speed of
dyslexic people. This finding was in accordance with Rello et al. [15], who reported that
font size has a significant impact on the understandability and readability of a screen
text, suggesting using 18-point font. In contrast, British Dyslexia Association [16]
recommends 12–14 point, but emphasises that some dyslexics may require even bigger
font.

Letter spacing has also been addressed, and according to Rello et al. [15], line spacing
has no effect on readability for dyslexics when reading on-screen texts. However, letter
spacing seems to be important. For instance, Zorzi et al. [17] reported that extra-large
letter spacing benefited dyslexic readers, a finding which is in accordance with Marinus
et al. [18].

Regarding line lengths, there is also an emphasis on digital texts, and the results in
previous are so far contradictory. Schneps et al. [12] studied e-readers in a PAD and
POD condition and found that it was most efficient to read on small digital devices such
as PODs. The PAD condition displayed on average 67.2 characters per line, while the
POD condition had 12.7 characters. Schneps et al. [19] concluded that shorter lines might
be beneficial. This finding is in contrast to the guidelines from British Dyslexia
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Association [16], which recommends 60–70 characters per line. Moreover, Rello and
Baeza-Yates [20] also investigated column widths in digital texts and found that these
had no significant effect on the readability for dyslexics, who expressed no preferences
regarding line lengths. In contrast, control (non-dyslexic) users found line lengths of 44
characters to be most readable. Further, Rello and Baeza-Yates [20] reported that some
of the dyslexic users actually preferred the wide columns because the overall impression
of the text was that it seemed shorter and was consequently more motivating to read.
This study suggests that layout may affect the motivation for a person to read, and that
such design may be particularly important for dyslexic readers.

In a review of accessible typology for dyslexic users, Jackson [21] reported that most
of this research has been conducted on participants under 18 and often for younger
children and emphasises the need to investigate these issues in the adult dyslexic popu‐
lation as well.

Previous attempts to make products and services for users with impairments were
within the context of accessible design, where adaptation for users “with special needs”
was quite common [22]. However, this approach is now increasingly being replaced by
the universal design philosophy. The purpose of universal design is to develop products
or services that are applicable by all people, despite differences in age, gender, cultural
background or functional levels [23]. The objective of universal design is to design one
solution suitable for everyone, thus removing the need for especially adapted solutions
for particular user groups [22], such as dyslexics.

One example of accessibility in practice is the high content/low skills-books
produced by Books for Everyone with short line lengths. The purpose behind these books
is to make reading more accessible and less demanding for people with reading diffi‐
culties. Such books were therefore used as a starting point for a reading experiment and
the qualitative interviews with adults with dyslexia presented in this paper.

The need to not feel different may be closely related to low self-esteem, which is
reported to be a key issue in people with dyslexia, both adults and children [8, 24, 25],
and especially among females [26].

Adaptation in general and adapted books in particular are topics that are rarely
addressed in the research literature. In a study of children with dyslexia, Thiessen and
Dyson [27] found that dyslexics preferred books that resembled books that their peers
were reading over books that were considered easier to read by typographic convention.
However, little is known about the attitudes among adult dyslexics towards adaptations.

3 Method

This study was a within-subjects design, with no control group. The participants were
20 adults with dyslexia, recruited through social media and the organisations Dyslexia
Norway and Books for Everyone. A total of 11 participants were female (55%), while
9 were male (45%). Average age was 26.2 years, with the youngest participant being
18 years and the oldest 40 years. The following inclusion criteria was applied; the
participants needed to be above 18 years, have a dyslexia diagnosis, and not wear glasses,
since these would interfere with the eye-tracking glasses used in the reading
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experiments. A total of 22 participants conducted the tests, but two were excluded due
to too high scores on the dyslexia screening test, indicating too proficient reading skills.

3.1 Procedure

The session started with providing general information about the study, signing of
consent forms and registering participant data before several tests were conducted
(Fig. 1).

Each participant was screened for dyslexia. A Norwegian Word Chain Test [28] was
applied, which is a commonly used test for such purposes, and has been applied in other
studies for example [29–31]. In this test, a low score is regarded as indicative of dyslexia,
and adults who score below 43 points are recommended to conduct further diagnostic
tests. Using this screening removed the need for access to sensitive medical diagnostic
papers, while at the same time confirming the diagnosis and providing more details on
the severity of the dyslexia in each participant.

Fig. 1. Experimental procedure

A Landolt C visual acuity test was applied with a distance of 40 cm for short vision
according to the European standard [32], to ensure that reduced or blurred vision would
not affect the results of the reading tasks. The participants had at least a visual acuity of
0.8 with both eyes open, results that are in accordance with the limits of normal visual
acuity [33]. A short interview was also conducted before the actual reading experiment
started.

The participants were asked to read 12 different texts from three books, four from
each book. Each text was only read once and presented in one of four different layouts
(Fig. 2). The participants were presented with the different books and conditions in a
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randomised order. Participants were given one of 6 premade folders, where all the books
were presented in different orders, and with a variation of which pages that were
presented in each condition. The texts were inputted in a hard folder, to resemble the
feeling of holding and reading a physical book as closely as possible.

The reading session was immediately followed by an interview regarding what char‐
acteristics of a text they considered most important in terms of readability. Moreover,
participants were showed excerpts from the adapted books they had read in the different
conditions and asked about their attitudes towards such texts in particular and adapta‐
tions in general. They were also asked to rank the different conditions from 1–4, where
1 was the most favoured format and 4 the least preferred layout. The participants were
given a gift card of 500 NOK after completing the session.

The project was approved and ethically screened by Norwegian Centre for Research
Data. At the beginning of the session, all participants signed consent forms, and were
informed that they could withdraw from the study at any time without any negative
consequences. No participants were related to the researchers.

Fig. 2. Page 17 from Lindkvist (2013) in the four different formats. Reproduced with permission
by author and publisher.

3.2 Materials

Three adapted books in Norwegian (Table 1) were used as a starting point for the reading
experiment. The adapted books were formatted with sentences that were broken over
several lines, with the motivation to reduce the line lengths.

During the reading experiments, participants were given four texts from each book.
The pages were given in an unedited, original form (with typically short line lengths),
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and conditions with 40, 60 and 80 characters per line, including white space (see Fig. 2).
No words were split, and all the texts from each book had the same amount of words on
each page. The texts were printed on a pearl white, 130-g paper, in Arial font size 14
points, and with a left-justified text and ragged right edge.

Table 1. Adapted books included in the study.

Author(s) Title [Translated title] Year
E. Lindkvist Ditt røde hår, Unn [Your red hair, Unn] 2013
H. Hagerup & K. Roskifte Barnet mitt [My child] 2015
V. Salinas Og [And] 2016

4 Results

Each participant was asked to rank the four different formats according to their personal
preferences. Each participant hence gave the score 1–4 to each of the formats; 1 indi‐
cating their favourite, and 4 if it was the least favourable format.

The wider formats (L60 and L80) were significantly more popular than the narrower
formats (L40 and the adapted format). As many as 18 out of 20 listed one of the widest
formats as their favourite (See Fig. 3).

Fig. 3. Preferred format, in number of participants.

Only 2 participants preferred the shorter format (L40), and nobody listed the adapted
format as their favourite. A total of 12 participants regarded the original, adapted format
as their least favourable reading format (Fig. 4).
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We also computed the average ranking of each format (Fig. 5). The two wider
formats, L80 and L60, scored 1.8 (std = 1.10) and 1.95 (std = 1.00), respectively, indi‐
cating that these two were the most favourable formats overall. The original adapted
format scored the lowest overall, with an average rank of 3.3 (std = 0.60).

Fig. 5. Average ranking of each format.

5 Discussion

Our results indicate that the adapted format, which often means that longer sentences
are split over several lines, are less favoured by dyslexics, compared to formats with

Fig. 4. Least favoured format, in number of participants.
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longer lines. There seems to be a strong linkage between preferred format and the reading
strategy applied.

Several participants disliking the adapted format, explained how the short lines
disrupted their reading. A few participants mentioned how they used a reading strategy
searching for the end of the sentence, and then going back to analyse the content of the
sentence further, before reading the remaining text: “I have to see the whole sentence
before I understand it. Then I can go back to the rest of the text. It is much more work
to go back in a split-up text, because then I lose the overview.” Consequently, if a
sentence was broken over several lines, the reading process was perceived as more
difficult.

Many participants mentioned how skipping between lines made them confused and
ruined the flow of their reading because they lost track of where they were in the text.
For instance, one participant said that “it would be easier to read if the lines were longer.
Now I have to navigate to the next line often, losing where I was, and have to read the
whole paragraph again.” A wider format will be less likely to split a sentence over more
than one or two lines and will hence make the reading process less confusing. One
participant mentioned using a paper sheet to aid her in the reading, where she took a
pause at the end of each sentence. This strategy was also difficult with many split
sentences, implying that adapted books may interfere with the coping strategies of
readers with dyslexia. This is an issue that needs to be investigated further.

The two most popular formats (L60 and L80), also received mixed feedback. Some
participants disliked the widest format (L80), stating that the lines were too long and
felt a bit overwhelming. Others liked how it made the overall block of text shorter, and
in that respect, less overwhelming, which is in accordance with Rello and Baeza-Yates
[20]. In addition, one participant specifically expressed how she felt more challenged
by the wider format, giving her a sense of mastering reading. In her case, more chal‐
lenging texts seem to be positive for her reading experience.

While the original and L40 were quite similar with respect to score in the ‘most liked’
category, the difference is surprisingly large with respect to be the least liked. Only 2
out of 20 listed L40 as their least favourable (Fig. 4). It seems like the adapted format
is more provoking, and several participants commented on how the adapted format gave
them associations to children’s books or primary school books and gave them less
interest in reading them. The comments about “feeling stupid” and “associations of
children’s books” support this claim.

Many of the dyslexic users expressed a general scepticism towards adaptation in
general and stated that they “felt stupid” when presented with material targeted at
dyslexics. For instance, one participant stated the following “It should not be obvious
that this book is made for someone with dyslexia. You shouldn’t have to feel different”.
Many participants also commented that it made them feel like they had to use the
“elementary school version”. One participant said, “If they try to stupefy the text too
much, it doesn’t encourage to reading”.

A number of participants also stated that they would actually rather struggle with a
difficult text than utilise the adapted versions, which is in accordance with Thiessen and
Dyson [27]. “It is nice with space between the lines, but not so adapted that one feels
stupid”. The main conclusion regarding the attitudes towards adaptations was that it
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does not seem purposeful to use such an approach for this user group, who already are
very conscious about “being different” and seem to perceive adapted products as stig‐
matising.

Participants enjoying the adapted format, explained how they liked what the format
did to the text, making it more lyrical (“like a poem”). It was also commented on how
the adapted format sometimes made text-dialogue more apparent, making the text easier
to read. However, the short line lengths also felt confusing regarding genre: “In one of
the conditions I first thought I was reading a poem”. Another stated that “I get a very
poem-like feeling of the adapted text. I do not like reading that (…) it affects my reading
flow”. Consequently, there may be other more purposeful strategies than reducing line
lengths when developing books that are easily read by dyslexic users. However, this
issue needs to be investigated further.

6 Conclusion

The findings reported in this paper are mainly focused on the reading experience as
perceived by the dyslexics, and not on their actual reading performance. Two main issues
are apparent in this study; namely confusion in the reading process and low self-esteem
as results of the adapted reading format.

Several participants reported a reading strategy involving looking for the end of a
sentence. The shorter formats meant often having to skip vertically across several lines,
probably imposing more cognitive strain on the participants. Consequently, it is highly
likely that shorter line lengths do not necessarily facilitate reading for users with
dyslexia. Further, it seems very important to not develop products that feel adapted, but
rather make books that may be more easily read by a variety of users, thus removing the
feeling of “being stupid” and being stigmatised.

The findings of this study have implications for the development of different products
and services directed at dyslexic users and may be transferred to areas such as user
interfaces and various other ICT-based solutions targeted at dyslexic users. We argue
against especially adapted solutions, and rather recommend the universal design para‐
digm. Further, the lack of consistency in this user group makes it difficult to develop
guidelines and suggest that investing resources on developing a higher level of user
control is probably more beneficial for this user group.
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Abstract. The growing ubiquity of smartphones has changed how older people
live and the advent of instant messaging apps has reshaped their communication
methods. Stickers are arguably the most popular feature of LINE, an instant
messaging app. In this study, in-depth interviews were conducted with elderly
users of instant messaging apps to explore the effects of the emotional meanings
behind stickers on their social connections and level of understanding of the
other party’s meaning in an online conversation. The findings suggested that
using stickers improved the participants’ social connections, made them happier,
and enhanced their involvement in LINE chats. Moreover, stickers with per-
ceived positive and negative connotations enhanced the participants’ social
connections; in this regard, no noticeable differences were observed between
stickers with positive and negative connotations. However, the participants had
difficultly accurately interpreting stickers featuring highly expressive facial
expressions or diverse physical movements; some even found such stickers
ambiguous and misunderstood the implied meanings.

Keywords: Sticker � Instant messaging � Older adult � User experiences

1 Older Adult and Instant Messaging

1.1 Motivation

Health and social wellbeing are common concerns among older adults. It is estimated
that one in four people in Taiwan will spend the remainder of their life living alone.
Across Taiwan, older adults with limited contact with their relatives have small social
networks and are frequently neglected. They tend to idle away time watching TV at
home or sitting in front of their homes watching passers-by and passing vehicles. Older
adults who seldom participate in social activities or events of interest exhibit less
positive emotions. However, the Internet that enables diverse communication methods
can be a solution for the feeling of loneliness in older adults [1]. The Internet can be
harnessed to prepare people mentally for a solitary life and expand their social circle in
later life after their children have become too busy to come home and their friends have
limited time for gatherings. Thus, “solitude” may not be a synonym of “loneliness”.
Communication technologies including telephones, mobile phones, and the Internet
enable various methods of interpersonal communication and allow users to maintain
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relationships with others without time or spatial constraints. Older adults engage in
interpersonal communication in a variety of manners; for example, holding social
gatherings, using the telephone, and writing letters. They can also socialize through
Internet technology–enabled features such as mobile phones, email services, and
instant messaging apps. Thus, older adults can reduce the feeling of loneliness and
expand their social network by using smartphones to maintain contact with their family
members and relatives and connect with their friends.

1.2 Older Adults’ Social Connections

A sense of connection refers to the state in which a person is connected or acquainted
with others; such a state may involve family bonding, friendship, or acquaintance with
neighbors. Such social connections provide joy and support, enable a person to feel a
sense of belonging, and assist a person in creating social capital, thereby enabling
society as a whole to operate effectively. Moreover, people with more active social
lives tend to be more physically and mentally robust and more capable of handling
major life changes [2].

The sense of connection is a fundamental need for human beings, and it is the sense
of belonging that a person feels in his or her community or social network [3]. Paying a
personal visit, holding a social gathering, making a phone call, or initiating a conver-
sation via the Internet can induces feelings of comfort and belonging in a person. Social
connection can be measured based on six criteria: whether phone and Internet con-
nections are available at home, interaction with family members and friends, interaction
between young people and their parents, level of trust in others, loneliness, and par-
ticipation in voluntary work. Fincham and Beach [4] used the construct “relationship
flourishing” to describe a relationship characterized by happiness, intimacy, growth, and
resilience, which further heightens feelings of happiness and wellbeing.

1.3 Role of Instant Messaging in Social Connections

Instant messages are pieces of textual information transmitted between electronic devices
and typically sent in the form of short passages of text between users [5]. Advances in
smartphones and wireless communication technologies have given rise to many instant
messaging and social media apps that enable smartphone and computer users to send
textual, graphical, and audio information, photos, videos, and electronic files, thereby
enabling users to communicate in a convenient, rapid, and varied manner [6].

A 2015 survey conducted by Foreseeing Innovative New Digiservices—a research
branch of the Institute for Information Industry (III)—revealed that older adults living in
Taiwan (a) increasingly considered retirement as a transitional period of life, (b) enriched
their retirement lives by using high-tech devices to pursue the goals they had set for
themselves when they were young, and (c) expected to remain up to date with techno-
logical developments to meet their recreational, social, and learning needs. The survey
results also indicated that elderly people (a) depended increasingly on technology, par-
ticularly smartphones, (b) expressed a strong preference for LINE, and (c) used tech-
nology to access health-related information, contact their relatives, follow new episodes
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of soap operas, and listen tomusic. Overall, technology enables Taiwanese older adults to
fulfill their expectations of daily living and live well-rounded and vibrant lives [7].

Statistics from SimilarWeb (2016) revealed that WhatsApp is the world’s most
popular instant messaging app, Facebook Messenger is the second most popular, and
LINE has the highest degree of penetration of any messaging service in Taiwan. Both
Facebook Messenger and LINE enable users to send text messages, pictures, audio,
photos, and stickers, make phone calls, and deliver short messages to multiple users
instantaneously. LINE accounts for as much as 91.9% of instant messaging app use in
Taiwan because it helps to cement one’s interpersonal relationships, facilitates com-
munication, and is easy to use. In December 2016, the III [8] released a Report on 2017
Trends in New Media, which suggested that 4G Internet connection services had over
17 million subscribers in Taiwan, 90% of whom reported having a LINE account.
Furthermore, the number of LINE users in Taiwan doubled within a 2-year period; the
widespread use of smartphones for socializing and entertainment has contributed to the
development of numerous commercial services and ample business opportunities.

1.4 Older Adults’ Use of Instant Messaging Apps on Smartphones

Older adults differ somewhat from younger people in terms of lifestyle, technology use,
and attitudes toward virtual commerce. The III’s 2016 survey of older adults’ needs for
using 4G Internet found that 60.2% of respondents aged 55 years or older owned a
smartphone; their smartphone use focused largely on making phone calls and they
showed high preferences for LINE and Facebook. Additionally, approximately 60% of
over-55-year-olds improved their interpersonal interactions through LINE; over 50%
used the app to engage in video chats with their children or grandchildren, thereby
strengthening their relationships [8].

2 Stickers

2.1 Stickers on Instant Messaging

Stickers are used extensively on instant messaging apps. The precursor of stickers is the
emoji, which is designed by Shigetaka Kurita (a Japanese engineer) and etymologically
consists of two Japanese language characters—e for “picture” and moji for “character.”
Just as languages evolve with social change, stickers have gradually influenced users’
communication with each other and enriched instant messages.

A 2016 report released by Yahoo’s Flurry Analytics described stickers on instant
messaging apps as a contributing factor in the development of personalized mobile
apps. Many existing instant messaging apps offer stickers as a means of nontextual
communication. Sending stickers can facilitate communication via messaging apps by
fostering understanding between users; in the workplace, using stickers judiciously can
improve emotions involved in communication. Social factors are the primary factors in
the use of instant messaging apps within a business organization; the more messaging
app users in an organization and the more positively the management perceives use of
the apps, the more frequently are the apps used. Thus, social factors affect the intention
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to use instant messaging apps. Stickers are related to the message input method used,
and some are intended to reflect ongoing social events and mainstream culture and
subcultures. However, for old-age users, the diversity of stickers can hamper com-
munication via instant messaging apps.

Therefore, this study discussed older adults’ difficulties in using stickers on mes-
saging apps; this paper proposes solutions to these difficulties to increase older people’s
sticker usage. Stickers appear not only as pictures but also as accentuated images with
sound effect, and a diverse range of genres of stickers are currently available on the
market. This study analyzed older adults’ perceptions of stickers.

2.2 Line with Stickers

A 2016 Nielsen survey found that LINE had a usage rate of over 90% in Taiwan, with
over 17 million users; more than 90% of people aged 20 to 65 years used the app, and
nine out of ten LINE users had added official business accounts to their contact lists to
obtain complimentary stickers. Evidently, stickers are popular among messaging app
users in Taiwan. However, the survey did not include statistics of LINE usage among
people aged 65 or above. LINE stickers used widely in Taiwan are classified under
such genres as male and female characters, cute, sweet, comforting, funny/hilarious,
dialect/buzzwords, animals, and food. All these sticker genres were adopted as car-
toonistic stickers in the present study.

As an enhanced variant of their conventional equivalents, stickers are virtual
images created in a personified manner designed to vividly convey the mood or tone of
a sent message. Emoticons are akin to facial expressions and serve to express certain
nonverbal behaviors [9].

The Shannon–Weaver model of communication suggests that the delivery of a
message is subject to external noise, which influences how the recipient interprets the
message [10]. Accordingly, stickers are characteristically open to interpretation and can
create misunderstanding and confusion among older LINE users.

3 User Experiences

To analyze older adults’ difficulties in using stickers on instant messaging apps, this
study explored older adults’ experiences of sticker use to address their problems with
stickers. Older adults tend to have difficulty typing on mobile devices because of their
slow movement and the insufficiently large keypads on such devices. Moreover, older
adults tend to have an inadequate understanding of stickers for instant messaging apps
and younger people’s use of language, and rarely use such stickers to express their
feelings. However, using stickers can enable older adults to interact more readily and
conveniently with their younger relatives and friends.

This study used various methods to investigate older adults’ experiences of using
instant messaging apps with a view to elucidating their difficulties in sending textual
and graphical messages and stickers. These methods are detailed as follows.
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3.1 Focus Groups

As a qualitative research method, a focus group enables a researcher to develop an
effective, timely, and thorough understanding of a topic and gather data that can
actually reflect the said topic. Despite some implementation-related limitations, this
method is more effective than are other qualitative techniques. A focus group interview
should be planned by specifying the participant group, the moderator, the length of the
questionnaire to be administered, and other questionnaire-related factors in accordance
with the interview topic; formulated in such a manner, the interview can be flexibly
implemented, and thus high-value data can be collected [11].

In this study, focus group interviews were conducted in a structured manner, each
with six to eight representative older adults. The moderator asked the participants to
share their experiences of using messaging apps. Guided by open-ended questions, they
stated their opinions and needs regarding stickers and discussed what types of stickers
met their preferences and needs and facilitated their communication and mutual
understanding. Through such discussion, the participants were inspired to have new
thoughts concerning the topic, and thus the collected data can reflect opinions from
various perspectives. By conducting the in-depth interview, the researchers can com-
prehensively understand older adults’ perceptions and evaluation of stickers and
identify the difference between the older adults’ previous experience and current
perceptions.

3.2 Contextual Inquiry

Analyzing user experiences enables product designers or engineers to better understand
users’ needs for a specific product or difficulty using it. Contextual inquiry is a qual-
itative research method where a researcher interviews a participant to identify his or her
problems, explore the causes of said problems, and address said problems. Through this
method, a product designer can ask a user questions about his or her behaviors from
using the product in question for the first time to experiencing problems with it. In so
doing, the product designer can face-to-face communicate with users and compre-
hensively understand users’ difficulties and product usage experience [12]. Therefore,
contextual inquiry involves collecting primary data, which encompass a user’s reported
difficulties in using the product; the designer can then collate these data to improve the
design and functionality of the product.

Regardless of whether they live alone, older adults tend to have fixed habits of use.
This study observed how older adults used stickers to respond to positive and negative
critical events in various representative scenarios, as well as how they interpreted and
felt about the stickers they used. The findings are expected to improve older adults’
understanding of stickers used in messaging apps.

3.3 Experimental Procedure

The experiment comprised two stages. In the first stage, a focus group of five partic-
ipants aged 55–60 years held a discussion to select 16 stickers representing typical
human emotions and feelings (as shown in the Table 1).
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Table 1. The participants’ interpretations of all 16 stickers

Sticker

The 
participants’ 
interpretations

1.My apologies
2.Sorry
3.Can’t recall
4.Acting cute

1.I am cool
2.It’s you
3.You get me
4.I am confident on 
myself

1.I love you
2.I like it
3.Blowing a kiss
4.Over the moon;

1.Cool, isn’t it?
2.I’m awesome!
3.I’m smart
4.Things are going 

well
5.Let me think

Sticker

The 
participants’ 
interpretations

1.Thank you
2.I need a hand
3.Help me

1.Acting cute
2.I like it
3.Blowing a kiss
4.Annoying
5.Joking
6.Making a face

1.Delighted
2.Blissful
3.Satisfied

1.Mocking
2.Ha ha ha! This is 
hilarious!
3.Making fun of a 
person’s stupidity

Sticker

The partici-
pants’ inter-
pretations

1.Sigh
2.Anyway
3.It doesn’t matter
4.Resigned
5My bad

1.Having a yearning
2.Fantasizing
3.In a good mood
4.I like it

1.Speechless
2.Dumbass
3.At a loss for words
4.Resigned

1.Stupefied
2.Sad
3.Surprised
4.Weeping
5.Stunned by an 
unexpected incident

Sticker

The partici-
pants’ inter-
pretations

1.I won
2.I’m a champion
3.Proud
4.Happy

1.Furious
2.Holding my breath
3.Tsundere
4.Roll my eye

1. Let me see
2. Want a date?
3. Seducing

1.Surprised
2.How could this 
be?
3.Taken aback
4.Terrified
5.This is impossible
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In the second stage, an in-depth contextual inquiry was conducted to ask eight 55–
78-year-old participants (who know how to use LINE) about their interpretations of
these 16 stickers and how they used the stickers on LINE. The Table 1 presents the
participants’ interpretations of all 16 stickers.

4 Discussions and Conclusions

During the individual interviews of contextual inquiry, the participants shared a view
that using instant messaging apps significantly increased the frequency they contacted
with relatives and friends and the time they spent on making contact with them. This
strengthened their social connections with their relatives and prompted them to fre-
quently check up on their relatives, thus feeling less lonely. Moreover, stickers, which
contain contextual cues including facial expressions and physical movements, were
more intelligible to the participants in terms of the emotional overtones indicated by
their chatting partners than were messages composed of pure text. Thus, using stickers
in a LINE chat can improve a sender and recipient’s perceptions of each other’s
emotions and further cement their relationship. Facial expressions and physical
movements are easy to identify; facial expressions are particularly highly expressive
and the most crucial form of human communication after textual and spoken infor-
mation. Because faces are readily observable, any change in facial expression becomes
the focus of attention. Particularly, when people make crucial judgements, they typi-
cally depend on the messages conveyed from facial expressions. Stickers can serve as
symbols of facial expressions, which are invariably subject to interpretation; therefore,
the perceived emotions and symbolic meanings conveyed by the same stickers varied
among the participants.

The participants reported that stickers effectively expressed senders’ positive and
negative emotions, LINE stickers were appealing, and stickers representing cartoon
characters and nonhuman characters (e.g., dogs, cats, and monsters) were easier to
understand than were other stickers. In addition, the participants stated that they often
received replies in the form of stickers from their younger relatives and were often
unclear about the meanings behind these stickers. For example, when interpreting a
popular LINE sticker that features a cute character with a wide mouth producing a red
facial expression and shedding tears, some participants remarked that the sender was
laughing to tears, whereas others perceived the meaning to be weeping bitterly. The
emotional ambiguity of such a sticker can lead to misunderstanding and poor com-
munication. The participants’ opinions on the influence of stickers on communication
via instant messaging apps are summarized as follows.

(1) The more expressive a character sticker, the greater difficulty the participants had
understanding its meaning and the more likely they were to attempt to guess it.
Additionally, the participants reported that crucial matters must be discussed
through text messages or over the telephone. Considering that older adults often
misunderstood the meanings of stickers, young people are advised to use stickers
sparingly when talking to their older relatives via instant messaging apps.
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(2) Some participants opined that the purpose of sending stickers was to enable the
other party to understand the meaning. They did not realize that some stickers may
be used to brush others off by young people. The participants added that they
worked hard to decipher the meanings of stickers that they received and that
ambiguous stickers should not be used.

(3) Few participants ignored the meaning of stickers and perceived them simply as
cute images.

(4) All participants stated that stickers were lifelike and interesting. Because their
children and grandchildren often sent cartoon stickers, they often responded in
kind and tried to understand more about the emotional meanings of stickers.

An effective image conveys its intended message in a straightforward and concrete
manner, whereas an ineffective image leaves the receiver struggling for clarity. A user’s
attitudes and adhesion toward messaging app stickers strengthen if the stickers in
question accurately convey the user’s emotions and are understandable to the recipient.
By contrast, ambiguous stickers tend to cause misunderstanding, which is why stickers
should be designed to be self-evident in meaning to prevent confusion among elderly
people. Moreover, the findings indicated that stickers had direct and significant effects
on the extent to which emotions are expressed through stickers; however, highly
expressive or exaggerated stickers can be confusing to older adults. Stickers on instant
messaging apps in earlier times were mostly graphical; as the time went by, an
increasing number of stickers were accompanied by simple words (e.g., “OK” and
“Yes”) to complete express the intended meaning and prevent misunderstanding.
Stickers without textual information can be understood at first glance only if they
convey explicit emotions. Therefore, stickers should be designed in an animated style
together with features such as perceptible physical motion, words, sounds, or scenes.
The increase of nonverbal cues can effectively enhance the extent to which emotions
are expressed through stickers. Future research is suggested to analyze whether stickers
with textual and audio elements increase older people’s understanding of the intended
meanings.
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Abstract. Memory is more than remembering. Beyond cognitive processes that
reside within the confines of internal memory storage exists several extramne‐
monic processes that produce behavior that we typically understand as within the
realm of memory. The proliferation of immersive computing, pervasive
computing, ubiquitous computing, and ambient intelligence has brought attention
to a myriad of new questions related to the dynamics of memory under the influ‐
ence of technology, particularly for the shifting interplay between internal and
external memory. Control of memory is particularly important in consideration
of the current and future potential for offloading aspects of memory onto systems
in contexts of novel technology use. If an individual can accurately monitor
memory performance, she can make key decisions that will service her intellectual
and behavior goals, such as how to recall information and when to terminate
practice. In this presentation, I will discuss cognitive offloading in the context of
various media experiences. I will also discuss how the ability to rely on external
search may increase performance, but may also potentially distort how we under‐
stand our own memory and knowledge.

Keywords: Cognitive offloading · Technology-mediated behavior
Memory and cognition

1 Introduction

The proliferation of immersive computing, pervasive computing, ubiquitous computing,
and ambient intelligence has brought attention to a myriad of new questions related to
the dynamics of memory under the influence of technology—particularly for the shifting
interplay between internal and external memory [1–3]. Although humans have tried to
offload memory tasks well before the advent of modern digital technology [4], the unique
affordances introduced into our affairs through new technological environments has
forced consideration of the ways in which technology-mediated cognitive operations
differ from previous forms of cognitive operations, and how these differences impact
past and future scholarship. The purpose of this paper is to explore the implications of
cognitive offloading in our current technological environment. To accomplish this task,
we will first characterize memory and memory control to accommodate the intricate role
of human memory in the context of the global information infrastructure. Then, we will
explore the ways in which strategically offloading information in particular contexts of
technology use can potentially expand, constrain, and alter the functioning of memory

© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 257–268, 2018.
https://doi.org/10.1007/978-3-319-91238-7_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91238-7_22&domain=pdf


and cognition. We end with an example from our own empirical research that illustrates
the influence of technology features on our perceptions of knowledge.

2 A Characterization of Memory and Memory Control

Beyond cognitive processes that reside within the confines of internal memory storage
exists several extramnemonic processes that produce behavior that we typically under‐
stand as within the realm of memory. We store the phone numbers of our friends, class‐
mates, and roommates on our smartphones, although we decide that it may be useful to
store our partner’s number internally. Yet, if someone asks us if we know our roommates
number, we are naturally inclined to say that we do if the information is accessible to
us. In such a perspective, memory is not only related to storage capacity, but also extra‐
mnemonic skills that exists in the larger cognitive context of servicing intellectual and
behavioral goals.

Memory capacity reflects the dynamic ways in which individuals strategically select
information for encoding to enhance memory performance, while reducing cognitive
demands on memory [5]. Accordingly, the accurate assessment of one’s own memory
performance is a crucial ability to memory and memory control. If an individual can
accurately monitor learning, she can make key decisions that will service her intellectual
and behavior goals, such as how to recall information and when to terminate practice. If
judgments of learning are inaccurate, the allocation of subsequent study time will suffer.
Still, how people think about and monitor their own learning is highly imperfect [6]. Take
as an example—while traveling to London by train, Alan Baddeley [7] noticed a familiar
face, and decided to attempt to resolve how he knew the man. First, he recalled two asso‐
ciations related to the man—the name Sebastian and something with children. This led to
several other relevant (and irrelevant) associations until he successfully recalled that the
two were in the same baby-sitting group. Now, imagine the same scenario, but this time
after seeing the familiar man on the train, Baddeley noticed that he was pushing a child
in a stroller, which allowed him to immediately remember the baby-sitting group. Based
on these two scenarios, Baddeley would likely feel more confident that he will be able to
remember the man in the second scenario because he was able to identify him immedi‐
ately. However, because this inference relies on contextual cues, we cannot be sure that
it is diagnostic of future learning. In fact, the scenario in which Baddeley spent more time
searching for the correct answer might lead to better long-term retention, despite having
taken longer to retrieve. In the same way, because learners use monitoring to efficiently
obtain their learning goals, better monitoring accuracy is expected to be related to more
effective learning and higher levels of retention.

To illustrate this perspective, Benjamin (2007) considers the memory behaviors of
lifeloggers—individuals who engage in comprehensive external encoding using tech‐
nologies such as video recorders, computers, mobile devices, and so forth. There are
several advantages to lifelogging. First, because storage capacity on a hard drive is
practically limitless, decisions do not need to be made about what and how to encode.
Second, because external digital sources are increasingly accessible, information is more
easily “recalled” from memory stores. Third, because outsourcing information reduces
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cognitive demands on memory, time and resources are freed up for other activities [5].
In Alan Baddeley’s case, outsourcing the question of how he knew the man on the train
to a digital device may have been optimal given that the information is, and will continue
to be, one Facebook search away. But, what about the information that must be
committed to memory, such as information relevant to creativity, problem-solving,
expertise, and other complex domains of knowledge? Without the skills in interacting
with memory, how can the lifelogger accommodate these cognitive tasks? Here we must
consider one critical advantage of strategic mental encoding—higher-order cognition
guides memory behavior, but also memory guides higher-order cognition [5]. Therefore,
the ability to strategically control memory access and flexibly use the outputs of memory
processes to serve specific tasks may be as important as the ability to store information
in a place that is accessible.

Control of memory is particularly important in consideration of the current and future
potential for offloading aspects of memory in new technological environments. With the
arrival of ubiquitous computing and ambient intelligence, our personal devices have
become an essential component to our own memory and knowledge [1, 2]. In fact, many
memory processes are now accomplished with the help of digital technology (e.g.,
remembering birthdays, findings directions). Offloading responsibility for information
is optimal in many cases, such as when accuracy is paramount, or when offloading
unneeded information may reduce interference of new information [5]. In spite of these
positive impacts, such as expanding the capacity of human cognition and improving the
efficiency of information searching, we should be cautious in assuming that all features
of technology that reduce the cognitive effort of interaction and improve performance
will necessarily benefit long-term retention and transfer of information [8]. This said,
our ability to adaptively integrate internal with external processes, and our ability to
monitor the decision to do so, represents a defining feature of what it means to be a
successful cognitive agent in a complex environment.

3 Cognitive Offloading

When initially thinking about cognitive offloading, one might find it easier to think of
familiar experiences connected to the term, such as storing important contacts on a
phone, using a navigation app to finding directions, or archiving e-mails for later use.
In its most basic sense, it is the idea that people can offload some of their cognitive
functions onto technology, thereby extended the performance capacity of their human
faculty [9]. Generally, cognitive offloading is understood as associated with common
cognitive technology, such as computers and smartphones. At first glance, instances of
offloading cognition onto cognitive technology may seem clear. The issue, however,
becomes more evident once we consider how cognitive offloading may manifest in new
media environments, and also media environments of the future. The arrival of wearable
computers, the Internet of Things (IoT), and virtual and augmented realities are dramat‐
ically changing human-computer and computer-mediated interactions. Through
improved modality, agency, interactivity, and navigability [10], these technologies offer
users greater levels of “presence” and an illusion of non-mediation [11]. The need for
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having a physical and designated technological device for information retrieval, display
and exchange is diminishing. Some tech analysts have gone so far as to predict the
“death” of smartphones in the next ten years [12]. These new environments force us to
reexamine fundamental constructs such as what technological affordances constitute as
within the realm of cognitive offloading, and what are the subsequent consequences on
human memory and perception. To address this issue, recent work has expanded the
purview of cognitive offloading to include, in a very general sense, actions that offload
cognitive demands onto-the-body and into-the world:

We tilt our heads while trying to perceive ambiguous images, we gesture while imagining spatial
transformations, and we rely on smartphones and search engines to store and retrieve informa‐
tion. In other words, we often think using our bodies and the external world [13].

In each of these examples, an action is performed in a way that accommodates an
ongoing cognitive act so as to reduce cognitive demands on memory and cognition. In
this sense, cognitive offloading encompasses actions that offload cognition onto-the-
body (e.g., gestures, physical movement) and into-the-wild (e.g., writing things down,
setting reminders). Therefore, we settle on a definition of cognitive offloading as, “the
use of physical action to alter the information processing requirements of a task so as to
reduce cognitive demand” [13]. Nonetheless, new media environments have expanded
the range of actions people can take to reduce the burden on memory and understanding
this expansion of possibilities requires attention to what it is new media spaces afford
to people. The complex and systematic ways that media technology influence different
possibilities for action by the user raises important questions related to the ways that
cognitive offloading manifest in new media spaces, and their potential consequences on
human perception and behavior.

4 Cognitive Offloading in a Complex Media Space

The proliferation of immersive computing and ambient intelligence has brought atten‐
tion to the variety of experiences made possible by features and affordances of emerging
technology, and potential outcomes on human perception and behavior. Although the
same cognitive tendency may lead people to offload information in a variety of tech‐
nology-driven contexts, the outcomes of offloading this information—and accessing it
in the future—may differ according to features of the environment and context of use.
These emergent technologies expand human activities beyond the realm of physical
reality or even create entirely new human experiences. Technology-mediated interac‐
tions have gone from serial and codified message exchanges to fully immersive expe‐
riences enriched with social cues and machine intelligence; and, as the boundaries
between the virtual and physical spaces blur, a technology-mediated environment has
emerged. In the next section, we will discuss particular human-technology dynamics
that may have benefits for cognitive offloading, and also consequences for accurate
monitoring of learning. The approach of this discussion will be to characterize cognitive
offloading in the context of various media experiences, and to discuss potential conse‐
quences of this behavior. This will be explored through consideration of three prominent
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technological environments— immersive virtual environments, ambient intelligent
environments, and ubiquitous and pervasive computing.

4.1 Immersive (Virtual) Environments

Immersive virtual environments (IVEs) alter our perceptions of ourselves and our
surroundings. It does this by replacing sensory information with technologically
synthetic content to manufacture experiences that feel real, even though they are medi‐
ated [14]. Wickens (1992) mentions several notable features of IVE technology which
may create a greater sense of presence, such as three-dimensional viewing, dynamic
displays, and enhanced sensory information (among other features). These structural
features of IVE technology (e.g., virtual reality), have potential to reduce the cognitive
effort required to navigate through and interpret information in the system. For instance,
data overload in visual and auditory domains pose challenges to operators in a wide
range of workplaces, such as aviation, medicine, or process control [15]. This said,
multimodal interfaces may facilitate strategic offloading by allowing information to be
distributed across channels in a more task-appropriate manner [16, 17]. Although this
could be an effective way of reducing the cognitive load on a taxed memory system, we
should be careful to assume that all features of IVEs will improve performance. This is
especially true for features of IVE technology that eliminate desirable difficulties in the
environment that may be necessary to promote flexible outputs and transfer of knowl‐
edge [8]. For instance, evidence suggests that guiding trainees through the correct
landing path using flight simulations can produce error-free performance in immersive
environments, yet produces poorer transfer to landing skills once augmentation is
removed [18]. These findings suggest that realism itself will not invariably improve
memory.

4.2 Ambient Intelligent Environments

Ambient Intelligent (AmI) environments refer to technology-mediated spaces that are
sensitive and responsive to our requirements and desires. AmI environments incorporate
aspects of context-aware computing, disappearing computers, and pervasive/ubiquitous
computing to proactively support people in their daily lives [19]. It is an inconspicuous
technological environment that is perceptive to the particular characteristics of human
behavior and is capable of reciprocating with an intelligent response. There is a clear
advantage of offloading cognition in AmI environments— not only do AmI environment
retain the wealth of knowledge that is typical of common cognitive technology (e.g., the
internet), but also, the ability for these systems to adapt to users needs and desires
certainly reduces the burden on memory, and in some sense, removes the decision to
offload all together. Nonetheless, the question of how this may affect memory behavior
requires consideration. In a speculative vein, this type of “embedded” offloading may
have consequences that are conceptually similar to those described by the “Google
Effect” [1]. The Google effect is a phenomenon first described by Sparrow, Liu, and
Wegner (2011) as the tendency to forget information that is perceived as easily acces‐
sible through Internet search engine such as Google. In the original study on the Google
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effect, the authors demonstrated that participants who typed to-be-remembered infor‐
mation into a computer that they expected would save the information remembered less
than individuals who typed to-be-remembered information into a computer and did not
think it would be saved (memory was assessed in both cases without the memory aid)
[1]. In line with these findings, Storm, Stone, & Benjamin (2017) noted that using the
internet to access information makes people more likely to use the internet to access
new information, and less likely to rely on their own memory [20]. This said, while the
vision of interacting with smart objects every day offers a great range of fascinating
extensions to human performance, seamless reliance on external processes to satisfy
cognitive demands may have negative consequences for intellectual and behavior goals
that depend on mechanisms of information aggregation that are (presently) singular to
human memory systems.

4.3 Ubiquitous/Pervasive Computing

Ubiquitous and pervasive computing is a concept where computing is made to appear
anytime and everywhere. In these environments, information is always present or reach‐
able and almost always delivers the information that is desired by the user. In its ideal
form, technology of this type move with us through the world to build pervasive, yet
inconspicuous systems for offloading tasks. People cannot possibly know everything.
Therefore, the benefits of having information at our fingertips are obvious. In fact,
searching the web may be even faster than searching internal memory; whereas efforts
to recall information internally can be time-consuming—and often fruitless—search
engines return search results instantly, often even faster than these questions can be
asked. This being said, an informed user should be able to take advantage of this bound‐
less access to information by utilizing effective encoding strategies that maximizes
performance on intellectual and behavior goals, while minimizing cognitive demand.
However, the evidence on users’ abilities to effectively control encoding strategies is
mixed, and therefore the benefits of these systems are questionable. For example, Henkel
(2014) examined whether the act of photographing objects influences what is remem‐
bered about them. On a tour of an art museum, participants viewed 30 objects—15 of
which were photographed and 15 observed. Their findings reveal that participants
remembered fewer objects and fewer details about the objects remembered if they had
been photographed [21]. Although these findings highlight potential consequences asso‐
ciated with having technology available anytime and everywhere, the counterargument
is clear—if technology is made available anytime and everywhere, what does it matter
if information is not stored internally? Although externally-stored memory has the
advantage of retaining information with reliable precision, it does not hold the capacity
for self-organization. On the other hand, internal (human) memory systems have an
exceptional capacity for self-organization and reorganization, which explains why crea‐
tivity and expertise derive from well-organized internal memory systems and not digital
memory [5].
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5 An Example: Influence of Technological Ownership
and Modality on Perceptions of Knowledge

As mentioned previously, the ability to adaptively integrate internal with external
processes, and the ability to monitor the decision to do so, represents a defining feature
of what it means to be a successful cognitive agent in our complex media environment.
Still, how people think about and monitor their own learning is highly imperfect [6],
and this lack of cognitive control is exacerbating by the unique actions afforded in
particular human-technology dynamics. We now proceed to empirically explore our
theoretical proposition through a case of one human-technology interaction: using tech‐
nology to find answers to common declarative knowledge questions. These are the sorts
of questions that we might come across in daily life. For example, you might be having
a beer with friends after work when someone asks, “What do you think is the best-selling
beer in the United States?” When this situation arises, you have one of two options—
you can use your own internal knowledge to give your friend your best guess, or you
can Google it. The results presented here come from a series of studies where we seek
to determine how the act of searching for the answer internally versus outsourcing the
query to Google influences your perceptions of your own knowledge, and also how
particular features of the device you use to google the answer moderate the effect. For
this discussion, we focus only on the moderators. For the full report, please contact the
authors.

5.1 Research Questions

The purpose of this experiment was to test whether offloading cognition onto cognitive
technology influences self-perceptions of knowledge differently when the cognitive
technology is personally owned (versus not owned) and when information is accessed
on a mobile device (versus a stationary device). Comparing different levels of familiarity
with an external source and their relative influence on metacognition has been explored
in various contexts. Similar manipulations have been studied in the context of close
human dyads [22] and online access points (Google vs. Lycos) [23]. Thus, we directly
examined the influence of ownership (own device: offloading cognition onto a personally
owned device; control device: offloading cognition onto an unfamiliar lab device) on
inflated cognitive evaluations. Accordingly, we predicted that retrieving answer to trivia
questions from a personal device would result in inflated cognitive evaluations compared
to retrieving answers from a control device. The modality of the device we use to access
information may also carry cues relevant to knowledge judgments. Because mobile
external digital sources are increasingly accessible, information is more easily “recalled”
from memory stores. Thus, we also directly examined the influence of modality (smart‐
phone: offloading cognition onto a smartphone; laptop: offloading cognition onto a
laptop computer) on inflated cognitive evaluations. We predicted that retrieving answer
to trivia questions from a smartphone would result in inflated cognitive evaluations
compared to retrieving answers from a laptop.
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5.2 Procedure

We aimed to recruit about 30 participants per condition (total 120 participants) based
on the minimum suggested power (80%) used to detect differences between groups [24,
25]. The final sample contained 115 undergraduate students (94 female, Mage = 19.63)
at University of Illinois at Urbana-Champaign participated in a between-subjects design.
Participants were randomly assigned to one of four independent groups divided by two
independent factors: ownership (own device vs. control device) and modality (smart‐
phone vs. laptop). This said, participants were instructed to use either their own smart‐
phone (n = 27), their own laptop (n = 29), a control (lab) smartphone (n = 33), or a
control (lab) laptop (n = 26) to find all their answers to a ten-item trivia quiz. Trivia quiz
items were selected based on pre-tested fairness ratings [23]. Responses from the pre-
test indicate that participants found the items to be fair, but not particularly obvious (e.g.,
“What is the densest planet in our solar system?”). After completing the trivia quiz,
participants completed the dependent measures and then were debriefed before leaving.

5.3 Dependent Measures

Response Accuracy. Responses to the ten-item trivia quiz were scored such that
participants received one point for each correct response. Responses were counted as
“correct” if they very closely or exactly match the correct answers (slight misspellings
or conceptual matches will count as “correct”). The judgments were made by a research
assistant blind to condition and experimental hypotheses.

Cognitive Evaluations. Immediately after completing the trivia quiz, participants
completed the Cognitive Self-Esteem Scale (CSE) [23]. This 14-item scale measures
participants’ beliefs about their cognitive abilities. The CSE scale contains three sub-
components that assess confidence in the ability to think (e.g., “I am smart”), remember
(e.g., “I am proud of my memory”), and locate information (e.g., “I have a knack for
tracking down information”). Responses were coded on a 7-point scale (1 = strongly
disagree to 7 = strongly agree), such that higher ratings would indicate higher levels of
CSE. The CSE scale demonstrated good reliability (α = .93).

5.4 Results

Response Accuracy. We conducted a one-way ANOVA to evaluate the relationship
between response accuracy and cognitive evaluations. Results revealed a significant
effect of condition on response accuracy, F(1, 114) = 5.03, p < .05. Follow-up tests were
conducted to evaluate pairwise differences among the means. Participants who used their
own mobile device scored significantly lower on the trivia quiz (M = 8.52, SD = 1.05)
compared to participants who used their own laptop (M = 9.34, SD = .90) and partici‐
pants who used a control laptop (M = 9.23, SD = .71) (ps < .05). All other comparisons
were not significant (ps > .05). Because the interpretation of this finding is ambiguous
and extraneous to our investigation, we hesitate to draw conclusions on this result. We

264 K. A. Hamilton and M. Z. Yao



will, however, take note of this finding with respect to our main prediction regarding
the effect of ownership and modality on cognitive evaluations.

Cognitive Evaluations. We conducted a two-way ANOVA to evaluate the effect of
ownership (owned versus control) and modality (smartphone versus laptop) on CSE
ratings. As predicted, results indicate a significant main effect of ownership, such that
participants had higher overall CSE scores when they used their own device (M = 5.21
SD = .74) compared to participants who used a control device (M = 4.93, SD = .90) to
complete the experiment, F(1, 115) = 4.54, p < .05, η2

p = .039. Also, results indicate a
significant main effect of modality, such that participants had higher overall CSE scores
when they used a smartphone (M = 5.30, SD = .86) compared to participants who use
a laptop (M = 4.82, SD = .74) to complete the experiment, F(1, 115) = 11.54, p < .05,
η

2
p = .094 (see Fig. 1). The interaction effect of ownership and modality on CSE was not

significant (p > .05). This implies that the particular features of a device used to offload
cognition, such as ownership and modality, may influence cognitive evaluations.
Furthermore, cognitive evaluations are not related to actual performance.
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Fig. 1. Effect of ownership and modality manipulations on cognitive self-esteem (CSE) mean
scores (N = 115). Error bars represent standard error.

5.5 Discussion

Media technology provide unique opportunities for offloading cognition in order to
extend the capacity of our cognitive capabilities. Although the availability of these
actions have wide-ranging implications, many of which are beneficial and valuable, they
bring with it novel consequences. This example illustrates a particular instance of this
dynamic human-technology interaction. Although participants correctly retrieved 9 out
of 10 trivia questions on average, cognitive evaluations following the task reveal that
features of a technological device used to offload cognition play an important role in
influencing attributions of knowledge. More specifically, participants who used their
own device to find answers reported inflated cognitive evaluations compared to
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participants who used a control device, and participants who used a smartphone reported
inflated cognitive evaluations compared to participants who used a laptop. Our findings
are consistent with the notion that individuals misattribute outcomes and characteristics
of technology to the self while judging their own knowledge, which have potential
consequences on strategic control of memory decisions, such as when to strategically
encode information. For instance, a student who uses Google to study for an upcoming
exam by “confirming” definitions he thinks he “mostly” understands may be surprised
when he is not able to recall the information from memory during the exam. Likewise,
a student who uses a navigation app to drive home to visit family may be caught off
guard when they are unable to articulate the directions to a friend.

6 Closing Remarks

Taken together, the claims forwarded through this discussion are not intended to promote
a technologically deterministic stance toward the positive or negative consequences of
technology use. Instead, our discussion is meant to illuminate unique contexts of cogni‐
tive offloading made possible by a new, complex media space; and hopefully, lead our
readers toward asking new questions—not about whether memory should be extended,
but rather—about how to offer new answers to old questions given that memory has
been extended. From the preceding discussion, we can see how and why the use of
cognitive technology to facilitate information retrieval has become a pervasive habit of
human behavior. Our growing digital memory repositories bring with them several
potential advantages, such as when accuracy is crucial, or when the Internet is available
and its use is contextually appropriate. Given that we will likely become increasingly
connected to our digital memory, one may even argue that technological advancements
will eventually obsolesce the need for strategic memory encoding. However, we should
be cautious to assume that all features of technology that reduce cognitive demands, and
even improve performance, will necessarily service our intellectual and behavior goals.
After all, memory is more than just remembering [5]. So, a person immersed in a tech‐
nologically rich environment may be more likely to remember a class essay deadline
than a person who chooses to rely on memory alone. But, they may both have trouble
deciding what to write about—both have “memories” inundated with trivial facts and
details. Yet, the person who strategically encoded information is able to seamlessly
navigate a self-organizing internal memory system to piece together the contents of the
essay, the person who offloaded their knowledge in word documents, lecture images,
and recordings is still sifting through their external “memory” for content relevant to
the task at hand.

The broad assertion forwarded by this research is that new technological environ‐
ments do not necessarily supplant human activity but rather changes it, often in unin‐
tended and unanticipated ways, and as a result poses new coordination demands on the
user [26]. The unique affordances introduced into our affairs through interacting with
new, complex media environments has forced consideration of the ways in which tech‐
nology-mediated memory behavior deviate from previous memory practice, and how
these changes beg reconsideration of antecedents and consequences of memory and
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memory control. This said, research is needed to explore the ways in which technology
expands, constrains, and alters the functioning of memory and cognition in order to offer
new answers to old questions, such as how to determine what information is most
important to encode for some intellectual or behavioral goal, how to optimize retrieval
practice to enhance that selective learning, and how to train people in this process.
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Abstract. There are many “how-to” pages on the Web. However, on such pages,
descriptions and images are often not clearly linked. As a result, it is difficult for
viewers to understand which parts of the text description refer to which pars of
the images. This study aims to solve this problem. With the developed Deconaby
system, users can add animations just by clicking on an image on a Web page and
moving their mouse. Our system then generates a URL that consists of the how-
to page’s original URL and a hash ID for sharing the animation-added version
with others. In this manner, our system can improve the understandability of Web
pages with little time and effort. We conducted an experiment to test the effec‐
tiveness of our system. The results showed that our system succeeded in
increasing the understandability of difficult-to-understand pages. We also showed
that a page written in an unfamiliar language can be understood with the help of
appropriate Deconaby animations.

Keywords: Web · Image · Animation · Mouse operation · Support · Share

1 Introduction

Many “how-to” pages are posted on the Web. These pages describe, for example, how
to install PC applications (see Fig. 1), access restaurants from their nearest station, fill
out and submit application forms, and draw illustrations. When people want to know
something, they usually use a search engine such as Google and Bing to obtain infor‐
mation from these how-to pages.

To make their how-to Web pages easier to understand, authors often use images such
as screenshots, maps, photographs, and illustrations. However, the descriptions and the
images in how-to pages are often not clearly linked. As a result, readers cannot easily
understand what part of a text description refers to what part of an image (see Fig. 2).
In addition, these how-to pages sometimes require expertise in fields such as program‐
ming, software development, and foreign languages. Japanese students sometimes give
up trying to understand a page if it is written in English. Likewise, elderly people cannot
easily understand a page written with many technical terms (see Fig. 3).

On a different note, people cannot help but gaze at something that is moving. For
example, presenters often use a laser pointer to direct the audience’s attention to a point
of note on the screen when giving a presentation using PowerPoint, Keynote, and other
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software applications. In addition, creators of instructional videos about application
installation, programming, and similar fields aid their viewers’ understanding by using
the mouse cursor to indicate specific parts of content. Thus, if we add movement to how-
to pages, we might improve those pages’ understandability.

Fig. 1. Example of a “how-to” page.

Fig. 2. Example of an incomprehensible image on a web page due to several overlapping
descriptions such as repeated use of the term “download.”
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Fig. 3. Example of how technical terms (highlighted by red rectangles) confuse elderly persons.
(Color figure online)

Aiming to solve the problems described above, we propose a system called “Deco‐
naby” that enables a user to add animations directly to images on Web pages and to
easily share the pages with the added animations with others. A mouse-cursor, pointing
finger, or walking person animation can be added to images. The user can improve
others’ understanding of Web pages by using the proposed system with little time and
effort.

By using Deconaby, a user can use original content without infringing on its copy‐
right as well as create and browse originally animated pages tailored to their needs. We
expect that Deconaby will enhance the understanding of users unfamiliar with Website
operations such as clicks and swipes, and prevent users from suffering unnecessary stress
and confusion.

First, we describe related works and propose the Deconaby system. Then, we
describe its implementation and show its effectiveness by conducting an experimental
test. Finally, we describe the application of our system and discuss future work.

2 Related Work

Methods for modifying the content of pages on the Web have been developed exten‐
sively. For example, the Web browser extension Decoby enables users to add effects to
images and movies posted on the Web and share those effects with others [1]. By using
Decoby, users can enjoy content in their preferred form. In addition, Nakamura et al.
proposed a system that can aurally decorate movies on the Web [2]. This system not
only enables users to make decorations of their choice for videos but also creates a new
movie-viewing experience. These systems have the advantage of enhancing the user
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experience by modifying the content on the Web. However, they do not increase the
understandability of Web content.

WATSS (Web annotation tool for surveillance scenarios) is a Web-based annotation
tool that allows users to annotate video content taken by a surveillance camera [3]. Web
Annotator enables users to annotate e-learning materials [4]. InkAnnotation enables
users to use styluses to add handwritten annotations to teaching materials [5]. Another
Web-based annotation tool enables users to emphasize parts of teaching materials by
highlighting them [6]. These tools enable annotations to be made on actual notes used
in e-learning. Virtual Notes can embed annotations in the text; that is, annotations are
inserted as “sticky notes” with a title and make it easier for users to understand the text
[7]. These studies propose appropriate methods for the purpose of annotation; our
research differs from them because its purpose is supporting user understanding.

A publication system that enables communication such as chatting between users
browsing the same Web page has been proposed [8]. It allows users to exchange opinions
and information. Another proposed system shows annotations made by support staff on
users’ screens in real time as a help system for Web applications [9]. However, these
systems differ from Deconaby, which enables asynchronous sharing irrespective of
timing between users. In addition, a graphic annotation platform that provides annotated
lines and figures on screenshots of Web pages and stores them in a database for sharing
has also been proposed [10]. These annotation systems allow text and graphic annota‐
tions. In contrast, Deconaby does not insert text or graphics; instead, it supports the user
by adding animations of icons such as a mouse cursor and a pointing finger.

3 Deconaby

3.1 Proposed Method

One way to increase the understandability of an image on a Web page is to highlight a
part of the image by drawing a red rectangle around that part or by pointing to it with a
red arrow. However, preparing such image content requires much time and effort. In
addition, if a Web creator wants to highlight several parts of an image in order to indicate
the order in which a user should click several buttons or indicate the route from a station
to a destination, the image content might become incomprehensible because of too many
highlighted parts. In addition, average users cannot fix these incomprehensible images
themselves.

To solve this problem, we propose a method that enables average users to add
animation to image content on the Web as a decoration. This method emulates actions
done by users with superimposing animations, such as a mouse cursor, pointing a finger
and moving person, on the image content (see Fig. 4). These animations enhance the
user’s understanding without modifying the original content of the how-to pages.

For example, when Web creators want to make a page describing how to install an
application on a PC, they usually take a screenshot of the page distributing the applica‐
tion and embed the screenshot in their web page. Then, they explain in the text the parts
of the image that can be clicked on. When a reader visits the Web page to find out how
to install the application, they sometimes cannot easily understand which parts they
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should click. If guidance with an animation of, for example, a cursor clicking on the
relevant part of the screenshot could be given directly, the user would not have to check
the text to determine where to click.

Fig. 4. Overview of Deconaby. (Color figure online)

As another example, when Web creators want to create a page explaining how to
access a facility from a train station, they usually upload an image of an appropriate map
and describe the location of the facility, the nearest station, routes of access, and so forth
in the text. However, if the map is too complicated, readers who visit the page to deter‐
mine how to access the facility might get lost when they actually go. If it were possible
to present a suitable route to the user on such a map using an animation, users would be
able to find their way easily without viewing the page for a long time.

An image showing how an animation is assigned on a Web page by using Deconaby
is shown in Fig. 4. An additional canvas on the target image is created automatically,
and an animation is drawn on the canvas. The animation can be added by moving the
cursor and clicking on this canvas.

Deconaby allows users to easily share the animations assigned to images on Web
pages with others. Specifically, it saves the animations that a user adds to a page and
issues a new URL. The new URL consists of the original URL and a hash ID generated
automatically for each decorated version. A user can share this decorated version only
by sending this new URL to other users, who can access the animation-decorated Web
page by using Deconaby and clicking this new URL.

3.2 Implementation

We implemented the Deconaby system as a Google Chrome browser extension using
JavaScript and its libraries jQuery and P5.js1, and we implemented its server system

1 https://p5js.org/.
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using PHP and MySQL for storing animation information and sharing animations
assigned by users.

When a user uses Deconaby to visit a Web page, all images on the page are listed,
except for small images such as buttons, icons, and advertisements, which are excluded
because they are unsuitable for adding animations. Next, transparent additional layers
(canvases) are generated by P5.js (as many as the number of elements of the acquired
IMG tag of HTML) according to the size of each image. These layers are overlapped
according to each image’s position on the page.

When a user wants to add a mouse-cursor animation to an image on the page, they
simply click the part of the image that they want to animate. At that time, if the image
is designated as a link by the A tag of HTML, the Web browser judges that the user
wants to access the linked image. In the animation mode wherein users animations, our
system disables its link, as described below.

When the user assigns an animation to the page, the animation information is sent
to the recording server (in JSON format) so that it can be shared with other users. In the
recording server, the received data is directly collected in a database. However, it is
possible that one page may be decorated with animations from multiple users. Therefore,
the page to which the animation is assigned is linked to the animation information by
attaching an ID to the original URL. The animation ID is given at the end of the URL
as a hash value (i.e. the value after the “#” of a URL). IDs are automatically generated
so that data do not overlap. For example, when a user decorates a page by adding an
animation to it, a URL (“http://example.com/example.html”) and an ID (12345) are
generated, and a new URL (“http://example.com/example.html#decoID=12345”)
where other users can see the animation-decorated page is provided.

When this URL is opened with Deconaby in a Web browser, the “decoID” is detected
from the URL, and animation information is requested by Ajax with ID “12345” from the
recording server. The recording server retrieves the animation information matching the
ID from the database and sends the information to Deconaby, which reproduces the
animation on the relevant image of the page. If the user does not have Deconaby installed,
the Web browser ignores the values after the “#” of the URL and shows the original page.

3.3 Animation Types

When adding animation to various how-to-type pages, users might want to use several
kinds of animations. For example, how-to pages about PCs and smartphones have
different UIs for each application, so there is likely to be significant demand for explan‐
ations of the different interfaces. To meet that demand, appropriate mouse-cursor and
finger animations were prepared for those pages. In addition, a footprint animation
(which can be used to express a trajectory or order of movement that is difficult to explain
verbally) was also prepared.

The mouse-cursor animation (see Fig. 5) supports explanations of PC operations and
can signify a mouse click with a pulsing circle. Users can indicate the order of clicking
by recording the points that they click by clicking multiple times. The finger animation
(see Fig. 6) supports explanations of smartphone operations. In this mode, a finger image
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moves along the trajectory recorded by mouse clicks, and an animation illustrating a tap
on the smartphone’s touchscreen can be assigned to the image.

Fig. 5. Mouse-cursor animation.

Fig. 6. Finger animation.
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The footprint animation (see Fig. 7) explains routes on a map. In this mode, a person-
like icon animates the trajectory recorded by mouse clicks while leaving a trail of foot‐
prints. When the animation is played, the person-like icon stops for a while at the clicked
location, so the user can understand that they are being guided to that location.

Fig. 7. Footprint animation.

By appropriately using these three types of animation, users can add their intended
commentary to the image.

3.4 Operation

When a user installs Deconaby, a mode-change button is displayed at the lower right of
their browser. Clicking this button switches between animation mode and decoration
mode. Animation mode only shows the assigned animations. Decoration mode enables
the users to add animations to certain images on a Web page. Deconaby’s default setting
is animation mode. When users want to add an animation to an image on a web page,
they turn on the decoration function by clicking the mode-change button.

In decoration mode, a decoration menu is displayed when a user moves their cursor
over an image on the Web page (see Fig. 8). The user can change the animation type by
clicking the appropriate button on the decoration menu. If the user clicks on the image,
an animation is created and recorded by monitoring their mouse movement. During the
recording, an afterimage of the locus of the mouse is displayed. When the image is
clicked on, the animation starts recording at the clicked point. The user can indicate the
order of the clicks by clicking two or more times without stopping recording of the
animation. When the user clicks the stop button in the decoration menu, the recording
stops. The trajectory on the image from the last clicked position to the stop-button click
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point is not recorded because the mouse movement after the last click is unnecessary
information. If the user does not click on the image, it is judged that the user does not
intend to decorate the image, so the locus is not recorded.

Fig. 8. Decoration menu for a mouse-cursor (top) and animation recording (bottom). (Color
figure online)

After assigning animations to all selected images on the page, the animations can be
saved in the server by clicking the “Issue” button in the menu, and a page with an ID in
the URL is opened in another tab of the browser. The user can use this URL to share the
animation-added Web page with others.
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3.5 Additional Functions

Deconaby is implemented on and distributed through our Web site (http://deco‐
naby.club/). On the basis of feedback from users, the following two additional functions
were added.

• ID list display: Usually, users cannot view decorated pages without knowing the
animation ID. However, they sometimes want to view animations when they cannot
understand the page. The ID list display allows users to browse animations added by
other users by selecting a decoration ID from the list. Also, if another user adds an
animation to the page that the user is viewing, the color of the menu changes to green.
As a result, the user can know whether an animation has been added to that page.

• Request: If a user cannot understand a page, and the page has not been improved
with Deconaby, the user can send a request asking others to improve the page. In this
manner, it is possible to get many users to add animations to the image to increase
its understandability.

4 Experiment

4.1 Pre-experimental Analysis

Deconaby was evaluated with an experiment using 14 university students (aged 20 to
23) as subjects. The experiment used 22 how-to Web pages, namely pages explaining
the operations of PCs and smartphones or giving directions to a destination (10 pages
for PC operation, 5 for smartphone operation, and 7 for route directions). Each
subject was asked to use Deconaby to explain a page or improve its understanda‐
bility for their families.

Examining the animated pages made by the subjects revealed that they tended to
click on the same position on the page concerning how to operate applications or settings.
In addition, most of the things described in the text on the page were reproduced with
animation.

The subjects sometimes used animation to emphasize multiple positions in an image
in the order of operation. Sometimes, when text explanations were omitted because the
operation was basic, there were still decorations to supplement the instructions. In other
words, the animations can be classified into two types: one type reproduces the content
written in the text as animations; the other supplements insufficient explanations on the
page.

The assigned animations sometimes reflected the users’ situations. For example,
several operating systems and several versions of Windows OS are in use around the
world. Accordingly, some applications can run on several different operating systems
and versions. Pages that distribute these applications list several links to download for
each operating system and each version. In our experiment, the subjects chose the indi‐
cated download link depending on the operating system and versions running on their
families’ computers. As for when the subjects animated a page that gives directions from
a station to a building, half of them used animation to indicate the shortest path, and the
other half indicated the least crowded path.
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Some animations added by the subjects encircled parts of an image, and these
animations traced the designated part with the finger animation. These animations were
added to emphasize certain parts of the image. In addition, some animations pointed to
a station or destination with the finger animation, rather than the footprint animation, on
the map. These explanatory animations were unexpected.

According to the feedback from the subjects, many subjects felt that using Deconaby
made it easy to understand pages visually by animating them and that it was handy and
easy to use. These impressions demonstrate that Deconaby has utility and usability.
However, some subjects expressed the opinion that they would like to signify certain
operations, such as double-clicking and dragging-and-dropping, as animations; anima‐
tions for these operations are not implemented in Deconaby. It would indeed be useful
if users could use such animations. However, other subjects expressed the opinion that
Deconaby is handy because it is simply operated by mouse-clicking only. Therefore,
when increasing the functionality of Deconaby, we must take care not to overcomplicate
its operation.

As for other opinions on the functionality of Deconaby, some subjects felt that it
would be helpful to be able to add animations to explain where to click on an entire Web
page. Currently, Deconaby only targets images on Web pages for animation because
many how-to pages contain difficult-to-understand images. If the entire page is targeted,
Deconaby would need to consider the window size of the browser and the position of
content depending on its size. However, we aim to develop Deconaby further so that it
can be used to decorate an entire Web page and be more usable for giving general
commentary with animations.

4.2 Analysis of Results of Evaluation Experiment

The extent to which Deconaby improved the understandability of how-to pages by
assigning animations was experimentally tested as follows. One hundred pages were
prepared. Among them, fifty were considered difficult to understand, so Deconaby was
used to add animations to each of those 50 difficult-to-understand pages. The under‐
standability was evaluated on five levels (−2 to +2) before and after the animations were
added. A total of 50 evaluations were made by each subject, evaluating pages that were
seen for the first time; specifically, each subject evaluated 25 unanimated pages and 25
animated pages.

The numbers of pages sorted into each how-to category used in the experiment are
listed in Table 1. In the 50 pages examined, the average understandability score indicated
increased easiness-to-understand for 32 pages and decreased easiness for 11 pages. The
statistical significance of the difference was verified using a sign test (p < .01). In addi‐
tion, the evaluation score of 14 of the pages was negative before decoration. This result
means that the original pages were highly difficult to understand. Of these pages, the
average score for 13 of the 14 increased (Table 2).
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Table 1. Average understandability score of how-to pages classified by category.

Category Decrease ±0 Increase 14 highly difficult pages
PC 2 5 13 8
Smartphone 2 3 7 1
Map 2 0 3 2
Photo 3 0 1 0
Other 1 1 7 3

Table 2. Average understandability score for each highly difficult-to-understand page.

Page number Animation
Without With

4 −1.2 −0.4
9 −0.25 0.6
10 −0.4 0
21 −0.8 −0.2
23 −0.8 −0.2
25 −0.6 0.8
28 −0.6 −0.6
33 −0.6 0.6
38 −0.4 0
41 −0.8 −0.4
44 −1 0.2
46 −0.8 −0.6
48 −1.4 −0.4
49 −1 1.6

As shown in Table 2, although there are seven pages in the smartphone category for
which the understandability score increased, only one page was originally particularly
difficult to understand. All of these pages were easy to understand by indicating the order
of operations, and because there were many understandability values that increased, it
was a case that demonstrated the advantage of using Deconaby to show order. Consid‐
ering these categories, the mouse-cursor and finger animations are necessary, but the
footprint animation needs to be further studied. The footprint animation is a mode that
can indicate a locus that cannot be indicated with other modes. From now on, it will be
necessary to further verify the usefulness of having an animation that shows tracks and
to implement other optimal animation.

5 Application

Even if a page is written in a language that is unfamiliar to the viewer, it is possible to
understand the page by assigning appropriate animations with Deconaby. Even if anima‐
tion cannot facilitate perfect understanding, it is at least helpful in improving
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understanding. In addition, we believe that Deconaby is useful for enhancing e-learning
content. Deconaby can potentially be used to support learning by animating, for
example, the order in which characters are written and of flow charts. For example, many
pages explain algorithms for problems such as searching a binary search tree, solving a
shortest-path problem, and giving the best route to solve the Seven Bridges of Konigs‐
berg problem. Deconaby could also be used to indicate the stroke order of Chinese
characters and to show the best route to escape a labyrinth.

The current prototype of Deconaby only handles simple patterns with limited anima‐
tions, namely, a mouse cursor, footprints, and fingers. It is thought that it is effective to
show images of food ingredients on a page explaining how to cook a meal and to use
an animation of a kitchen knife to show how to cut certain ingredients properly. Also,
for pages explaining how to assemble things such as tents, plastic models, and origami,
animation suitable for the content can be added. The addition of such animation to
Deconaby will also be studied in the future.

Animation can be added to an image with an attached URL. We can use Gyazo,
which shares screen captures with URLs, and users can add animation to the screen
captures they take [11]. Gyazo has a GIF-shooting function. However, Gyazo’s GIF-
shooting function has a time limit, so it cannot capture a long operation. It is thought
that Deconaby has advantages not found in the GIF-shooting function.

With Deconaby, animation can be added only to still images, but the animation for
moving images can be added with continuous animations such as those created by
Decoby [1]. For example, it is possible to add commentary animation too, for instance,
a person in a sports movie. One could also use animation to a dance movie to instruct
viewers on how to move their foot or hand. One could also use an animation of a finger
with a movie of someone playing music to instruct viewers on how to play.

6 Summary and Future Work

We proposed and implemented a system called Deconaby for assigning explanatory
animations to the images of how-to pages to make them easier to understand visually
and for sharing those animations with others. The effectiveness of Deconaby was tested
by conducting an experiment.

Three animation modes—namely, a mouse cursor, fingers, and footprints—were
implemented in Deconaby. However, they are not enough for users to improve all of the
vast types of how-to pages on the Web. In future work, we plan to consider other types
of animation. In the prototype system, the user has to install our extension to Google
Chrome. Users who do not install Deconaby cannot see the animations. Accordingly,
we are planning to create a Web service that allows users to see the animation without
installing Deconaby.
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Abstract. With the development of society, the demand of consumers shifts
from material demand to emotional demand. The consumer - centered designer
is asking for more. Perceptual technology, is a kind of “consumers’ perceptual
translated into product design elements of technology”, which aims to explore
some of the emotional reaction, for the product to convert these reactions to design
products and consideration should be paid attention to by the conditions. Percep‐
tual evaluation can help designers to grasp the emotional needs of consumers
scientifically and accurately extract design elements. In view of the importance
of children in family, it is particularly important to study the emotional needs of
children’s toy consumers. Methods by using the method of psychological meas‐
urement, semantic research for consumers, by interview or questionnaire to the
respondents information such as language, actions, expressions, gestures were
analyzed, and the master consumers emotional appeal for children’s toys.
Through the material image experiment, the perceptual evaluation of the material
is studied, and the design language is acquired. Conclusion the emotional demand
of children’s toy consumers is analyzed, and the emotional tendency is quantified,
and the excellent design language is extracted accurately. It provides scientific
theoretical support for the product design of children’s toys, and provides refer‐
ence for the selection of color, material and processing technology of the products.

Keywords: Emotional evaluation · Children’s toys · Emotional design
The semantic method

Preface: with the development of the society, the progress of science and technology,
make people’s material needs are met, people no longer just for survival, and gradually
began to the pursuit of life, high level, high quality, enjoy life. This puts forward higher
requirements for the designers who focus on users and consumers. The design of prod‐
ucts no longer stops at the requirements of function and safety, but tends to satisfy
people’s emotional needs and enhance the added value of products. As the perceptual
technology, is put forward by the Japanese city of Hiroshima university a “consumer’s
perceptual translated into product design elements of technology”, which aims to explore
some of the emotional reaction, for the product to convert these reactions to design
products and consideration should be paid attention to by the conditions. Perceptual
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design provide us with a product quality and functionality are going to promote the
design method of the competitive advantage, at the same time also can make designer
constantly in the design, pay more attention to the emotional needs of the people. Chil‐
dren, as the new force of human society and the hope of the future, are widely concerned,
and the industry related to children is worth exploring and redesigning. Children’s toys
are of great significance to children’s intelligence exploration and communication,
which can arouse children’s enthusiasm, enhance perceptual knowledge, and help chil‐
dren to think and imagine actively. For this reason, this article will research related to
children’s toys perceptual engineering theory and analysis in the design of children toy
should be considered when the problem such as colour, material qualitative, craft, so as
to provide new study idea for the design of children toy and practical way.

1 Current Research on Children’s Toys

From the perspective of toy development, science and technology level, it can reflect
the each stage of history can reflect different countries, different nationalities, different
education concepts, customs, different religious beliefs, aesthetic temperament and
interest. Like other civilizations, toys have evolved over time. Toys for children is more
important, is not only indispensable to accompany them grow “mentor”, at the same
time also cultivate their intelligence and promote the healthy growth of children learning
and intelligence auxiliary tool. As the children grew up, lu xun once said, “games are
children’s work, toys are the angels of children.” “To pay attention to the growth of
young children, we must pay attention to children’s games”; Attention to children’s
game, it is necessary to focus on use of toys, children can see toys in developing plays
an important role because of toy contain the social or the culture of The Times, customs
and values, any toys are all in the broadest sense of the term “education”; And from a
narrow point of view, the education function of some toys in the toy design, can promote
children’s learning a new skill or size, shape, color, position, type, number, classifica‐
tion, comparison and calculation, such as concept and training, etc. Can be seen that the
toy in preschool children, especially the role of education should not be underestimated,
need to be taken seriously, at present, although there are many different kinds of toys,
toy market in our country the number of dazzling, but the author in writing this thesis,
through the access network and literature, etc., found at home and abroad about scarcity,
toy toy theoretical research is relatively weak. It can be seen that the role of toys in
children, especially preschoolers, has not yet attracted enough attention. With the rapid
development of China’s economic construction, the family living standard is also
improving. As a result, parents in today’s society are more than happy to buy toys for
their children, and the annual expenditure of toys also shows a clear trend of growth.
But how do parents buy toys? What kind of toys? What are the effects of toys on children?
And so on. [1, 2] For suppliers, sometimes too much emphasis on toys commercial,
considering the manufacturer’s profits and earnings, and neglect the function of the toy,
therefore, the design and production of toys too much emphasis on entertainment func‐
tions.
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At present, there are some scholars involved in the research of toy design in China.
An early childhood educator, once put forward such a view on the design of toys. He
believes that “manufacturing materials should be firm and not damaged”; “interesting
shapes can stimulate children’s interest”; “can wash without fading, modeling is not
ugly, to meet the child’s aesthetic needs”; “the structure of the toy needs to be changed,
can be moved The children can play on their own and can open up; adapting to the child’s
ability. It can be seen that the toy designed by Mr. Chen is from the material, shape,
color, structure and aesthetic requirements of the toy. The articles of the design principle
of preschool children’s toys, she puts forward five aspects of the design of toy design
principles: Security, namely the toy design should consider when playing with toys by
children, will not be any harm; The toy design should be concise and easy to use, which
conforms to the operation mode and usage habits of children. Toy design should be
interesting, because interesting toys can arouse children’s attention and arouse their
interest, and cultivate their exploration spirit, imagination, creativity and practical
ability; Fourthly, it should be helpful to stimulate the brain development of children and
promote the development of their thinking and cognitive abilities. 5. Interactivity, that
is, when children play with toys, they can also play different roles to make their social
and other aspects develop. Horse town Lin the articles of the four concepts into toy
design, toy design puts forward four Suggestions: one, to highlight the theme, namely
toy design should comply with the corresponding age children’s physical and mental
characteristics, toy design fits their needs; Ii. Functional integration, that is, toy design
should consider having more functions, such as disassembling and assembling, etc.;
Third, the innovation, that is, toy design should also keep pace with The Times,
constantly add new elements of the society, let it give the flavor of The Times; Focus
on serialization.

2 The Main Function of Children’s Toys

Toys, as the name implies, are used to play. Therefore, any kind of toy, entertainment
and games should be the most basic characteristics of toys. Apart from the characteristics
of entertainment and games, the education effect of toys should not be overlooked. The
world health organization (who) led the organization of children’s growth and devel‐
opment cooperation center under 6 years old children’s psychological development level
and family situation, according to a survey of the toys to children’s physical activity,
language, cognitive and social development has a role in promoting. The author believes
that the role of toys in preschool children is mainly reflected in the following aspects.

2.1 Help Children Learn

Our country some scholars pointed out that: good toys to children bring happiness, not
only can they provide a rich perceptual experience stimulation and social culture, helping
young children to understand and master the usage of some articles for daily use. It can
be seen that toys can promote children’s learning [1]. One of the early adopters of the
learning process was the British thinker John Locke. He transformed the blocks into
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building blocks that could help children learn the alphabet, and tried to use them at home
to learn. Some toys are designed to promote children’s learning of certain skills or
concepts. If thimble plastic toys, not only in a variety of colors: red, yellow, blue, green,
violet wait for color, common but also vary the shape of a ring: round, square, triangle,
heart shape, rectangle, etc., children can combine at will assembling. In the process of
playing, I not only learn to distinguish shapes and colors, but also learn to combine
orders according to certain rules, from easy to difficult, and train children’s logical
thinking ability. Such as all kinds of makeup, also on every board with different
Numbers, letters or animals, not only let the children of Numbers, letters, and learn the
cognition to the animal, can also through different combination of simple addition and
subtraction and learning of English words.

2.2 Help Children Get More Experience

Former Soviet educator sukhomlinski once said that the development of children’s
intelligence is reflected in the fingertips. Toys with there are bright colors, beautiful
shapes, pleasant sounds, different materials, etc. [3] Toys can give children a variety of
feelings. The excitement of an official children gain many different experiences by
looking, listening, touching and sniffing toys. The development of ability has good
promoting effect.

2.3 Help Children Learn to Explore

For preschoolers, to play with toys, they must first observe, study and play with toys.
Some toys have some difficulty in playing, which requires children to use observation,
imagination and memory at the same time. Psychology studies suggest that preschool
children observation has no purpose, also is not very stable, easily affected by other
things, to the training on preschool children in observation, will find a first can cause
they observe the stimulation of interest. [1] Toys because of its beautiful shape, bright
color is easy to attract the attention of young children, plus the artists also like hidden
in the toy “mystery”, children need to explore to find by my own observation, a variety
of fun so that they, in their observation of persistent training there is a huge role in
promoting. Such as various types of jigsaw puzzle toys, children by looking for patterns
and characteristics of each first, and then put all of the puzzle together, together a
complete picture of the children in the process of observation obtained the very good
training [6]. For example, children play cars on the plane of different materials (wood,
glass, cloth, etc.). By observing the different speeds of cars, they feel the existence of
friction in the process of playing. In conclusion, the observation ability has been well
developed in the process of playing with toys.
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3 Explore Children’s Toys in an Emotional Way

3.1 Color Image Experiment

Select Research Cases
Network through on-the-spot investigation, collection, magazine refer to a variety of
ways such as sample collection, preliminary get 100 samples of children’s toys, consid‐
ering visual characteristics, to all sorts of color classification analysis, selection of
representative and able to related comprehensively covers product place to choose color,
finally select 15 representative sample.

The Selection of Perceptual Vocabulary
Choose the seven colors commonly used in toys: red, orange, blue, green, purple and
black. The steps are as follows:

(1) Collection of vocabulary: from product books, magazines, toy product introduction
manuals, and Internet, 150 representative emotional imagery words related to
children’s toy materials were collected;

(2) Meaning analysis: the respondents were randomly selected 50 mass consumers,
through which questionnaires were issued and according to the conclusion.
After selecting the representative sample images of children’s toys, we selected 54
perceptual images that were in accordance with the criteria.

Table 1. The sense of the color corresponds to the vocabulary

(3) The semantic object: random invited 30 mass consumer’s perceptual image
semantic clustering experiment, statistics based on the number of the same listed
after the similarity matrix, after multiple scale method classification and cluster
analysis by class, on the basis of the status of the material classification is divided
into six groups, eventually take each group of center distance for the group of
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representatives recently, the resulting in a group of representative perceptual image
semantics, as shown in Table 1.

3.2 Data Sorting

The Participants
Before the investigation, the respondents were divided into designers with children’s
toy design experience and children’s toys.

Use experienced consumer 2 groups.

Quantization of Semantics
The semantic differential component method is used to obtain the numerical value for
statistical analysis, as shown in Fig. 1.
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Fig. 1. Semantic quantization graph

Questionnaire Survey. After screening, finally determine the 6 groups of 18 adjec‐
tives, let consumers and designers get emotional information from children’s toys on
the material for each group of adjectives scores, thus build a perceptual image relation
model between consumers and designers, as shown in Table 2. Selection of survey
objects, one group of children toy for 15 are using consumer, and the other is a set of
15 have certain practical experience and a toy designer, to obtain the image evaluation
of children’s toys material, as shown in Figs. 2 and 3.

288 B. Jiang et al.



Table 2. Group diagram of perceptual vocabulary.
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Fig. 2. Consumer information graph (Color figure online)
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Fig. 3. Designer information diagram (Color figure online)

3.3 Material Related Results

Above from the perspective of children’s toys material application, analyzes the selec‐
tion of key points, children’s toys and combined with market research and questionnaire
survey and mathematical statistics analysis method, a detailed analysis, establish a toy
design by means of the quantitative evaluation model of the conclusion. [7] In terms of
material classification, it is suitable for children’s toy materials to design plastic, wood
and leather. Metal, rattan bamboo and cloth art are not suitable for making children’s
toys.

3.4 The Influence of Color on Children

Due to age restrictions, children have some limitations on the awareness of the
surrounding things. They do not have the ability to think independently. This special
physiological condition should be taken seriously by the designer. For children, the
colors of children’s toys attract attention more than shape, text, and sound [5]. Colors
are used in children’s toys to enrich the use of toys, stimulate children with color,
enhance children’s memory of pictures, and attract their attention. But with the ever-
increasing interaction design, the rich use of color is no longer a simple picture, the
picture will affect the story requires the use of color rendering, so that color and child‐
ren’s feelings interact [8]. Color is one of the important design elements of children’s
toys and is a necessary manifestation of children’s toys.

The colors of physiological and psychological feelings of different ages are different,
so as a designer, in the design of children’s toys, in addition to the application of color
color design features, the physical and mental states of the application are divided into
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different age groups. The festival will focus on analyzing the cognitive experience of
children of different ages. Child psychologists divide children into three phases
according to their physiological and psychological characteristics: Different ages and
colors have different effects on people’s psychology and emotions, especially children.
Due to the particularity of children, we should also design them in the design of child‐
ren’s toys.

The development of newborn vision is the lowest of all sensory abilities. Newborns
have a range of 1/10 to 1/30 of the average adult’s vision, and by six months they have
almost as much vision as adults [4]. Some researchers use conventional methods to study
babies’ visual abilities and discover the world’s colors when they are born. The rapid
development of the nerve center and sensory channel makes the children’s color percep‐
tion ability improve rapidly. 3 years old, due to its physiological development, the level
of vision, hearing and language is limited. The response to color is only a conditioned
reflex of the brain, a physiological response to color, not psychological. The famous
professor of psychology at valentine to analyze this stage children of color perception
and color preference, in kindergarten conducted an interesting experiment: the one
hundred red bricks and one hundred blue bricks together, and let one hundred two to
three years old children to choose their want to block, the results more than 90% of
children chose the red color blocks, after obtaining blocks and was very happy. The
results of this test confirm that children in this stage have a clear perception of color and
can distinguish between red and blue colors. Children three years old have a special
preference for red. They like to wear red clothes and red shoes. They also like red pens
when they doodle. Young children are attracted by red color, red color is strong, can
produce certain stimulation to the vision, help the growth and development of the baby
brain. The deep color such as blue, black can make the child feel fear, adverse to their
physical and mental development.

Therefore, as the designer, when designing children’s toys for children’s children,
we can try to use bright colors to avoid the gray color.

Preschool age children in early childhood have certain thinking ability, they began
to have their own ideas, also has made great progress in the language, you can say what
they want, favorite things, and so on. This stage belongs to the color of a sensitive stage,
by thought alone, they are not thinking of the feelings of color, when you see a certain
color, will have a clear psychological reaction, and very direct through facial expres‐
sions, language, or physical behavior. “Child psychology research shows that four years
of age had 98% of the children can correct to say “red”, 94% of the children can correct
a “black”, 92% of children correctly say “green”, 78% of children are able to correctly
say “yellow”. By the age of five, more than 70% of children can correctly name eight
colors. By the age of six or so, more than 55% of children can correctly name 12 colors.
This study proves that children in this stage have good visual foundation and color
discrimination ability. They like the color of high purity such as red, yellow, blue and
green. This color will give them a warm and cheerful color feeling. Preschool age chil‐
dren in addition to correctly identify part color, also to have certain color changes in
temperature, light and heavy feeling, hard and soft feeling, and as the growth of the age,
this kind of colour feeling more intense and accurate.
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Children and preschool children’s sense of color is more dependent on perceptual
thinking, and has a certain preference for color purity and higher brightness. And 6
children as the growth of the age, also some changes have taken place in physical struc‐
ture, visual and language expression ability has reached the level of adult, have own
judgement ability, can the independent thinking ability. This age children are in elemen‐
tary school, so different from infancy, preschool age children, environment changed
from home to school such a large group, and parents communication, less interaction
with peers became more frequent. Them for their favorite things have the initiative, want
to wear what color clothes, what color back schoolbag have their own ideas, now the
young parents will think of some way to try to meet to the requirement of the child. This
stage children’s understanding of color began to mature, no longer favor only in the
colour of bright, excitant strong, gradually to the lightness and purity, low dark and cool
color tones have interest. The color psychological effect also gradually reflected in them:
they began to recognize the color symbolism, the color is rich in association, can feel
the color of the cold, the sense of light. For example, see red in infancy and preschool
age children, intuitive thought is a flower and the colour of the sun, and childhood is
different, they can feel this is a happy color, also can produce sweet taste sense; Seeing
black, they can feel the dark atmosphere that this color brings, still can have the psycho‐
logical feeling such as hard feeling, weight, melancholy. Therefore, we should clarify
the color psychological characteristics of children in this stage and start from their
thinking logic.

In addition, “pre-school children have a certain gender difference in color percep‐
tion”. As is known to all, little girls’ favorite color is pink, while boys are different, most
of them like blue. Pink light tone, easy to remind them of the beautiful skirt, lenovo to
the beautiful flowers in the garden; The boys, however, prefer a sedate tone that suits
them better. Over time, in the people’s inertia is considered strong warm girl’s gender
attributes, cool color to emphasize the boy’s gender attributes, with color for girls and
boys on the gender cues.

The Influence of Different Age or Gender on Toy Color. A questionnaire survey of
toys for children of different ages and genders was conducted. Children with different
age and age have different color preferences for toys. The color preference of children
between 1 and 3 years old is not related to gender, the preference is blue and red, the
boy of 7–10 years old is fond of blue, the girl likes red, yellow and orange are not very
different. Blue and red are the most popular colors in different colors, followed by yellow
and orange. Purple and green were the least favored by children (23.4%). As shown in
Fig. 4.
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Fig. 4. Color of toys of different ages and sexes (Color figure online)

Through the above investigation, it can be found that children’s toy color cognition
is of age difference and gender difference. First of all, before the age of 3, children had
no difference in color. Generally speaking, boys over four years old prefer cool colors,
such as blue and green. Girls are more likely to enjoy warm colors, such as high purity
yellow, red, pink, etc. Therefore, as the age increases, the children in this stage will be
bored with the usual colors of red, yellow, blue and green, and do not like simple color
combinations. Also is prominent, the color is lenovo at this stage in the children’s
consciousness, they will feel warm nervous, see red see yellow will feel warm, soothing,
see will feel dark black, fear, and so on. Therefore, in children’s toy color design, the
first step is to strengthen the color complexity, from simple color to gradual change,
with the brightness change, from concrete to abstract.

4 Conclusion

Children are the future of the country. Children’s toys play a crucial role in the devel‐
opment and development of children. Currently, the design of children’s toys is more
entertaining and ignores the important education function. In the design of the toy, the
consideration of perceptual engineering is deficient, and the related research is very
weak. However, children’s toys which are conducive to intellectual development and
conform to the scientific basis of perceptual engineering are the urgent needs of children
and parents. This study on the current children’s toys design and research present situa‐
tion has carried on the induction summary, emphasized the important role in children’s
toys, apply the scientific method of perceptual engineering and experiment of children’s
toys products material and colour is analyzed. Using the semantic difference component
method to study and summarize the materials suitable for children’s toys. Comparative
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study (0–3 years old) early childhood; (3–6 years old); (6 to 12 years old) children
childhood for physiological and psychological characteristics of color, children’s toys
of different age and gender love colour has carried on the questionnaire survey, found
that children’s toys color cognition has the age difference and gender difference. After
clarifying the physical and psychological characteristics of children, the designer can
obtain the use demand more accurately, so as to make more rational use of the design
language for children’s toy design. In a follow-up study, the author will from a broader
investigation scope, increase the number of samples, for voice, process more dimensions
of research, children’s toys to realize more scientific, complete and system design.
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Abstract. In many situations it is important to detect and recognize people and
vehicles. In this study the purpose was to examine human performance to detect
and recognize vehicles on the ground from synthetic video sequences captured
from a simulated unmanned aerial vehicle. A visual and an infrared sensor was
used on an unmanned aerial vehicle with camera scan rate of the field of view on
the ground relative to the ground of either 8 m/s or 12 m/s. The results from this
study demonstrated that performance was affected by type of sensor, camera scan
rate and type of vehicle. Subjects performed worse with infrared than with visual
sensor and increased camera scan rate caused more errors. Also, the results show
that recognition performance varied between 67 and 100% depending on type of
vehicle. Recognition of specific vehicles was also affected negatively by inter‐
ference from vehicles of similar appearance. Consequently, a vehicle with unique
appearance within the set was easier to recognize.

Keywords: Vehicle recognition · Visual sensor · IR sensor · UAV
Human factors

1 Introduction

Gathering information with new and better sensors is positive since users can access
more information, but it is necessary to have an understanding of what is the most vital
information in a given situation. To accomplish this, users’ need a good understanding
of the whole system. Data overload may be a serious problem, and how to help human
cognition using e.g. computers is fundamental to ensure good situation awareness and
good user performance. Regardless of type of system it is also necessary to have a good
understanding of the user and the context. The ecological approach [1] and representa‐
tion design [2] describes a cognitive triad between environment, interface and users.
There is a reciprocal coupling between the user and the environment, which often is
mediated by a user interface. The interface effectiveness is determined by the mapping
between the environment and interface (correspondence) and the mapping between the
user and interface (coherence). To develop an effective and user-friendly system all these
three parts must be taken into account. Information that reaches the user has often been
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acquired with some type of sensor system that involves signal processing, acting as a
filter between the environment and the interface. In order to be able to understand the
complete picture of study sensor-related aspects the model has to be extended to also
include environment, interface and human aspects. Since the sensor is a central part in
our research, we add the sensor to the representation visualization (Fig. 1).

Fig. 1. The relation between user, interface, environment and sensor. Icons were adopted from
Iconshock [3].

Even though the whole system always have to be taken into account, the main focus
here is on the ability and limitations of the users and their performance to extract correct
information from sensor data.

Seeing an object could mean different things, but one way to analyze observers’
ability to perform visual tasks is to use the Johnson criteria [4, 5] that distinguish between
detection (i.e. whether there is something of potential interest), recognition (e.g. the
difference between a human and car) and identification (e.g. whether it is a friend or
foe). According to Johnson criteria, possible detection distance is calculated based on
how many pixels an object must contain. In order to detect static objects it requires 2 ×
2 pixels, orientation 8 × 2.8 pixels, 8 × 8 pixels for recognition, and identification
required 12.8 × 12.8 pixels [6]. However, this should be interpreted as values under best
possible conditions. There is also a variety of factors that must be considered, including
the contrast between objects and background, atmospheric disturbances, the number of
objects in the picture, light, contextual clues, color and type of optics. Moreover,
performance is affected by the type of task, the experience of the participants and their
level of training for the specific task, motivation, and the relative importance between
quick decisions and correct results [4]. Also the methods Triangle Orientation Discrim‐
ination (TOD), Targeting Task Performance (TTP) and Thermal Range Model (TRM)
could be considered. For further description of these methods see Näsström et al. [7],
Wittenstein [8], and Vollmerhausen and Jacobs [9].

Even though theoretically calculated values (e.g. Johnson criteria) could be of some
value to get an indication of what objects that can be detected, recognized or identified,
experiments with users should be conducted to get a better understanding of a real situa‐
tion. There is an obvious risk of confusion regarding the interpretation of concepts, since
the concepts are used by researchers in different context without a standardized defini‐
tion. It is absolutely necessary to clarify and define the concepts used.
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Identification of friend or foe is different from actual identification of a face from
memory or a database. In many situations one must be absolutely certain about the
identity of a person or vehicle to make a decision whether to use military force. Also, it
is necessary to have a good understanding of roles of engagement (ROE), when military
force can and cannot be used. Friendly fire, where a soldier accidentally opens fire on
his own troops, is a well-known phenomenon that must be avoided. In other cases, such
as intelligence, is it important to describe what is seen according to a predetermined
classification scheme and not just describe what users think they see.

In military contexts, it is sometimes important to find a particular type of vehicle
among other similar military vehicles, and it is also important to distinguish between
military and civilian vehicles. To increase knowledge about this, our work involves
assessing actual sensor performance but also investigating how operators use and inter‐
pret sensor information. Even though the interest from a human factors perspective is
mainly on user performance to detect and recognize people and vehicles, we also conduct
technology driven sensor studies [10] and thorough investigation of the real setting [11].
There are many interesting studies focusing on detection, recognition and identification.
Colomina and Molina [12] discuss the evolution and use of unmanned aerial systems in
photogrammetry and remote sensing that can be used in both military and civilian oper‐
ations, e.g. search and rescue missions. Other research with unmanned aerial vehicle
(UAV) and target detection focus has a more technical approach, e.g. develop algorithms
for autonomous target detection [13] or autonomous UAVs for search and rescue [14].
There are also interesting studies using multiple cooperative vehicles [15] or a swarm
of unmanned vehicles [16] which shows that multiple vehicles can improve perform‐
ance. Other research has a clearer connection to human factors issues and user perform‐
ance. Hixson et al. [17] used soldiers to investigate the relation between performance in
the laboratory and in the field for tasks including detection, recognition and identifica‐
tion. The results shows that perception laboratory performance using real or simulated
imagery relates well to imagery performance in the field.

The research question in the first experiment was to investigate how fast and to what
degree of correctness can users detect and recognize one selected military vehicle among
other similar vehicles and how is performance affected by type of sensor, camera scan
rate of the field of view on the ground (hereafter referred to as scan rate) and distance?
The research question in the second experiment was to investigate to what degree of
correctness can users recognize eight military vehicles with an infrared sensor, at camera
scan rate of 8 m/s at a distance of 400 meters?

It is important to investigate and understand the sensors’ pros and cons in different
situations. Only the infrared sensor can be used at night while both the visual and infrared
sensor can be used during daytime. However, it is not obvious which sensor is preferred
during daytime in different situations and it is therefore important to investigate this. In
some situations it is certainly better to use the visual sensor, but sometimes the vehicle
can be partly hidden under e.g. branches or trees and then it is advantageously to use
the infrared sensor also during daytime. From a tactical perspective it may be advanta‐
geous to fly the unmanned aerial vehicle at night, but then only the infrared sensor can
be used. Also, at night there are significantly fewer civilian vehicles in motion and less
vehicles that gives heat signatures which facilitates detection and recognition of military
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vehicles. If performance decreases with one of the sensors quantification would be
important. It is preferable to use high camera scan rate since larger geographic areas can
be covered, but if it results in decreased performance it may be necessary to use a lower
speed. Even though user performance is expected to decline at increased camera scan
rate it is important to objectively quantify performance decrease. If the unmanned aerial
vehicle fly at high altitude there are tactical advantages such as lower risk for the UAV
being detected, but if it results in decreased performance it is not recommended.

Here, two experiments were conducted that is part of a larger study where the overall
goal is to investigate how different sensors should be used in unmanned aerial vehicles
to gather information. The purpose with these two experiments were to investigate
subjects’ performance of vehicle detection and recognition from a simulated unmanned
aerial vehicle. In the first experiment, detection and recognition of one selected vehicle
among a total of eight vehicles was investigated at two different camera scan rate (seen
from the UAV) with visual- and IR-sensor. In the second experiment recognition of all
eight vehicles was investigated at a camera scan rate of 8 m/s with an IR-sensor.
Although the results here are only presented and analyzed strictly linked to these experi‐
ments, later it can be analyzed and compared to other experiments. Also, this information
can be used to better understand how information from different sensors can be aggre‐
gated to increase performance. However, this is not the focus here and is therefore not
presented in this paper.

2 Experiment 1 – Detection and Recognition of Selected Vehicle

In the first experiment, detection and recognition of one selected vehicle among a total
of eight vehicles was investigated.

2.1 Method

Participants watched synthetic video sequences captured from an UAV. All video
sequences were generated by a sensor simulation system [10]. The task was to detect
and recognize a selected vehicle among other vehicles. A within-group design with two
visualizations (visual and IR) × two distances (400 and 520 meters) × two camera scan
rate (8 and 12 m/s) was used.

Subjects
Twelve subjects (5 women and 7 men) between 25 and 48 years participated in the
experiment. Half of the participants’ had military background and the other participants’
were well acquainted with military activities through their civilian jobs. However, none
of the participants were experts on the vehicles presented in these experiments and
therefore trained prior to the experiments started. All had adequate vision with or without
correction.
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Apparatus
The video sequences were presented on a Dell Latitude 7240 with 12.5 inch display with
a resolution of 1366 × 768 pixels. The computer had 4th generation Intel® Core i5 and
i7. A self-developed software was used to present stimuli and record participant’s
response time.

Stimuli
A total of eight videos (640 × 480 pixels) were generated during a clear sunny day with
shadows from targets on the ground to depict sensor information from a visual- and
infrared sensor (Fig. 2). The overall mission was similar to a real UAV flying along a
predefined path with vehicles stationary on the ground.

Fig. 2. Still images from the visual sensor (left) and the IR sensor (right).

The task was to detect and recognize one selected vehicle among a total of eight
vehicles. The eight vehicles were BMP-3, BTR-80, MT-LB, SA-19, T-72, TOS-1, Ural
4320 Ammunition truck, and Ural 4320 fuel truck (Fig. 3).

Fig. 3. The eight vehicles used.
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Four scenarios were generated with the visual- and infrared sensor respectively. Each
scenario had 18 areas with different target positions. The same areas and positions were
used for the visual- and infrared scenarios. A total of eight videos were generated
according to the aforementioned design. The visual- and infrared scenarios were
presented in a balanced order between subjects’, and within each sensor the four
scenarios were presented in a randomized order.

Procedure
After welcoming the participants individually and briefing them about the experiment
purpose and procedure they received written information and had the opportunity to ask
questions to the experiment leader. Then an introduction was given to make sure that
the participants were familiar with the situation and test material. They were introduced
with both visual- and infrared image visualizations and received training, which
consisted of two three minutes scenarios, one for visual- and one for infrared stimuli.
The participants watched the videos and answered by first pressing the space bar
whereby the response time (RT) was recorded and then used the left mouse button to
annotate in the image to indicate the selected vehicle position. The annotation was later
used to calculate number of correct answers. The participants were instructed to always
focus on the screen with the stimuli. Because the task was mentally demanding it was
divided into eight separate videos with the possibility to rest before continuing with the
next one.

2.2 Results

The results include statistical analysis of time to detect targets and recognition of the
selected vehicle. The data were analyzed with a three-way ANOVA [18] with type of
visualization (visual and infrared), camera scan rate (8 and 12 m/s), and distance (400
and 520 meters). Tukey HSD was used for post hoc testing [19].

Detection
The ability to detect targets was measured by response time (RT) and analysis was
performed by ANOVA repeated measures. The results showed no significant main
effects of response time (p > .05).

Recognition of one selected vehicle
The ability to recognize one selected vehicle was analyzed by ANOVA repeated meas‐
urement, where mean values for each condition was used for each participant. The results
showed a main effect for type of sensor F(1, 11) = 9.02, p < .05, where participant’s
performance were lower with the infrared sensor than with the visual sensor (Fig. 4).

There was also a significant main effect of camera scan rate F(1, 11) = 8.75, p
< .05, where higher camera scan rate caused more errors (Fig. 5). There was no
significant main effect of distance, and no significant interaction effects p > .05.
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Fig. 4. Mean and standard error of mean for proportion correct answers for visual- and infrared
(IR) sensor.

Fig. 5. Mean and standard error of mean for proportion correct answers for 12 m/s and 8 m/s.
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3 Experiment 2 – Recognition of Eight Vehicles

In the second experiment, detection and recognition of a total of eight vehicles were
investigated.

3.1 Method

From Experiment 1, the scenario with an infrared sensor, distance of 400 meters, and
camera scan rate 8 m/s was selected. For this setting recognition of eight different vehi‐
cles was investigated. In this experiment the focus was on proportion correct recognized
vehicles only. The subjects’ watched the video sequences for five seconds and then
reported their answers, no response time was measured.

Subjects
Twelve subjects (4 women and 8 men) participated in the experiment. Five of the partic‐
ipants’ had military background and the other participants’ were well acquainted with
military activities through their civilian jobs. However, none of the participants were
experts on the vehicles presented in these experiments and therefore trained prior to the
experiments started. All had adequate vision with or without correction.

Apparatus
See experiment one for technical description. Superlab [20] was used to present the
video sequences and to record proportion correct answers.

Stimuli
Two video sequences (640 × 480 pixels) with a total of nine stops, where the subject’s
task was to recognize vehicles from a total of eight vehicles. The same eight vehicles
were used as in experiment 1, but in this experiment the task was to identify all eight
vehicles, not only one selected vehicle.

Procedure
Overall the procedure was as in experiment 1. However, there were some differences
due to another design. In experiment 2, the video sequences was paused at predefined
occasions, and one vehicle was indicated by a circle. The subject’s answered by pressing
the number 1–8 on the keyboard, and then the next stimuli was indicated by a circle.
The procedure was repeated 1–4 times at each scenario stop depending on the number
of vehicles in that particular stop.

3.2 Results

The results include statistical analysis of recognition of the eight vehicles, which are
analyzed with one-way ANOVA [10]. Tukey HSD was used for post hoc testing [11].
The results showed a significant effect of vehicle type F(7, 77) = 5.54, p < .001 (Fig. 6).
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Fig. 6. Mean and standard error of mean for proportion correct answers of the eight vehicles.

Tukey HSD showed that BMP-3 was significantly harder to recognize than most of
the other vehicles (except the MT-LB). Vehicles T-72, BTR-80, TOS-1, Ural 4320
ammunition truck, and SA-19 were recognized in 90% of cases or more, while BMP-3,
MT-LB and Ural 4320 fuel truck were more difficult. BMP-3 was mainly confused with
BTR-80 and MT-LB. MT-LB was mainly confused with BTR-80, and Ural 4320 fuel
truck was mainly confused with Ural 4320 ammunition truck. For a more detailed
description see the confusion matrix (Table 1). The first column show the vehicle name
and the second column show percentage correct recognition. Column three to eight show
which other vehicles the vehicle (in first column) was confused with.

Table 1. Confusion matrix that shows which other vehicles the eight vehicles were confused
with. All numbers are presented in percent, and each row add up to 100%

Vehicle %
correct

BMP-3 T-72 BTR-80 TOS-1 MT-LB Ural 4320
ammunition

SA-19 Ural 4320
fuel truck

BMP-3 66,6 4,2 12,5 12,5 4,2
T-72 91,7 8,3
BTR-80 100
TOS-1 93,8 4,2 2,0
MT-LB 79,1 4,2 12,5 4,2
Ural 4320
Ammunition

100

SA-19 91,7 2,8 5,5
Ural 4320 fuel 83,3 16,7
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4 Discussion

The experiments presented here is part of a larger study where user performance to detect
and recognize people and vehicles is investigated, technology driven sensor studies are
performed [10], and thorough investigation of the real setting [11] conducted. The
combination of improved technical knowledge, understanding of the real environment,
and user performance is seen as a good interdisciplinary combination to better under‐
stand how a final system can make a difference in real settings.

The purpose with these two experiments were to investigate subjects’ performance
of vehicle detection and recognition from a simulated unmanned aerial vehicle. The
results shows that the ability to recognize vehicles is affected by type of sensor, camera
scan rate, and type of vehicle that is to be recognized. User performance to recognize
the selected vehicle among a total of eight vehicles was significant lower with the
infrared- than with the visual sensor, and significant lower at camera scan rate 12 m/s
than at 8 m/s. Also, the results show that recognition performance varied between 67%
and 100% depending on type of vehicle. The results from the second experiment clearly
shows that vehicle recognition with the infrared sensor is problematic, even though short
distance (400 meters) and slow camera scan rate (8 m/s). The results also show that
certain types of vehicles are particularly difficult to recognize which is an important
operational information in military contexts.

In situations where the vehicles are placed in open terrain as in these experiments,
it is advantageous to use the visual sensor. However, the infrared sensor allows detection
of vehicles in situations where there is no clear view, in situations with low visibility
and at night. In these situations the heat signature from the infrared sensor can be used
to detect and recognize vehicles. Another possibility is to combine information, either
by switching between the two sensor images or by fusing the sensor images into one
image. However, this was not investigated in these experiments and therefore not
reported here.

From a scientific perspective it is important to understand perceptual and cognitive
possibilities and limitations. As a part of this we investigated how the type of information
presented (visual and infrared), camera scan rate and distance affected user performance.
Although there are a number of other factors that affect performance, this contributes to
knowledge about vehicle detection and recognition in this military context. For practical
and economic reasons it is not always possible to conduct field studies and therefore
laboratory studies can be used as an important compliment. The results presented here
can also be correlated with results from similar field studies (not yet performed). Results
from laboratory experiments are especially valuable if they can predict performance in
real environments, which for us is a future challenge.

It is also important to use systematic methods for data collection and result analysis,
which gives the possibility to compare and analyze the results relative to other scientific
results. The results from our experiments can later on be analyzed and correlated with
calculated values from e.g. the Johnson criteria or relative to sensors’ technical perform‐
ance to get an understanding of correlation between human performance and technical
performance. In this study, no specific sensors have been presented, but the results from
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this work can be used for evaluating the existing sensors that the simulation here were
based on. This work remains to be done and is therefore not presented here.

Even though these experiments and prior experiments [21] gives a good under‐
standing of user performance to detect and recognize people and vehicles from an
unmanned aerial vehicles there are some limitations. In these studies we used a prede‐
fined flying path, as often is the case in real settings, but it would be interesting to let
the users manually control the sensor direction and give them the possibility to zoom-
in to targets. Also, in these experiments it was daytime and strong sunshine, which gave
clear shadows of vehicles. It would be interesting to compare the results achieved in this
study with results from a daytime scenario with cloudy weather without clear and sharp
shadows visible. Also, night time scenarios would be interesting to investigate. In this
study, vehicles were placed on open surfaces in the terrain, but it would be interesting
to see how different camouflage (such as nets or trees) would affect the ability to recog‐
nize vehicles especially with visual camera.

Detection and recognition was investigated in this study, but it would be interesting
to also investigate identification of people and vehicles in a similar setting as the experi‐
ments presented here. One limitation of this study is that although the visual and infrared
sensor data are realistic, no scientific verification has been made to confirm the similarity
between the used stimuli material and real data from sensors. However, one researcher
compared the simulated videos with real sensor information and confirmed that the
material looked similar [10]. In the future, this procedure need to be improved with
standardized objective measures.

The information presented from this study is important since user performance and
technical knowledge can be aggregated and used to understand operational performance
and limitations. Issues such as camera scan rate, type of sensor, flight altitude, weather
conditions, and time of day, are important and can be put in a broader context to under‐
stand how a task best can be solved.
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Abstract. The use of artificial intelligence (AI) in news production has been
increasing these days. Its inanimate nature might bring opportunities to suppress
hostile media effect by reducing readers’ emotional involvement. This study
conducted an online experiment (N = 175) to examine how the identity of news
writers, human vs. robot, might impact readers’ perceptions of news and source
credibility. Findings suggest that readers holding machine heuristic, i.e., those
who saw machine as free of intention, experienced less emotional involvement
when the news was purported to be written by a news writing algorithm, as
compared with when reading human-written news. Lower level of emotional
involvement further led to less perception of bias in the news and the extremity
of news slant. However, perceived novelty associated with robot news writer,
although enhanced positive perceptions of the news, intensified readers’
emotional involvement, which further heightened hostile media perceptions.
Findings in this study identified the mechanisms underlying effects of AI writer
in the context of controversial news topics. Implications are discussed under
theoretical frameworks of general information processing, hostile media effect
and MAIN model.

Keywords: Robot journalism · Machine heuristic · Emotional involvement
Hostile media effect

1 Introduction

On February 1st, 2013, eight minutes after an earthquake of 3.2 magnitude shaking the
coast of San Simeon in California, The Los Angeles Times published a news story written
by their news algorithm about what just happened (Marshall 2013). More impressively,
the news was not distinguishable from that written by journalists (Latar 2015). The
algorithm was programmed to ask questions that an experienced journalist would ask.
In the case of earthquake, for example, it was set with filtering criteria such as location
(i.e., California) and earthquake magnitude to judge if the happening was newsworthy
(Marshall 2013).

In order to manage cost of news production and boost profit margin, news organ‐
izations have been motivated to engage artificial intelligence (AI) in newsroom. As
early as in 2006, Thomson Reuters decided to use algorithms to generate finance
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news (Wired 2006). In 2010, algorithms were developed in university labs with the
purpose to substitute human journalists (Latar 2015).

Technology-assisted news production is hardly any news as journalists used
computers to help produce news stories since 1952 (Cox 2000; Örnebring 2010).
However, the idea of replacing professional journalists with AI seems to be disturbing
and has elicited concerns among both professional journalists and the public (Latar
2015; van Dalen 2012). In spite of all these concerns, the idea of machine writing news
might not be all bad. As the public tends to think of machine as inanimate and thus free
of intentions and biases (Minsky 2006; Sundar 2008; Sundar and Nass 2001; van Dalen
2012), recent advancement in AI and its application in journalism practice seems to
bring some hope in suppressing hostile media effect (HME) by suppressing readers’
emotional involvement (Matthes and Beyer 2015).

Although promising, research has not yet reached a unanimous conclusion on how
well machine-written news is received by human judges and whether it can actually
enhance fairer judgment on news content (e.g., Edwards et al. 2014; Gambino and Kim
2015; Van der Kaa and Krahmer 2014). Against the backdrop of the rapid development
of AI and its application in news production (Latar 2015), this study aims to examine
the impact of robot journalism on hostile media perceptions (HMPs) and explore the
potential underlying mechanisms.

1.1 Hostile Media Effect

News coverage on controversial issues tends to induce HMP, especially for partisans
with high issue involvement, i.e., the extent to which one perceives the issue as person‐
ally relevant (Cho and Boster 2005; Gunther and Liebhart 2006). News that “most
nonpartisans find evenhanded and objective” is perceived as biased simply because
partisans are “exerting pressure in the hope of more favorable media treatment” (Vallone
et al. 1985, p. 578). Even in cases when the news is in favor of one’s own side, they
judge the magnitude of this favoritism as less compared with that judged by their
opposing party (Gunther and Chia 2001; Gunther et al. 2001).

Besides issue involvement, research has found emotional involvement a crucial
process above and beyond cognitive involvement through which HMP develops
(Matthes 2013; Matthes and Beyer 2015; Vallone et al. 1985). Emotional involvement,
characterized by both emotional arousal and experience of specific emotions (Matthes
2013), is defined as the emotional reactions associated with an attitude object (Wirth
2006).

1.2 Effects of Robot Journalism I: Machine Heuristic and Reduced Mind
Attribution

The rise of robot journalism seems to bring some hope in suppressing HMP in that it is
widely held that machine, given its inanimate nature, is free of intention and bias
(Minsky 2006; Sundar 2008). Heuristics are mental short cuts or rules of thumb devel‐
oped from experience and ready to be applied in judgements making (Bellur and Sundar
2014; Chen and Chaiken 1999; Kruglanski and Thompson 1999). Machine heuristic is
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the association between inanimate technology and the qualities of being objective, free
of bias, morally neutral and intentionless (Sundar 2008). As the MAIN model suggests,
interface cues of digital media might trigger certain associated heuristics and influence
users’ impressions of the content quality and credibility (Sundar 2008). When reading
machine-written news, readers’ heuristics associated with this identity cue might be
activated, influencing readers’ evaluations of the source and the content.

For example, news story purported to be selected by a computer terminal was eval‐
uated as of higher quality compared with the very same news purported to be suggested
by news editors because machines were perceived as “truly random and hence repre‐
sentative” (Sundar and Nass 2001, p. 68). In the context of personal assistant, people
were more willing to reveal their credit card information to Siri than to a human service
agent who helped them book flight ticket because they believed that Siri, as a machine,
was free of malicious intentions such as stealing and abusing the information (Kim and
Sundar 2016).

Intention attribution also underlies the development of HMP. Research suggests that
HME is more prominent when the source is deemed to have more potential in swaying
public opinion towards the opposite side. For example, a news story written by a jour‐
nalist triggered more HMP than the very same news purported to be written by a student
(Gunther and Schimitt 2004; Gunther and Liebhart 2006) since a journalist is supposed
to have higher motivation and ability to exert influence on public opinion than a student.
Another study found football fans perceived news purported to be published on the
newspaper of their rival university’s town as more biased compared to that from home-
town and neutral-town newspaper (Arpan and Raney 2003) as a newspaper from the
rival’s town is supposed to be more motivated to report in favor of their own university
team. In persuasion literature, intention attribution is also regarded as the cause of reac‐
tance and arousal such that source’s influence intention is perceived as a threat or
restriction to the target’s freedom. Attribution to persuaders’ influence intention further
leads to psychological reactance characterized by anger and negative cognitions (Brehm
and Brehm 1981; Dillard and Shen 2005; Rains 2013) and defensive attitudes and
behaviors (Grandpre et al. 2003; Miller et al. 2007; Shen 2011), such as derogating the
source as biased and unfair (e.g., Worchel 1974), which also characterizes HMP (Hwang
et al. 2008).

As machine is believed to be free of bias and intention, using AI to write news might
reduce emotional reactions and general arousal by suppressing intention attribution.
Therefore, the lack of intention attributed to robot writer might have the potential to
reduce HMP by reducing readers’ emotional involvement. Moreover, effects of robot
writer on emotional involvement should only apply to those who hold the machine
heuristic that robot is free of intentions and bias but not for those who do not.

1.3 Effects of Robot Journalism II: Novelty and Eeriness

Although machine’s inanimate nature might suppress intention attribution and thus
emotional involvement, machine-written news as a new phenomenon to the general
public (Latar 2015) might induce perception of novelty and eeriness as suggested by
existing research. Specifically, perceived novelty associated with robot writing news
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might lead to positive psychological experience and positive evaluation (e.g., Gambino
and Kim 2015; Sundar et al. 2014). Whereas perceived eeriness (Mori 1970; Stein and
Ohler 2017) caused by inanimate agent presented with too much humanness, may further
lead to negative perceptions in terms of the news’ credibility and quality (e.g., Gambino
and Kim 2015).

Besides the halo effect of novelty and eeriness on readers’ overall evaluations of the
news, novelty and eeriness associated with reading machine-written news might increase
their emotional involvement while reading. Findings in neuroscience suggests that
novelty stimulates affective reaction involving amygdala activation distinctively from
stimuli’s valence and arousing level (Moriguchi et al. 2011; Schomaker and Meeter
2015; Weierich et al. 2010). Eeriness, by definition is a repulsive response characterized
by arousal and psychological discomfort experienced along with cognitive dissonance
(Elliot and Devine 1994; Ferrey et al. 2015). Readers’ emotional involvement might be
enhanced by the sense of novelty and eeriness as a result of excitation transfer such that
the arousal due to the novelty and eeriness associated with robot writing news might
amplify one’s emotional reaction to news content (Zillmann 1971), which further inten‐
sifies HMP.

Based on discussions above, we proposed the following hypotheses regarding the
different mechanisms underlying effect of robot news writer on HMP.

H1. For individuals holding machine heuristic, robot writer leads to less emotional
involvement as compared to human writer.
H2. Compared with human writer, robot writer leads to more perceived novelty, which
further increases readers’ emotional involvement.
H3. Compared with human writer, robot writer leads to more perceived eeriness, which
further increases readers’ emotional involvement.
H4. Compared with human writer, robot writer leads to less emotional involvement,
which further reduces HMP.
H5. Compared with human writer, robot writer leads to more perceived novelty, which
further reduces HMP.
H6. Compared with human writer, robot writer leads to more perceived novelty that
further increases readers’ emotional involvement, which intensifies HMP.
H7. Compared with human writer, robot writer leads to more eeriness, which further
increases HMP.
H8. Compared with human writer, robot writer leads to more perceived eeriness that
further increases readers’ emotional involvement, which intensifies HMP.

1.4 Conceptualization and Operationalization of Hostile Media Perception

HMP is defined as the perception that news media are not in favor of one’s own stand
(Gunther 1992). However, in empirical studies, HMP has been operationalized in
multiple ways. To better explore the effects of robot journalism on HMP, this study
operationalized HMP in four different ways, namely (a) news slant extremity (Matthes
and Beyer 2015), (b) bias perception, (c) news credibility (Appelman and Sundar
2016), and (d) source trustworthiness. As Matthes (2013) argues, although credibility
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seems not to be a direct measure of HMP, “bias is often considered a marker of the larger
construct of news credibility” (Arpan and Peterson 2008, p. 325) and reduced credibility
has been considered as a direct outcome of HMP and has been found to be highly corre‐
lated to bias measures (Arpan and Peterson 2008; Choi et al. 2009; Tsfati and Cohen
2005).

2 Method

2.1 Study Design

To examine the effect of robot news writer relative to its human counterpart, identity of
news writer was manipulated. To avoid ending up with lack of variability on the
dependent variables with a too simple news article, participants were randomly assigned
to read either a short spot news article or a longer interpretive news article (DeMott
1973) about climate change purported to be written either by a human writer or by a
news bot. Experiment was administered online with Qualtrics. All the news articles were
embedded in the template of The New York Times and displayed as screenshots in the
questionnaire.

2.2 Participants

Participants were 212 Mechanical Turkers. After manipulation check screening, only
those who correctly identified the news writer’s identity were remained. The final sample
was composed of 175 participants, aging from 18 to 74 years old (M = 38.35,
SD = 13.97), with 42.70% males, and 77.13% ethnically affiliated as Caucasians, 8.00%
Latino/Hispanic, 7.43% Asian/Pacific Islander, and 7.43% African American.

2.3 Stimuli Creation

We chose the topic of climate change issue for the following reasons. Climate change
has been a controversial issue both domestically and internationally that attracts consid‐
erable amount of public attention (IPCC 2014; McCright and Dunlap 2011; Nisbet and
Myers 2007). Although much scientific evidence suggests the happening of climate
change and global warming (IPCC 2014), polarized voices come from mass media and
celebrities, especially politicians, endorsing different sides regarding the existence of
climate change, the urgency of taking measures, and what measures to take, if necessary
at all (Nisbet and Myers 2007). Past research has also found the occurrence of HME on
climate change issue (Feldman et al. 2015).

Source manipulation appeared in three places on the screenshot of the news article
(see Fig. 1). Specifically, for human-written news, under the article title, it says “By
Andrew C. Revkin,” a name made up by the researchers. Below the article where intro‐
duction and contact of the author often appear, it writes “Andrew C. Revkin is a corre‐
spondent for The New York Times” and “Email: ARevkin@nytimes.com; Twitter:
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@ARevkinNYT.” For news purported as robot-written, changes were made accordingly
as shown in Fig. 1.

Fig. 1. Sample stimulus.

To enhance the external validity, news articles were composed of excerpts from
existing news reports on climate change published on mainstream media outlets such as
CNN, Los Angeles Times, Townhall, etc. In the news stimuli, factual information
endorsing each side was equally presented to maintain a neutral standing. For example,
the side in favor of climate change activism was backed up with research findings
suggesting taking immediate measures to stop climate change. The side against climate
change activism was endorsed by including findings denying the happening of climate
change or suggesting the unnecessity of human intervention. A short spot news was first
created with the above-mentioned criteria being met, based on which we created the
longer interpretive news article by adding elaborations derived from the factual infor‐
mation. The spot news article ended up with 236 words whereas the interpretive news
had 681 words. Two news articles were pretested and found to be different in perceived
amount of interpretation but are identical in terms of their neutral standing.

2.4 Measurement

Manipulation Check. Participants were asked to answer “The news you just read was
written by” by choosing among “human,” “robot,” and “I don’t know.” Only those
answered this question correctly were remained for further data analyses.
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Measure of Key Variables. Unless specified, all items were measured on a 7-point
Likert-type scale.

News Slant Extremity. News slant extremity is the perceived extremity of the news’
slant or the magnitude of bias and was measured with the same method as in Gunther
and Schmitt (2004). Participants were first asked three questions regarding the standing
of the news by choosing one of the three choices, (a) pro-action, (b) against-action, (c)
neutral. For those who answered neutral, they were coded as “0” on this question; for
those who chose (a) or (b), a follow-up question was asked regarding the degree to which
the news story was endorsing the side they chose on a 7-point Likert scale. Values on
this follow-up question was remained as the score one had on that question. Final news
slant extremity score was calculated by averaging the scores of these three questions
(Cronbach’s α = .84).

Bias Perception. Bias perception was measured with two items “How much do you
think the news is (a) biased; and (b) objective on reporting climate issues” (Cronbach’s
α = .79).

News Credibility. News credibility was measure by measures adapted from Appelman
and Sundar’s study (2016). Participants were asked to answer questions “How much do
you think the news you just read is (a) accurate, (b) authentic, and (c) believable”
(Cronbach’s α = .94).

Source Trustworthiness. Source trustworthiness was measured with 5 semantic differ‐
ential items adapted from McCroskey and Teven (1999), Ohanian (1990) that are appli‐
cable to both human and robot writer such as “Undependable - Dependable” and
“Dishonest - Honest” (Cronbach’s α = .93).

Belief in Machine Heuristic. One’s belief in machine heuristic was measured with the
following three items “Compared with human, robot (a) has no intentions, (b) is more
objective, and (c) has no bias” (Cronbach’s α = .74).

Novelty. Novelty was measured with 10 items adapted from Wells et al. (2010), and
the originality subscale from Sundar et al. (2014), such as “I found reading the news
written by the news bot (writer) to be a novel experience” (Cronbach’s α = .94).

Eeriness. Eeriness was measured by the 8-item semantic differential scale developed
by Ho and MacDorman (2010), with items such as “reassuring - eerie” and “predictable
- thrilling” (Cronbach’s α = .90).

Emotional Involvement. Emotional involvement was measured with three items
adapted from Matthes (2013). Participants were asked to indicate their agreement with
the following statements, “Reading this news aroused my feelings,” “I emotionally
reacted to the issue of climate change while reading,” and “I feel really emotionally
involved while reading this news” (Cronbach’s α = .92).
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Issue Involvement. Issue involvement was measured with seven items adapted from the
value-relevant involvement scale developed by Cho and Boster (2005), such as “The
values that are the most important to me determine my stand on climate change issues”
(Cronbach’s α = .89).

Attitudes Towards Climate Change Activism. Participants’ attitude towards climate
change activism was assessed with three items, “In terms of whether human has caused
climate change, which side do you take?”, “In terms of the seriousness of climate change,
which side do you take?” and “In terms of how urgent human should take any actions,
which side do you take?” with higher score meaning more activist attitude (Cronbach’s
α = .96).

Attitude Extremity. Attitude extremity score was calculated by folding the attitude
measure, specifically by subtracting 4 (the middle point on a 7-point scale) from one’s
attitude score than taking the absolute value, which varies on a 0 to 3 scale.

3 Results

3.1 Manipulation Check

After reading the assigned news article, participants answered the question who the news
writer was by choosing from (a) A human writer, (b) news robot, (c) I don’t know.
Among 212 participants, 175 correctly identified the purported identity of the writer.
Therefore, only these 175 participants were included in further analyses.

3.2 Effects of Robot News Writer

In response to the overarching question of this study, i.e., whether news writer’s identity
would cause any perceptual differences among news readers, multivariate analysis of
covariance (MANCOVA) test was conducted with independent variable being news
writer identity (robot vs. human), dependent variables being perceived emotional
involvement, novelty, eeriness, news slant extremity, bias perception, news credibility,
and source trustworthiness. Individual differences in issue involvement, attitudes to
climate change issue, attitude extremity, and news type, were controlled for throughout
the analyses in this study if not specified.

Writer’s identity had an effect on the perceptual variables, Wilks’ Λ = .68, F (8,
157) = 9.29, p < .001, partial η2 = .32. Following univariate analyses results showed that
writer identity had an effect on perceived novelty and news credibility. Reading robot-
written news was perceived as more novel (M = 4.78, SE = .16) than reading human-
written news (M = 3.44, SE = .16), F (1, 164) = 36.17, p < .001, partial η2 = .18. In terms
of news credibility, robot-written news was perceived as less credible (M = 4.23, SE = .18)
than human-written news (M = 4.78, SE = .18), F (1, 164) = 4.44, p = .04, partial η2 = .03.
Although we found no effect of writer identity on other measures of HMP, hypotheses on
news writer’s effects on HMP suggest the existence of counterbalancing mechanisms
which might drive the total effect or news writer on other HMP measures non-significant.
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We conducted the following mediation analyses to probe the mechanisms as we have
hypothesized using PROCESS Macro (Hayes 2013).

3.3 Mechanisms of Robot Writer Effect

Effects on Emotional Involvement. To test H1-3 about how robot writer influences
readers’ emotional involvement via counterbalancing mechanisms, the model shown in
Fig. 2 was tested using PROCESS Macro (Hayes 2013), Model 5, with 5,000 boot‐
strapping samples and 95% bias-corrected confidence intervals (CI) estimated, with
news writer as independent variable, emotional involvement as the dependent variable,
eeriness and novelty as parallel mediators. Meanwhile, in order to test H1, one’s belief
in machine heuristic was tested as the moderator of the direct path, examining the effect
of robot’s inanimate nature on emotional involvement.

Fig. 2. Model of H1-H3.

In support of H1, results revealed a significant moderation effect of machine heuristic
on robot’s direct effect on emotional involvement, such that only for those who highly
(belief > 6.17, one standard deviation above the mean) or moderately (belief = 4.82,
mean) believed in machine heuristic, robot had a significant negative direct effect on
emotional involvement (high believers: B = −.67, SE = .29, 95% CI [−1.25, −.10];
moderate believers: B = −.43, SE = .21, 95% CI [−.84, −.02]). For those who did not
believe in machine heuristic (belief = 3.46, one standard deviation below the mean),
effect of robot in reducing readers’ emotional involvement was not statistically signifi‐
cant, B = −.18, SE = .27, 95% CI [−.71, .35].

In support of H2 that robot writer enhances readers’ emotional involvement via
perception of novelty, results showed a significant positive indirect effect of robot on
emotional involvement via novelty, B = .30, SE = .13, 95% CI [.06, .57]. Disconfirming
H3, indirect effect of robot writer via perceived eeriness was not statistically significant,
B = .04, SE = .08, 95% CI [−.12, .21].

Reading Machine-Written News 315



Indirect Effect of Robot Writer on HMP via Novelty. To test H4-6 regarding effects
of robot writer via novelty and emotional involvement on readers’ HMP, Model 6 in
PROCESS Macro (Hayes 2013) was tested with news writer as independent variable,
with novelty as first mediator, and emotional involvement as the second mediator in the
mediation serial, with four different measures capturing HMP as dependent variables
respectively.

News Slant Extremity. As shown in Fig. 3, in support of H4a that robot writer reduces
emotional involvement which further reduces HMP, effect of robot writer via this
specific path was significant, B = −.18, SE = .11, 95% CI [−.46, −.02]. Not supporting
H5a, the indirect effect of news writer via novelty on news slant extremity was not
significant, B = −.01, SE = .21, 95% CI [−.47, .39]. In support of H6a that novelty
associated with robot writer enhanced emotional involvement, which further increased
perception of news slant extremity, results showed that the indirect effect of robot writer
via this specific path was significant, B = .15, SE = .08, 95% CI [.01, .35].

Fig. 3. Mechanisms underlying effect of news writer on news slant extremity.

Bias Perception. A similar pattern was found for bias perception as well. As shown in
Fig. 4, in support of H4b, the path that robot writer reduces emotional involvement which
further reduces HMP was significant, B = −.12, SE = .08, 95% CI [−.33, −.00]. In
support of H5b, readers perceived robot writers as more novel, which led to reduced
bias perception, B = −.29, SE = .14, 95% CI [−.62, −.07]. In support of H6b, novelty
associated with robot writer enhanced emotional involvement, which further increased
perception of news slant extremity, B = .10, SE = .06, 95% CI [.00, .23].

News Credibility. As shown in Fig. 5, only the path suggested by H5c that robot writer
elicits novelty which further enhances one’s evaluations of news credibility was found
significant, B = .49, SE = .17, 95% CI [.21, .88]. The indirect path suggested by H4c
that robot writer decreased emotional involvement and thus reduced perceived news
credibility was not significant, B = .01, SE  = .08, 95% CI [−.15, .19], neither was the
path suggested by H6c that novelty associated with robot writer enhanced emotional
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involvement, which further increased perceived news credibility, B = −.01, SE = .06,
95% CI [−.13, .13].

Fig. 5. Mechanisms underlying effect of news writer on news credibility.

Source Trustworthiness. Effect of robot writer on perceived source trustworthiness had
the same pattern as that on perceived news credibility. As shown in Fig. 6, only the path
suggested by H5d that robot writer elicits novelty which further enhances perceived
source trustworthiness was found to be significant, B = .54, SE = .14, 95% CI [.30, .87].
However, the indirect path suggested by H4d that robot writer decreased emotional
involvement and thus reduced perceived source trustworthiness was not significant,
B = .03, SE = .06, 95% CI [−.08, .18], neither was the path suggested by H6d that novelty
associated with robot writer enhanced emotional involvement, which further increased
perceived source trustworthiness, B = −.02, SE = .05, 95% CI [−.12, .07].

Fig. 4. Mechanisms underlying effect of news writer on bias perceptions.
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Fig. 6. Mechanisms underlying effect of news writer on source trustworthiness.

Indirect Effect of Robot Writer on HMP via Eeriness. To test H7 and H8 regarding
effects of robot writer via perceived eeriness on readers’ HMP, Model 6 in PROCESS
Macro (Hayes 2013) was tested with news writer as independent variable, with percep‐
tion of eeriness as first mediator, and emotional involvement as the second mediator in
the mediation serial, with four different measures capturing HMP as dependent variables
respectively. Disconfirming H7 and H8, neither of the hypothesized paths was statisti‐
cally significant for all the dependent variables.

Table 1. Summary of hypotheses testing results
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3.4 Summary of Findings

As summarized in Table 1, robot writer induced less emotional involvement due to the
machine heuristic held by readers that machines are free of intention and bias, which
further reduced perceived news slant extremity and news bias, but not news credibility
and source trustworthiness.

Results also showed that higher novelty elicited by robot writer, on one hand, led to
evaluations that are more positive, i.e., lower bias perception, higher news credibility,
and higher source trustworthiness, but made no difference on perceived news slant
extremity. On the other hand, sense of novelty enhanced emotional involvement, which
further increased perceived news slant extremity and bias perception, but did not change
news credibility and source trustworthiness. Not as hypothesized, perception of eeriness
was not found to play a role in news writer effect on all the measures of HMP.

4 Discussion

4.1 Discussion

Informed by research on the mechanisms of HME (e.g., Matthes 2013; Matthes and
Beyer 2015) and MAIN model (Sundar 2008), this study examined the potential of
applying AI in news production to reduce HMP and to evoke fairer evaluations of news
given the pervasively held belief that machine is free of intentions and unbiased. Results
showed that the label of robot writer had impact on readers’ bias perception and credi‐
bility evaluation via multiple mechanisms.

One major finding of this study is that robot written news reduced readers’ emotional
involvement for those who believe in machine heuristic, suggesting machine heuristic
was triggered by the identity cue, i.e., the ontological nature of the news source, which
supports the MAIN model that for online news consumers, not only news content influ‐
ences their judgments, but also other peripheral cues embedded in the interface by trig‐
gering relevant heuristics associated with those cues (Sundar 2008).

The lack of intention attribution for machine-written news led to less emotional
involvement and therefore, less perceived news slant and bias perceptions. Such findings
are in line with implications from extant studies that the influence intention attributed
to the source might result in HMP by inducing affective reactance and arousal. The
findings also corroborate that emotional involvement is a significant predictor of HMP
independent from issue involvement (Matthes 2013; Matthes and Beyer 2015). As
shown in the results, the more affectively involved the news readers were, the more they
perceived the news as biased.

Another important finding of this study is the halo effect of novelty elicited by robot
writer. As found in the current study, sense of novelty was associated with reduced bias
perception, higher perceived news credibility and source trustworthiness. Consistent
with existing findings on automated journalism (Gambino and Kim 2015) and findings
in new technology adoption (Wells et al. 2010), sense of novelty associated with use of
new technology can often enhance positive perceptions globally towards the experience
with it.
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Although the sense of novelty is associated with positive evaluations of the news, it
seems to be a double-edged sword in the context of controversial news topics, which
has not been quite tested in existing studies on automated journalism. On one hand,
enhanced novelty promoted positive evaluations of the news and the source. On the other
hand, sense of novelty also increased readers’ emotional involvement, which further
increased readers’ news slant extremity and bias perception.

In contrast to findings in past studies, robot-written news was not perceived as eerier
than that written by human writer as found in past studies (e.g., Gambino and Kim
2015). First, most studies that found eeriness associated with robotic agents were
conducted with embodied robotic agents (Kätsyri et al. 2015; Seyama and Nagayama
2007). Second, perceived eeriness of machine-written news might only occur for news
of certain topics (Gambino and Kim 2015). Given the current topic, i.e., climate change,
is in the domain of hard science, machine writing on this topic may not be as uncanny
as its writing on more personal topics (Gambino and Kim 2015).

This study used four measures to capture HMP. However, effects of news writer
were found to be different on these four measures. As shown in the results, perceived
news slant extremity and news bias (i.e., traditional HMP measures) were influenced by
emotional involvement, whereas credibility measures (news credibility, and source
credibility) were not found to be impacted by emotional involvement but more impacted
by news writer and novelty directly. Findings suggest that evaluating news credibility
and source trustworthiness is more than judging whether the news or the source is biased
against or in favor of a side, but also involves other aspects (Arpan and Peterson 2008).

Besides theoretical contribution, this study, motivated by the goal of reducing HMP
by applying AI in news production, also has practical implications on robot journalism.
The overall findings seem to suggest that robot writer has two opposite effects that turn
out to cancel each other out on HMP. Heightened sense of novelty leads to more favor‐
able judgements overall but intensifies emotional involvement and therefore, HMP. To
amplify the positive utility of robot writer in reducing HMP, news organizations might
consider taking measures to trigger machine heuristic, enhance novelty, but tuning down
the overall emotional involvement at the same time.

4.2 Limitations and Future Work

This study also has several shortcomings. First, we only tested the hypotheses with the
climate change issue. However, existing research has suggested that perceptions of
machine-written news could be contingent on news topics. For example, health news
written by AI was less acceptable than finance news (Gambino and Kim 2015). In light
of this, future research should expand the variety of news contexts.

Secondly, this study did not provide much explanation for why besides the positive
effect brought by novelty, robot writer was perceived not as good as its human coun‐
terpart on credibility measures. As found in the study, no direct effect of robot was found
to have on news slant extremity and bias perception but there was a negative direct effect
of robot writer on the credibility measures. It suggests that being objective is not enough
for news to be perceived as credible and source to be trustworthy. Future research should
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investigate the existence and the effect of other heuristics related to AI that matter in
news production.

Thirdly, we did not address the potential impact of news organization. In the context
of a controversial political issue, readers might question that the opposite party could
manipulate the algorithm to intentionally seek or create information unfavorable to their
side and in favor of the opponent’s side (Carroll 2017), as partisans may naturally engage
in defensive processing of incoming information (Gunther and Liebhart 2006).
However, because we only had the News York Times in all the conditions, we could not
assess the effect of news organization.

5 Conclusion

In conclusion, this study finds the use of AI in news production could be a double-edged
sword in terms of its effect on HMP. On one hand, because of the widely held machine
heuristic that machine is inanimate and therefore it must be free of intention, robot writer
reduces readers’ emotional involvement, which further reduces HMP. However, novelty
associated with machine-written news, although enhances perception of credibility, also
intensifies one’s emotional involvement, which further increases bias perception. We
suggest that by emphasizing the mechanical nature of robot, enhancing the novelty in
the reading experience, and tuning down other factors that might intensify emotional
arousal, news producers are able to reduce defensive reactions from readers, and foster
positive evaluations of the news products.
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Abstract. An intrinsic connection exists between humans and the memories they
create; they define who we are, where we came from and our accomplishments
and failures. However, decades of research has shown how fragile human memory
can be. Almost all human computer interfaces involve vision and most rely on
vision as the primary means of passing information to the user [1]. It is worth
considering that perhaps this specific form of media interaction requires special
care and attention due to its inherently persuasive nature, and the undue reliance
that the viewer may place on information presented through a (potentially photo‐
realistic) visualisation medium. Their influence on human memory and behaviour
cannot be underestimated.

This paper will introduce research undertaken by the author over the past 25
years that has experimented with, and examined a range of visual based presen‐
tation technology into courtrooms all over the world. Courtrooms are environ‐
ments where the decisions made (based on human memory and comprehension)
can significantly affect the lives of others. This paper describes research under‐
taken to assess the effect of visual technology on users (in particular their memory
and decision making abilities) and describes some of the issues raised by the
experimental results. The work presented in this paper connects psychological
research with human cognitive and perceptual processes and limitations, to allow
the evaluation and optimisation of visual interfaces. The paper concludes with a
discussion of the potential benefits and problems of designing interactive visual
technology when considering the impact on human cognition.

Keywords: Visual images · Computer graphics · Psychology · Evidence · HCI

1 Introduction

In a modern courtroom, the presentation of forensic evidence by an expert witness can
bring about the need for arduous descriptions by lawyers and experts to get across the
specific details of complicated scientific, spatial and temporal data. Technological
advances have also meant that experts have had to develop new ways to present such
increasingly complex evidence in court. As courts begin see an increasingly use multi‐
media and cinematic displays, this has profound implications for the legal processes
taking place that are intrinsically tied to the application of such technology. Courtrooms
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are environments where the decisions made (based on human memory and comprehen‐
sion) can significantly affect the lives of others.

Digital visual evidence presentation systems (including digital displays, computer-
generated graphical presentations and three-dimension virtual simulations) have already
been used to present evidence and illustrate hypotheses based on scientific data in many
jurisdictions [2]. These visual tools can be used to present evidence and illustrate
hypotheses based on scientific data, or they may be used to depict the perception of a
witness, and to illustrate what may have occurred (seen from a specific viewpoint) during
a particular incident. Digital reconstruction technology may also be applied in a court
to explore and illustrate ‘what if’ scenarios and questions, testing competing hypotheses
and possibly exposing any inconsistencies and discrepancies within the evidence [3]
Examples are shown in Fig. 1.

Fig. 1. Computer-generated evidential images from a suicide inquest and a road traffic accident.

The use of such computer-generated presentations in a court is sometimes viewed
as nothing more than the current manifestation of the illustration of evidence and visu‐
alisation in a long history of evidential graphics used in litigation [2]. However, there
are a number of fundamental implications inherent in the analysis of visual interfaces
over textual/oral mediums and computer animations and interactive virtual simulations
are potentially unparalleled in their capabilities for presenting complex evidence [4, 5].
The use of such enabling visualisation technology can affect the manner in which
evidence is assimilated and correlated by the viewer. Their influence on human memory
and behaviour cannot be underestimated. In many instances, visual media can potentially
help make the evidence more relevant and easier to understand. In other cases it may be
seen to be unfairly prejudicing a jury [3, 6, 7].

It is useful at this point to clarify the terms used to describe such technology. The
standard form of evidence from such virtual environments usually consists of a series
of still images and animations. In this context, the term ‘computer animation’ is often
misused to describe an animation created from a virtual environment that is not based
on the laws of physics, but is still represented as ‘simulating’ a given event.

The terms ‘animation’, ‘scientific animation’ and ‘simulation’ have had specific
definitions in the reconstruction community for many years [8].
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• ‘Animation’ is a general term describing ‘any presentation which consists of a series
of graphical images being sequentially displayed, representing objects in different
positions from one image to the next, which implies motion’ (note: all the quotes in
this paragraph are from Grimes). This term may be used to describe a presentation
consisting of artist renditions or illustrated moving graphics, sometimes referred to
as a ‘cartoon animation’.

• The phrase ‘Scientific Animation’ is consequently used to describe a more technically
based presentation, and is defined as ‘a computer animation that is based on the laws
of physics and the appropriate equations of motion’. Velocities and positions are time
integrals of the acceleration data, and the objects and environment in a scientific
animation are properly and consistently scaled.

• In the reconstruction community, a ‘Simulation’ is often defined as being based on
the laws of physics and containing specific underlying equations. A simulation goes
further than a scientific animation, and can be further defined as ‘A model that
predicts an outcome. The model may be a physical or a mathematical model, but the
significant property is that a simulation predicts a future result’ – for example a
computation fluid dynamics model to predict smoke flow through an environment.

In summary, an ‘animation’ may only be illustrative or demonstrative evidence,
whereas a ‘scientific animation’ is more technical, and relies upon scientific laws, and
thus might be categorised as substantive evidence. A ‘simulation’ is more predictive in
nature, and consists of data or forecasts that are usually created via a computer program.

The vast majority of people called to be on a jury have grown up watching visual
media on screens: cinemas, televisions, computers and even on their mobile phones.
Research has shown that many people tend to believe what they see in the mass media
and merge mediated fictions into their beliefs about the world [9, 10]. The cognitive
default when viewing visual media is to believe what is seen, only later engaging in the
effort needed to suspend or reject belief. Pictures on a screen which move tend to be
even easier to believe. These are usually more engaging and entertaining, and hence
decrease the mental resources of the viewer which are available for doubt [11].

However, audiences receive visual information differently when they watch it on a
screen compared to when they see it in real space and these differences can affect every‐
thing they see. This difference can be described in two contexts, firstly the way the screen
frames and what the viewer sees; a physical border that limits and creates new relation‐
ships between the elements displayed inside it. Secondly, the visuals presented also act
as a carrier of personal and cultural associations [12].

This ability of viewers to place undue reliance on visual evidence has profound
implications for the use of any form of animated visual digital technology to present
evidence in courtrooms [13]. The potential life-and-death weight of the issues means
that those undertaking this important civic duty by acting as jurors need to able to make
objective assessment of the evidence before making their decisions. The way the
evidence presented must be probative, not unfairly prejudicial.

This paper gives a brief background to the use of animated visual digital technology
in courtrooms and describes past research that has been undertaken to examine the
impact any form of animated visual presentation has upon members of the jury. The
paper also provides an extensive discussion of the issues arising from the use of animated
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visual digital presentation, specifically those based on video game technology, in court‐
rooms. This includes an analysis of the emotional and psychological impact of the use
of this technology, the creation of narrative through interaction with virtual environ‐
ments and the influence of viewer perspective on the user experience. The paper
concludes by comparing the advantages and disadvantages of using such a medium to
present evidence.

2 Visual Evidence

Modern culture is dominated with images whose value may be simultaneously over-
determined and indeterminate, whose layers of significance can only be teased apart with
difficulty. Different academic disciplines (including critical theory, psychology, educa‐
tion, media studies, art history, semiotics, etc.) have been developed to help explain how
audiences interpret this visual imagery [2, 14]. Improvements in forensic science have led
to an increasing amount of complex, technical evidence being presented in courts. The
issues in question can be extremely complicated and difficult to explain without some form
of graphical representation. A further survey by the American Bar Association found that
members of a jury are often confused, bored, frustrated and overwhelmed by technical
issues or complex facts [15]. Other research has indicated that the attention span of the
average member of a jury in a court is, on average, only seven minutes (the same as the
average attention span of a visitor to a website) [16–18].

Any visualisation or graphic can potentially be a valuable aid to help construe and
convey a large amount of complex information. An American judge, Rubin highlighted
the problem of retaining the interest of the jurors when he stated [19]:

‘It isn’t difficult to tell when jurors have lost interest … Such wandering attention is much less
likely in a paperless trial, because the evidence is presented in a format jurors are used to
watching … I have noticed repeatedly that when a document is displayed on the monitors, the
jurors sit up and pay attention. Such attention is far greater than that given to a document which
they cannot see as it is being discussed by the attorney and the witnesses …’.

This comment illustrates the perceived need to reduce lengthy verbal explanations
and increase the use of visual tools for a media-literate modern audience. This, in turn,
offers a lawyer the possibility of improving the capacity of a jury to retain the evidence
they present, to maintain their interest in the proceedings, and to allow the jury to under‐
stand the nature of the case more fully [20, 21].

In courtroom settings, static images such as diagrams, plans and charts have been
traditionally used to explain the testimony of an expert witness. A number of modern
expert witnesses now provide animated multimedia explanations illustrating their
evidence. Such forensic animations or virtual reconstructions can be seen as an advance
due to their unique ability to visually illustrate and animate visually the passing of time.
This extra temporal dimension can be extremely useful when explaining a chronological
sequence of events, such as the reconstruction of the occurrences leading up to a vehicle
collision. In this case the dynamic movement of the vehicles involved in the collision
may be dependent on complicated engineering or mathematical principles that are
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potentially difficult to explain to members of the jury – but easy to understand when
visually represented in an animated, photo-realistic reconstruction [22].

A particularly relevant aspect of the technology under discussion is the ability to
visualise unseen or imaginary environments. In a courtroom context this manifests itself
as the ability to visualise evidential information that may not be naturally or readily
visible to the naked eye. The virtual camera can break free of the physical restrictions
restraining real world cameras and show processes that occur on too large or too slow
a scale (from the unfolding of a storm to the replication of DNA), or processes that are
occluded by other objects [5, 23–25].

The precise effect that this increasing reliance on visual media over the more tradi‐
tional mechanism of oral presentation is having on members of a jury, witnesses and
other viewers in the court is not currently known. Concerns are beginning to be articu‐
lated that the use of computer-generated visualisation technology can distort percep‐
tions, memories, attitudes and decision making in the court. Some research work, previ‐
ously undertaken in the USA, has examined how members of a jury retain details in their
memory from different forms of evidence:

a. Research evidence has also shown that individuals are more likely to be persuaded
if the arguments are supported by such visual aids [26, 27].

b. One study showed that the average person retains 87% of information presented
visually, but only 10% of information presented orally [28].

c. Another study showed that the average person retains 65% of information presented
visually and 15% of that presented orally [29].

d. A further survey showed that individuals will retain twice the amount of information
when using a visual presentation, as distinct to an oral presentation [30].

When the evidence is animated, the improvement in memory retention is even more
apparent: another survey revealed that members of a jury will retain an increase of 650%
of information when presented with presentations using a form of computer animation
[31]. The Visual Persuasion Project (New York School of Law) identified a number of
issues and problems with the use of visual technology [32]. These issues, along with
many others will be expanded upon and addressed later in this paper.

Kassin and Dunn undertook two experiments to assess the effects of computer-
animated displays on mock jurors [33, 34]. In both experiments, participants watched a
trial involving a dispute over whether a man who fell to his death had accidentally slipped
or jumped in a suicide. They observed that when the claimant and defence used an
animation to depict their own partisan theories, participants increasingly made judg‐
ments that contradicted the physical evidence, suggesting that computer-animated
displays can have a greater effect than oral testimony. More recent research by Dunn
and others examined the prejudicial effects of computer-generated animations in more
detail [35]. This research work offered varying results, depending on the familiarity of
the viewers with the scenarios depicted. These experiments also showed that the juror’s
expectations about the persuasiveness of animations were at odds with the animations’
actual influence on jurors’ verdicts.

There is little argument regarding the effectiveness of animated visual media as a
tool for communication and knowledge transfer. The technology can offer significant

Courting the Visual Image 329



benefits over traditional static (photographic) or moving (film) media captured in the
real world. The rendered images from virtual worlds are not bound by the limitations of
available lighting; they can avoid extraneous information, focusing only on salient
evidential items; and they can be colourful, animated and lively enough to guarantee the
attention and engagement of the viewer [24, 36–38].

3 Psychology of Images

Decades of research has shown how fragile human memory can be. Early memory
experiments demonstrated how through misinformation and suggestibility we could
influence and change the memory of others [39]. More recent work has led to many
theories regarding behaviour, and many theories and guidelines are now available to
show how human decision making can be influenced by external stimuli [40, 41]. A
large volume of research output exists in this field, but the majority of the research work
has focused on language and its ability to influence readers and listeners.

There are a number of concerns relating to the viewer’s understanding of the visual
evidence, based on the issues described above. These are identified and classified below.
These are areas of concern that should be considered whenever a visual display or
graphical user interface is designed.

3.1 Cognitive Biases

A cognitive bias is a systematic error in thinking that affects the decisions and judgments
that people make. Some of these biases are related to memory. The way a person
remembers an event may be biased for a number of reasons and that in turn can lead to
biased thinking and decision-making. Other cognitive biases might be related to prob‐
lems with attention. Since attention is a limited resource, people have to be selective
about what they pay attention to in the world around them [42].

A cognitive bias is a type of error in thinking that occurs when people are processing
and interpreting information in the world around them. The human brain is powerful but
subject to limitations. Cognitive biases are often a result of the brain’s attempt to simplify
information processing. They are rules of thumb that help us make sense of the world
and reach decisions with relative speed.

When users are making judgments and decisions about any interactive device or
visual image, they like to think that they are objective, logical, and capable of taking in
and evaluating all the information that is available. Unfortunately, these biases some‐
times lead to poor decisions and bad judgments.

The sheer complexity of the interactive devices around the modern user, the over‐
whelming bombardment of visual images that surrounds everyone and the enormous
amount of information in the environment, mean that users need to sometimes rely on
mental shortcuts that allow them to act quickly [43].

Cognitive biases can be caused by a number of different things, but it is these mental
shortcuts, known as heuristics, that often play a major contributing role. These biases
are not necessarily all bad, however. Psychologists believe that many of these biases
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serve an adaptive purpose - they allow us to reach decisions quickly. This can be vital
when facing a dangerous or threatening situation [42].

A few of the most relevant cognitive biases are described below:

• ‘Framing Effect’: Involves drawing different conclusions from the same information
depending on how the information is presented. For example given the following
choices:
– Option A: 200 of the 600 people will die
– Option B: 400 of the 600 people will live

Most people will choose Option B, humans choose a benefit over a loss.

• ‘Anchoring’: The common human tendency to rely too heavily on the first piece of
information presented. For example, a store is selling shoes at $150 and they are not
selling. The store then offers them at $500; a week later the store has a sale and
discounts the shoes to $200. They will now sell, as the customers were initially
‘anchored’ to the $500 price and now only think in relation to that initial figure.

• ‘Recognition vs Recall’: Recall is much more difficult than recognition, for example
it is easier to recognise a friend than recall their face. When asked the question “Who
wrote the book Moby Dick?” the answer can be hard to recall. But when asked “Did
Herman Melville write Moby Dick?” the answer is easy to recognise.

• ‘Suggestive Evidence’: The misinformation effect is very powerful, suggestive
evidence can influence our memories. In a famous experiment two groups of people
were shown the same video of a car accident. When asked what speed the cars HIT
each other, the average speed was 30 miles per hour. When asked what speed the
cars SMASH each other, the average speed was 40 miles per hour [20, 39].

The key point is that if we can affect user’s memory, behaviour and decision making
so much with text and voice information, imagine how much they are affected by visual
images and interfaces.

3.2 Memory

Loftus has demonstrated that the memory of a viewer of an event can be biased by a
wide variety of seemingly inconsequential factors [44, 45]. The results of Loftus’s work
can be extrapolated to predict that images and visualisations can possibly to lead to
similar biases. Critical variables in how we view such images and interfaces may include
the representation of depth, size, shape and colour. The question of how much detail or
realism is needed in order for a image of diagram to be effective (i.e. believable) is
considered crucial. Object recognition studies have shown that outline drawings can
often be just as effective as colour photographs [46], but in other circumstances the
interpretation of small details can be critical. Many researcher contend that media
displays can occasionally create false memories [5, 7, 12, 37]. Studies have indicated
that visual images can create pseudo-memories of an event and the memorability of what
was seen can have no validity in fact [47].
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3.3 Attitudes

Research has found that when people believe they have a sufficient volume of evidence,
they feel more confident about making judgments, even when the information is irrel‐
evant [48]. Images can provide just such an illusion of sufficiency. users are often more
comfortable with visuals over oral presentation and discourse, and hence the visuals
may be considered more believable. Many factors also influence the credibility of infor‐
mation presented, such as the gender of the presenter, their race, appearance, and soci‐
oeconomic circumstances. Visuals visualisation based on information presented have
the potential to be more objective and to cause users to discount such factors [49–51].
The anonymous and abstract nature of a well-made visual presentation or interface (one
which takes into account the issues discussed later in this paper) may help to remove
any such bias or prejudice. On the other hand, a poorly made one may serve to emphasise
any such differences.

3.4 Decision Making

Research on group decision making has found that once a group starts a communal
discussion, many social and linguistic biases are exhibited, such as group polarisation,
production losses and Grice’s maxims (which are a way to explain the link between
utterances and what is understood from them) [52]. Images can provide a shared memory
or representation for users or a group of decision makers. Although this has the potential
to reduce a number of social and linguistic biases, it is likely to increase others (for
example, production loss). It is necessary to determine if the technology being used
undermines critical reasoning; in other words, whether the display that is to be used
supports or hinders decision making, and whether it affects the way in which users
interact. A reconstruction often contains uncertain or inferred data, which may need to
be represented in order for it to be understood by the viewer [53]. The communication
and collaborative process between individuals will also be affected by the type and extent
of the display and will also determine content, in as much as it might affect the way
groups reach decisions [54, 55].

4 Recommendations for the Use of Evidential Images

The previous sections have described how information presented using computer gener‐
ated visuals can be extremely advantageous, providing they are used appropriately.
However, potential difficulties can occur from the use of this technology, and when the
use of these images are examined in further detail, a number of issues and questions can
arise. In a courtroom setting, the consequences of these problems cannot be underesti‐
mated, since errors, inaccuracies, misuse, tampering or bias within visual and graphical
evidence are capable of leading to miscarriages of justice.

On reflection, many of the issues regarding the use of technology to generate explan‐
atory visuals and graphical interfaces can be expressed as a list of advantages and disad‐
vantages, as shown in Table 1.
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Table 1. Advantages and disadvantages of using evidentiary visuals.

Advantages Disadvantages
Such displays can provide an effective means of
conveying complex evidence to the user. Visual
memory has been found to be highly detailed and
almost limitless, in contrast with memory for verbal
material [56]. Images and diagrams have the potential
to improve a viewer’s ability to retain complex spatial
and temporal data and hence increase the potential
comprehension of complex information
Visual media can provide an increase in the attention
span of the viewer, since human attention is naturally
drawn to animated images. Moving objects rank top
on the hierarchy of methods to draw attention, which
covers actions, objects, pictures, diagrams, the
written word, and the spoken word [57]. A modern
audience will more readily engage with audio-visual
forms of communication, rather than relying solely
on verbal modes of discourse
Computer displays can also act to help persuade users
and inspire confidence. Studies comparing oral,
textual, and static visual presentations to computer-
generated animated presentations containing the
same information found the animations to be more
memorable [28–31]. This has implications not only
for the retention of information, but also the weight
given to the information viewed by the user [5, 58].
Also, visual, rather than verbal information, more
readily activates the formation of an impression [59]
Interactive displays also have the ability to provide
the creator with an improved illustration of their
arguments; the user can retrieve information
instantly, and the display can be manipulated for
better viewing. The user can zoom into an area of
interest, examine a specific piece of information in
more depth or create overviews of the whole display
[24]
Increasing using of graphics and visuals can improve
the efficiency of displays, thus time, as arguments and
complex information are understood at a faster pace.
The increase in efficiency because of the use of
graphical display technology is a factor of the
potential improvements in the speed with which
complex information can be imparted to an audience,
which therefore may shorten the length of a task [17,
60]

The very fact that images and visuals impress
themselves on the memory, and are persuasive and
convincing, is also their greatest disadvantage: they
can leave a strong impression on viewers. Moving
images tend to mesmerize, and they can relax an
individual’s natural critical nature. This means that
viewers are inclined towards a ‘seeing is believing’
attitude, as they do with television, potentially
reducing the standards expected when critically
assessing the information [20, 61]. Simulations can
assume a ‘hyper-real’ character that eclipses the
significance of the reality [62–64]
It is often difficult to represent uncertainty in images.
Viewers often wrongly believe there is little or no
margin of error in information presented in a visual
form [53, 65]. Research studies have examined how
to visualise uncertainty and provide non-prejudicial
representations of uncertain information [5, 24, 53]
The flexibility of a computer-generated image also
implies that they inherently contain the potential for
tampering and alteration. Image quality does not
equate with sufficiency, and the public’s general
knowledge that filmmakers can use computers to
resurrect dinosaurs and create alien landscapes make
allegations of digital alteration a potentially major
issue when it comes to the weight placed on visual
information [66]. The image creator must also be able
to prove the accuracy of their reconstruction, both
with reference to the original data, and to validate the
development stages of the image itself [24]
A party may intentionally create an image or virtual
reconstruction that provides a favourable perspective
to support a particular hypothesis, or unintentionally
choose a viewpoint, perspective, illumination model
or colour scheme that alters the appearance of the
image or animation to work against the same
hypothesis. This could create bias in the viewer,
whether that is conscious bias (a form of tampering)
or subconscious bias [34]. Designers and the creators
of virtual reconstructions can learn much from the
work of film and media theorists who continually
strive to define the nature and functions of the media
in which they work, particularly in relation to viewer
perception and engagement [13, 67]

A number of these potential issues along with recommendations to overcome them
are discussed below. By their very nature, any recommendations and guidelines formu‐
lated are likely to be broadly defined and generic. Many of the recommendations offered
below are little more than general suggestions that users of the technology be aware of
these issues when involved in developing the types of images and reconstructions to be
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used in critical situations such as courtrooms [68]. Unfortunately, many of these recom‐
mendations have been ignored in the past when such technology has been used, and this
may have been a contributing factor to the admissibility problems encountered when
using this technology in certain jurisdictions [2].

4.1 Viewpoint (Field of View)

One issue with images used in courtrooms is how to correlate the viewpoint of a witness
in a ‘virtual’ environment with the view from their physical position at the scene. For
example, compare the problem of accurately replicating the ‘physical world’ view of
the driver of the vehicle involved in a road traffic accident with the field of view of a
camera in a virtual reconstruction. The driver has a wide field of vision through two eyes
with differing levels of visual acuity across the field of view (for example there will be
lower resolution vision at the periphery of the field of view compared to the current
focus of attention), and the driver may also move their head around within the car to
gain a better view. Whereas, animated driving simulations often rely on a fixed camera
viewpoint within the vehicle [69].

Popular computer game titles provide a good example of distinct viewing configu‐
rations through various playing styles. Unreal Tournament (Epic Games) and the Halo
Series (Bungee Studios) are examples that belong to a genre known as the First Person
Shooter (FPS); distinguished by a first person perspective (egocentric) that renders the
game world from the visual perspective of the player character. Grand Theft Auto
(Rockstar Games) and Tomb Raider (Core Design) are games that belong to a genre
known as the Third Person Shooter (TPS); this is a genre of video game in which an
avatar of the player character is seen at a distance from a number of different possible
perspective angles (exocentric). In any forensic reconstruction (as in any computer
game), the choice of the viewing perspective may have significant effect on the way an
image is interpreted by the viewer. Changing the viewing perspective can potentially
alter which ‘character’ in an evidence presentation a viewer identifies with, or aligns
themselves with [5, 22, 70].

However, research has shown that in positioning the virtual camera to represent a
specific subject’s viewpoint can actually incline the viewer to attribute less responsibility
to the actor whose point of view the simulation leads them to adopt and more respon‐
sibility to other actors or to the circumstances. Cognitive psychologists call this actor-
observer bias, and it is a bias since this point of view ought to be irrelevant to judgements
of responsibility. This actor-observer effect is well established in the social psychology
literature [71].

Designers of images, interfaces and reconstructions ought to study film-making
techniques for two reasons. First, to be able to achieve the same effects as a film-maker;
perhaps getting the viewer to identify emotively with a particular character in a recon‐
struction to enhance the power of the message. More importantly, a designer may wish
to eliminate these effects and to remove the emotive content to provide an objective,
understandable view of a forensic data set, with no distracting emotive attachment. An
awareness of the ways in which the viewer can be manipulated (for example, through
the use of egocentric and exocentric viewpoints) is essential [5, 20].

334 D. Schofield



4.2 Realism and Level of Abstraction

The environment surrounding any particular scene that is to be reconstructed may be
included within image presented in court. For example, a model may not only show the
location of items or objects that form part of the evidence, but also the position of such
items in relation to nearby buildings or other environment features, and these items may
be placed and animated within a chronology of events or a time frame.

The realism of ‘virtual’ environments continues to improve. A number of researchers
have noted an interesting observable fact relating to the realism in animated imagery,
where many viewers become ‘unnerved’ by images of humans which are close to, but
not quite real. This phenomenon has become known as the ‘uncanny valley’, because
of the sharp dip seen in a graph of familiarity against the perception of reality [72]. As
computer-processing power increases and software tools develop, it is natural to assume
that it will be possible to achieve a similar level of realism to that used in photorealistic
animated Hollywood movies within the computer-generated images used in courtrooms
and other environments where critical decisions are made.

Virtual objects in a court reconstruction can be modeled with varying degrees of
accuracy to explain and visualise the certainty, believability and veracity of the infor‐
mation related to that object. For example, trajectories of bullets are often displayed as
cones or wedges within shooting reconstructions to show a range of possible positions
of the weapon, instead of showing a single definitive line trajectory [53].

However, the mixing of visual metaphors and modes may be potentially disorien‐
tating to some viewers. Combining abstract data representations in photo-realistic envi‐
ronments may provide an unnatural experience for the viewer. Fielder has commented
on the way members of juries may be misled by the use of visual metaphors and abstract
representations in forensic animations. Combining different degrees of photorealism and
expecting the viewer to draw additional information from a number of abstract repre‐
sentations in the virtual environment may overload the viewer and potentially add to
their confusion, rather than increasing their comprehension of the evidence that is
presented. In a forensic graphics context, many presentations used in court currently
rely on fairly abstract representations [38]. However, as technology develops, the devel‐
opment of increasingly photorealistic evidence reconstructions becomes ever more
likely. Increasing use of the rendering of photorealistic components into images may
lead to instances where viewers may be lulled into a ‘seeing is believing’ attitude,
causing a potential relaxation of their critical faculties [48, 73, 74].

Hence, careful use of visual metaphors is essential. Thought needs to be given to
each abstract data representation in the environment and how that will be perceived by
the potential audience. Experience and literature from disciplines such as psychology,
cultural and critical theory, visual media, art history, education and such like can inform
how abstract (and realist) representations are interpreted by the viewer. This in turn
provides for what the viewer remembers and understands from the images presented to
them [5, 11, 43]. An example of a realism issue is shown in Fig. 2.
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Fig. 2. A photo from a murder scene is on the left, a computer-generated image is on the right.

4.3 Media Mode

It is rare that one form of media will be sufficient to explain fully every facet of a complex
process or case to a viewer. It is important to choose an appropriate representation mode
(photographs, text, video, graphics etc.) for the information that needs to be presented.
Additional data may be included and displayed within any virtual environment; for
example, location based statistical or analytical data may be displayed, calculation and
test results may be presented in a visual format, and original documents and photographs
can be linked to three-dimensional virtual objects.

Fig. 3. A real time evidence display system (a murder trial) showing virtual and real imagery.

A reconstruction developed for the West Midlands Police in the United Kingdom
(by the author) uses real-time virtual reality technology (Fig. 3). The user can pass the
mouse over any relevant piece of evidence and view textual data about that item, and
by clicking on any particular object in the virtual world (in this case, mainly items of
vehicle debris), relevant crime scene photographs and evidential data will be displayed.
The linking of ‘real’ evidence to spatially contextualised hotspots in a virtual environ‐
ment has the potential to provide an effective mechanism to help the viewer understand
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the spatial relationship of the evidence. Such a multi-modal approach can be very effec‐
tive, and different media may also be used as a device to help to retain the attention of
the viewer and thereby increase understanding [22, 24].

It is important to be aware of the effect that the particular form of media being
displayed will have on the viewers, and also to have an appreciation of the context in
which it will be experienced by the user. The pedagogical effect of transitions between
the forms of media should be considered. For example, switching between a virtual,
rendered image of a crime scene and a real crime scene photograph may cause confusion
in the viewer as they attempt to correlate evidence between the different forms of media
[11, 20, 24].

4.4 Resolution

One difficulty is to correlate the resolution of an image with that subjectively perceived
by the viewer in the physical world. In this instance, resolution not only refers to screen
image dimensions (the pixel count), but also to the level of photorealism of the virtual
environment that is created [5]. This also relates to the display mechanisms used:
viewing an image on a mobile device such as a mobile telephone or an iPod is a very
different experience to watching it on a cinema screen. In addition, seeing an image or
animation on a screen may not have the same experience (depth of field, motion parallax,
peripheral vision etc.) as a viewer watching the actual event [75, 76].

Careful thought needs to be given to the enabling technology; it is necessary to
consider how the user will interact with any visualisations created. For example, the best
mechanism for a particular case may be to deliver a spatially contextualised evidence
visualisation to a user’s personal device (a mobile telephone or iPod screen) as they
traverse the actual scene. Alternatively, a complex forensic data set with many spatially
interlinked evidential items may be best utilised as a shared viewing experience on a
large screen in the court [5, 20, 24].

4.5 Audio

The integration of physical-world audio evidence with a forensic animation has been
used in the United States for many years. One of the first recorded applications of such
a forensic animation was the reconstruction of the Delta 191 airplane crash in 1985 [77,
78]. In the court, the animated evidence showing the movement of the airplane was
played simultaneously with an audio recording from the cockpit voice recorder.
Research suggests that adding audio to a computer-generated visual can have a signif‐
icant effect on the level of engagement of the viewer, and hence may potentially affect
their understanding and interpretation of the evidence viewed [79].

The integration of sound into the virtual world is often overlooked or added as an
afterthought. Very few designers or developers are also qualified as or competent at
being sound engineers. Effective audio soundtracks can add new dimensions to the
viewer’s media experience. The addition of an audio track can be a positive alteration
to the visuals, providing an increased understanding of events or it can be distracting,
adding unnecessary emotional context [5, 79].
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4.6 Accuracy

If the images and virtual reconstructions are created to a sufficient level of accuracy,
then they may potentially be used to test hypotheses in a courtroom. Examples include
verifying the location of a witness (especially where lines of sight around obstructions
or hazards that are present in the environment may call into question the physical location
of the witness) or perhaps to evaluate potential alternative bullet trajectories through the
environment [80].

The use of generic computer models allows the recreation of dynamic events. Such
reconstructions are, by their very nature, often dependent on the knowledge, expertise
and opinion of experts [81]. Hence, in many of these cases, the advice of the expert is
seen as crucial in creating a graphical representation that accurately matches the medical
opinion. However, the potential inaccuracies involved mean that these reconstructions
must be viewed cautiously and the uncertainty associated with the exact position of
virtual objects must be explained to the viewer [82].

4.7 Simulation

It should never be forgotten that most computer-generated visuals are by their very
definition a simulation of reality. In the context of the courtroom, it is necessary to
understand the nature of the simulation and the veracity of the representation - that is
how close it is to the original evidence from which it was derived.

However, questions that arise include whether visual applies scientific theory in the
same way as the expert; whether the simulation works to the same level of accuracy;
whether the simulation makes the same assumptions as the expert; and whether the visual
representation provides a realistic portrayal of the simulation data [8, 69].

It is important that the developers of these images have an understanding of the
processes and events being simulated (whether this is vehicle movement, bullet trajec‐
tories or human anatomy). The developers must be aware of the veracity and realism of
the simulation - that is, the accuracy of the model. Also, it is important that if decisions
are to be made based on the images created, then it is necessary that information is made
available that explains how the simulation works and details of the underlying mathe‐
matical model [5, 24, 69].

4.8 Narrative

The ability to move through time and along a chronology of events in the virtual envi‐
ronment may be potentially disorientating to many viewers. Most are used to linear
narratives (such as those in books or films), and may struggle to follow multiple narrative
threads when faced with such a non-linear approach [83].

In an interactive simulation, the user may often take control of the narrative, altering
the chronological presentation of information, and choosing which information they see
at which time. This can easily become confusing to the viewer, particularly to those used
to linear narratives in other media (for example, novels and films). Developers should
produce a guide to the interactions in their environments and be aware (through user
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testing) of how the users are able to interact with the data and any possible unexpected
interpretations that may result [24, 83].

5 Empirical Evidence of Effects

Australia currently has a number of projects underway in this thematic area. In Western
Australia, rare permission has been given by the Attorney General for a researcher to
interview jurors after criminal trials in which a range of expert evidence was presented.
While the data showed statistically significant findings that jurors are clearly influenced
in their treatment of some forensic evidence by the manner of presentation, reassuringly,
no support was found for the operation of a detrimental effect of the technology. In fact
the study found support for the proposition that most jurors assess forensic evidence in
a balanced and thoughtful manner, whatever the mode of presentation [84, 85].

Fig. 4. Computer-generated graphical images from the JIVE terrorism trial.

The author was a member of a large international research project based in Australia,
the Juries and Visual Evidence Project (JIVE), which also examined some of these
issues. The project measured the effect of interactive displays on the trial process;
specifically whether forensic animation and virtual reconstruction technology better
informs juries or potentially increases prejudice against defendants [86].

In January 2008, the JIVE project team ran a number of mock trials in the Supreme
Court in Sydney, Australia. A range of forensic animations and interactive
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reconstructions of evidence relating to a terrorist bombing were shown to a number of
different groups of jurors (Fig. 4).

Each jury deliberation was filmed and recorded. A major theme emerging from the
analysis of the project data is that the main experimental effects (interactive visual
evidence and judicial instructions) have relatively modest influence overall. However,
they do show stronger effects in some groups of people, particularly those who are most
prone to convict. The JIVE data has so far shown that fear of terrorism may be a better
predictor of a verdict than either the method of presentation, experimental interventions,
deliberation or any demographic characteristics. The research team intends to publish a
book on the data from this project which will focus on issues of juries and trials in
terrorism cases [22, 24, 86].

6 Conclusions

In many courtrooms, the crux of any case is the presentation of information to the finder
of fact, whether in the form of an opening statement, evidence or closing argument. The
need for a clear presentation is summed up by Burns, who states [87]:

‘The presentation typically takes the form of a report, and the scientist must be prepared to
explain this report in such a way that a typically science-phobic judge and jury are able to
comprehend it. Presentation is everything.’

The unavoidable future for courtrooms across the world is the introduction of tech‐
nology; this technology could be merely electronic filing and teleconferencing, but is
likely to encompass many forms of computer-generated imagery. As computer-graphics
based technologies continue to evolve, this will inevitably lead to improvements in the
realism of evidential graphics and virtual simulations. This could, in turn, result in jurors
and triers of fact experiencing a greater depth of immersion when viewing and experi‐
encing the incident within a virtual world. This could also potentially lead to a corre‐
sponding increase in their acceptance or belief in the hypotheses being presented; and
conversely also result in a rise in any associated possible prejudice caused by the visual
media.

In conclusion, designers should endeavour to ensure that any images produced accu‐
rately reflects the scientific data available and augment the testimony of the witnesses.
However, to be effective, the evidence must not only tell ‘the story’ but also be under‐
stood easily. To that end, designers must strive continuously to develop new and creative
ways to present complex information. Graphics based technologies have the potential
to have an important effect on many future cases.
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Abstract. Display of characters is one of the important and widely applied
display mode in display design. This study mainly aims to examine the impact of
different sizes of characters on visual search under simulated vibration and real
running vehicle vibration through the performance of visual search and ratings
of subjective difficulties. To complete the visual search task of the target words,
the study aims to analyze the accuracy of the visual search, the reaction time and
the grading results of the search difficulties. The experimental results show that
with the increase of the size of characters under vibration, the visual search
performance will improve, and the rating of participants’ subjective difficulties
will reduce. Especially when the size is 20 pt, the search performance and subjec‐
tive evaluation will be dropped significantly. The result of this study provides an
advice for the design of the display of the characters that the character size should
be greater than 20 pt under vibration.

Keywords: Chinese characters · Vibration environment · Visual search

1 Introduction

The effect of character display on visual search performance has been widely concerned
by many researchers at home and abroad. The study found that the display ergonomics
such as character font, size, character density, line spacing and alignment affect visual
search performance. Ling (2006) compares the visual search performance of the Times
New Roman font and the Arial font design in a web page. For Chinese fonts, Gongkun
(2009) used visual search procedure and experimental introspection methods to examine
the influence of Chinese character fonts on the visual search response. The experimental
results show that when the font size is the same, the visual search of Song-style is very
significantly less than that of the Regular Script. Shen (1990) also conducted systematic
research on the factors that affect the ergonomics of Chinese characters display early.
Text information density is one of the important factors affecting the visual search
performance of the visual display interface. For example, Ling et al. (Ling and Schaik
2007) studied the effects of different line spacings and text alignment methods on visual
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search performance for web-based web interfaces. The results show that wider line
spacing and left-aligned text can significantly improve search performance. In terms of
the density of Chinese textual information, Jing et al. (2010) studied experimentally the
relationship between web page character information density and recognition response
time. Their experimental results show that the information display density has a signif‐
icant effect on search efficiency, and there is an approximate inverted U-shaped curve
relationship between the two. Environment may also affect visual search. Yuan et al.
(2011) and Underwood et al. (2002) studied the impact of vehicle speed and text height
on visual search patterns in a simulated traffic environment.

With the wide application of touch screen display, more and more physical operation
interfaces are replaced by touch screen interfaces, which also makes the working envi‐
ronment of the touch screen interface more complicated. For example, the touch screen
operation in a vibrating environment has a high requirement for the operator’s visual
interpretation performance to avoid operational errors. Wu et al. (2015) analyzed the
vibration environment of armored vehicle cabins, explained the impact of vibration on
the ergonomics of occupant operations, and gave the effect of vibration on visual recog‐
nition.

However, so far, no study has examined the effect of text size on visual search
performance in a vibration environment. Therefore, this study will mainly examine the
visual interpretation performance of different character sizes in a vibration environment
to analyze the effect of character size on interpretation performance.

2 Method

2.1 Participants

A total of 20 college students participated in the experiment, and all of them are males
with age between 22 to 26 years old with normal visual ability and all with right-hand‐
edness.

2.2 Equipment

Simulated Vibration. The factors that cause vehicle vibration during vehicle driving
include road surface excitation, traction load, vehicle motion device, power device, etc.
The road surface irregularity is the main cause of vehicle vibration. The vibration of the
vehicle is mainly three-axis vibration. The positive X1 axis is defined from the left to
the right, the Y1 axis is positive from the back to the chest, and the Z1 axis is directed
from the foot to the head. Vehicle vibration is mostly low-frequency vibration, and the
intensity of vibration in the Z1 direction is generally larger than that of the X1 and Y1
directions, which is the main factor affecting the ergonomics of the crew. The research
needs to establish an environment simulation model to simulate different vibration envi‐
ronments, mainly including the vibration amplitude and vibration frequency, and the
vibration amplitude and frequency are required to be adjustable. A self-oscillating plat‐
form was developed, as shown in Fig. 1. An eccentric was driven by a motor to make
the platform vibrate. The initial state of the table and chairs is that the upper plate is
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substantially parallel to the ground, and the last state is that the upper plate vibrates to
the maximum amplitude position. Taking into account the common installation position
and ease of use, the desktop on the shake table is adjusted to a tilt angle of about 70°.

Fig. 1. Simulated vibration

Because the vibration simulation model drives the vibration of the upper plate
through the eccentric wheel, the amplitude of the vibration needs to be changed by
changing the eccentric diameter and eccentricity. Two types of eccentric wheels with
different diameters are designed for this project, there are two amplitudes. The vibration
frequency was 2.5 Hz and 5 Hz.

Vibration Measuring Equipment. According to the characteristics of the measuring
equipment, vibration acceleration was used to characterize the vibration intensity. The
vibration acceleration was measured using the MEMS triaxial accelerometer MPU6050
in the Mini IMU AHRS.

Character Search Device. Experiments are performed on Lenovo Yoga3 computer
with 14 inch touch screen, 1920 × 1080 screen resolution, 16:9 aspect ratio in simulated
vibration environment and running real vehicle environment.

Visual Search Test Software. The main purpose of the visual search test software
development is to obtain the impact data of font size and spacing on visual search task
performance in simulated vibration environment and running real vehicle environment.
The visual search test software support text display to visual interpretation performance
research.
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2.3 The Experimental Design

Simulated Vibration. This experiment is a 2*2 *4 within-subjects design. The inde‐
pendent variables include frequency, amplitude, and text size. The amplitude includes
two levels of 2.5 Hz and 5 Hz. The amplitude includes two sizes. The text size includes
four levels of 20 pt, 30 pt, 40 pt, and 50 pt. The dependent variable includes performance
indicators and subjective evaluation indicator, and the performance indicators include
the accuracy and the response time of search. A total of 20 college students have partici‐
pated in the experiments.

Running Real Vehicle Vibration. Beyond the simulation vibration station, experi‐
ments have also been carried out on one certain type of real vehicle running on the
training field, and the vibration intensity of the real vehicle is weaker than the simulated
vibration intensity. This experiment is a within-subjects design. The independent vari‐
able of the experiments is character size, including four levels: 20 pt, 30 pt, 40 pt and
50 pt. The real vehicle running at normal speed. A total of 8 college students have
participated in the experiments.

2.4 Task

The task of the experiment is to ask the subject to visually search the screen for the
number of target words in a line of text under the vibration state, and record the result
by touch click.

2.5 Procedure

The subject sat on the table on simulated vibration or running real vehicle vibration.
After the main experimenter introduces the instructions to the participants, the practice
procedure is first started. When the participants confirm to understand the experiment
tasks completely, the experiment will begin. In the formal experiment, the distance
between the eyes of the participants and the screen is 40 cm. Firstly, the central fixation
point “ + ” will be presented in the central of the screen. After 2 s, the target word which
will be researched by the participants will appear, with a size of 20 pt and the font of
Song Typeface, and it will disappear after 2 s. At this point, one line will scroll up from
the bottom of the screen. The text has a total words of 19 characters, including the number
of the target words from 3 characters to 5 characters randomly, and the positions of the
target words in the text are also random. Participants need to find out the number of
target words contained in the line as soon as possible in the case to ensure the correct
situation, then enter the number of the target words by touching and clicking in the
keystrokes area. The experimental program is shown in Fig. 1. Each participant needs
to complete a total of 16 tests under the combination of three character sizes, two
frequencies, and two amplitudes. Each group includes 12 judgment tasks. In order to
balance the influence of the sequence of each group, the Latin square balance was used
in the experimental sequence. At the same time, in order to control the effect of the text
length of the line under different character sizes on the visual search difficulty, the
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program automatically adjusts the character spacing to keep the total length of the line
text unchanged.

After the completion of each test, the participants need to make 5 score on the
difficulty of the search of the size of this group characters under vibration.

The experimental procedure is complied with the C # language, and the program will
automatically record the right and wrong of the participants and their reaction (Fig. 2).

Fig. 2. Schematic diagram for the task of the experiment

3 Results

The experimental results are processed by SPSS19.0 soft package. Firstly, the data of
extreme value outside the three standard deviations in all conditions are removed, which
account for about 1.1% of the total data.

3.1 Visual Search Performance in Simulated Vibration Environment

Visual Search Accuracy under Different Frequency, Amplitude and Character Size
Combinations. Figure 3 is the search accuracy under different character sizes, vibra‐
tion frequencies and amplitudes. The repeated measure with analysis of variance show
that the main effect of characters is not significant (p > 0.05); The main effect of the
vibration frequency is significant (p < 0.01); The main effect of the vibration amplitude
is significant (p < 0.01); And the interaction effect of vibration frequency and amplitude
is significant (p < 0.05). Afterwards, the tests show that the difference between 30 pt
and 50 pt is significant (p < 0.05), the difference between 40 pt and 50 pt is significant
(p < 0.05), and the difference between 30 pt and 40 pt is not significant (p > 0.05). This
shows that character size has influence on visual search accuracy under vibration state,
But the main effect is not significant more relative to vibration.
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Fig. 3. Visual search accuracy of different character sizes under simulated vibration

Visual Search Reaction Time for Different Frequency, Amplitude and Character
size Combinations. Figure 4 shows the results of search reaction times under different
vibration and character sizes. The unit of the time is millisecond. The repeated measure
with analysis of variance show that the main effect of the size of the characters is not
significant (p > 0.05). The main effect of the vibration frequency is significant (p <
0.01). The main effect of the vibration amplitude is significant (p < 0.01). The interaction
effect of vibration frequency and amplitude is significant (p < 0.05). Afterwards, the
tests show that the difference between 20 pt and 50 pt has reached the significant level
(p < 0.05), and the differences between other sizes are not significant (p > 0.05). From
the Fig. 4, we can see that with the character size becoming larger, the reaction time is
gradually decreasing, and the effect can be more obviously under higher frequency and
larger amplitude conditions.

Fig. 4. Visual search reaction time of different character sizes under simulated vibration

The Subjective Ratings of the Visual Search for Different Frequency, Amplitude
and Character Size Combinations. Figure 5 shows the results of ratings under
different vibration and character sizes. The repeated measure with analysis of variance
results of subjective ratings of the participants under different character sizes and vibra‐
tions show that the main effect of vibration frequency is not significant (p > 0.05). The
main effect of vibration amplitude is not significant (p > 0.05), But the main effect of
character size is significant (p < 0.01). There is no interaction between vibration
frequency, amplitude and character size. The further analysis shows that the character
size of 20 pt and the differences between 30 pt, 40 pt and 50 pt have reached the
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significant level (p < 0.01). It means that the smaller size of (20 pt) the characters is
inappropriate.

Fig. 5. Subject ratings of different character sizes under simulated vibration

3.2 Visual Search Performance in Running Real Vehicle Vibration Environment

Visual Search Accuracy under Different Frequency, Amplitude and Character Size
Combinations. Figure 6 is the search accuracy under different character sizes under
real vehicle running vibration. The analysis of variance show that the main effect of
character size is significant (p < 0.05). Afterwards, the tests show that the character size
of 40pt and the differences between 20 pt and 30 pt have reached the significant level
(p < 0.05).

Fig. 6. Visual search accuracy of different character sizes under vehicle vibration

Visual Search Reaction Time for Different Frequency, Amplitude and Character
Size Combinations. Figure 7 is the search reaction time under different character sizes
under real vehicle running vibration. The analysis of variance show that the main effect
of character size is not significant (p > 0.05). Afterwards, the tests show that there is no
significant difference between various sizes.
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Fig. 7. Reaction time of visual search of different character sizes under vehicle vibration

The Subjective Ratings of the Visual Search for Different Frequency, Amplitude
and Character Size Combinations. Figure 8 shows the results of ratings under
different character sizes. The analysis of variance results of subjective ratings of the
participants under different character sizes show that the main effect of character size is
significant (p < 0.01). The further analysis shows that the character size of 20 pt and the
differences between 30 pt, 40 pt and 50 pt have reached the significant level (p < 0.01).

Fig. 8. Subject ratings of different character sizes under vehicle vibration

Under the vibration of running vehicle, the smaller size of (20 pt) the characters is
inappropriate and even will improve subjective difficulties. But the measured perform‐
ance show that the performance of character size 40 pt and 50 pt is worse than the
performance of size 20 pt and 30 pt. This may because that the smaller size of character
will inspire participants’ motivation to become more concentrated, which has promote
the performance.

4 Discussion

In this study, the influence of different character sizes on visual search under different
frequency and amplitude vibration environments was investigated through the accuracy,
the reaction time and subjective scores in visual search. The results show that under the
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vibrating environment, as the size of characters increases, the reaction time will
decrease. In the case of 2.5 Hz, the decreasing trend of the reaction time at both small
amplitude and large amplitude is relatively gentle; at 5 Hz, the decreasing trend of the
reaction time is significant, especially between 20 pt and 50 pt. In the case of a large
amplitude of 5 Hz, as the font size becomes larger, the increase in the accuracy of inter‐
pretation becomes more pronounced. The subjective evaluation of subject’s difficulty
in visual search also decreased significantly with the increase of font size, which was
consistent with the performance results. It shows that in the vibration environment,
choosing a larger font is more conducive to ensuring job performance. The stronger the
vibration, the more obvious the effect of font size on performance.

The amplitude and frequency both have a significant effect on the accuracy and
reaction time of Chinese characters’ visual search. And the interaction between ampli‐
tude and frequency is significant.

Due to the limited experimental conditions, the range of variables selected in this
study is still relatively small. This may be the reason that the difference in the character
size performance between reaction time and accuracy is not obvious. In addition,
previous studies have shown that different font types, arrangements, and other factors
will affect the performance of character interpretation search (Ling 2006; Gongkun
2009). In this study, the font type was selected as the Song Dynasty. In the follow-up
study, we can examine the influence of different fonts and other factors on the character
display performance judgment under the vibration environment.

5 Conclusion

This study shows that with the increase of vibration frequency and amplitude, larger
fonts can improve visual interpretation performance, and subjects are subjectively
perceived to be easier to operate. In the case of a large amplitude of 5 Hz, the effect of
character size on performance is even more pronounced. No matter which kind of vibra‐
tion state, when the character size is 20 pt, the interpretation performance and subjective
evaluation will be significantly reduced. The results of this study for character display
design under vibration conditions are that the character size should be greater than 20 pt.
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Project (SYFD1400618) and Manned space advance research project (030602).
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Abstract. Many systems have been studied for enhancing a user’s interest in
digital content by using HMD, 3DTV, and so on. However, for these systems to
be able to enhance a user’s interest, the creator needs to elaborate the content. In
this paper, we present a method that extends the experience of digital content by
simply superimposing blurring effects that follow the gaze point of the user. To
clarify how the experience of viewing still images and videos was enhanced by
our method, we compared user impressions when viewing digital content with
and without our method. We also examined physiological impressions such as
visibility and discomfort. The experimental results showed that the participants’
impressions of the video content were changed by superimposing the blurring
effect on the peripherally viewed area. In particular, almost all psychological
impression items (immersion, stereoscopic effect and so on) were scored higher
when the blur was superimposed than when it was not.

Keywords: Viewing experience expansion · Impression evaluation · Gaze point
Peripheral vision

1 Introduction

Many systems have been studied for enhancing a viewer’s experience of and interest in
digital content. Dive into the Movie [1] is a system that embeds viewers’ faces into
characters in a movie, so they can feel as if they were a character in the movie. This
system succeeds in amplifying the viewer’s interest and viewing experience. On the
other hand, 3DTV and head mounted displays (HMDs) have the potential to enhance
the degree of immersion offered by digital content. However, these systems are difficult
to generate content for and have demanding hardware requirements. We thus aim to
enhance the viewer’s experience of and interest in existing digital content without him
or her having to expend time and effort.

Here, a gaze point is regarded as accurately representing the viewer’s interest. In
addition, a person’s visual field has two parts: central and peripheral vision. Central
vision clearly perceives the gaze object, while peripheral vision perceives the periphery
of the field of view vaguely [2]. Accordingly, we can expect that the viewing experience
can be enhanced by presenting digital content in a way that takes into account the prop‐
erties of central and peripheral vision. Okatani et al. [3] developed a gaze-reactive
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display that changes a viewer’s impression of a photograph by presenting a blur effect
on it depending on the gaze point detected by an eye tracking device. However, their
method requires preparing blurred images for each part of the target photograph in
advance, which also requires time and effort. In addition, this method is difficult to apply
to video clips because it requires a blurred image to be generated for each position in
each frame. Moreover, the resolution of the gaze point is limited.

In this study, we focused on the characteristics of central vision, peripheral vision,
and gaze and devised a method to enhance viewers’ experience of digital content by
dynamically superimposing a simple blur effect on it depending on the gaze point.

To realize this system, we expanded the versatility of the gaze-reactive display [3]
by monitoring a viewer’s gaze point and by superimposing blur effects surrounding the
gaze point on the digital content in real time by using OpenGL Shading Language
(GLSL). Here, the parts on which the user’s eyes are focused remain clear, while the
parts not focused on become more blurred the farther away they are from the gaze point
(Fig. 1). In our method, users do not need to prepare blurred images in advance and can
enjoy not only still images but also videos and video games with blurred effects. By
applying blur effects, we aim to expand and amplify impressions such as presence or
immersion.

Fig. 1. Examples of adding blur effect by our method.
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We implemented a prototype system that superimposes blurring using a Gaussian
filter on arbitrary moving images and experimentally evaluated its usefulness. We also
experimentally clarified for which types of video the proposed method is effective.

2 Related Work

Many researchers have attempted to amplify interest in content by superimposing effects
on it. As mentioned above, the gaze-reactive display of Okatani et al. [3] dynamically
changed the depth of the focus point of a photograph depending on the viewer’s gaze
point detected by an eye tracking system and its depth information. Changing the depth
of focus enhances the user’s experience. However, up to 256 blurred images had to be
generated in advance for the user to experience content on their gaze-reactive display.

Other systems amplify interest, stereoscopic effect, and sense of reality by changing the
blurring degree (depth of field) of the virtual world depending on the gaze point [4, 5].
However, these systems only focus on the virtual world and lack versatility because they
need to use the data of the cameras used for rendering in the contents. In contrast, our
method expands the viewing experience by superimposing simple blur effects on arbitrary
video content. Furthermore, Okatani et al. [3] reported that viewers notice the artificiality
when there is a slight delay between the movement of the gaze point and the movement of
the blurred point of the content. To solve these problems, we use GLSL, which can process
images with as short as possible delays.

Hirai et al. proposed the VRMixer system [6], which increases the fun provided by
video contents by projecting real user images into them by using a depth camera. Kagawa
et al. [7] developed a method that enables users to add emotion illustrations like hearts,
called “intuitive emoji comment,” to video content and showed its usefulness in an
evaluation. However, these methods superimpose the effects directly on the video
content, which impairs its visibility. Our method keeps visibility as high as possible by
reproducing the blurring condition in the viewer’s peripheral visual field on the display.

Hata et al. [8] revealed that the gaze point unconsciously moves from low-resolution
areas to high-resolution areas in an image. They developed a gaze control system that
changes the resolution of each part of content in an image. They also found that the time
required for visual guidance depends on the intensity of blurring. Their method effec‐
tively uses the features of central and peripheral vision. This knowledge can also be used
for our method, and blurring is thought to be able to enhance the viewers’ ability to
concentrate.

3 Prototype System

Our work is intended to easily enhance the experience of digital content such as the
feeling of realism and immersion by adding a blur effect to the content surrounding the
central visual field.

Because peripheral vision only perceives things faintly and processes visual infor‐
mation unconsciously, we accordingly focus on the difference between central vision
and peripheral vision and develop a new method for viewing digital content. When a
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user views digital content by using our method, the central visual field, which is detected
by the eye-tracking system, is clear and the peripheral visual field becomes more blurred
the farther out from the center it goes. This effect emphasizes the centrally viewed part
of the content. Figure 2 shows example images of the system in action. In the figure, the
blur effect is superimposed on the light blue part and not on the clear elliptical part.

Fig. 2. Images of our method that blurs the peripherally viewed part of the content.

We use a Gaussian filter for this process. An image is processed by increasing the
weight of the filter as it moves away from the central vision of the gaze point acquired
by the eye-tracking device (see Fig. 3). Figure 3 illustrates the filter structure: the blurring
is stronger farther from the gaze point. In particular, the weight is increased in four stages
to change the blur level depending on the distance from the gaze point.

Fig. 3. Blur level is changed depending on the distance from the gaze point.
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The shapes of the regions with different blur levels must be elliptical to match the
human visual field, so the prototype system has to give a weight to each point of the
image by using a filter [3]. Here, we let σ be the weight of the filter, (x, y) be arbitrary
coordinates of the video contents, and c be the RGB value before the Gaussian filter is
superimposed on the target pixel.

When the length of one side is k [pixels], the range to which the filter is applied is
represented by a square of k × k pixels centered on the target pixels, and the RGB values
C after superimposing the Gaussian filter on the target pixels are derived from (1) and
(2), respectively.

f (x, y) =
1

2𝜋𝜎2 exp(−
x2 + y2

2𝜎2 ) (1)

C =

k∑

y=1

{

k∑

x=1

c ∙ f (x, y)} (2)

The blur can be increased by increasing the value of 𝛔 in Eq. (1). Here, our method
manages the color information by using the RGB value. If the value exceeds a certain
threshold, the brightness of the pixel is decreased and the image turns black. Therefore,
we set 𝛔 such that it does not exceed a predefined upper limit. In addition, k [pixels],
which is the length of one side of the filter, increases the farther it is from the gaze point.

By superimposing such effects, we reproduce a “human” field of view that is close
to reality on the display. The user is expected to be able to obtain a stereoscopic effect
and feeling of immersion.

3.1 Implementation Method

We implemented our system by using Processing and GLSL. Here, our system consists
of an eye-tracking module and content presentation module. The eye-tracking module
monitors the gaze point of a user by using Tobii EyeX and transmits the detected gaze
point data to the content presentation module. The content presentation module super‐
imposes the blur effect on the currently presented content using GLSL on the basis of
the gaze point data. GLSL is a programming language specialized for image processing
and operates at high speed because it processes images using a graphics processing unit
(GPU). Furthermore, our method succeeds in minimizing the delay in updating the video
information and reproducing the human visual field with high accuracy.

Incidentally, there is a phenomenon called saccade, in which the gaze point moves
frequently due to minute eye movements that the eyeball always perform involuntarily.
If the system reflects the saccade when drawing effects, the effects will become an
obstacle to viewing the content. Therefore, when the variation of the gaze position is
less than a certain threshold, the gaze information is not updated. Since the gaze point
of humans is elliptical [3], the range of effect is changed in an elliptical shape in accord‐
ance with the distance from the gaze point (Fig. 4).
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Fig. 4. Examples of effect superimposition.

Figure 4 shows (a) original images, (b) original images with blur effects, and (c)
original images with blur effects and boundary information where the weight changes
to clarify the boundary of the blur. In (c), the central ellipse is not superimposed with
the effect, but the farther out the ellipse is, the stronger the blurring becomes.
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4 Preliminary Experiments

To clarify how the viewing experience of still images and videos is enhanced by super‐
imposing blurring, we investigated the difference in subjective impressions between
viewing digital content with and without our method. Here, we also investigated phys‐
iological impressions of effects such as visibility and discomfort.

4.1 Preliminary Experiment on Image Content

First, we clarified whether the viewing experience of contents is enhanced by superim‐
posing blur using a Gaussian filter on the image content in the peripheral visual field.
Images for the experiment were selected subjectively by us. The images were classified
into video-game content, landscapes, paintings, illustrations, and geometric patterns.
We selected 30 images for evaluation and asked ten university students aged 18–21 years
old to participate in the experiment.

The experiment procedure was as follows. First, we asked each participant to sit in
front of the display and adjust the Tobii EyeX. The distance at which Tobii EyeX
succeeded in adjusting the gaze point was set as the distance between the display and
the user. The position of the display was adjusted so that the viewing angle of the center
field of view was 10° above and below and 15° to the left and right.

Next, we informed the participants that they were going to view image contents from
now on and told them to look at the whole image. Here, we taught them how to turn the
blur on and off. They viewed the 30 original images on a 27-inch display (Fig. 5) and
turned the blur on and off arbitrarily while viewing images. After the viewing, we
verbally asked them which images gave them different impressions when the blur was
used.

Fig. 5. Scene of experiment.

As a result of this experiment, we found that our method was effective on the video-
game content and landscape images but not on the paintings or geometric patterns. The
reason for this is that the Gaussian filter does not work well in a single-color area.
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4.2 Preliminary Experiment on Video Content

Since the prototype system worked effectively on some types of image content, we
thought that the impressions of the user might change even for video content. Therefore,
we prepared 12 videos and conducted an experiment by preparing an impression eval‐
uation questionnaire to find out whether the impression is enhanced when the blur is
superimposed on the peripheral visual field.

In this experiment, we prepared two types of video clip: video games and actual
landscape videos. The video content lasted from 30 s to 2 min 30 s. As an experimental
procedure, Tobii EyeX was adjusted as in Subsect. 4.1.

Next, we asked four participants (male and female university students aged 18 to 21
and divided into two groups of two) to view 12 videos on a 27-inch display. Then we
asked them to answer the questionnaire after viewing each video. After they answered
the questionnaire, we asked them to press the enter key to go to the next video. Here,
one group viewed the videos with the blur, and the other group viewed videos without
it. In addition, both experimental groups viewed the same videos in the same order.

The questionnaire consisted of eight items about emotions (pleasure, excitement,
relief, pleasure, disgust, excitement, surprise, frustration, fear, and interest) selected
from Plutchik’s Wheel of Emotions, eight items about psychological impressions that
we expected the blurring to give (stereoscopic effect, immersion, presence, tension,
exhilarating feeling, feeling of freedom, sense of stagnation, and feeling of stir) and
eight items about physiological impressions (discomfort, visibility, concentration, flick‐
ering, botheration, blur, motion sickness, and feeling strange). We asked the participants
to score all items on a 7-level Likert scale.

The results showed that the score for each type of item increased for both types of
video content. However, our system did not work well in videos where the similarity of
each frame is very high, which coincides with the results of the preliminary experiment
performed on image content.

Also, the emotions and impressions of participants changed depending on the length
of the video contents, which suggests that videos of the same length should be used to
test the system.

5 Experiment

We redesigned the experimental test on the basis of the results described in Section 4 in
order to clarify the effectiveness and usefulness of our method for videos and clarify
how it enhances the viewing experience.

5.1 Experimental Content

We prepared videos of retro video games (Retro-Game), new video games (New-Game),
and actual landscapes (Landscape). We prepared four videos for each category. We
omitted videos with few image changes on the basis of the results in Subsect. 4.2. Each
video lasted 1 min 30 s. The viewing environment of the video content was the same as
that described in Subsect. 4.2.
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The participants were eight male and female university students aged 18–22 years
old and divided into two groups of four.

The questionnaire included seven items about emotions (relief, pleasure, disgust,
excitement, surprise, frustration, and interest), four items about psychological impres‐
sions (stereoscopic effect, immersion, presence, and tension), and three items about
physiological impressions (comfort, visibility, and concentration).

The items were scored on a five-level Likert scale: maximum value of 2 and
minimum value of –2. Taking comfort as an example, students answered whether they
felt [2] comfortable, [1] somewhat comfortable, [0] neither comfortable not uncomfort‐
able, [–1] somewhat uncomfortable, or [–2] uncomfortable. Emotion items were selected
from Plutchik’s Wheel of Emotions, and psychological and physiological impression
items were selected on the basis of the experimental results in Subsect. 4.2. The experi‐
ment procedure was the same as that of the experiment in Subsect. 4.2.

5.2 Experimental Results

Figures 6, 7 and 8 show the average values of emotions, psychological impressions, and
psychological impressions evaluated by participants for each of the three video catego‐
ries.

Figure 6 shows disgust, surprise, and frustration were scored negatively in all cate‐
gories. Also, disgust and frustration were more positive for videos with the blur than
without it. Evaluation values of pleasure were positive in all categories and increased
with the blur in Retro-Game and New-Game.

Figure 7 shows videos without blur were scored negatively in each category for every
item. On the other hand, videos with blur had more positive values than videos without
it for almost all items. Immersion was scored positively in all categories.

Figure 8 shows that videos without blur were scored as having higher comfort and
visibility than videos without it. These results indicate that our current method some‐
times gives viewers negative physiological impressions.
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Fig. 6. Results for emotion items.
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Fig. 7. Results for psychological impression items.
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5.3 Considerations

The experimental results showed that the participants’ impressions of the video content
were changed by superimposing the blurring effect on the peripherally viewed area. In
particular, almost all psychological impression items were scored higher when blur was
superimposed than when it was not. These results clarify that our system is useful in all
three categories.

In Fig. 8, landscape videos with blur scored high for concentration. This result coin‐
cides with those of Hata et al. [8]. In other words, our method achieves visual guidance
because the centrally viewed area remains high resolution and the peripherally viewed
area has low resolution. As a result, the gaze point is focused in this central visual field,
which may increase the degree of concentration. Therefore, our method can be said to
increase the degree of concentration for viewers of landscape videos.

On the other hand, since videos with blur scored lower for comfort and visibility in
all the categories, our method seems to decrease the visibility of content. In this experi‐
ment, we set the range of the weight of the Gaussian filter to a range where the brightness
of the image does not decrease. However, in the future, it will be necessary to verify the
range of weights that do not impair visibility while enhancing the viewing experience.
Also, none of the participants said that they noticed a delay, so our method seems to
meet the requirement for no delays.

As well as videos of video games and landscapes, we aim to further narrow down
the videos for which our method is useful by conducting experiments on animations,
special effects videos, etc.

From the questionnaire on the physiological impression, it turned out that when
participants view the video by superimposing blur on the landscape, the degree of
concentration gets higher. Therefore, we will investigate the relationship between the
degree of concentration and the gaze point by measuring the gaze point log when videos
are viewed using this prototype system as an additional experiment.

5.4 Additional Experiments on Concentration and Gaze Point

To clarify whether or not the gaze point moves differently depending on the presence
or absence of the blur, we prepared three new videos, one for each category (Retro-
Game, New-Game, and Landscape). In addition, we implemented a logging system of
viewer’s the gaze point for analyzing the viewer’s behaviors.

Participants were eight university students aged 18–21 and divided into two groups
of four. Although the viewing environment and procedure are almost the same as those
in Subsects. 4.2 and 5.1, there was no need to answer a questionnaire, so participants
took a break for 10 s after viewing a video and then moved on to the next video. The
measured gaze point logs are shown as heat maps for each video with and without the
blur (Fig. 9).
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 Retro-Game                          New-Game                           Landscape 
(1)  With blur 

 Retro-Game    New-Game Landscape
(2) Without blur 

Fig. 9. Heat maps showing gaze point log.

The results show no large differences between Retro-Game and New-Game videos
with and without blur. However, viewers tended to concentrate more on the center of
the Landscape video without the blur (2) than that with it (1). In some cases, the gaze
points tended to be slightly dispersed.

According to the visualized gaze point log data obtained in the additional experi‐
ments and the questionnaire results, the degree of concentration is increased by using
this prototype system when viewing actual landscape videos, and the gaze points tend
to be somewhat dispersed. In other words, the increased degree of concentration led to
viewers paying attention to a wider range of the video. However, this result may not be
reliable since the videos used in the additional experiment consisted of only one video
per category and differed from the videos used in the main experiment. Therefore, we
aim to improve the reliability by repeating the experiment of measuring the gaze point
log and increasing the number of videos for each category used. Furthermore, we aim
to measure the gaze point log when other types of videos are viewed and clarify the
degree of concentration and its relationship with other psychological and physiological
impressions.

6 Conclusion

We investigated whether a viewer’s experience of video content is enhanced by super‐
imposing blurring using a Gaussian filter on the peripherally viewed area. In addition,
we evaluated the method’s effectiveness in a user-based evaluation experiment and
clarified its usefulness and problems.
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In this work, blurring effects were superimposed on video content. In the near future,
we will clarify whether the viewing experience is enhanced when blur is superimposed
on the screen while the viewer is actually playing a video game. Moreover, we will
investigate the threshold of the Gaussian filter at which the blur is not noticed and attempt
to develop a new system that does not impair visibility while enhancing the viewing
experience. Furthermore, since the questionnaire results in Subsect. 4.1 showed that our
method is useful for still images, we expect that it can be usefully applied to e-books.

This system adopts a Gaussian filter as a blurring effect and superimposes it on the
video content, but its usefulness is low for video content that does not change much.
Therefore, we are planning to implement a new effect for decreasing saturation and
brightness in areas away from the center of the acquired gaze point data. Sensitive
perception of light flicker is a characteristic of peripheral vision [3]. Michael et al. [9]
investigated the effect of color perception of the user in an environment where the back‐
ground and the object color change as a result of movement of the gaze point and in an
immutable environment. By changing the color of the background and the object, they
showed that the method extended the region of a color perceivable by a person and
improved viewers’ ability to discriminate objects. Therefore, decreasing saturation and
brightness is expected to enhance the viewing experience. Also, their system seemed to
work well for videos with few changes. Finally, we plan to analyze our system in more
detail by increasing the number of research participants and acquiring more data.
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Abstract. This paper constructed an inspiring database containing functional
terms, which was taken as the source of external stimuli provided to designers.
We obtained EEG of two groups of designers based on design experiment. One
group is provided with closely related functional terms, while another group is
provided without stimuli. After processing these EEG, we found that there are
different characteristics in the EEG for the two groups of designers. Our
experimental results provide a basis for the study of design thinking using EEG.

Keywords: EEG features � Inspiring designer � Functional term

1 Introduction

The ability of creative design lies in the ability to create novel design solutions [1]. The
design solutions are derived from designers’ experience and knowledge [2], which also
limit designers’ space for generating novel design solutions [3]. One common
phenomenon is that designers are often fixed on existing experience [4]. Therefore, using
external stimuli to inspire designers is one of the important methods to assist concept
design.

The key to inspire design is to reveal the influence mechanism of external stimuli
on design thinking [5], and to provide designers with appropriate external stimuli based
on this mechanism. To this end, many scholars have explored the impact of external
stimuli on innovative design through cognitive experiments. Miller [6] proved that
designers exposed to physical examples would produce ideas that were less novel and
less functionally focused than those who were exposed to the 2D representation. Sarkar
[7] provided designers with video/animation and audio, text, explanation, and other
stimuli respectively, and the results showed that the types of stimuli have major
influence on the number and quality of the generated ideas. Among diverse types of
stimuli, texts were proved to be capable of inspiring designers. Because of the char-
acteristics of being ubiquitous and easy to be measured, texts were widely used in the
research community. For instance, Miller [1] showed that text stimuli yield ideas that
would receive higher originality grades compared to a no stimulus condition, but
practicality was not affected. Linsey [8] found that the addition of a function structure
or more general functions (stated as active verbs), to the sketch-based concept de-sign
improved designers’ ability of finding novel solutions.
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However, the unknown internal mechanism that governing how functional terms
influence design thinking makes the above results difficult to be interpreted. At present,
scholars have come up with the methods of think aloud [9] and sketching behavior [10]
to indirectly obtain the state of design thinking, but these methods are more or less
influenced by subjective factors. Therefore, it is very valuable to study the objective
description method of design thinking. Recently, physiological signals such as
eye-tracking, galvanic skin response (GSR), electrocardiograms (ECG), and elec-
troencephalograms (EEG) have been used by design researchers to describe the con-
ceptual design process. Among them, the process of exploring design thinking based
on EEG is an important theoretical research direction of design science [11]. The
biological basis of brain activity is an electrochemical process, and EEG is a charge
signal recorded by electrodes placed in various regions of the brain [12]. We can
extract valuable information from the EEG to describe the conceptual design process,
and then explore the impact of external stimuli on conceptual design.

The goal of this work is to use EEG to describe the design thinking. In order to
achieve this goal, Sect. 2.1 constructed an inspiring database represented by functional
terms, which was taken as the source of external stimuli provided to the designers.
Then we constructed the FCM based on the database, by which it could export
functional terms that are closely related to the design problem. Section 2.2 identified
the experiment scheme and process. Section 3 calculated the sample entropy of EEG
data that could represent the complexity, and then analyzed them qualitatively and
quantitatively. Section 4 discussed the analysis results and Sect. 5 summarized the
experiment results, which provide theoretical basis for how to assist designers in
product innovation design in information provision.

2 Method

2.1 Obtain External Information

2.1.1 Build Functional Database
In conceptual design, functional modeling provides a direct method for understanding
and representing an overall product function without reliance on physical structure
[13]. In practice, to achieve repeatable and meaningful results from functional mod-
eling, a right size of functional inspiring database is in need. Hirtz and Stone [14] built
RFB, whose functional part consists of 8 major categories and 22 minor categories.
However, this database is not big enough to cover all product features. Murphy con-
structs a set of functional terms through natural language processing [15]. They
extracted 1,700 function terms from a large number of patents and established a
large-scale functional database. With the enlargement of the size of a functional
database, the designers will describe the same design concept in different ways and
ambiguities may arise.

In order to solve this problem, we filtered and reorganized the above two to con-
struct a proper functional database. We used RFB as a basis for the similarity of
function terms calculated by WordNet as a screening indicator. Then, the filtered
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function terms were reorganized with RFB to obtain a functional database to inspire
designers. The whole process contains the following 3 steps (Fig. 1).

1. Filter: The terms in RFB and Murphy are all three-levels and share the same first
level. Calculate the similarity between Murphy’s second level, third level terms and
the terms in RFB. Remove the terms of 0 similarity (Fig. 1A).

2. Reorganize: The filtered terms in Murphy are used as the low-level term of the
most similar in RFB. The reorganized functional database has four levels (Fig. 1B).

3. Integrate: Find the term that has the highest similarity with the fourth level in the
reorganized functional database. If the term is in the second level, it is regarded as
the low-level term of it. If the term is in third level, it is regards as a term at the same
level (Fig. 1C).

After the above three steps, a functional database of three levels is obtained, which
includes 839 functional terms, and 8 terms in the first-level, 128 terms in the
second-level and 703 terms in the third-level (Table 1). External information provided
to the designers are derived from this database.

2.1.2 Construct FCM Based on Functional Database
According to the similarity between function terms in database, a Fuzzy Cognitive Map
(FCM) was constructed, and the functional terms with high relevancy to the target
product were output through the analysis and reasoning mechanism of the FCM. The
construction of FCM contains the following 5 steps.

1. Calculate the semantic similarity between every two function terms in the database,
and get Initial Matrix (IM) according to the number of function terms and the value
of similarity. IM is a matrix of [n � n], where the element Oij represents the
similarity between the word i and the word j, and the elements Oi1, Oi2, …, Oim of
column i form the vector Vi.

Fig. 1. The process of building Functional Database.
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2. The largest element in Vi is assigned a value of 1, the smallest element is assigned a
value of 0, and the others are scaled to [0, 1] to obtain Fuzzy Matrix (FZM), the
element of which is Fij.

3. Relationship Strength Matrix (FSM) is derived from FZM, the element of which is
Sij. In the database, relationship between the adjacent levels is unidirectional, and
the direction is from lower level to higher level. The relationship between terms in
the same level is bidirectional. When a relationship exists, Sij = Fij; otherwise,
Sij = 0.

4. All the elements in the SRM are arranged in an ascending order, and elements
smaller than 20% of the quantiles are defined as 0, and then Adjacency Matrix
(AM) is obtained, the elements of which is Wij.

5. Wij represents the final relationship between the term i and the term j, the direction
of which is from i to j. Finally, we got the FCM.

2.1.3 Obtain Functional Terms
The function terms that can represent the product functions are taken as input, and after
the calculation and reasoning of the FCM, the functional terms that are closely related
to target product are obtained.

Table 1. Part of Functional Database

First
level

Second
level

Third level

Branch Separate Divide, Extract, Remove, Spray
Distribute
Clean Wash, Splash, Grind
Split Partition, Tear, Fracture, Rip
Break Dab, Scrub, Fork, Shuffle, Punch, Gore, Shave, Shear, Burst,

Rupture, Breach, Tap, Cascade, Shower, Snap, Bore
Machine Filter, Comb, Crater, Trim, Fan, Surface
Miss Pop
Cube Crack
Screen
Polish
Bleach
Buff Sweep
Chafe
Network
Plow

…

… … …

8 128 703
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According to the function of the target product, functional terms are obtained from
the database, and the Input Vector (IPV) is obtained. IPV is an n-dimensional row
vector, and I1j = 1 when the word j is selected, otherwise I1j = 0. The IPV is multiplied
by AM to obtain the Middle Vector (MV), and the MV is converted to IPV1 to use a
binary compression function. IPV1 is multiplied by AM as the next input vector until
IPVn is stable. According to IPVn, the corresponding terms are found from the data-
base, that is, the function terms that are closely related to target product.

2.2 Experiment Design

2.2.1 Subjects
In this experiment, 16 students with a background of engineering design from Beijing
Institute of Technology were taken as designers, and they were divided into two groups
randomly. The two groups have the same number of students, and named Group A and
Group B respectively.

2.2.2 Provision of Functional Terms
The functional terms provided to Group A is closely related to the target product. The
experiment selected High-rise auxiliary escape tool as the target product, and then
obtained functional terms from the database in Sect. 2.1.1 that can represent the pro-
duct function. They are “drop, stop, steady, guard, retard, ground, balance”.
According to Sect. 2.1.2, the output function terms are “hold, position, grip, grasp,
clasp, seat, place, rest, center, balance, assist, order, ground, posture, fit, pose, cinch,
cradle, steady, drop, retard, guard “.

2.2.3 Data Collection

• The EEG data of conceptual design process was collected by EMOTIV Epoc+,
which is with 16 electrodes and both sides of the mastoid are reference electrodes.
The EEG data recorded by EEG was 128 Hz.

• Product design results was collected by using the sketch method.

2.2.4 Experiment Process
The designers first read the experimental instruction to clarify the for the product
design experiment. For Group A, 12 functional words were randomly selected from
Sect. 2.2.1 as external information. Group B was not provided with external infor-
mation. Designers need to think about 10 min or so, draw a solution and dictate
realization for this problem immediately after thinking. The EEG of designers in the
entire process of conceptual design was recorded. The experiment process is shown in
Fig. 2.
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3 Results and Data Analysis

EEG is a spontaneous, rhythmic discharge of the brain, and it is a non-linear,
non-stationary electrophysiological signal [16]. Therefore, the analysis of EEG signals
can use nonlinear parameters to characterize different neural activity states. In this
work, sample entropy was selected as the complexity index to analyze designers’ EEG,
because of its good noise immunity [17].

We used a 1 s length window to calculate the sample entropy of the EEG, and
select the parameters m = 2, r = 0.2SD. Based on this, the sample entropy was cal-
culated, and then it was analyzed quantitatively and qualitatively.

Table 2. The mean EEG sample entropy of the designer at electrode F7, F8 and the T-test result

F7 A Designer 1 2 3 4 5 6 7 8 P = 0.0356
Sample
entropy

0.5660 1.0899 0.6152 0.6057 1.1070 1.1730 0.8293 1.2387

B Designer 9 10 11 12 13 14 15 16

Sample
entropy

1.0985 1.3576 0.7619 1.2940 1.4065 1.3165 1.2836 0.9265

F8 A Designer 1 2 3 4 5 6 7 8 P = 0.0091
Sample
entropy

0.4769 1.0673 0.4229 0.5744 1.2944 1.6383 1.1836 0.6927

B Designer 9 10 11 12 13 14 15 16

Sample
entropy

2.0449 2.6683 0.5311 1.1635 1.9783 1.8364 1.5293 1.3826

Fig. 2. Experiment process
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3.1 Quantitative Analysis

The sample entropy of EEG recorded by 14 electrodes in each group is shown in
Table 2. The result was that the averaged sample entropy of group B (1.5741) was
larger than that of group A (1.3488). We further made T-test on all 14 electrodes.

The T-test showed that the sample entropies of group B at F7 (P = 0.0356, left
anterior temporal) and F8 (P = 0.0091, right anterior temporal) were higher than that of
group A. There was no significant difference at other electrodes.

Fig. 3. Designers’ trend of EEG sample entropy at electrode T7 in group A
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3.2 Qualitative Analysis

We drew the trend of each window sample entropy. To reduce the impact of data
fluctuations, we took a moving average method to process the data. The results were
that the sample entropy of EEG in Group A was a shape of lower in the middle and

Fig. 4. Designers’ trend of EEG sample entropy at electrode T7 in group B
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higher on both sides at electrode T7 (left temporal lobe), T8 (right temporal lobe), P7
(left parietal lobe), P8 (right parietal lobe) and F8 (right anterior temporal) (Fig. 3). The
sample entropy of Group B showed a stable or disorderly fluctuation (Fig. 4).

4 Discussion

Further, according to the position of the electrodes, we find the brain areas corre-
sponding to the obtained brain electrical signal. Ratiocinate about how external stimuli
affects design thinking is based on the function of brain partitioning and the charac-
teristics of EEG. In 1909, Brodmann divided the cerebral cortex into 52 areas according
to the type of cortical cells and the density of the fibers [18]. Currently, the study on the
function of Brodmann Areas has been comprehensive [19].

The EEG is more complex when no functional terms were provided. Especially in
the temporal polar, which is related to memory region. This finding may imply that
without external stimuli, the memory of the designer awakens, which prompts the
designer to associate other information and leads to complex brain activity. When
provided with function terms closely related to the design problem, de-signers can
obtain information from these function words for conceptual design, and the com-
plexity of brain activity is relatively low.

When provided with external stimuli, the EEG complexity of the designer’s inferior
temporal gyrus, the temporal gyrus, the angular gyrus and the temporal pole region
roughly follows a trend of first decreasing and then increasing. The inferior temporal
gyrus is responsible for a high level of information processing, i.e. answering the question
of what the information is. The temporal gyrus is the language processing area.
Cornerback is part of theWernicke District, located in the parietal lobe, with the function
of semantic processing. The temporal polar regions are related to human memory.

When provided with external stimuli, the designers’ brain are in a state of complex
activity for information processing, language processing, and semantic processing. The
designers first ponders over what the information provided is, and then manipulates the
information. This process would awaken the designers’ memory, which leads to com-
plex brain activity. As the designer performs the conceptual design, this information has
been transformed into working memory stored in the brain. In the process, the com-
plexity of brain activity gradually decreases. Later in the conceptual design, the designer
needs to perform semantic processing to output program-related information and gen-
erate a conceptual design. Once again, this complicates the designer’s brain activity.

The complexity of the designer’s brain activity remains stable or disorderly when
no external stimuli is provided.

5 Conclusion and Future Work

The main purpose of this paper is to explore the impact of external stimuli on the
designers’ EEG features, and to ratiocinate the inner cognitive process of conceptual
design based on EEG features. This paper selected functional terms as the external
stimuli. We screened current functional terms and built a well-adapted inspiring
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database. Combining with FCM, we can deduce the functional terms that are closely
related to target product. Obtained the designer’s EEG and combined with the com-
plexity of the analysis results and functional division of the brain, we can ratiocinate
the process of design thinking.

Conclusions are as below:

1. Designers without any external stimuli have more complex brain activities than
designers with external stimuli. This promotes the awakening of associations and
memories, and the brain activity in this process is fluctuating.

2. When provided with external stimuli closely related to design problem, the
designers awaken the memory during information processing and then it changes to
working memory. Then designers output the conceptual design after the semantic
processing. In the process, the complexity of brain activity first decreases and then
increases.

Future work is to partition the conceptual design process according to the char-
acteristics of EEG and select relevant indicators to summarize the EEG features and
thinking characteristics of each area. Moreover provide different external stimuli
according to the different thinking features that the designer presents in the conceptual
design areas to assist the designers.
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Abstract. Emotions play an extremely important role in human deci-
sions and interactions with both other humans and machines. This fact
had promoted development of methods that aim to recognize emotions
from different physiological signals. Particularly, emotion recognition
from speech signals is still a research challenge due to the large voice
variability between subjects. In this work, paralinguistic features and
deep learning models are used to perform speech emotion classification.
A set of 1582 INTERSPEECH 2010 features is initially extracted from
the speech signals, which are then used to feed a deep convolutional
stack auto-encoder network that transform those features in a higher
level representation. Then, a multilayer perceptron is trained to classify
the utterances in one of six emotions: anger, fear, disgust, happiness,
surprise and sadness. The size of the auto-encoders was evaluated for
4 different architectures, in terms of performance, computational cost
and execution time for obtaining the most suitable configuration model.
Thus, the proposed approach was twofold evaluated. First, a 5-fold cross-
validation strategy was performed using 70% of the samples. Then, the
best network architecture was used to evaluate the classification in a val-
idation set, composed of the remaining 30% of samples. Results report
an overall accuracy of 91.4 in the 5-fold testing stage and 61, 1 in the
validation set.

Keywords: Speech emotion recognition · Deep learning
Paralinguistic features · Auto-encoders

1 Introduction

Emotion recognition is a growing field of research, which has been explored from
different physiological sources such as facial expressions, electroencephalography
signals, blood volume pulse, among others [1]. From them, the voice signals con-
tinue being one of the most used due to the feasibility of implementing end-user
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systems that only requires a microphone for capturing the input data [1]. How-
ever, voice signal based emotion recognition is still a challenging task, due to the
natural intra and inter-variability of the voices expressing a specific emotion. For
leading with those challenges several approaches for characterizing voice signals
have been proposed [2]. Among of them, INTERSPEECH 2010 paralinguistic
challenge features have been considered as representative descriptors reflecting
paralinguistic information assessment [3]. Those are a set of quantitative features
that describe intensity, speaking variations, envelope and vocalization changes;
which had shown to be one of the most feasible approaches for characterizing
audio signals [4–6].

On the other hand, deep learning techniques have been recently proposed
as a feasible strategy to perform end-to-end classification models, in which pre-
processing and feature extraction steps can be leave out. In particular, novel
methods for analyzing speech signals using deep learning approaches have been
proposed, either as feature extraction approaches [7,8] or as classification models
that use conventional acoustic descriptors [9]. Thus, Deep Belief Network (DBN)
and auto-encoders architectures have been used to create higher representations
from low-level descriptors [10]; while extreme learning machines, multilayer per-
ceptrons and Long Short Term Memory (LSTM) architectures have been used
as classification models [11–13].

In this paper, a deep learning classification model able to recognize the emo-
tion of an utterance in voice signals is presented. The proposed approach inte-
grates the INTERSPEECH 2010 paralinguistic features in a deep neural network
composed of convolutional auto-encoders that transform input features in repre-
sentations at a higher level. Four auto-encoder architectures were evaluated for
achieving the best separability between six kind of emotions, i.e., anger, fear, dis-
gust, happiness, surprise and sadness. In order to provide a comparison baseline,
proposed approach was evaluated using voice signals extracted from a public
emotional dataset named eNTERFACE [14].

The remainder of the paper is organized as follows: in Sect. 2 are presented
the relevant state-of-the-art approaches, with a special focus on methods that
had used the same database to perform model evaluation. Then, the proposed
approach and the eNTERFACE database are described in the Sect. 3. The Sect. 4
presents both, the experimental results reported in terms of computational cost,
execution time and classification accuracy, and a performance comparison with
state-of-the-art methods. Finally, conclusions and future work are discussed in
the Sect. 5.

2 Previous Works

As we mentioned above, development of emotion recognition systems based on
speech signals has been a widely explored field in the last years. Several strategies
had been proposed, either using audio speech signals alone or fusing it with other
information such as provided by visual information of facial or body expressions
and other physiological signals, as can be found in some recent literature reviews
[15,16].
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With the aim to provide a performance comparison baseline with the state-of-
the-art techniques, this section describes those works, recently published, which
report results using the same public dataset used for evaluating the proposed
approach, i.e., eNTERFACE’05 database (see Sect. 3.1). In [9] a transfer learning
model is proposed, in which 16 low-level descriptors (LLDs) and 12 functionals
audio features are extracted using the openEAR toolkit. A transfer learning
model, which includes auto-encoders based technique for feature transfer, maps
a general structure of input characteristics by moving them from source to target
to train a support vector machine (SVM). The main drawback of this model is
that it is highly dependent on training reconstruction of data for knowledge
transfer.

An SVM learning model was also used in [17] to differentiate between the
six different emotions included in the eNTERFACE database, but the feature
vector was composed of 7 short time-based features and three long-time based
features extracted from the speech audio signals using JAudio toolkit. Reported
results achieve an accuracy of 0.7857. Likewise, in [8] an audio emotion recog-
nition system based on extreme learning machine (ELM) is proposed. Initially,
a signal processing stage extracts multi-directional regression features (MDR)
by pre-emphasize audio signals and frame them using hamming windows. Then,
Fourier transform based spectral analysis and filter is applied using 24 Mel-scale
Frequencies, obtaining 24 values per frame. At this point, a four-directional
three-point linear regression is carried out to extract 96 features. The features
are processed by an ELM classifier that achieves an overall accuracy of 0.6404.

Additionally, in [7] a sparse local discriminant canonical correlation analysis
for multimodal information fusion was presented. In the case of audio emotion
recognition, authors propose to apply a feature extraction stage to convert time
domain signals into spectrograms with a 20 ms window and 10 ms overlap. The
spectrograms are processed using the Principal Components Analysis (PCA)
method to obtain 60 components, which are then considered as inputs of a sparse
auto-encoder (400 units) to create a subspace representation, which is also used
to train an SVM model. This approach improves previous results, achieving an
accuracy of 0.74.

Finally, other works such as [13] has proposed SER systems based on a recur-
rent deep learning strategy. However, the feature description model is focused
on the analysis of utterances where emotions can reach their highest expression
peak, besides that suppress silence in sentences, or non-expressive words. That
is to say, that only verbal features are used for characterizing the signal. This
approach reaches an accuracy of 63.5% using an imbalanced database, by which
results are not comparable.

In this work, we analyze the pertinence of the combination of convolution
and encoding layers, with the aim of creating a deeper representation space for
emotion classification task in audio signals.
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3 Materials and Methods

In this work, it is investigated the discriminative capabilities of convolutional auto-
encoders to perform human emotion analysis from low-level acoustic descriptors
extracted from speech signals. Figure 1 illustrates the proposed approach, which is
composed of three main stages: data preparation, training and validation. In the
preparation stage, speech signals are extracted from the public emotional video
database eNTERFACE [14]. Then, samples are split into two subsets: a train-
ing set, composed of the 70% of subjects, and a validation set, composed by the
remaining 30% samples. As a large amount of data is required to train a deep
learning model, training data were significantly augmented by extracting overlap-
ping subsamples of two seconds long. Speech samples are then represented by a
set of features, corresponding to INTERSPEECH 2010 Paralinguistic Challenge
[3], extracted using the OpenSmile toolbox [18]. These features are then used as
inputs of the convolutional auto-encoding neural network. The auto-encoder uses
convolution to encode the low level paralinguistic features extracted in the previ-
ous step. Figure 2 shows details of the composition of a convolutional auto-encoder
layer implemented in this work, which consists of a convolutional filter layer,
which map the input features in a higher representation level. The convolutional

Fig. 1. Overview of the proposed approach for identifying emotions from speech signals.
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Fig. 2. Layers distribution for the convolutional auto-encoder used in this work

Fig. 3. Samples of audio signals for different emotional content, taken from eNTER-
FACE database

auto-encoder neural network is implemented as a classification model able to rec-
ognizing between six different emotions: anger, fear, disgust, happiness, surprise,
or sadness. So, the output will be the predicted probability distribution for each
emotion, according to an input data; a max pooling layer and a fully connected
layer. In this stage, four different auto-encoders architecture are evaluated in a 5-
fold cross validation strategy. The best auto-encoders architecture then used for
validating the results in a completely unobserved data, the validation set.

3.1 The eNTERFACE’05 Database

The proposed approach was evaluated with a public, available and widely used
dataset i.e. the eNTERFACE’05 database [14]. This is a bimodal database that
contains video and audio signals of subjects expressing affective sentences in
English language. 43 different non-professional actors (35 men and 13 women)
coming from 14 different countries were asked to express emotions through spe-
cific sentences (5 sentences) for six different emotions (anger, fear, disgust, hap-
piness, surprise, and sadness). So, the database is composed of a total of 1290
bimodal samples, corresponding to five videos (one per sentence) for six different
emotion (five samples per emotion) taken from 43 subjects. Data were herein
preprocessed separating audio signals from video frames, to remain only the
audio signals. Figure 3 shows graphics of some sample signals from the database,
in which the different emotional content is illustrated.
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3.2 Data Augmentation Strategy

One of the disadvantages of Deep Learning based strategies is the amount of the
data required to train the models for avoiding overfitting. Thinking of this, a
data augmentation technique was considered for this work. The strategy for data
augmentation consists of taking a multiple fix size windows (2 s) with 100 ms win-
dows overlapping from every original signal. The size of the windows was chosen
with the purpose of taking enough information to capture significant changes in
the signals to identify emotional content on them. The signals (input samples)
were all stored as individual files, to be processed in the feature extraction stage.
The from the dataset we obtained 6163 samples, distributed in 4795 samples to
train the model (training set) and 1368 for validation (validation set).

3.3 Feature Extraction

Due to the main characteristic of speech signals, which is data changes across
time; a temporal modeling of data was considered as processing and feature
extraction stage. Each input samples is firstly processed by the OpenSmile
extractor, which generates a vector of 1582 low-level features, corresponding to
the well known INTERSPEECH 2010 Paralinguistic challenge features [3]. Thus,
the whole signal is described by 1582 features. The idea of using INTERSPEECH
2010 features is considering not only linguistic information from audio signals
but also identify non-verbal patterns which could tell an emotion (Table 1).

The 1582 extracted features correspond to a set of 34 low-level descriptors
(LLDs), with its corresponding delta coefficients namely: loudness raised to a
power of 0.3, Mel Frequency Cepstral coefficients (MFCCs), logarithmic power of
Mel-frequency bands, 8 line spectral pair frequencies from 8 linear prediction cod-
ing (LPC) coefficients, envelope of fundamental frequency contour, voicing proba-
bility of fundamental frequency, maximum and minimum value absolute positions,
contour mean, slope of the contour linear approximation and, offset of the con-
tour linear approximation. Besides, a set of 21 functionals were applied to 68 LLDs
(1428), and 19 additional functionals were applied to the 4 pitch-based LLDs (152),
such as standard deviation of the values in the contour, skewness, kurtosis, the
smoothed fundamental frequency contour, among others. A complete description
of those features can be found in OpenSmile documentation in [18].

3.4 Deep Learning Strategy for Audio Emotion Recognition

Modeling of signal characteristics was performed by a deep learning strategy with
encoding instances; i.e. a convolutional auto-encoder - based neural network.Every
encoder unit is a structure included in a neural network, that use convolution oper-
ations to encode inputs for creating a higher - level nonlinear combination of the
audio data. In this way, we preserve most relevant patterns from a chain of events
in the audio data. The encoding network implementation allows to determine an
output sequence according to an input in the network, and the structure of the
units allows to store information from the context of each sample.
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Table 1. INTERSPEECH challenge 2010 descriptors and functionals extracted with
the OpenSmile toolbox. LSP = Linear spectral pairs, DDP = Double delta of jitter

Descriptor Functional

PCM loudness Max/Min (position)

Mel Freq Cepstral Coefficients [0-14] Arith, mean, std dev

Log. Mel Freq. Band [0-7] Skewness, kurtosis

LSP [0-7] Lin. regression slope, offset

F0 sub-harmonics Lin.regression error

F0 envelope Quartile 1/2/3

Voicing prob Quartile range 2-1/3-2/3-1

Jitter local Percentile 1/99

Jitter DDP Percentile range 99-1

Shimmer local Up-level time 75/90

The proposed network is composed of multiple convolutional encoding layers
which allow to encode the inputs as a combination of the components using
convolution. With the convolution, we can take advantage of the operation to
express the inputs as the combination of multiple values, in order to create a
higher lever model for recognizing emotions. The convolution for the input (f(x))
with a filter (h(x)) is described in the Eq. (1). Additionally, each convolutional
auto-encoder unit is composed of a convolutional layer, a max - pooling layer and
a fully connected layer. We use 3 convolutional auto-encoder layers and included
a fully connected network to perform classification between the six emotions. A
complete description of the model and the composition of a single convolutional
auto-encoder is shown in Fig. 1.

f(x) ∗ h(x) =
∑

f(u)h(u − x) (1)

The convolutional auto-encoder network is optimized during the training
stage using the stochastic gradient descendant based algorithm named Adaptive
Moment Estimation (Adam) optimizer [19]. Adam optimization is a momentum
based learning algorithm (mean and variance), which allows single parameter tun-
ing (such as Adagrad and RMSprop) considering gradients initialization and small
decaying rates. These conditions significantly improve parameters optimization to
increase accuracy and to avoid divergence during the training stage.Adammoment
estimation and optimization rules are described by the Eqs. (2), (3) and (4) respec-
tively, where the optimizer constant values were set to β1 = 0.9, β2 = 0.999, α =
0.001, ε = 10−8 (being α = Learning rate) during training.

mt = β1mt−1 + (1 − β1)gt (2)
vt = β2vt−1 + (1 − β2)g2t (3)

θt+1 = θt − α√
vt + ε

mt (4)
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4 Results

4.1 Experimental Setup

Four auto-encoders based models were evaluated, each containing three con-
volutional encoding layers and two fully connected dense layers. Every model
uses the same learning rate (0.001), Max pooling size (2), activation function
(linear), weights initialization (according to initialization described in [20] with
uniform distribution), Adam optimizer and preserving the same linear relation-
ship between the number of units in the layers. Thus, the first model contains
32 convolutional encoding units in the first layer, 16 in the second layer and 32
in the third layer. The second model contains 64 units, 32 and 64 respectively;
the third model contains 128 units, 64 and 128; and the four model contains 256
units, 128 and 256. The fully dense layers contains 384 units each, before getting
to the output, which contains six units (one unit per emotion).

4.2 Performance Evaluation

In order to perform a comprehensive evaluation, we split the database into two
segments: a training set of samples (70% of subjects) and a validation set of
samples (remaining 30% of subjects). The training set was used for evaluating
the performance of the four auto-encoder architectures, in order to select the
one that reported the best performance as the model to be used to predicting
emotion in the validation set. A 5-fold cross-validation strategy was implemented
in the training stage, from which overall accuracy, execution time and memory
consumption were computed. Overall accuracy was computed as the mean of
the testing stage of five folds, the execution time during training is the one
taken for the network to optimize all parameters for one epoch, and the memory
consumption is the memory used for the algorithm to store network parameters.

All models were trained and tested using a NVIDIA Quadro K4000 under
CUDA v7.5 and cuDNN 5.10; running using an Ubuntu 14.04 operative system
along with the Theano + Lasagne Deep Learning framework. It is necessary
to emphasize that we have not been carried out any other experiment with a
greater number of units, given the hardware limitations to run the model (not
enough memory requirements).

4.3 Experimental Results

Auto-encoder Architecture Selection. Figure 4 shows the obtained results
for every auto-encoder architecture using a different amount of units per layer.
Overall training and testing accuracies, computed as the mean of results in a 5-
folding cross-validation strategy, are plotted in the Performance (a) graphic. As
can be observed, the model with 128 − 64 − 128 neurons in every layer reported
the best accuracy. It is remarkable the significant accuracy lost reported by
the model with 256 − 128 − 256 neurons, in comparison with the previous one.
This could be explained by a higher overfitting during parameter optimization.
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Additionally, plots of execution time in seconds (b) and computational cost
in Mib (c) are also presented. As can be expected, the computational cost is
increased proportionally to the density of the learning network.

Fig. 4. Efficiency results for each model using different amount of units for convolu-
tional auto-encoders. (a) Overall accuracy (in %) during training and testing, obtained
in the 5-fold cross validation for each model. (b) Execution time (in s) for a training
epoch in each model. (c) RAM Memory consumption (in MiB) for each model.

Performance Validation. Once the best auto-encoder architecture was
selected in terms of overall accuracy, the model corresponding to the 128 −
64 − 128 architecture was used to classify the emotions in samples from the
validation set. The model achieved an accuracy of 61.103 in the validation set,
which is a promising result, taking into account that the data were not known
previously by the model. Table 2 shows the confusion matrix generated by this
evaluation, in which happiness and sadness obtained the highest positive rate,
with a major confusion with anger and disgust, respectively. This could be due
to the similarity of the movements related to facial muscles during the expres-
siveness. On the other hand, the larger confusion is reported to fear and surprise
emotions. In both cases, the model confuses with sadness; additionally, in other
cases, sadness get a confusion rate higher in most cases. This might indicate a
higher fitting from this class performed by the model.

Performance Comparison. Table 3 presents a comparison of some of the most
relevant state-of-the-art works, which had used the eNTERFACE database for
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Table 2. Confusion Matrix for audio emotion recognition using the data validation set

Emotion Predictions

Anger Disgust Fear Happiness Sadness Surprise

Anger 238 29 8 30 41 11

Disgust 39 123 7 23 42 2

Fear 16 18 86 15 47 12

Happiness 18 11 5 131 9 7

Sadness 9 22 17 2 209 9

Surprise 18 6 0 18 38 44

evaluation purposes. The overall accuracy obtained by the 5-fold cross validation
in testing stage is here reported due that a similar approach is the used in those
works. As can be observed, the proposed approach outperforms previous work
in more than 15%.

Table 3. Performance comparison of the proposed strategy with previous state-of-the-
art works

Reference Accuracy rate

Deng et al. (2013) [9] 0.591

Hossain et al. (2016) [8] 0.640

Dobrivsek et al. (2016) [21] 0.725

Fu et al. (2017) [7] 0.740

Yan et al. (2016)[22] 0.763

Porial et al. (2015) [17] 0.785

Proposed approach 0.914

5 Conclusions and Future Work

This paper presented a speech-based emotion recognition model, which imple-
ments a deep convolutional auto-encoder architecture as a classification model
able to distinguish between six different emotions (anger, disgust, fear, happi-
ness, sadness, and surprise) from speech signals featured by the INTERSPEECH
2010 Paralinguistic challenge using the OpenSmile software. Performance eval-
uation was carried out using a public and well-known database, which was split
into a training set of data (70% of subjects) and a validation dataset (remain-
ing 30%). The proposed approach outperforms previous works in a 5-fold cross
validation model, showing that the combination of acoustic features and deep
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learning auto-encoders are a feasible approach for recognizing emotions of an
utterance produced by a speaker. Besides, a second performance evaluation,
using a validation set of data (30% of total samples) is presented, in which we
obtained promising results, thinking into the implementation of end-user emo-
tion recognition interfaces.

Auto-encoders configuration was also evaluated, showing that these configu-
rations affect performance results but also the computational cost of training the
model. A trade-off between computational cost and detection accuracy must be
found. For doing so, parameter optimization strategies should be implemented.

As future work, performance evaluation with more larger datasets could
be carried out. Additionally, given the difference between the voice corpora of
male-female participants, we will evaluate the proposed strategy to a gender-
dependent case for improving the performance metrics of the general speech
emotion recognition system. Finally, we suggest combining the proposed app-
roach with another kind of information (such as video) in order to improve
emotion recognition accuracy from bimodal signals.
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Abstract. Affective Computing is a growing research area, which aims
to determine the emotional user states through their conscious and
unconscious actions and use it to modify the machine interaction. This
paper investigates the discriminative abilities of convolutional and recur-
rent neural networks to modeling spatio-temporal features from video
sequences of the face region. In a deep learning architecture, dense con-
volutional layers are used for analyzing spatial information changes in
frames during short time periods, while dense recurrent layers are used
to model changes in frames as temporal sequences that change across
the time. Those layers are then connected to a multilayer perceptron
(MLP) to perform the classification task, which consists in to distin-
guish between six different emotion categories. The performance was
twofold evaluated: gender independent and gender-dependent classifica-
tions. Experimental results show that the proposed approach achieves
an accuracy of 81.84%, in the gender independent experiment, which
outperforms previous works using the same experimental data. In the
gender-dependent experiment, accuracy was 80.79% and 82.75% for male
and female, respectively.

Keywords: Deep learning · Facial emotion recognition
Spatio-temporal modeling

1 Introduction

The last decade has witnessed a tremendous development of interaction devices
for different applications concerning entertainment fields [1], such as inter-
active video games, immersive environments, virtual and augmented reality,
among others [2–5]. One of the most relevant study fields regarding human-
computer interactions is the Affective Computing, which is intended to determine
human emotional states to improve the interaction with machines. The study
of emotional states has been studied from different information sources; such as
biological signals [6], speech signals [7], still images and video sequences [8,9].
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However, the use visual features of facial expressions is the most explored modal-
ity in the literature [10,11].

Emotion recognition based on facial expressions attempts to identify and
characterize changes in motion units (in this case, those concerning to facial mus-
cles), which allows representing the emotional expression of a person [12]. In this
sense, two main strategies have been tackled, the first one focused on the char-
acteristics of motion units that delineate facial patterns, which are detected in
still images [13], and the second one attempts to describe the way in which those
expressions change across image sequences [14]. Despite the high performance
reported by some works that use still images, the dynamic of facial expressions
had shown that can to achieves better performance [15]. However, development
of visual descriptors that represent discriminative characteristics associated with
different emotions is an open research challenge [16].

On the other hand, the recent development of high-performance specialized
processing units (such as graphical GPUs) has increased the use of deep learning
techniques based on artificial neural networks. Since 2012, when deep learning
approaches outperformed classical computer vision algorithms in a very chal-
lenging task in 2012, i.e., classification 15 million images-within 22000 categories
[17], this strategy has been used to solved several problems in many applications
such as speech recognition, image classification, sequence modeling, among oth-
ers. Specifically, the use of convolutional layers into the network architectures
had shown be useful in the extraction of high-level spatial image representations
without requiring to use classical preprocessing algorithms for featuring images.

In this work, we present an effective and robust emotion recognition system
based on the analysis of video sequences, which allows analyzing patterns of
movements of facial expressions during short time periods. For doing so, a deep
learning architecture was designed to process video sequences and to identify
between six emotions to be recognized. Convolutional layers are used to extract
high-level representations of facial expressions across frames, and recurrent lay-
ers are used to model changes of the spatial characteristics extracted from the
convolutional layers across time. Then, a multilayer perceptron classifies the
sequence into one of the six possible emotions. The performance was evaluated
using the well known eNTERFACE database, which was processed to obtain a
broad set of training and evaluation data. Thus, video sequences were split into
sets of one second, according to frames-per-seconds acquisition parameters.

This paper is organized as follows: in the Sect. 2, a brief summary of the
related works described in the literature, which use the eNTERFACE database
is presented. Section 3 describes the proposed spatiotemporal modeling based
on deep neural network architectures. Besides, there are described the video
preprocessing stage for videos, and the specific aspects of the proposed neural
network architecture, including the number of layers, their main parameters,
and stochastic optimizer. In Sect. 4 the experimental results are presented, and
finally, in Sect. 5, the conclusions and future work are discussed.
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2 Previous Works

Strategies concerning emotion recognition for affective computing models have
been an active research field in the last years, because of a large amount of
application, where the emotions can affect human’s behavior and actions. State
of the art presents several strategies for recognizing emotions [18]. However, those
based on the analysis of facial expressions have been one of the most used to
achieve this aim, which still represents important challenges such as illumination
changes, pose variations (in still images [19]) and spatiotemporal modeling (in
video or image sequences [20]). A comprehensive review of proposed approaches
can be consulted in [21,22]. In this section, the most recent published works
aiming to develop methods for recognizing emotions in the eNTERFACE’05
database will be presented to provide a comparison baseline.

Dobrivsek et al. [23] present an emotion recognition framework from video
sequences, composed of different subsystems: the first subsystem implements a
preprocessing stage, in which face is automatically detected and the image pixels
are normalized using a histogram equalization approach. In the second subsys-
tem, a dimensional subspace from preprocessed images to construct a prototypi-
cal template for the N emotions is performed by a simple eigen-decomposition of
each emotion scatter matrix. In the third subsystem, a matching stage is applied
for comparing encoding representations from faces, using a canonical correlation
analysis, via singular value decomposition (SVD). Performance obtained using
this strategy is highly dependent on the dimensionality of subspaces created
for encoding the images, which increases the computational complexity of the
algorithm.

Zhalehpour et al. [24] propose a strategy to select those frames from the
original video in which the emotion expressiveness achieves the highest point.
Then, those frames are processed as still images. Authors achieve the task by
grouping all the video frames into K clusters based on dissimilarity between
the local phase quantization (LPQ) features in each frame. They use a complete
agglomerative link clustering algorithm, named dendrogram clustering algorithm
(DEND-CLUSTER) to group the frames and then, select a frame whose average
distance from the rest of the frames in the cluster is minimum. Thus, they
compute the ideal selection measure (ISM) score based on gradient of each pixel,
to arrange the selected frames in descendent order. The peak frames features are
used for training a SVM with a linear kernel to classify emotions. This approach
did not consider dynamic motion change of the face, which it is an expected
condition in a real context.

Poria et al. [25] propose a model for emotion classification from visual data
using an extreme learning machine. In their strategy they first make a manual
annotation of every frame in the video, to subtract those frames with no relevant
emotional content (neutral). Then, they perform a facial extraction of relevant
points of the face (eyes, mouth, nose, eyebrows and chin) using the Luxand
FSDK software to obtain a vector of features per frame. The feature vector
for each video is obtained then, using coordinate - wise averaging from feature
vectors of individual frames. Finally, they use a extreme learning machine (ELM)
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to perform classification task of video clips. Despite authors achieved a high
performance with their strategy (81.21%), the main drawback lays on the manual
annotation of the frames because it might elicit a significantly loss of frames with
relevant emotional content to achieve the recognition.

In other works such as [26,27] propose emotion recognition systems that
achieves significant performances. However, their restriction consists in the lim-
ited amount of samples for the classifiers; which bias the generalization models.
In [28] is presented a model using big data towards 5G. This model includes
different datasets for emotion classification task and achieves a significant per-
formance compared with another state of the art strategies, reaching accuracies
between 40.78% (disgust) and 76.9% (happy).

3 Materials and Methods

Figure 1 illustrates a graphical overview of the proposed approach, which is
mainly divided into three stages: the first one, named preparation data, con-
cerns to applying some preprocessing steps to the original data in the database,
so they can be used for training and evaluating a deep learning based classifica-
tion model. The second one concerns to training the deep learning classification
model based on the spatio-temporal analysis of data, which aims to recognize
emotions. And the last, the testing stage, in which the trained model is used for
deciding the emotion from a new video (not used in the training stage).

3.1 Data Preparation

With the aim of reaching a valid experimentation stage comparable with previous
works, the proposed approach was evaluated using a public, available and widely
used dataset, i.e. the eNTERFACE’05 database [29]. It is a bimodal database,
which contains video and audio signals of subjects expressing affective sentences
in English language. The videos were acquired using a camera with a 25 fps
sampling rate. 43 different non-professional actors (35 men and 13 women) com-
ing from 14 different countries, which were asked to express emotions through
specific sentences (five sentences) for six different emotions (anger, fear, disgust,
happiness, surprise, and sadness). The database is composed of a total of 1290
bimodal samples, corresponding to five sentences per emotion (six emotions)
for each of the 43 subjects. At this point, we separate audio signals from video
frames and then, the audio signals were discarded. Some of the frames extracted
from those image sequences are shown in Fig. 2.

Thus, 1290 image sequences were extracted and processed as follows in order
to prepare data for be used in the experimental stage. Initially, a grayscale
transformation was applied; then, original samples were processed for obtaining
a dataset in which each instance contained the same number of frames, which
is required to be processed by the deep learning model. Here, subsamples of
one second were generated by splitting the original videos, without overlap.
Additionally, because deep learning strategies requires a big amount of data
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Fig. 1. Graphical overview of the proposed approach. In training stage, image
sequences extracted from the database are used for trining a deep learning model
composed of a dense convolutional layer, a dense GRU layer and a multilayer percep-
tron. In testing stage, the trained model is used for predicting the emotion oa a new
image sequence.

for achieving optimal training parameters, a data augmentation strategy was
applied by flipping every single frame in the sample, vertically. Additionally,
four subjects in the database were discarded, due to lack of samples. Thus, a
new experimental dataset was generated, which was composed of 5444 image
sequences of 25 frames each.

3.2 Deep Learning Based Emotion Recognition from Image
Sequences

Spatial and temporal relations from video samples described in Subsect. 3.1 were
modeled using a deep learning architecture, which combines dense convolutional
layers (for spatial information analysis) and recurrent units (for temporal model-
ing of data). The dense convolutional layer allows to extract spatial features from
every sample. Given, each sample is compared with a sequence of still images,
the convolution layers will learn main patterns of movements across the frames
when emotions are expressed, and propagate them through the network layers.
The dense convolutional layer contains 768 convolutional filters with size 3 × 3,
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Fig. 2. Frame samples for different emotional states of three subjects, taken from videos
of the eNTERFACE database

a full padding and stride size of 2 × 2. To maximize extraction of spatial infor-
mation in the network units during the training stage, the selected activation
function for the convolutional layer was the rectified linear units (ReLU) [30],
which had demonstrated to generate more expressive models than classical acti-
vation function ([31,32]).

After convolutional layer, a dense recurrent layer was included to model the
time dimension of video frames. So, spatial information extracted from the con-
volutional layers was considered, to be modeled as a sequence of temporal data
which changes across the time. For doing so, a gated recurrent units (GRU cells)
layer was implemented. GRU layer was used over Long-Short Term Memory
units (LSTM cells - widely used in sequential models) due to they modulate
the flow of information inside the unit, without having separate memory cells.
This characteristic makes the GRU cell computationally more efficient. Besides,
these units avoid vanishing gradient problem since the cell bypass multiple time
steps, allowing the error to back-propagate easily [33]. The dense GRU layer con-
tains 512 units with backward sequence processing (this means the cell take the
sequence backward and then, reverse the output again), and a gradient clipping
of 1 (to minimize computational cost).

Finally, a multilayer perceptron (MLP) was implemented in order to perform
classification task. In this sense, the MLP was composed of 2 layers, with 64
units each, including a ReLU activation function. The output layer contains as
many neurons as the number of emotions, with a softmax activation function,
which allows to create a probabilistic density function of classes. The proposed
approach is graphically illustrated in Fig. 1.

3.3 Adaptive Moment Estimation (Adam) Optimizer

The network parameters were optimized during the training stage with the
stochastic gradient descent based algorithm, Adaptive Moment Estimation
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(Adam) [34]. Adam optimizer consists of gradients updating based on momen-
tums (first moment - mean, and second moment - variance). This technique
allows adaptive single parameter tuning (such as Adagrad [35] and RMSprop
[36]), but considering gradients initialization and small decaying rates during the
training stage. These both considerations significantly improve parameters opti-
mization, increase performance and avoiding divergence in the network. Adam
moment estimation (mean and variance) and optimization rules are detailed
described in Eqs. (1), (2) and (3) respectively, where constant values for opti-
mizer during training stage were set to β1 = 0.9, β2 = 0.999, α = 0.001, ε = 10−8

(being α = Learning rate).

mt = β1mt−1 + (1 − β1)gt (1)
vt = β2vt−1 + (1 − β2)g2t (2)

θt+1 = θt − α√
vt + ε

mt (3)

4 Performance Evaluation

4.1 Experimental Setup

Proposed approach was twofold evaluated; a gender-dependent case and a
gender-independent case. In the gender-dependent case, the learning model was
trained using samples from subjects of the same gender, i.e. males and females,
separately. In the gender independent case, whole samples were merged in a
unique dataset.

According to the last, in the gender-independent case, the experimental
dataset was composed of 5444 samples (as was described in Sect. 3.1). So, for
each fold, 4355 samples were used for training and 1089 for testing the model.
In the gender-dependent case, two experiments were performed male-dependent
and female-dependent. In the male-dependent were considered 31 subjects found
in the database, from which were extracted 4366 samples, allowing to take 3492
for training and 874 for testing. In the female-dependent, only 8 subjects were
found in the database, from which were extracted 1220 samples; 976 for the
training and 244 for the testing.

In both cases, the evaluation was performed using an iterative 5-fold cross-
validation strategy. For each fold, a learning model was trained in 50 epochs,
obtaining a testing accuracy (Eq. 4) and a confusion matrix. Then, a the mean
of the five folds were computed and reported as overall accuracy and overall
confusion matrix.

Accuracy =
Correct predicted emotions (hits)

Amount of samples
(4)
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4.2 Experimental Results

Gender Dependent Case. Overall accuracies of 0.8275 and 0.8079 were
obtained for female-dependent and male-dependent cases. Performance differ-
ences should be read with caution because the number of samples used for
training each learning model. Likewise, Tables 1 and 2 report the confusion
matrices for female-dependent and male-dependent cases, respectively. In the
male-dependent case, similar results were reported for all the emotions, only the
surprise reports a small performance (0.7086). On the other hand, in the female-
dependent case, large differences were found. Sadness and surprise are clearly
more distinguishable than disgust and fear. In this case, fear is confused with
disgust, while disgust is more confused with the anger emotion. This could be
expected, considering that female and male facial characteristics differ one from
another.

Table 1. Confusion Matrix for emotion recognition in female.

Predictions Emotion

Anger Disgust Fear Happiness Sadness Surprise

Anger 0.8372 0.1162 0.0232 0 0.0232 0

Disgust 0.1666 0.7666 0 0.0666 0 0

Fear 0 0.1555 0.6888 0.0444 0.0444 0.0666

Happiness 0.0512 0.0769 0.0512 0.7692 0 0.0512

Sadness 0.0222 0 0.0444 0 0.9333 0

Surprise 0 0 0 0 0.0789 0.9210

Table 2. Confusion Matrix for emotion recognition in male.

Predictions Emotion

Anger Disgust Fear Happiness Sadness Surprise

Anger 0.8154 0.0952 0.0297 0.0476 0 0.0119

Disgust 0.0647 0.8273 0.0215 0.0431 0 0.0431

Fear 0.0447 0.0223 0.8432 0.0447 0.0149 0.0298

Happiness 0.0186 0.0373 0.0373 0.8224 0.0186 0.0654

Sadness 0.0233 0.0292 0.0584 0.0350 0.8304 0.0233

Surprise 0.0662 0.0198 0.0728 0.0529 0.0794 0.7086
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Gender Independent Case. In the experiment where the gender of the sam-
ples was not considered; the proposed approach obtained an overall accuracy of
0.8184. The confusion matrix is shown in the Table 3. In this case, emotions with
biggest recognition rate were disgust and surprise, obtaining 0.8620 and 0.8410
respectively, while fear and anger were most confused, showing a recognition rate
of 0.7796 and 0.7881, respectively.

Table 3. Confusion Matrix for emotion recognition in gender independent case.

Predictions Emotion

Anger Disgust Fear Happiness Sadness Surprise

Anger 0.7881 0.0508 0.0508 0.0677 0.0127 0.0296

Disgust 0.0632 0.8620 0.0344 0.0114 0.0057 0.0229

Fear 0.0395 0.0282 0.7796 0.0621 0.0338 0.0564

Happiness 0.0378 0.0378 0.0454 0.8257 0.0303 0.0227

Sadness 0.0186 0.0139 0.0372 0.0604 0.8139 0.0558

Surprise 0.0066 0.0198 0.0397 0.0463 0.0463 0.8410

In order to compare experimental results with those found in state of the
art, Table 4 shows the most relevant studies for facial emotion recognition, using
the eNTERFACE database as was specified in Sect. 2. As can be observed the
proposed approach outperforms reported results in emotion recognition in a
gender independent classification.

Table 4. Performance comparison with related works in the state of the art.

Authors Recognition rate

Zhalehpour et al. [24] 40.00%

Hossain et al. [28] 40.78%–76.9%

Wang et al. [19] 72.47%

Rashid et al. [26] 74.15%

Poria et al. [25] 81.21%

Proposal Approach 81.84%

5 Conclusions and Future Work

In this work, we propose an effective framework for emotion recognition from
video, which exploits convolutional recurrent layers in a deep learning architec-
ture. We proposed a video emotion recognition using dynamic spatio-temporal
modeling based on deep neural networks that allows to distinguish between six
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different emotions (anger, disgust, fear, happiness, sadness, and surprise). Learn-
ing model was designed with three main components, the first component was
a deep learning strategy specially designed to perform spatial analysis from the
video frames through dense convolutional layer; the second was a dense GRU
layer, which aims to model time changes of the spatial information extracted in
the first one. The last one was a dense multilayer perceptron, which performed
the classification task. The performance was evaluated in gender-dependent and
gender-independent cases, using the eNTERFACE database, which enables a
comparison with state-of-the-art methods. According with the results, the pro-
posed approach outperform previous works in the gender-independent case. Pre-
vious works reporting gender-dependent evaluation were not found.

As future work, it is required to evaluate the real effect of training specific
classification models according to subject gender. For doing so, an homogeneous
database is required. Additionally, other aspects such as Language, country ori-
gin and age could be also considered. On the other hand, we pretend to explore
the use of our strategy in real time models using virtual gadgets and avatars
for emotion recognition. Additionally, we pretend to continue exploring spatio-
temporal modeling using deep learning approaches for multimodal information
fusion analysis.
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21. Mühl, C., Allison, B., Nijholt, A., Chanel, G.: A survey of affective brain computer
interfaces: principles, state-of-the-art, and challenges. Brain-Comput. Interfaces
1(2), 66–84 (2014)

22. Wang, S., Ji, Q.: Video affective content analysis: a survey of state-of-the-art meth-
ods. IEEE Trans. Affect. Comput. 6(4), 410–430 (2015)
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Abstract. Emotion-sensing is an important part in human computer interaction.
Electrodermal activity measurement has been employed for a while to sense
emotion. In this paper, the authors combine EDA, mobile technology, and flexible
PCB substrate to implement a low power, compact emotion sensor which can be
displayed on a smartphone. The flexible PCB circuit and sensing electrodes can
be conformably wrapped around the user’s fingers to form a compact integrated
unit. The 1st generation sensor has overall size 60 × 60 mm and consumes 90 mW
under regular Bluetooth recording. In the newer version, we house the unit in a
silicone mold to form a robust package for versatile sensing environment. With
the new package, we were able to record 8-h sleeping patterns.

Keywords: Wearable technology · Flexible substrate applications
Human computer interaction · Emotion sensors

1 Background

Lately, there is increasing research activity integrating artificial intelligence and robotics to
make machine-robots more human. Sensing the emotion of a human is one of the essential
elements to bridge that gap. Emotion-sensing of a human can be done by monitoring the
physiological responses such as blood pressure, heart rate, and skin conductivity by using
biosensors [1]. In this paper, we measure the skin conductivity; sometimes people call it
electrodermal activity, EDA, to account for the emotional status of a person.

Researchers have come up with different kinds of devices to measure skin conduc‐
tance. These devices vary in how they connect the sensors and display EDA signals [2–4].
Table 1 shows the comparison of some of these emotion sensors along with the 1st gener‐
ation sensor we reported [5] and the improved version here, the 2nd generation sensor. All
these devices are either use a wire or wireless connection from the emotion sensing board
to a PC or smartphone. However, they are either bulky or require large batteries for power,
limiting the devices’ wearability and mobility.
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Table 1. Comparison of emotion sensors

HandWave Shimmer3 NUL-217 Flexible 
BT Emo-
tion sensor 
1st Gen. 

Flexible 
BT Emo-
tion sensor 
in Silicone 

Smartphone No No No Yes Yes 

Conformable Rigid  
PCB 

Rigid  
PCB 

Rigid  
PCB 

Flexible 
PCB 

Flexible 
PCB 

Integrated Electrodes No No No No Yes 

Power Consumption 360mW 1.65W 52.25mW 90mW 78.1mW 

Footprint (dim. and 
weight) 

100mm x 
33mm x 
21mm 

90 grams

65mm x 
32mm x 
12mm 

28 grams

100mm x 
50mm x 
24mm 

9.07 grams

72mm x 
30mm x 
10mm 

11 grams

64mm x 
50mm x 
32mm 

28 grams

In this paper, the authors present an improved version of emotion sensor with a
smaller foot-print, lower power consumption, new built-in automatic calibration module
and integrated sensing electrodes [5]. All these are housed in a silicon mold to form a
robust sensing package system for longer run-time and more versatile environment
recording.

2 The Sensor

2.1 Hardware

Like in the 1st generation sensor [5], the core of the 2nd generation sensor system is the
same. It consists of a hardware component and a software component. The hardware
circuitry consists of a sensing circuit based on a Bluno Beetle BLE microcontroller
equipped with a 10-bit ADC and CC2540 Smart Bluetooth module and an INA333
instrumentation amplifier, to which the electrodes are connected. The electrodes are
secured using 3.5 mm snap connectors to the flexible PCB circuit.

Construction of the 2nd generation sensor begins with the construction of a small,
flexible PCB board. Next, copper tape traces were laid out with some resin epoxy holding
the wires it would need to connect to the Bluno Beetle microcontroller and electrodes.
Once all the traces passed the continuity test, all components and connectors were
soldered on. Finally, the sensor is placed in a mold made from the same material as the
silicone casting material (Figs. 4 and 5). The electrodes are the last parts to be added
and simply snap into place.

The result was a working Bluetooth emotion sensor on a flexible PCB protoboard.
Under normal operation, the current load placed on the battery is 21.11 mA at 3.7 V for
the average power consumption of 78.1 mW.

Figures 1 and 2 show the 1st generation sensor and its circuit schematic. However,
for the sensor reading to display properly, an initial voltage calibration needs to be
performed. This is done manually in the 1st generation sensor, but for the newer version
sensor, we incorporate a built-in, automatic voltage calibration using the PWM feature
of our microcontroller. The 8-bit PWM channel on pin D5 is filtered, forming a DC
equivalent analog voltage that can be used to shift the node voltage associated with the
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left half of our Wheatstone bridge circuit until it matches the node voltage on the right
half of our circuit. Once this condition is met, the output is said to be ‘zero-balanced’,
with optimum sensitivity to conductance changes as we’ve eliminated most of the
common-mode voltage signal fed into the inputs of our gain amplifier [6].

Fig. 1. 1st generation flexible sensor

Fig. 2. 1st generation flexible emotion sensor schematic

Also, we house the circuit and electrodes inside a silicon mold to form a robust
package for versatile environment usage such as sleeping. Figure 3 shows the newer
generation packaged sensor. The four LEDs in Fig. 3 indicate power on, ready to sense,
paired with phone, and battery charging status.

The newer generation silicone package also features an updated, 600 mAh Lithium
Polymer rechargeable battery capable of powering the emotion sensor for a full 24 h
under continuous-recording operation. The charge LED indicates the charge status of
the battery when it is plugged-in but does not have the capability of alerting the user
when it’s almost drained. The next generation sensor will likely incorporate an even
smaller rechargeable coin or Lithium Polymer battery and use one of the analog input
pins of a microcontroller to monitor the sensor battery’s percentage, generating a soft‐
ware interrupt when it gets too low.
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Fig. 3. Newer (2nd) generation device LED map

Fig. 4. Newer (2nd) generation sensor in a silicon mold package

Fig. 5. Preparation for silicone casting
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2.2 Software

The software portion is divided into two modules: the transmitting and the receiving
modules. The Bluno Beetle microcontroller of the software represents the transmitting
module, and the android (or any other BT enabled device) of the software represents the
receiving module. Figure 6 shows the block diagram of the software management in the
Bluno microcontroller and the Android Device.

Fig. 6. Software management flowchart: Transmitting (Bluno Beetle) and receiving (Android)
modules

The transmitting module samples, converts, and broadcasts the analog signal at a
sampling period of 10 ms. The receiving module is programmed as a Bluetooth App. It
receives the broadcast stream from the transmitting module and interprets the data from
the transmitter.

The flexible Bluetooth emotion sensor prototype app incorporates only two Activi‐
ties: the first includes buttons for connecting to the device and a ‘scrollview’ for
displaying the incoming serial data once a connection has been established. The second
Activity shows the plot and analysis window for the incoming data stream displayed on
an android phone. Figure 7 shows the sample code of the Arduino sketch.
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Fig. 7. Sample Arduino code
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3 Test Result

The emotion sensing system was tested with our user under different kinds of thought
stimuli and sleep. The data presented in Fig. 9 differentiates arousal and a normal
emotional state. The neutral stimulus, personal self-reflection, generates a skin conduc‐
tance change of about 0.18 μS over a period of two seconds with a 3.5-s delay, whereas
the emotional stimulus, excitement, in this case, produced a 0.75 μS increase in skin
conductance over a period of three seconds. These results are consistent with typical
EDA response times [7, 8].

Fig. 8. Sensor data is recorded on a smartphone (a) 1st gen (b) 2nd gen robust version

A continuous signal recording was done on gaming and a sleep-pattern study. The
recorded signals reveal arousal moments and REM eye movement pattern, which are
useful in the study of human computer interaction and health applications. Figure 8(a)
shows the 1st generation sensor in sync with a smartphone through a Bluetooth module.
Figure 8(b) shows the 2nd generation, robust version sensor which can be worn in sleep.
The sleeping data is shown in Fig. 10. In Fig. 10, the first 2.5 h contain some noticeable
skin conductance responses (SCRs, also called EDA storms [9]), but they are relatively
small (due to NREM) in comparison to the two peaks that occur at times 02:55:01.00
and 03:11:22:00 (due to REM). The graph shows a clear distinction between NREM
and REM sleep if you consider only the spikes that change more than 2 μS in five minutes
or less. This confirms previous research on EDA sleep patterns which found most people
experience about 0.5 times their EDA level during NREM sleep compared to a wakeful
state, and 1.5 times their EDA level during REM sleep compared to a wakeful state [9].
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Fig. 9. Response to a neutral and emotional context stimulus

Fig. 10. 8-h sleeping data using the newer (2nd generation) robust sensor

In Fig. 11, the results of two gaming experiments are shown. In the first experiment,
the user participated in a ‘Meditation Game’ (Top) Fig. 11(a), meant to help facilitate a
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relaxed state-of-mind, while at the same time maintaining a high level of concentration.
Following a short tutorial, the user was prompted to participate in a controlled breathing
exercise (10 s of breathing in followed by 10 s of slow exhalation) while focusing on
only their breath. When the user became distracted, they were asked to mark the plot
and make a conscious effort to focus back on their breathing. The results were a little
unexpected but also made sense given the physiological implications of the unnatural
breathing. As time progressed, the user’s SCL slowly increased. The data show an
elevated sympathetic response in the concentration game.

Fig. 11. (a) Gameplay recordings of meditation and (b) FPS games

For the second experiment, the user tested a first-person-shooter (FPS) style game,
Fig. 11(b), for 15 min or the length of one online match. However, an unexpected
curveball was thrown at the user 10 s into loading the match when the WiFi connection
was interrupted, booting the user from the game. The sensor data indicated in the plot
at time 00:06:15.00, shortly after getting kicked out from the match because of losing
WiFi connection. There is a large spike of over 1 μS change, representing a real-time
emotional response. The games ended with the user was killed eight times with labels
1 to 8 stated in the plot.

4 Future Direction

Currently, the authors are working on a next (3rd) generation sensor. It will use surface-
mount, very low power consumption components, resulting in an eight times smaller
size and a μW power conformal emotion sensor. Because of its compact size, low power,
and flexible feature, the sensor can be operated stand-alone for a long time and can be
easily incorporated in another sensing platform such as a smart textile to expand its
sensing and application horizons.
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5 Conclusion

In this paper, we have demonstrated a flexible, low power, compact, mobile emotion
sensor which can be used to detect the emotional state of its users. We have fabricated
a robust version (2nd gen) of the sensor which is all embedded in silicone for protection
and can be worn comfortably during sleep to monitor the sleeping pattern. The next
generation of the sensor will be capable of μW operation with an even smaller footprint.

Acknowledgment. The authors gratefully acknowledge the facility of UWB STEM EE lab
equipment usage.
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Abstract. A large number of existing real-time emotion recognition systems use
stimuli with low ecological validity to elicit emotions. Furthermore, most of the
emotion-based studies have used single stimuli to evoke emotions. In order to
address these issues, this paper proposes multi modal emotion elicitation para‐
digm to investigate if same signatures of emotions exist if induced by using
different methods of elicitation. The proposed method attempts to analyse Elec‐
troencephalography (EEG) data of healthy human subjects to recognize emotions
using three different ways of elicitation. Emotional imagery is one of the proposed
methods. Furthermore, audio-video clips and immersive videos on Virtual reality
headsets are other two stimuli proposed for evoking emotions. Initially, experi‐
ments based on emotional imagery have been conducted with eight participants.
The recorded EEG data is time sampled with 1 s time window and bandpass
filtered in different frequency bands of Delta, Theta, Alpha, Beta, Low and High
Gamma. Linear Discriminant Analysis (LDA) classified these features in two
different classes of fear vs. neutral. Findings revealed that gamma band has
achieved highest classification performance amongst other bands. This is in
consistent with other studies related to emotion recognition. Outcome of the
proposed work is a prototype of EEG based BCI system for emotion recognition
using multi-modal elicitation methods. Initially, as mentioned before EEG data
recorded based on emotional imagery was analysed. In the next phase of this
study, experiments using audio-video clips and immersive videos will be
conducted.

Keywords: Electroencephalography (EEG) · Emotions · Virtual reality
Emotional imagery · Classification

1 Introduction

Recognition of human’s emotional states in real time plays an important role in machine
emotional intelligence and human-machine interaction. The ability to identify a person’s
emotional state based on relatively easily acquired scalp electroencephalographic (EEG)
data could be of clinical importance for anger management, depression, anxiety or stress
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reduction, and for relating to persons with communication disabilities. Human emotion
refers to a complex psychological state comprised of three components i.e. user expe‐
rience, his physiological response along with behavioral or expressive reaction [1].
Different categories of emotions are disgust, pride, satisfaction, anger etc. [2]. Various
studies have been conducted to find how the EEG signals correlate to human emotions.
Emotiv has also been used for this purpose. Pham et al. have used Emotiv to capture
EEG data while users are watching movies to induce emotions. Oscillatory brain
rhythms with different frequency bands filtered from the recorded brain signals are used
as input to different machine learning classifiers [3].

Human emotion can be described as any psychological mental state comprising of
three constituents that are personal experience, person’s physiological reaction along
with his expressive or behavioral response [1]. In literature, we find different categories
of human emotions that include disgust, anger, happiness, satisfaction, pride etc. [2].
There are various studies that have been performed to find out how the EEG based brain
signals correlate to emotions. In one of the studies, Pham, Duy et al. recorded EEG data
while the subjects are watching videos and movies. The displayed videos invoked
different emotions to the participants while EEG headset is used to record brain signals.
The recorded data is used for spectral analysis in different frequency bands. Classifica‐
tion is performed using different machine learning classifiers [3].

Currently, most of the real-time emotion recognition systems make use of stimuli
having low ecological validity for example pictures, images, sound to invoke and recog‐
nize emotions. In few studies short video clips are shown to the subjects for elicitation
of emotions. Furthermore, most of the emotion-based studies have used single method
to elicit emotions [4–7]. Table 1 lists some studies mentioning the stimuli used for
emotion elicitation. Furthermore, the type of emotion and the apparatus used to capture
and analyse data are also mentioned.

Table 1. List of studies for emotion recognition

Study Stimuli Emotions tested EEG headset
Aftanas et al. [10] Video Neutral, positive,

negative
18-Channel EEG

Doronbekov et al. [11] Video Extremely fearful and
aversive versus
neutral

PET

Giuliani et al. [12] Pictures Amusement Blood pressure, ECG,
skin conductance,
respiration, movement
(piezoelectric
captors), finger and ear
pulse

Tsoi et al. [13] Video Humor Psychological tests
(ToM, PANAS,
WCST, LSP, IQ)

Kothe [6] Emotional Imagery Fear, Pride, Happiness BrainAmp
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Most of the BCI applications and studies are conducted using medical grade EEG
sensors with large number of electrodes [8, 9]. In order to enhance the portability and
flexibility of these systems, various commercial low-cost EEG devices are available.
Although comparative studies have reported their poorer fidelity compared with medical
grade EEG recording systems like ANT and Neuroscan, but still they can provide
valuable information on EEG data.

To overcome aforementioned issues and limitations, in this paper, multi modal
emotion elicitation paradigm is proposed to investigate if same signatures of emotions
exist if induced by using different methods of elicitation. This study is focused to record
and analyze EEG data of human subjects for differences between target positive, nega‐
tive and neutral emotions using different ways of stimuli for elicitation. Medical and
commercial grade both EEG sensors will be used to analyze whether low cost devices
could be helpful in understanding brain patterns associated with emotional states. In the
present study, along with neutral brain state we attempt to explore the EEG correlates
of joy and fear as positive and negative emotions respectively.

For EEG recording, following two sensors will be used:

i. BrainAmp (medical grade)
ii. Emotiv EPOC (low-cost commercial grade)

To address the issue of low ecological validity of stimuli in emotion recognition, this
research focuses towards conducting the experiments based on three different ways of
stimuli presentation. Explanation of each method is as follows:

1.1 Memory Recall/Emotional Imagery

As mentioned earlier, most of the EEG based emotion recognition researches have used
external stimuli presentations to evoke emotions to the subjects for example images,
sounds, video clips. In this method of memory recall/emotional imagery, we are
primarily dealing with inwardly visualized, imagined or felt emotions evoked by the
subject’s own imagination or recall of emotionally loaded memories. The participants
are requested to get involved or immerse themselves in prolonged, self-paced recall of
emotion imagination usually with closed eyes.

In this work we make an attempt to discover and identify brain dynamic correlates
of inwardly imagined emotional feelings by suggesting to healthy male and female
participants, to remind or imagine such scenarios in which the subject has felt or would
likely to feel a series of emotions under consideration.

1.2 Virtual Reality

During the last two decades, virtual reality (VR) has proved its significance for main‐
stream psychological research [14, 15]. A large number of studies have been conducted
using VR sets for emotion recognition systems. This advance technology, having unique
feature to simulate complicated but real scenarios and contexts, provides researchers
exceptional and unprecedented options to analyze and investigate human emotions in
pretty well controlled designs in the laboratory.
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Having its nature virtual, with simulation of reality as much as possible, VR mainly
relies on the suitable and adequate choice of specific perceptual hints and cues to evoke
emotions. VR systems strongly provide safe and secure; motivating and controlled
scenarios that help in improving BCI learning. Moreover, it provides not only options
for better BCI experimental designs but also the analysis and investigation of brain and
neural processes under consideration becomes comparatively convenient [16, 17]. In
this research work, virtual reality based simulations and videos will be shown to the
subjects to elicit emotions.

1.3 Audio-Visual Film Clips

In this scenario, the participants will view short clips/excerpts of audio-visual videos to
elicit each category of emotions mentioned above.

2 Research Objective

The objectives of this work are:

1. To quantify with what accuracy the three emotional states of positive, negative and
neutral can be differentiated from each other based on the classification on brain
signals.

2. To examine whether specific pattern of brain activity exists for these emotional
states.

3. By introducing different ways to elicit emotions, it is to find out if same signatures
of such feelings appear.

4. Whether these patterns are to some extent common across individuals.
5. Which oscillatory processes in the brain are mainly modulated by such feelings and

in what way.

3 Experimental Setup

In order to achieve its objectives, the proposed study is comprised of multiple phases
that have to be completed systematically. First of all a briefing will be given to the
participants regarding the purpose of the study and informed that their brain activity
(EEG) will be recorded while having three different emotional states. Joy and fear are
considered as positive and negative emotions respectively along with neutral state. Each
participant is requested to fill a questionnaire. The first part of the questionnaire asks to
write down any two events of their life/imagination that could induce feelings of joy
and fear. Participants are free to choose any scenario, and may write as little or as much
detail as they like.

The second part of the questionnaire asks whether the participant feels scared while
watching horror movies and describe their experiences. The third part asks to mention
any phobia/s e.g. the fear of height, reptiles etc. the participant is experiencing in daily
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life. In the last part approval from the participants is asked whether they allow the
research team to show horror movies clips and videos related to their phobia.

Once the questionnaire is filled, only those participants will be shortlisted for the
experiments that have given their consent to a large enough number of items eliciting
negative emotions. The EEG brain activity of the participants will be recorded during
the experiments based on three different stimuli on three different days. BrainCap will
be used for EEG recording for first two days while Emotiv EPOC on third and last day
of the experiments. Experiments are based on following three different stimuli:

3.1 Memory Recall/Emotional Imagery

To induce emotions, the first method is to recall memory of any joyful, frightening and
neutral event/imagination.

In first phase of this research, initially experiments are performed with commercial
grade Emotiv EPOC headset. The experiments are conducted at Bahria University,
Karachi, Pakistan. Eight subjects participated in the study. Initially, recorded EEG data
for self-induced emotions based on memory recall is analysed for classification perform‐
ance. Total eight sessions of emotional imagery were conducted with each participant
such that four out of eight sessions are for fear evoking memories while four based on
neutral state. Complete details of the experiment are explained in our work [18]. Block
diagram of the experiment is show in Fig. 1.

Fig. 1. Block diagram of the experiment [18]

The subject sitting on the chair will be asked to close the eyes and recall the joyful
event they have mentioned in the questionnaire. The researcher signals the participant
to start and stop the activity. Each session is comprised of 15 s. After the session, the
participant is given a break of 30 s and asked to report the level of arousal (on a scale
from 0 to 5) on the feedback form. In the same manner, sessions for fearful and neutral
states are conducted.

The whole activity has to be repeated for four times on three different days.
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3.2 Viewing of Immersive Videos on VR Set

The second method for elicitation of emotion is viewing of immersive videos on VR
set. Each video is comprised of 1 to 5 min duration. After the session, the participants
are given a break of 40 s and asked to report level of arousal (on a scale from 0 to 5) on
the feedback form and specify the moments when in the video they felt specifically fear
and joy. During each day, a total of ten videos will be shown to the subjects.

Selection of videos is based on two steps. Firstly, three students were selected from
Bahria University who are frequent movie viewers. These students were requested to
propose movies and videos that could be representative clips (at least two) for each
emotion. In the next step, the recommended videos were shown to another group of eight
undergraduate students and asked to report their rating for level of arousal and category
of emotion elicited while watching it. Some interesting results were obtained during this
activity. Immersive videos related to roller coaster ride or skydiving are categorized as
joyful by three students while rest of them put these videos for fear category as these
participants have phobia of height. Similarly, a video related to car driving simulation
is categorized in three categories of joy, fear and neutral depending upon the personality
trait of the viewer.

3.3 Viewing of Audio-Video Movie Clips

Instead of immersive videos, normal audio-visual film clips are shown to the users to
elicit emotions. Each video is comprised of 1 to 5 min duration. After the session, the
participants are given a break of 40 s and asked to report level of arousal (on a scale
from 0 to 5) on the feedback form and specify the moments when in the video they felt
fear and joy. During each day, total ten videos will be shown to the subjects.

4 Results and Discussion

As mentioned earlier, initially experiments based on scenario of emotional imagery are
performed with commercial grade Emotiv EPOC headset. The experiments are
conducted at Bahria University, Karachi, Pakistan. Eight subjects participated in the
study. Initially, recorded EEG data for self-induced emotions based on memory recall
is analysed for classification performance. Total eight sessions of emotional imagery
were conducted with each participant such that four out of eight sessions are for fear
evoking memories while four based on neutral state.

EEG data is time sampled with 1 s time window. Bandpass features are extracted for
input to the Common Spatial Pattern (CSP) algorithm. The features then fed to the Linear
Discriminant Analysis (LDA) classifier. EEG data is firstly band pass filtered in
frequency range of 1–100 Hz with two pairs of spatial filters. Mention Butterworth order.
Results of the classification accuracies are mentioned in Table 2. Here we observe that
maximum accuracy of 96.3% and mean accuracy of 66.58% are achieved.
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Table 2. Classification Accuracies in spectral band of 1–100 Hz for each subject

Subjects Classification Accuracies in
spectral band of 1-100 Hz

SUB-1 65.12
SUB-2 65.85
SUB-3 55.00
SUB-4 64.10
SUB-5 66.67
SUB-6 48.84
SUB-7 96.30
SUB-8 70.73
Average 66.58

Fig. 2. Comparison between classification accuracies achieved for whole band of 1-100 Hz vs.
highest accuracy for each subject in any of the spectral band other than the whole one

In order to explore the relevant spectral band for emotion recognition in case of
emotional imagery, we performed bandpass filtering in different frequency bands in which
the neurophysiological signals reside i.e. Delta band (1–3 Hz), Theta band (4–7 Hz), Alpha
band (8–13 Hz), Beta band (14–30 Hz), Low Gamma band (31–50 Hz), High Gamma band
(30–100 Hz) and the whole band of 1–100 Hz. So now we have seven filtered datasets for
each of the eight subjects. Each dataset is separately provided as input to the LDA classi‐
fier to evaluate classification performance. Figure 2 plots the comparison between accu‐
racy achieved for whole band of 1–100 Hz vs. highest accuracy for each subject in any of
the spectral band other than the whole one. It is evident from the graph that for seven out
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of eight subjects have higher accuracy in other bands while for SUB-7, same accuracies are
achieved for the two cases of spectral bands.

Now, we have attempted to find the most relevant frequency band for classification
purpose. Figure 3 plots the comparison of mean classification accuracies achieved in each
of the considered spectral bands of Delta, theta, alpha, beta, low and high gamma, and the
whole band. Here the findings reveal that gamma band is able to achieve highest classifi‐
cation performance. This is consistent with the findings of studies related to emotion
recognition. Li and Lu [19] have used image as stimuli for invoking emotions and they
concluded that high frequency bands of EEG are highly relevant for classification. Dan Nie
et al. also found that higher frequency bands provide more significant contribution to
emotional response as compared to lower frequency ranges [20]. In our case, the high
gamma band resulted in accuracy of 70% while low gamma is almost 68%.

Fig. 3. Graph showing Mean accuracies achieved in each of the seven spectral band considered

5 Conclusion

In this work, we have proposed multi modal emotion elicitation paradigm for EEG based
emotion recognition system. Most of the studies, use single way of invoking emotions but
here in order to address the problem of low ecological validity of these studies, we
proposed the paradigm with multi modal stimuli for invoking emotions. The outcome of the
proposed work is a prototype of EEG based BCI system for emotion recognition. Initially,
EEG data recorded based on self-induced emotions by recalling memories is analysed with
Emotiv EPOC. Initial findings reveal that gamma band is able to produce highest accu‐
racy. Furthermore, using Emotiv EPOC headset, these findings show promising result to
use commercial grade EEG sensors for emotion recognition in case of emotional imagery.
In the next phase of this study, experiments based on watching videos and immersive
reality will be conducted.
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Abstract. In a world full of distractions, keeping an audience focused on a
presentation is getting increasingly difficult. In this paper, we propose a system
that supports presenters in a nearly subliminal way to regain attention of the
overall audience. The system uses a measure of motion complexity inside the
audience area as an estimate for overall attention. It then applies low-level visual
overlays over presentations if the estimated level of attention is getting too low.
Ideally, these dynamically adapted visual overlays can be detected in the periph‐
eral field of view but not in the foveal field of view. In a pilot study with 14
participants, we tested the feasibility of this approach with a simplified version
of the system, limiting stimuli to red colored overlays up to an opacity of 20%.
First results show that motion complexity can indeed be a good indicator of
distractions and low-level visual overlays can lead to a higher perceived level of
agitation. However, the visual effects used in this pilot study have been partly
perceived by the audience. Further work is needed to identify visual stimuli that
are best fitted for recapturing attention without irritating those already focused on
the presentation.

Keywords: Presentation support · Subliminal · Adaptive systems
Visual overlays

1 Introduction

Remaining focused on presentations in today’s world is getting increasingly difficult,
given the countless distractions offered by smartphones and other personal electronic
devices, in addition to the various external and ambient distractions. This imposes a big
challenge on presenters to perfectly prepare their presentations for their audience.

In a study, Ward et al. (2017) report that even having phones in silent mode makes
it harder to stay focused and reduces cognitive performance compared to having no
phone at all. But also without smartphones the available attention span is limited. Reports
on the typical attention span duration vary broadly. McKeachie and Svinicki (2013)
mention a 10-min attention span, which they base on a study about note taking during
lectures by Hartley and Davies (1978). Bunce et al. (2010) mentioned that students self-
reported an attention decline already after 4–5 min into a presentation after the initial
settling in period, and that they would also alternate between attention and nonattention
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states in briefer and briefer cycles during a lecture. In general Wilson and Korn (2007)
criticize the lack of consideration of individual differences in various attention span
studies. A widely-reported study conducted by Microsoft, which described an attention
span of just 8 s in 2013, has been disregarded in this context, as it basically referred to
the time people typically spent on a web page before moving on, and not to actual
attention span durations (Bradbury 2016).

Independent of the actual length of the attention span, it’s not only a matter about
attention itself, it’s also about where members of the audience divert their attention to,
or expressed differently, what might distract them. Pratto and Oliver (1991) describe
negative social information as a powerful source to grab attention. Smith et al (2003)
reported about a negativity bias in attention allocation, meaning negative stimuli can
divert the attention away from the current focus more easily than positive ones.

As soon as some individuals of an audience get distracted, this state might be passed
on to others subconsciously by mood transfers, which could possibly lead to an agitated
audience (Tudor et al 2013). This process is caused by the same mechanisms as the ones
underlying for example contagious yawning, which is described as nonverbal commu‐
nication to synchronize behavior within a group (Guggisberg 2011). The mechanism of
mood transfers has originally been discussed in birds’ research, where one bird fleeing
causes all others of the group to flee too at virtually the same time (Lorenz 1935).

There are, of course many ways presenters can prepare for these challenges in first
place. Having the information perfectly selected and prepared according to the interests
of the expected audience is an important first step. Obeying best practices for preparing
presentations is another important step towards captivating the attention of an audience.

However, an interesting question arises. Could a presentation system possibly
support the presenter in a subliminal way to regain the attention of an audience? What
would be needed to distract the audience from the countless distractions back to the
presentation? In this paper, we present a concept for such a system and describe a brief
pilot study to test the feasibility of this approach.

Such a system should be able to judge the overall level of attention of an audience
and to present stimuli in a way, that recaptures the interest of distracted people without
distracting those people already focused on the presentation. In the next section, we look
at some of the related work before we present our approach.

2 Related Work

Measuring the level of attention in classroom settings has been of interest to researchers
since a long time. One approach is described by Helmke & Renkl in their Münchner
Aufmerksamkeitsinventar (MAI). The basic idea is to observe students in a classroom
during a lecture and sequentially code the attention state of individual students in fixed
time intervals of 5 s. For this, attention states are classified in two layers. The first one
discriminates between no-task, on-task, and off-task states. In the second layer the on-
task state is further divided into compliance with task-requirements, self-initiated, or
externally initiated activities. The off-task state is further divided into active (e.g.
distracting others) or passive (e.g. dreaming) state (Helmke and Renkl 1992). Hommel
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presented an adjusted variant that’s modified to better fit higher education and makes
use of videography to analyze all students in 30 s intervals over the whole time (Hommel
2012). Both approaches also consider the lecture context in addition to attention state.

More advanced approaches make use of emotion recognition systems that analyze
facial expressions (Magdin et al. 2016; Magdin and Prikler 2018; Heyjin 2017; Ayvaz
and Gürüler 2017; Daouas and Lejmi 2018), eye movements (Krithika and Lakshmi
2016), voice characteristics, written text or a combination of different modalities (Nedji
et al. 2008; Bahreini et al. 2016) to deduce the emotional state of a person. These systems
are mostly used and tested in an e-learning context, where the knowledge of the
emotional state should allow for better feedback by the remote lecturer. However, most
of these systems are optimized for observations of individuals, but not suited as an
overall measure for a whole audience. Furthermore, members of an audience (e.g.
students in a lecture or in general listeners to presentations) would not feel comfortable
if they would be tracked individually by cameras.

The human eye features different capabilities in the foveal and the peripheral field
of view. In its periphery, the eye has a higher temporal resolution and sensitivity for
light changes than in the foveal area. This higher sensitivity to light changes is caused
by a higher rod density in the periphery (Curcio et al. 1990; Jonas et al. 1992; Wells-
Grey et al. 2016). Rod mediated vision also seems to cause more activation in the brain
area that is associated with motion, compared to cone mediated vision (Hadjikhani and
Tootell 2000). The reason for the difference between cone- and rod-density could be
originated in evolution: humans with this feature were able to detect dangerous situations
outside of their current field of view faster and could react to the situation in time and
thus survived.

These characteristics might also be exploitable by a system that targets people not
directly looking at it.

Adaptive systems that react to some form of user input in an indirect/non-obtrusive
way to better support users have been used in various fields. Ward et al. (2000) demon‐
strated a novel text input interface, which used previous input and learned language
statistics to make it easier to select probable succeeding characters. This mechanism
enables efficient text input even by only using an input modality with 1- or 2-dimensional
input capabilities. The same principle is used for modern touch keyboards that auto‐
matically increase the sensitive area around certain keys that are more probable to be
typed next than others, and therefore make them easier to reach. Kempter et al. (2003)
discussed the benefits of analogue communication in the human computer interaction
context, where a system’s behavior can be influenced by analogue channels with no
explicitly/pre-defined meanings. Ritter (2011) described different approaches where
subliminal feedback loops in human computer interaction, based on these analogue
communication patterns, could be used to support users in a transparent and unobtrusive
way. In a widely-criticized study for its ethical aspects, Kramer et al. (2014) have shown
that emotional states can be transferred over social networks. Users tend to take on the
same emotions as conveyed in their news stream, even without the users being aware
of this process. These studies demonstrate that systems can be used to influence people
in subliminal ways.
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While people might feel uncomfortable, when they hear they can be influenced in a
subliminal way, the process of influencing people is one of the corner stones of adver‐
tising and is already happening all around the clock.

3 Concept and Implementation

Based on the insights of the work described in the previous section, we aimed to create
a presentation system that observes the audience, deduces an estimate for overall atten‐
tion and applies evolving visual stimuli to recapture the attention of people looking away
from the presentation.

The system shown in Fig. 1 depicts the basic system stages. The input processing
layer consists of an image analysis module that takes input from a webcam and calculates
a motion complexity index. This index is then forwarded to the adaptation loop stage.
The input processing layer also contains an environment module that monitors air
conditions inside the room, like CO2 level, temperature, and humidity. These measures
are currently logged but not yet used as input for the adaptation loop. The adaptation
loop module implements a simple genetic algorithm that uses the motion complexity
input as fitness values for its candidate adaptations. Once fitness values are available for
each candidate in the population, a new generation of adaptation candidates is generated
using a roulette wheel algorithm for parent selection. Each candidate is then applied for
a situation with exceeding motion complexity and again assigned a corresponding fitness
value based on the motion complexity. In our current system, candidate solutions are
encoded using a 10-bit string shown in Table 1.

Fig. 1. System overview of an adaptive presentation system, consisting of an input processing
stage, an adaptation loop module, a presentation mapping stage, and the output layer.
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Table 1. Example genetic encoding of visual overlay parameters, each consisting of 2 bits

Parameter Values
Opacity 0.0, 0.1, 0.15, 0.2
Transition time 0.025, 0.050, 0.100, 10
Fade-In curve EaseInOut, Linear, EaseIn, EaseOut
Fade-Out curve EaseInOut, Linear, EaseIn, EaseOut
Color black, red, blue, white

New evaluation cycles are triggered every 60 s during situations with too much
motion. The following 30 s are used as timeframe for measuring the reactions of the
audience following a stimulus (see Fig. 2).

Fig. 2. Scheduled stimulus application and evaluation timeframes

The presentation mapper takes a candidate bit string as input and maps this to specific
adaptation animations that are then overlaid over the presentation. The main idea of these
adaptations is to be very low-level and fast, effectively producing a lighting change, and
therefore being more noticeable in the peripheral field of view while hardly being visible
for people looking directly at the presentation.

Motion complexity (MC) inside the audience area is derived via an image processing
algorithm, taking a video stream from a webcam as input and performing grayscale conver‐
sion, background subtraction, thresholding, and morphing operators to the individual
images (see Fig. 3) using OpenCV. This results in a black and white image with connected
and independent motion areas.

Fig. 3. Image processing steps for retrieving motion complexity
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From this, two different indices are calculated (see Eqs. 1 and 2).

MCrel = image area with changes ∕ total image area (1)

MCcnt = count of independent movement areas (2)

MCrel should give an overview of the overall action taking place in the camera’s field
of view and can also be used to detect lighting changes inside the room (e.g. a percentage
higher than 50%). MCcnt reflects the number of independent disturbance areas and helps to
counter the effect that moving objects closer to the camera have a bigger influence on MCrel.

We set up a small pilot study to explore the usefulness of the two different motion
complexity indices for estimating an audience’s attention level, and to test the feasibility
of this approach in a real-life setting.

4 Pilot Study

In a small pilot study, we used a simplified version of the system described in the previous
section, to mainly investigate the plausibility of the motion complexity indices and to see
if a background color overlay would cause a noticeable effect. Since the genetic algorithm
adaptation loop would have added too much variability, we chose to apply a red back‐
ground overlay of varying opacity with a maximum value of 20%, depending on the
current motion complexity. Red was chosen because of the common signal-meaning of it.
This overlay will also result in a lighting change depending on the opacity, which should
mainly be recognizable from the visual periphery.

4.1 Method

The system was installed in a lecture room with the camera placed so that it was observing
the audience but not covering the lecturer area. During the presentation, text-based and
image-based slides were shown, both with and without dynamic overlays. Figure 4 shows
the sequence of the lecture slides. The audience was not told in advance that there would
be overlays. They were informed however, that they would have to fill out a brief ques‐
tionnaire after some slides. Each slide was shown for exactly 60 s.

Fig. 4. Timeline of the test sequence. Duration of each slide is 60 s
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In the pilot study 14 persons (6 female, 8 male) attended the test presentation. After
each segment the participants had to rate the following properties on a 7-step rating scale:

Q1: “I followed the presentation…” from “exactly (1)” to “not at all (7)”
Q2: “At the moment I feel…” from “very calm (1)” to “very agitated (7)”
Q3: “The presentation content was…” from “very exciting (1)” to “very boring (7)”
Q4: “The slides were…” from “very intrusive (1)” to “very conservative (7)”

4.2 Results

Table 2 lists the descriptive statistics of the questionnaires. The text-based slides with
ongoing adaptations were rated the most boring (M = 4.36, SD = 1.50). Text based slides
without overlays were rated the most conservatives (M = 4.0, SD = 1.47). The reported

Table 2. Descriptive statistics of ratings

Q1 Q2 Q3 Q4
Stimulus M SD M SD M SD M SD
Adaptive text 3.00 2.00 3.71 1.82 4.36 1.50 3.64 1.15
Static pictures 1.93 0.92 2.71 1.54 3.29 1.49 3.71 1.14
Adaptive pictures 2.62 1.50 3.15 1.82 3.77 1.36 3.31 1.38
Static text 2.71 1.20 2.86 1.56 3.57 1.34 4.00 1.49

Fig. 5. Mean rating values on a scale from 1 to 7 of the different slide types (n = 14). Error bars
show the 95% confidence interval.
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attention (Q1) was rated highest for the static pictures (M = 1.93, SD = 0.92) and adaptive
pictures (M = 2.62, SD = 1.50). Agitation was rated lowest for the two static slide types
(Mpictures = 2.71, SDpictures = 1.54, Mtext = 2.86, SDtext = 1.56). See Fig. 5 for a graphical
illustration.

T-tests were performed between the static and dynamic phases. The results show
that there were significant differences between the reported agitation-level (Madaptive =
3.57, Mstatic = 2.79, p = .019) and the feeling-bored-level of the slides (Madaptive = 4.18,
Mstatic = 3.43, p = .007). See Table 3 for more results and Fig. 6 for a graphical overview.

Table 3. Rating differences between adaptive and static slides

Question Madaptive SDadaptive Mstatic SDstatic Mpaired-diff p
Q1 2.96 1.90 2.32 1.12 0.64 .098
Q2* 3.57 1.89 2.79 1.52 0.79 .019
Q3* 4.18 1.52 3.43 1.40 0.75 .007
Q4 3.50 1.23 3.86 1.29 −0.36 .321

Fig. 6. Differences between adaptive and static slides. Significant differences could be found for
agitation (Q2) and excitation (Q3). Error bars show the 95% confidence interval.

To also check the influence of the slide type (picture or text), a t-test has been
performed between these groups. However, no significant differences could be identi‐
fied.

Both motion complexity indices show a peak at the beginning of the lecture and then
at the questionnaire slots 3, 6, and 9 (see Fig. 7), indicating that both measures reflect
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the settling in period of a presentation and react to distractions during the presentation
(filling out the questionnaires). It’s also interesting to note that the motion complexity
levels for the picture slides (4,5 & 7,8) are above the ones for text slides (1,2 & 10,11).
This could relate to the higher self-reported attention level of picture slides.

Fig. 7. Motion complexity indices through the course of the presentation. Peaks can be observed
at the start, and at phases 3, 6, and 9 (questionnaire action).

5 Discussion and Conclusion

The results show that there was a significant difference between slides with and without
adaptions taking place, hinting that we might indeed be able to influence the perception
of slides using low-level visual overlays. However, the difficult part is to find the right
balance between the noticeability from the peripheral field of view and the center field
of view. In the mapping of the pilot study, the strongest visual overlays were too notice‐
able when directly looking at it – this was probably the reason for the relatively high
self-reported agitation level of the slides with adaptions. Overall, the derived motion
complexity for picture slides was higher than for text slides. This contrasts with the
reported agitation level, where the slides with adaptations were rated higher independent
of slide content type, but falls in line with the higher self-reported attention level for
picture based slides. A decline from the first to the second slide within a condition could
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be observed for each variation, which was to be expected due to the settling in phase
from the preceding questionnaire section.

One downside of our motion complexity indicators is the susceptibility to overre‐
action when massive motion occurs (e.g. a person leaving the room or is coming in late).
While this is a little improved with MCcnt compared to MCrel, it is still present there too.
One workaround could be to set a narrow threshold for valid motion complexity levels,
and if this threshold is exceeded, pause the system until things get back to normal. This
would also be advisable for filtering out abrupt light changes.

A possible concern is the influence of such a system on people with Epilepsy. Even
if our overlays are within the same specs as e.g. movies or games that could also play
in the peripheral field of view, further clarifications with experts in this field must be
done, before using such a system in real-life settings.

In a next step, different stimuli will be tested in a lab setting regarding their potential
to grab peoples’ attention while they are focused on a different task, where the stimulus
screen is placed outside the foveal field of view. The most promising properties will
then be encoded for use with the genetic algorithm. Also, the motion complexity param‐
eters could be compared to attention level ratings using e.g. the ModAI instrument. Once
attention levels are rated for specific lectures, the motion complexity parameter algo‐
rithms can be fine-tuned using video recordings of the rated lectures.

After this, further tests of the overall system with more participants will have to be
done.
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Abstract. The goal of this study was to investigate whether it is possible to
induce negative affects in the interaction with IVIS in a driving simulator
environment and whether this would be reflected in the driver’s facial expres-
sions. N = 29 participants completed a 30-min-drive in a high-fidelity driving
simulator performing several IVIS tasks using both a visual multi-level menu
and a simulated speech recognition navigation system. During the drive, neg-
ative affects were induced by increasing the complexity of the menu tasks and
decreasing the recognition rate of the speech system. The results show that
experiencing difficulties in solving IVIS tasks went along with self-reported
negative affect such as frustration and anger. A newly developed observation
protocol adapted from the Facial Action Coding System (FACS) used for the
ratings of negative emotions based on the video footage of the drivers’ face
during the simulator trials was established. The method revealed significant
correlations with the self-reported measures of negative emotions. However,
there were no correlations between the observed facial expressions and the
sub-scales of the State-Trait-Anger-Inventory (STAXI). The study shows the
importance of a well-designed IVIS in order to prevent negative emotions that
might result in non-acceptance of new technologies. The study also shows the
potential of facial recognition technology to provide assistance or tutoring
functions that could relieve the driver from emotional discomfort.

Keywords: In-vehicle information system � Driving simulation
Anger � Emotion � Facial recognition � HCI design

1 Introduction

In-vehicle information systems (IVIS) are available in virtually every car segment from
luxury to low price vehicles. They are used for a wide variety of in-vehicle tasks such
as adjusting vehicle settings, using navigation systems or in-vehicle entertainment.
Providing customers with a positive and pleasurable experience while interaction with
IVIS should thus be a primary concern of HCI research. However, increased com-
plexity of IVIS might also cause negative affect such as frustration or anger, especially
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when drivers are not familiar with the respective IVIS. Recognizing these negative
emotions could be used both to guide the design process (e.g., by re-design of inter-
action sequences that commonly cause negative affect) or to provide on-line tutoring
systems that provide assistance in difficult situations.

2 Theoretical Background

In the driving context, driver’s emotions are often studied as reaction to certain
environmental conditions, such as frustrating situations like traffic jams or as a reaction
to the behavior of other road users [1, 2]. Within this context, the intention of inves-
tigating driver’s negative emotional state lies in the reduction of aggressive driving and
therefore crash rates [3].

However, there are only very few studies to date that have tried to induce and
measure negative affect by interaction with IVIS. In most cases, a faulty ASR system
(Automatic speech recognition system) was investigated. For example, Bachfischer
et al. [4] found that users become annoyed and stressed when interacting with a faulty
ASR. Malta et al. [5] also tried to measure the frustration level of drivers during
interaction with a faulty ASR. The drivers rated their frustration level by watching a
video of their face which was recorded during the interaction with the system. For the
rating a slider was used, that could be set from neutral to extreme. For predicting the
frustration level measured by the participant’s responses through his/her physiological
state, overall facial expression, and pedal actuation, Bayesian networks were used.
Kuhn et al. [6] assessed frustration induced by different recognition rates of an ASR
(44% recognition rate vs. 89%) on driving performance. They found a higher steering
wheel angle variance with the low recognition rate, which points out that negative
affect can indeed influence driving behavior.

According to [7] for the driving context the best measure is to assess driver’s
emotions by analysing facial expression. Other measures (e.g. questionnaires or EEG)
would disturb the driver and would have only a low specificity to differentiate between
different emotions.

Eyben et al. [8] summarize different literature with regard to emotions in driving.
Among other sources of emotions, they also discuss the effects of IVIS interactions. As
a meaningful strategy to reduce these negative emotions they propose a “socially
competent human-like car” including an IVIS interaction which behaves like a real
human codriver, that would give personalized help and quickly offer alternative
solutions. However, the realization of such an approach would require the measurement
of drivers’ negative affect in the first place, which is exactly what we did in this study.

3 Method

N = 29 participants completed IVIS-tasks of varying difficulty in a high-fidelity driving
simulator. A real-world IVIS was transferred to the simulation environment. The aim of
the study was to investigate whether drivers would report negative affect when solving
difficult IVIS tasks and whether this would be reflected in the drivers’ facial expressions.
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Therefore, self-report scales as well as a standardized observation protocol were
developed. The observation protocol was used to rate the facial expressions during
interactions with the IVIS and was adapted from the Facial Action Coding System
(FACS, Ekman et al. [9]). To account for individual differences in the expression of
negative affect, the participants completed the State-Trait Anger Expression Inventory
(STAXI, Schwenkmezger et al. [10]). During the study, drivers had to complete the
IVIS task while following a simulated car. A feedback of whether the task was solved
correctly or not was given after each IVIS task.

3.1 Setting

The study was conducted at the Wuerzburg Institute for Traffic Sciences (WIVW).
A static driving simulator with an Opel Insignia mockup was used (Fig. 1 left). The
front of the car was surrounded by a screen illuminated by three projectors providing a
270° field of view. In addition, displays were placed in the back of the car and on the
side mirrors to allow the monitoring of surrounding traffic. The driving simulation
software SILAB was used.

During the test the experimenter was sitting in an adjacent room separated from the
simulator by a window. From that room he was able to monitor the test and see the
participant through various cameras being placed in the car. He was also able to
communicate with the participant using an intercom system.

A Basler-camera with 50 Hz and a solution of 2.3 MP placed in front of the driver
recorded the driver’s face and his/her interaction with the IVIS in a multi-screen video.

3.2 Driving Task

The driving task consisted of a variation of the car-follow-task proposed by the
NHTSA distraction guidelines [11]. The participant was driving on a mostly straight
road with two lanes. The task was to follow a car in front of the participant’s car and
keep a defined distance as constantly as possible. The car ahead changed its speed in a

Fig. 1. Static driving simulator at the Wuerzburg Institute for traffic sciences and the car follow
task (described in Sect. 3.2)
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sinus-wave profile with slightly varying amplitude so that the driver had to permanently
adjust the speed (Fig. 1 right).

To put the driver in the situation of having to maintain a constant headway, a
colored enhanced reality strip (ERS) was displayed on the road. Depending on the
distance the color of the ERS changed. It appeared yellow when the distance was too
large and blue when the distance was too small. Under perfect circumstances the bar
was shown in gray (within a range between 1.0 and 1.8 s time distance). Besides the
changing color of the bar, driving in the wrong distance had no additional effect.

3.3 Interface

For the interaction with the IVIS a simplified version of the current AUDI MMI GUI
was simulated. It consisted of a hierarchical menu with different lists showing the
different sub-menus available in the system. The driver had to navigate to different end
points of the menu. The final selection of the end points did not trigger any actual
reaction but resulted in a feedback depending on the task whether the selection was
correct.

An AUDI MMI interaction unit was placed on top of the mockup’s original con-
sole. This unit consisted of a rotary interaction knob and shortcuts for different menu
levels (Fig. 2).

3.4 IVIS Tasks

During the 30 min drive the participant had to perform a total of 24 IVIS tasks. 20 of
them were visual-manual interactions using the rotary interaction knob to navigate to
certain entries in the menu system, the remaining 4 required interactions with a
speech-based navigation system. When completing the menu tasks, drivers had to
search for certain menu entries and to confirm their selection. The tasks were instructed
verbally e.g. “please adjust intensity of the heater” at certain defined positions along the
route. A computer-generated voice gave the instructions at the defined road section.

Fig. 2. AUDI MMI GUI (left) and interaction unit (right)
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The tasks varied in their difficulty to solve. Half of them were very easy to solve while
the other tasks were manipulated so that it was very difficult to reach the correct menu
entry. This was either reached by a very ambiguous instruction so that it was not clear
in which category the menu entry could be found and/or by a very short time buffer
available to reach the menu entry before the task was aborted. Some of the tasks were
even unsolvable as the instructed menu items were not part of the menu list. The task
difficulty was determined in a previous pilot study. During the drive the frequency of
tasks with higher complexity increased gradually to induce negative emotions.

The drivers were instructed that by solving the tasks correctly they could gain
bonus points. In case of a correct answer, drivers received five bonus points and the
feedback “answer was correct” displayed at the lower part of the visual interface. An
extra monetary award was promised for that driver who reached a certain target score of
50 points. In case of an incorrect answer the participant got the feedback “task
incorrect” in combination with a loud and unpleasant sound. If the driver was not able
to reach the entry within a certain time buffer the task was aborted and the same sound
was presented.

In addition, four other tasks requiring verbal interactions with the speech system
were arranged in between the other menu tasks. They consisted of computer-generated
speech outputs of a fictive “navigation system” which informed the driver about an
upcoming traffic jam on the road. The driver was asked to either change the original
route or to maintain the current route. The driver was instructed to avoid any traffic jam
and should therefore answer with “yes” or “no” to the various questions in order to
maintain the original route. Two of these tasks were manipulated in the way that the
speech recognition system pretended to misinterpret the answer of the driver resulting
in an incorrect feedback although it was correct. In one of the speech recognition tasks
the answer had to be repeated several times before the system understood it
correctly.

In case of wrong answers to the navigation systems 20 points were deducted from
driver’s credits. Shortly before the target score of 50 was reached the manipulated
navigation task was triggered which resulted in an incorrect feedback and a deduction
of the score which should further increase driver’s negative emotions.

Table 1 summarizes the task sequence and the online ratings during the drive.
29 participants took part in the study. To achieve optimal availability of camera

data only persons with a minimal height of 1.64 m were invited. 19 men and 10 women
participated with an age of 24 to 65 years (m = 42, sd = 12.8 years).
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3.5 Measures

IVIS Task Performance
Driver performance in the IVIS task was coded as dichotomous variable for all of the
24 tasks. The task could either be performed successfully or not. The tasks were
summarized into several blocks with each block comprising the tasks between two time
points where drivers rated their current emotional state online. As parameter for task
performance the relative frequency of successfully solved tasks per block was used.
Dependent on the design of the tasks and the study, this frequency per se went down
during the course of the drive (as the number of not solvable tasks increased).

Self-reported Affects
During the experiment, drivers were repeatedly asked to online rate their current
emotions on different dimensions (how joyful, relaxed, angry, frustrated, helpless,
irritated are you at the moment?). A 16-point-rating scale with verbal categories
(according to Heller [12]) was used. The ratings had to be given after certain blocks of
tasks (including an unequal number of tasks, but summarized according to their
intention to induce negative affects).

A pre-rating before the drive served as baseline for the later ratings. Altogether, the
online ratings were collected at six time points.

Observation of Driver’s Expression
Drivers’ facial expressions were coded by a rater who was blind for the content and the
aim of the study. The basis for the coding was the video footage of the participants
which showed the driver’s face, the road and interaction with the menu system

Table 1. Used tasks and time points for online self-reportings of emotional state. Menu tasks are
counted with figures, speech interactions with the navigation system with letters.
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(see Fig. 3). The sound was muted so that verbal expressions could not be heard. From
the video footage, the sections containing IVIS tasks were selected, resulting in 24
sequences per driver that had to be rated. The sequences started with the verbal
instructions of the tasks and ended 10 s after the final feedback of the IVIS system had
been given.

The raters were first trained by a specifically developed training procedure which
condensed the principles and instructions of the widely-used FACS (Facial Acting
Coding System by Ekman et al. [9] which is a tool for measuring facial expressions. It
is an anatomical system for describing all observable facial movements. Each of these
movements is labeled as an Action Unit (AU). The combination of AUs then defines a
certain emotion (typically the six basic emotions). For the intentions of this study, it
would have been too time intensive to use the original material and training. Therefore
only the relevant AU combinations for the emotion anger were extracted, extended by
other indicators for frustration or irritation (not included in FACS) and explained to the
raters in a training session. Afterwards, the raters scored each single facial expression
within each video sequence on a specially developed observation protocol. The rating
was given on a scale from 0 (no emotion present) to 5 (maximum degree of any kind of
negative emotion; positive emotions such as amusement were not coded). As inde-
pendent measure the expression with the highest value per video sequence was used.

In order to achieve a high reliability and validity of the measure, an interrater-
reliability score was calculated in advance from the ratings of three independent per-
sons assessing the video sequences of twelve drivers. It turned out, that it was very
difficult to differentiate between specific negative emotions (e.g. anger and irritation)
leading to the decision to summarize these emotions to a more global rating in the
analysis. The calculation of weighted kappa [13] for each pair of the three raters
revealed a medium to high interrater-reliability (.673/.487/.556). The final rating was
given by one rater who rated all the remaining video sequences of the 29 drivers.

Fig. 3. Video footage used for observer rating
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State-Trait-Anger-Inventory
In order to evaluate whether the degree of self-reported negative emotions and the
facial expressions correlate with a certain anger-personality the so called
State-Trait-Anger Inventory was used (STAXI, Schwenkmezger et al. [10]). It is a
measure for state- and trait-anger with three different forms of anger expression. People
differ in the extent to which they express anger overtly and directly (anger out), how
often anger feelings are hold in or suppressed (anger in) or in the extent to which they
are able to control their angry feelings or their overtly expressed anger (anger control).

3.6 Study Procedure

First, the participants had to sign a secrecy agreement and were then presented with
general information about the study. All participants were familiar and trained in using
a driving simulator. The participants were told that the goal of the study was to evaluate
the structure and content of the menu system and how difficult the search for certain
menu entries would be. Therefore the tasks would be somewhat difficult but always
possible to solve. They were promised a monetary reward if a target score was reached.
They were left blind about the real intent of the study.

To become familiar with the system the participants were given six tasks. Each task
led to a different section of the menu, so that every section had been seen before the
actual test started.

Before the start of the drive, the participants rated their current emotional state on
the 6 items using the 16-point-scale. During the 30 min test drive each participant had
to perform the 24 IVIS tasks at defined positions on the route. After each of the defined
five task blocks the participants again rated their emotional state online. After the drive
the participants filled in several questionnaires, including the STAXI. At the end the
real intent of the study was resolved. Before participants received the monetary reward
(including the promised bonus in case of reaching the target score) a “cool down
phase” assured that they could recover from a potentially high arousal level induced by
the study. The whole procedure took about 60 min.

4 Results

4.1 Task Performance

According to expectations, task performance decreased during the test drive (see
Table 2). The comparison between the five measuring points revealed a highly sig-
nificant effect F(4, 24) = 34.30, p < .001.

4.2 Self-reported Emotional State

The self-reported emotional state changed gradually towards a more negative direction
(see Fig. 4). The emotions anger and frustration heavily increased beginning with the
second task block (which included several complex tasks) and then maintained on a
constant, moderate level (not higher than 7 on the scale up to 15). However, there was
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also a high variation between the subjects. The self-reported helplessness and irritation
also increased beginning with the second block of tasks, however, decreased again
towards the end of the drive indicating a kind of resignation if it turned out that the
system’s reactions are somewhat independent from the own task performance.

When looking further into detail for the anger ratings, it gets obvious that about one
third of the sample (n = 10 drivers) subjectively perceived a strong or very strong
feeling of anger (see Fig. 5). The peak lies here at the very end of the drive after block 5.
However, there is also a remarkably large group of participants who expressed to
experience very little or no anger at all. According to drivers’ comments some of them
realized the real intention of the study and therefore did not seem to be influenced by the
tasks’ manipulations. This result shows the difficult underpinning of inducing a certain
emotional state in such an artificial experimental setup.

Fig. 4. Self-reported emotional state on six dimensions measured online at six time-points
(means and standard deviations are displayed).

Table 2. Means and standard deviation of the dependent variables.

Measuring
point

Task
performance

Self-reported
anger

Negative facial
expression

M SD M SD M SD

t0 – – 1.29 2.45 – –

t1 0.75 0.20 3.04 3.92 1.26 0.76
t2 0.46 0.13 6.32 4.74 1.60 0.67
t3 0.48 0.09 5.71 4.88 1.12 0.85
t4 0.50 0.44 5.71 5.21 1.74 0.82
t5 0.28 0.13 6.68 5.49 1.74 0.64
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4.3 Correlations Between the Different Measures

For the description of the relationships between the dependent measures, Pearson
coefficients of correlation were calculated (see Table 3), revealing the following
relationships:

• Self-reported anger correlated significantly negative with task performance. The
lower task performance between two measuring points the higher is the subjectively
perceived anger.

• Facial expression correlated significantly positive with self-reported anger. Partic-
ipants who reported high anger-values during the drive also had a more intensive
facial expression.

Fig. 5. Distribution of self-reported anger-level on the 16-point rating scale.

Table 3. Correlations between the different measures.

Self-reported anger Negative facial expression

Task performance r(142) = −.40 r(688) = −.28
Negative facial
expression

r(142) = .37 –

STAXI Trait-Anger r(27) = .45 r(27) = .05
p = .007 p = .398

Anger-Out r(27) = .26 r(27) = .15
p = .085 p = .222

Anger-In r(27) = .43 r(27) = .20
p = .010 p = .147

Anger-Control r(27) = −.35 r(27) = −.29
p = .03 p = .061
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• In addition, participants showed stronger emotions in their faces when they could
not perform a task successfully.

The four subscales of STAXI were correlated with each other and with the mean
values of self-reported anger as well as the mean values of negative facial expressions.
As expected, participants with higher scores on the Trait-Anger scale had also higher
scores on the Anger-Out and Anger-In subscale but lower scores on the Anger-Control
subscale. In addition, there was a significant positive correlation with the self-reported
anger but no significant correlation with the facial expression. Trait-Anger therefore
reflects whether and to what extend a person gets angry but gives no information on the
appearance or extend of facial expressions.

Furthermore, participants with higher Anger-In scores expressed higher subjective
anger but did not show that mandatorily in their faces. Against expectations, Anger-Out
did neither correlate with self-reporting of anger nor with the facial expression although
this subscale intended to measure the degree to what a person expresses his/her
feelings.

5 Discussion and Implications

It could be shown that experiencing difficulties in solving IVIS tasks goes along with
self-reported negative affect as well as according facial expressions. The reliability and
validity of the newly developed rating tool could also be shown. The study has several
implications that are important both for the design of IVIS and advancement of theories
of user experience.

Firstly, designers should be aware that cumbersome interaction design will cause
negative emotions which are likely to result in non-acceptance of new products. It is
well known that negative affect such as anger and frustration can also cause a more
risky and ruthless driving style, so that such negative impacts on the driver’s emotional
state could ultimately become a safety risk. Secondly, the study is a first step into
measuring and eventually preventing such disadvantageous developments in the design
process. The study also shows the potential of facial recognition technology to provide
assistance or tutoring functions that could relieve the driver from emotional discomfort.

From a theoretical point of view, it is somewhat surprising that anger expressions
were not correlated with the STAXI subscales, as the STAXI is the most used ques-
tionnaire that measures personality traits related to anger expression. From this finding,
it appears that significantly more research has to be conducted to fully understand the
development and expression of negative affect (such as anger) related to technology
use.
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Abstract. Currently the most popular approach to facial expression
analysis uses categorical representations of expressions based on labels like
sad, happy and angry. Subtle expression variations require however a quan-
titative and continuous representation. Besides, today’s subjective expres-
sion spaces, built by semantic differential level scores and reduced to low
dimensional continuous spaces using MDS or PCA have no direct corre-
spondence with the physical stimuli or the expression images. On the other
hand, the spaces used in engineering are based on purely physical stim-
uli or images which can hardly be called expression spaces. Even in mod-
els incorporating spacial structure, the geometry of the expression space
received little attention and is usually assumed to be Euclidean. The aim
of this paper is to build an expression space which is directly connected
with the physical stimuli or the expression images. At the same time, it
has to incorporate the subjective characteristics of expression perception.
We use methods from psychophysics to build an expression space based on
the physical stimuli or expression image space equipped with JND or dis-
crimination threshold data. The construction follows the approach used
in color science where the MacAdam ellipsoids provide for every color a
metric tensor in a Riemannian space. We show that the discrimination
thresholds indicate that the space is not Non-Euclidean. We will also illus-
trate the intrinsic geometrical structure of the expression spaces for several
observers obtained from two large image databases of face expressions.
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1 Introduction

Face expressions and emotions are now mainly represented by categories such
as basic expressions and emotions. In particular, most expression recognition
systems are based on features defined by discrete levels of Action Units (AUs)
to classify an arbitrary expression image into some basic category [1,2].
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Two theories known in expression perception researches in psychology e.g.
[20] are the categorical theory by Ekman [4] which assumes the existence of
universally invariant basic expressions among different races and cultures which
provide a model of expression perception by classification into these discrete
categories described by language labels. The dimensional theory by Schlosberg
[5], Russell and Bullock [6] seeks geometric relationships between expressions
by arranging the basic expressions into a circular order in a psychological space
obtained from multidimensional scaling (MDS) [7]. The dimensional theory could
be regarded as an extension rather than a denial of the categorical theory. On
the other hand, it was also suggested that there is a natural way to describe
emotions or expressions as a continuous distribution in the psychological space.

Current representations of expressions often use verbal labels of the categor-
ical names thus providing a qualitative characterization only. Facial expression
images or their features are reduced to certain low dimensional space by e.g.
principal component analysis (PCA) or MDS and are then divided into basic
categories based on AU matching. The abundance of subtle and delicate, but
unnamed expressions and their variations are hard to describe without a quan-
titative representation. An attempt to eliminate possible linguistic effects (due
to the labeling of the expressions using natural language) is due to Russell who
used preschool children in their experiments. In the following we assume that
the inner structure and the relationships between expressions are also important
therefore quantitative descriptions are required. Such relationships, including
similarity, can be described intuitively by spatial or geometric properties in an
expression space.

Engineering approaches to facial expression recognition have mainly been of
the categorical type, trying to classify facial expressions. Methods using more
detailed and complicated facial features trying to provide a more detailed anal-
ysis have, however, received more interest recently [2]. Combinations of basic
expressions are used to describe compound expressions as sub-categories [3].
These approaches provide more accurate, however still discrete descriptions, of
expressions. On the other hand, it seemed that a quantitative representation in
the form of coordinates of a continuous space could unify the categorical and
dimensional theories since the categories can be regarded as domain decomposi-
tion of the continuous expression space, just as color categorization is obtained
in a color space [11].

Another problem with today’s subjective expression spaces is that all of them
were built from psychological evaluations such as the affect grid or semantic dif-
ferential (SD) level scores. These data are reduced to low dimensional continuous
spaces using MDS or PCA. As a result, these psychological expression spaces
have no direct correspondence with the physical stimuli or the facial expression
images. On the other hand, the spaces used in engineering are based on purely
physical stimuli or facial images which contain no information of subjective per-
ception. In this paper we use a psychophysical approach to build an expression
space based on the physical stimuli or facial expression image space and equip it
at every point with the expression JND discrimination thresholds to incorporate
subjective characteristics in expression perception. This new expression space is
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actually a Riemann space with a metric tensor defined by the JND thresholds.
In fact, this approach is well known in color science where the color space is
defined in the RGB stimuli space equipped with color JND thresholds known as
MacAdam ellipses and ellipsoids [13,14].

There is also an issue that even in researches used spatial representation
of expressions, either in psychological or engineering usage, the geometry of the
space received little attention. Dimensional theories, for example, tried to explain
why the placement of basic expressions obtained from psychological rating or SD
score are far from a perfect circle [9], while engineers used the Euclidean distance
between feature vectors such as AU or other descriptors in the PCA subspaces
as measure of similarity for classification and recognition. All these methods
are based a tacit assumption that the expression space is a Euclidean space
which, according to the above arguments, requires to be tested. In this paper,
we introduce a framework which enables us to analyze intrinsic geometry in the
space of facial expressions.

It is known that it is hard to compare two remote expressions and even harder
to describe their difference quantitatively. This suggests that the global geometry
of expression space is hard to investigate or properties to be measured. On the
other hand, it is easy to compare two expressions close to each other or with a
subtle difference and so to obtain objectively stable measurements. In fact, the
discrimination threshold measurements are known in psychophysics to be one
of the most fundamental ways for substantial understanding of phenomena [10].
Furthermore, the discrimination thresholds are known to define a metric tensor
describing intrinsic geometry in a Riemann space [23].

Thus, in this paper we measured the JND discrimination thresholds of facial
expressions and draw them as ellipsoids in a 3D expression space, by simultane-
ous comparison between two facial expressions avoiding the influence of language
and category judgments. The data is produced by morphing between different
expression images. The results show that all the discrimination threshold ellip-
soids have very different shapes and sizes for different basic expressions. The
measurements from different subjects show similar trends in these variations.
Since the discrimination thresholds as ellipsoids are subjectively unit spheres
which have the same size and shape everywhere, it is a strong evidence that the
expression space is not a Euclidean space. Indeed, these discrimination thresh-
olds define local metric tensor for every expressions so a natural outcome is that
one obtains the expression space as a Riemann space. We will show a finer dis-
tribution of 23 JND thresholds ellipsoids from a single subject in 2D and 3D
PCA spaces, which show a smooth transition of local geometry among different
expression and certain distinct features of the Riemann space.

2 Discrimination Thresholds and Riemann Space

2.1 Definitions of Thresholds and a Riemann Space

It is known that there are two types of thresholds in psychophysics [10]. The
stimulus thresholds are the minimal stimulus to invoke a sensation. The other
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type are the discrimination thresholds which are defined as the just noticeable
difference (JND) between two simultaneously presented stimuli.

It is also known that a Riemann space is a space S in which a bilinear
function or an inner product (·, ·) is defined at the tangent space TxS for every
point x ∈ S such that

(dx, dy) := dxTG(x)dy, ∀dx, dy ∈ TxS

where the matrix G(x) is smoothly defined for every x ∈ S. The G(x) defines
local geometry such as distances and angles around the point x. It is known as
the (Riemann) metric tensor [23].

It is well known that a color space is a Riemann space defined by the metric
tensor obtained from the MacAdam’s ellipsoids and ellipses [13,14]. Similarly,
we will use the JND thresholds near an expression as the unit sphere in local
distance which describes the perceptional difference between slight variations of
the expression in the expression space. This information at every point in the
space then defines the Riemann metric tensor therefore giving the expression
space the structure of a Riemann space.

It is reported in [8] that tests along a morphing image sequence between
basic expression images show a sharp boundary between basic expressions A
and B. This result is then used as an major evident, so called as a paradox
against dimensional theory. In fact, those reported thresholds could be thresholds
in categorical perceptions which are results of discontinuity between categories
when the subjectives have no other choices besides A and B. In our measurement
of the JND thresholds, as will be mentioned later, we will take care to avoid
categorical judgments and influence of verbal labels of expression categories.

2.2 From Local Properties to Global Geometry

We hereafter consider a continuous space and its discrimination thresholds. It is
known that it is easier for humans to judge relative and small differences than
abstract levels of a stimulus. On the other hand, it is difficult to recover a global
perception from a greater collection of local relative information. The celebrated
Weber-Fechner law is an example showing how to obtain a global law in the
whole space from local laws at every different point. In this case the logarithm
function between the sensation and stimulus is obtained. Its success lies in the
fact that the local thresholds are represented by an ODE which is fortunately
integrable and one can obtain the global law in terms of elementary functions. In
fact, the disagreement between the Weber-Fechner law and data comparing with
Stevens’ law is not due to this local to global integration strategy but to the error
in the local Weber’s law and Stevens’ law can be obtained from integration using
a correct local law. Unfortunately such closed forms are not always possible since
an integration or solution of an arbitrary ODE, even when it exits, can rarely
be expressed in a closed form in terms of elementary functions. On the other
hand, nowadays one does not need such a closed form as long as the functional
relationships are computable. e.g. a LUT will do almost the same if not better.
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2.3 1D vs Higher Dimensions

Another fact is that most theories in psychophysics were about stimulus-response
of 1-dimensional data. This is understandable considering that the integration
from local information to a global representation would become much harder
when the stimuli and responses are high dimensional. In fact, it seemed there
are few new additions after the Weber-Fechner and Stevens’ laws. In particular,
the only reports for discrimination thresholds researches in multi-dimensional
case were those about color perception. The first 1D discrimination thresholds
along straight lines in a color space were measured by Wright [12], which was
followed by MacAdam [13] to measure discrimination thresholds in 2D or chro-
maticity plane, so-called MacAdam ellipses. The 3D discrimination thresholds
which are ellipsoids in a color space were obtained by Brown-MacAdam [14].
One of major implications of these data is that the discrimination threshold
show that a color space is not an Euclidean space but a distorted or curved
space, which can be modeled as a Riemann space. In fact, colors lie on these dis-
crimination thresholds, ellipses or ellipsoids, have the same subjective difference
from the center colors, so they should form a unit circle or sphere and have the
same size and shape everywhere. MacAdam ellipses show however various sizes
and shapes for different center colors which then provide definite evidents that
a color space is not a Euclidean space. The thresholds which define subjective
distances depending on center colors then provide a Riemann metric for the color
space [11]. Such intrinsic geometry is then used to apply the tools of Riemann
geometry to find fruitful applications e.g. [21,22].

In this research, we are aiming at an application of the above successful
strategy to the perception of facial expressions.

3 Measuring JND Discrimination Thresholds

We used images from two database of expression images: the Japanese
Female Facial Expression (JAFFE) Database [15] and the Bosphorus Database
[17–19]. The images contain seven basic expressions: Anger, Disgust, Fear, Sad-
ness, Happiness, Surprise and Neutral and AU images from one person in each
database. These images are used to create morphing image sequences combining
all pairs among different expressions. This is done using the FUTON system
(ATR Japan) [16] using the feature points shown in Fig. 2.

The test and a comparison expression image are shown simultaneously on
a screen (Fig. 1). To avoid adaptation and prediction, a 2 s interval (showing
a neutral background) is inserted between sessions, the order of the images is
randomized. The observer is instructed to compare the two expressions and
answer if they are the “same” or “different” without interpreting them, and no
hints on the labels of the expressions (emotions) are provided. We instruct the
observer to ignore the type of the expression and to answer only if the images
show identical expressions or not. By discouraging attempts to interpret the
expressions we hope to minimize the influence of category perception during the
process.
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Fig. 1. Measurement environment

Fig. 2. Feature points

The observers are also informed in advance that the changes are about 1%
so it is possible that they will not be able to discriminate the different images.
The observers are also instructed to vote “different” when the decision takes
more than 5 s, in order to avoid prediction, classification into emotion categories
and to minimize the influence of other high-level cognition processes. There is
a 5 min break after each session. Each comparison of two images was repeated
three times, inserted among all image pairs in a random order.

The images and threshold data are then reduced by PCA using the covariance
matrix and MDS to the first 2D and 3D eigen subspaces. The discrimination
ellipsoids are then fitted using a Gaussian or RFB function fitting method.

In the first experiment we used 7 basic expression images from JAFFE to pro-
duce 21 morphing sequences. 2086 images are projected by PCA to 2D and 3D
spaces while 126 threshold points were used to fit 7 ellipsoids shown in Figs. 3,
4 and 5. They show that the obtained expression spaces are not Euclidean,
since JND ellipsoids define subjective unit spheres. Besides, the personal
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Fig. 3. Subject 1, 2, 3; JND thresholds in 3D PCA space
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Fig. 4. Subject 1, 2, 3; JND thresholds in the 1st-2nd PCA space
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Fig. 5. Subject 1, 2, 3; JND thresholds in the 1st-3rd PCA space
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Fig. 6. 23 ellipsoids in the 3D, ellipses in 1st-2nd, 1st-3rd PCA spaces
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variations between observers can be quite large. However, there are clear struc-
tural similarities among the JND thresholds distributions in the expression
spaces of different observers.

In the second experiment we used 7 basic expressions and 21 AU images
from the Bosphorus database to produce 616 morphing sequences. 57844 images
were projected by PCA to 2D and 3D spaces, 2233 threshold points were used
to fit 23 ellipsoids from a single observer. The results of 3D, 1st-2nd and 1st-
3rd PCA projections are shown in Fig. 6. They indicate a smooth variation of
shapes, directions and sizes of the ellipsoids and a global flow in the space, which
indicate the metric tensor smoothly defined over the whole space and distinct
features of the intrinsic geometry of the Riemann space.

4 Discusssion, Conclusions and Future Work

The experiments require controlled conditions therefore are very labor intensive
and time consuming. Further measurements are necessary to verify the results
reported above and also to understand how the different steps in the experimen-
tal setup influence the final results. Besides, efficient approaches to produce nat-
ural and accurate morphing sequences of facial expressions are also important.

The facial image space is of very high dimensional, here we only illustrated
JND sections in 2D and 3D subspaces of PCA space for easy visibility. JND
thresholds in higher dimensional spaces can be obtained in the same way but
with much more measurement data. Further work is therefore required to fix
the expression space and estimate its dimension. Dimensionality reduction and
other possibility of psychophysical spaces may also be considered. A problem to
use features extracted from facial images is the difficulty to produce morphing
sequences corresponding to trajectories of shifts in the feature space.

Applications are expected in theoretical modeling, performance improvement
in facial expression analysis and recognition, etc. We are, however, confident that
the Riemannian approach to expression analysis is necessary and that it will play
a similarly important role as in the study of color perception.
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Abstract. This paper outlines a system for non-intrusive estimation of a user’s
affective state in the Circumplex Model from monitoring the user’s pupil diameter
and facial expression, obtained from an EyeTech TM3 eye gaze tracker (EGT)
and a RGB-D camera (KINECT) respectively. According to previous studies, the
pupillary response can be used to recognize “sympathetic activation” and simul‐
taneous “parasympathetic deactivation”, which correspond to affective arousal.
Additionally, tracking the user’s facial muscle movements as he or she displays
characteristic facial gestures yields indicators to estimate the affective valence.
We propose to combine both types of information to map the affective state of
the user to a region on the Circumplex Model. This paper outlines our initial
implementation of such combined system.

Keywords: Affective computing · Facial expression recognition
RGB-D camera · Eye-Gaze tracking

1 Introduction

It has been two decades since Affective Computing pioneer Rosalind Picard envisioned
a new generation of computers that could interact with their human users at an affective
level [5]. However, the complete fulfillment of that goal remains elusive and, already
well into the XXI Century, the everyday use of affective computing remains limited.
The difficulties associated with the actual implementation of an affective computing
system might be best appreciated if one considers the 3 fundamental tasks that must be
performed to fully animate the performance of an affective computing system (affective
computer), as outlined by Hudlicka [7]: These tasks can be described as:

1. Affect Sensing and Recognition
2. User Affect Modeling/Machine Affect Modeling
3. Machine Affect Expression
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The affective sensing and recognition tasks aim at making the machine aware of the
affective state of the human user. This will require sensing some observable manifes‐
tations of that affective status and recognizing (or “cataloging”) the state, so that, then,
the machine may determine (by following some pre-programmed interplay guidelines)
which affective state it should adopt in response, and, further, the type of affective
expression that it should present to the user. Those initial stages of the process, however,
may involve some of the major challenges that are presented for the implementation of
a fully-functional affective computing system. In fact, Picard identified “Sensing and
recognizing emotion” as one the key challenges that must be conquered to bring the full
promise of affective computing concepts to fruition [6] (Fig. 1).

Fig. 1. Simplified diagram showing the interaction between the key processes in affective
computing identified in [7]. (Diagram reproduced from [8])

In the pursuit of solutions for that important challenge, there have been may
approaches proposed. Specifically, a wide variety of mechanisms have been suggested
for affective sensing. Some research groups have attempted the assessment of user
affective states using streams of data that are commonly available in contemporary
computing systems, such as video from the user’s face, audio from the user’s voice and
text typed by the user on the keyboard.

Zeng et al. [25], provided an interesting survey of relevant systems that use video
and/or audio, to estimate the user’s affective state. Most vision-driven approaches are
based in the known changes that occur in the geometrical features (shapes of eye, mouth,
etc.) [10] or facial appearance features (wrinkles, bulges, etc.) [11] of the subject,
according to different affective states. Cowie et al. associated acoustic elements to
prototypical emotions [9]. Some other groups explored the coordinated exploitation of
audio-visual clues for affective sensing [12]. Liu et al. focused on the utilization of text
typed by the user for affective assessment [13]. Approaches in this area of work include
“Keyword Spotting” (e.g., [14]); “Lexical Affinity” (e.g., [15]); “Statistical Natural
Language Processing” (e.g., [16]); etc.

Other groups have attempted to identify the physiological modifications that are
directly associated with the affective states and transitions in human beings, and have
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proposed methods for sensing those physiological changes in ways that are non-invasive
and unobtrusive to a computer user. The reconfiguration experimented by a human
subject as a reaction to psychological stimuli is controlled by the Autonomic Nervous
System (ANS), which innervates many organs and structures all over the body. The ANS
can promote a state of restoration in the organism, or, if necessary, cause it to leave such
a state, favoring physiologic modifications that are useful in responding to the external
demands.

The Autonomic Nervous System coordinates the cardiovascular, respiratory, diges‐
tive, urinary and reproductive functions according to the interaction between a human
being and his/her environment, without instructions or interference from the conscious
mind [17]. According to its structure and functionality, the ANS is studied as composed
of two divisions: The Sympathetic Division and the Parasympathetic Division. The
Parasympathetic Division stimulates visceral activity and promotes a state of “rest and
repose” in the organism, conserving energy and fostering sedentary “housekeeping”
activities, such as digestion [17]. In contrast, the Sympathetic Division prepares the body
for heightened levels of somatic activity that may be necessary to implement a reaction
to stimuli that disrupt the “rest and repose” of the organism. When fully activated, this
division produces a “flight or fight” response, which readies the body for a crisis that
may require sudden, intense physical activity. An increase in sympathetic activity
generally stimulates tissue metabolism, increases alertness, and, from a global point of
view, helps the body transform into a new status, which will be better able to cope with
a state of crisis. Parts of that re-design or transformation may become apparent to the
subject and may be associated with measurable changes in physiological variables.
Variations in sympathetic and parasympathetic activation produce physiological
changes that can be monitored through corresponding variables, providing, in principle,
a way to assess the affective shifts and states experienced by the subject. Parasympathetic
and sympathetic activations have effects that involve numerous organs or subsystems,
appearing with a subtle character in each of them.

Therefore, one approach to affective sensing might be based on monitoring the
changes in observable variables that are brought about by an imbalance in the sympa‐
thetic-parasympathetic equilibrium introduced by sympathetic activation. These
changes can then be matched to the fundamental types of states for which each of these
divisions of the Autonomic Nervous System prepare us (The sympathetic response
prepares us for “fight or flight”, whereas the parasympathetic response sets us up for
“rest and response”). Accordingly, the predominance of sympathetic activity can very
well be taken as an indicator of “arousal”, represented on the vertical axis of Russell’s
Circumplex Model of Affect [3]. It is, indeed, common to experience acceleration of
our heart rate (evidence of sympathetic activation) both, while we take a crucial test and
when our favorite sports team is winning a match (Fig. 2).
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Fig. 2. A Circumplex Model of Affect (taken from [3])

Much of our previous work has focused on signal processing methods to estimate a
level of sympathetic activation using data recorded from non-invasive physiological
sensors, such as Electro-Dermal Activity (EDA), also referred to as “Galvanic Skin
Response” (GSR), and, most promising due to its complete unobtrusiveness, Pupil
Diameter (PD) monitoring, using infrared video analysis (commonly used in eye gaze
tracking, EGT equipment).

However, a more helpful characterization of the user’s affective state would also
require an indication of the “valence” (horizontal axis in the Circumplex Model). This
paper outlines the current direction we have taken to integrate a completely unobtrusive
affective assessment system that supplements the arousal estimation provided by pupil
diameter monitoring with valence indications derived from the monitoring and classi‐
fication of key facial features, made possible by the video and depth sensors working in
synergy within the KINECT sensor. In the following sections, the paper describes: The
rationale and implementation of our arousal assessment through pupil diameter moni‐
toring; The mechanisms used to obtain valence indications from the measurements
performed by the KINECT module; and the way in which we are integrating both these
modules. The last sections of the paper include some concluding remarks and reflections
on the way ahead in the development of this research.

2 Arousal Assessment by Pupil Diameter

As indicated above, our approach to assessing the level of arousal experienced by the
subject is through the monitoring of the pupil diameter, measured, in real time, by many
eye gaze trackers (EGTs). This approach, in fact, targets the estimation of “sympathetic
activation” (and simultaneous parasympathetic deactivation) in the Autonomic Nervous
System (ANS). Formerly, our group has explored the monitoring of pupil diameter from
a computer user, utilizing an ASL-504 eye gaze tracker, which reports the estimated
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pupil diameter in pixels (integer values), for the assessment of affective states in the user
[18]. This approach has a strong anatomical and physiological rationale. The diameter
of this circular aperture is under the control of the ANS through two sets of muscles.
The sympathetic ANS division, mediated by posterior hypothalamic nuclei, produces
enlargement of the pupil by direct stimulation of the radial dilator muscles, which causes
them to contract [19]. On the other hand, pupil size decrease is caused by excitation of
the circular pupillary constriction muscles innervated by the parasympathetic fibers. The
motor nucleus for these muscles is the Edinger-Westphal nucleus located in the
midbrain. Sympathetic activation brings about pupillary dilation via two mechanisms:
(i) an active component arising from activation of radial pupillary dilator muscles along
sympathetic fibers and (ii) a passive component involving inhibition of the Edinger-
Westphal nucleus [20]. Our rationale is also supported by other independent experiments
in which pupil diameter has been found to increase in response to stressor stimuli. Partala
and Surakka used sounds from the International Affective Digitized Sounds (IADS)
collection [21] to provide auditory affective stimulation to 30 subjects, and found that
the pupil size variations corresponded to affectively charged sounds [22].

Fig. 3. (From [24]) The bottom panel shows the increased in the Processed Modified Pupil
Diameter (PMPD) signal, which correspond to application of stressor (“Incongruent Stroop”)
stimuli, IC1, IC2 and IC3.

In our current work, we are obtaining measurements of the pupil diameters from both
the left and the right eyes at a rate of 30 measurements per second, using a desktop
infrared eyegaze tracker, the Eyetech TM3. This eyegaze tracking device operates (in
part) by isolating the area of the pupil from the images captured by an infrared camera.
The demarcation of the pupil edge is possible because the aperture of the pupil appears
as a particularly dark region in the infrared images captured by the infrared camera
(“Dark Pupil operation”). It is from that demarcated pupil geometry that the pupil diam‐
eter is estimated, in real time. Further details of the “Dark Pupil” principle of operation
for eye gaze trackers can be found in the article by Morimoto and Mimica [23].
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In our previous work [24], we have verified that an enlargement of the pupil diameter
is observed when the subject experiences sympathetic activation from exposure to
stressor stimuli (“incongruent” Stroop word presentations), therefore providing further
support for the rationale of the combined system described in this paper. Figure 3 shows
some of the results obtained.

In this figure, the elevations in the processed signal (PMPD), other than the initial
transient at the beginning of the record, are seen to correspond with the intervals labeled
“IC1”, “IC2” and “IC3”, which were the intervals of the experiment when the subject
was presented with “incongruent” Stroop word presentations. The details of the experi‐
ment, as well as the method used to minimize the impact of potential pupil variations
due to illumination changes, can be found in [24].

3 Valence Estimation from Analysis of Facial Features Through
KINECT

Humans rely heavily on visual perception for affective sensing; especially when recog‐
nizing facial expressions. In general, we recognize an object in front of us by comparing
its shape and features with those of objects we learned in the past. Similarly, recognizing
human facial expressions can be achieved through the observation of prototypical
changes in facial muscles. For example, we may recognize that a person is “happy”
because he or she is “smiling”.

To supplement our proposed arousal estimation through pupil diameter, and define
a 2-dimensional location in the Circumplex Model of Affect [3], we propose a way to
estimate the valence (horizontal axis of the model) by using facial expression as the
indicator to determine a person’s pleasure or displeasure state.

The Facial Action Coding System (FACS) [2], provides a strong foundation for facial
gesture recognition. By deconstructing the anatomic components of a facial expression
into the specific Action Units (AU), it is possible to code the facial expressions of known
affective significance on the basis of the contraction and relaxation of facial muscles.
These associations can be leveraged in recognizing affective states from facial gestures.
Humans do this through their intrinsic visual perception. For example, we may infer that
a person is “happy” by observing the way the corners of his/her mouth are lifted, or the
shape of his/her eyes becomes narrower when a person smiles.

In this study, we utilize a Kinect V2 device, which includes a high resolution RGB-
D camera, to extract features from a detected face image using its provided APIs. As
part of its software framework, its Face APIs enables a wide variety of functionalities,
including the delivery of 94 unique “shape units” to create meshes [1] that fit and track
a human face in real-time.

It also provides facial points marking important locations such as eyes, cheek, mouth,
etc. This allows the tracking of the movement of facial muscles in a way similar to the
placement of physical markers on the user face, but in a less intrusive way. The analyzed
face feature results then are continuously being updated in the programming object
called “FaceFrameResult”, as listed in Table 1 [4]. From this list, we are focusing on
the features: “Happy”, “Engaged”, and “LookingAway”. Our main interest is in the
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feature “Happy” as an indication of the pleasure or displeasure of the subject, while the
other two features tell us if a user is engaging the system or not.

Table 1. List of face features

Heading level Example
Happy Happiness data is present
RightEyeClosed Right eye data is present
LeftEyeClosed Left eye data is present
MouthOpen Mouth open data is present
MouthMoved Mouth movement data is present
LookingAway Looking away data is present
Glasses Glasses data is present
FaceEngagement Face engagement data is present

There are three possible output values for each feature in Table 1, which are “Yes”,
“No”, and “Maybe”. We interpret the values of the “Happy” feature as follows: We
interpret “Yes” as positive (pleasure), “Maybe” as neutral and “No” as negative
(displeasure), hence, obtaining a basic estimation of valence. The next sections provide
further details on the combined implementation of our arousal and valence estimation
approaches. They will also describe how the results from both subsystems are mapped
to the coordination in the Circumplex Model of Affect.

4 Implementation

In this study, we use two devices (hosted by two different computers) to obtain pupil
diameter and facial expression.). Both computers communicate through an Ethernet link,
using the TCP/IP protocol to share data between them. The system is shown in Fig. 4.

4.1 Pupil Diameter Acquisition

The TM3 eye gaze tracker, from EyeTech Digital Systems is used to obtain pupil diam‐
eter data. Its operation requires two steps of initialization, prior to its actual use. First,
we run a test program to view the camera stream and fine-tune the angle and location of
the TM3 so that it captures an adequate image of both eyes of the user. Secondly, we
run a calibration program, where sixteen targets will be shown on the screen one by one.
The user will be asked to maintain their head position and direct his/her gaze to the
current target until the next one is shown. The process is repeated umtil all 16 targets
are gazed upon. After the calibration is done, a calibration file will be generated and
saved for the later use (See Fig. 5). Finally, we run a program called Gazeinfo2 to collect
our eye gaze information. After the “listen” on-screen button (see Fig. 6) is clicked the
program will act like a server waiting for another computer to send a request and then
respond back with pupil diameter data.
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Fig. 5. Two steps of preparation: Adjust position of TM3 (top), Calibration process (bottom)

Fig. 4. Entire system including Kinect V2 (on top of the screen) and TM3 (in front of the
computer).
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Fig. 6. Graphic interface of the Gazeinfo2 program

4.2 Facial Expression Acquisition

As we already mentioned how Kinect V2 estimates Facial expressions previously, this
section describes our own program called “HD_Face”, built on the Window Presentation
Foundation (WPF) framework (See Fig. 7), which interacts with Kinect V2. Once Kinect
V2 detects a user, a violet marker will appear on top of user’s face in the video screen.
This indicates that Kinect V2 is now collecting the user’s facial expression. On the
bottom right of the window, the facial expression indicators will now flash in red when

Fig. 7. The user interface of HD_Face program is shown. The top left panel displays the video
from the infrared camera. The top right shows a plot of Circumplex Model of Affect. The bottom
left is where the communication section is located. Lastly, on the bottom right is where the pupil
diameter fetched from another computer and the Facial expression indicator are displayed.
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they are asserted by Kinect V2 (For example, “Happy” will flash if the user smiles, as
shown in Fig. 8). The other two facial expression indicators work in the same way.
(Fig. 9). These two additional indicators provide information that help qualify the
validity of the “Happy” indicator. For example, if the system knows that the user is
“LookingAway”, the absence of a smile detection should not directly be mapped to
negative valence.

Fig. 8. Example of the facial expression indicator “Happy” flashing in red when a user displays
a happy expression.

Fig. 9. Example of the facial expression indicator “LookAway” flashing in red when a user looks
away.
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4.3 Plotting a Circumplex Model of Affect

After making sure that the TM3 Eye Gaze Tracker subsystem is running properly and
also verifying that the Kinect V2 is detecting the subject’s facial expression (violet
marker appearing on the face image), the “Connect” Button on the HD_Face is clicked
to request the TM3 subsystem to start sending pupil diameter data. After the connection
is established, 1-second averages of the pupil diameter values from both left and right
eyes will be displayed on the textboxes located to the left of facial expression indicator

Fig. 10. Example of plot of the Circumplex Model of Affect when a positive valence was detected

Fig. 11. Example of plot of the Circumplex Model of Affect when a negative valence was detected
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section. Using the average pupil diameter values (left + right/2) as the arousal (vertical)
coordinate and the scaled “Happy” feature value (Yes = + 3; Maybe = 0; No = −3) as
the valence (horizontal) coordinate, a red dot will be continuously plotted in the Circum‐
plex Model of Affect window of the HD_Face screen. The +/−3 scaling value for the
“Happy” feature was chosen to satisfy graphical constraints. The pupil diameter is
expressed in mm. (See Figs. 10 and 11).

5 Conclusion and Future Work

This paper has outlined our approach to affective state estimation utilizing noninvasive
sensors to assess the level of arousal and valence of the affective state of a computer
user. Accordingly, these assessments, which can be obtained in real time, can be mapped
to a specific region in the Circumplex Model of Affect.

Future aims include the increase of the resolution at which the valence is being
assessed, perhaps by performing more specific classification of the facial gestures of the
user. Similarly, it will be desirable to define a standard re-scaling procedure of the
arousal assessment from pupil diameter values, so that positive and negative values can
be assigned to the arousal coordinate in a standardized form.

More robust estimations of the arousal level may be obtained by performing further
filtering of the pupil diameter measurements, and by the application of compensatory
techniques, such as adaptive noise cancelling, to minimize the undesired impact that
variations of environmental illumination may have on the pupil diameter readings.
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Abstract. Relying upon machine intelligence with reductions in the
supervision of human beings, requires us to be able to count on a certain
level of ethical behavior from it. Formalizing ethical theories is one of the
plausible ways to add ethical dimensions to machines. Rule-based and
consequence-based ethical theories are proper candidates for Machine
Ethics. It is debatable that methodologies for each ethical theory sepa-
rately might result in an action that is not always justifiable by human
values. This inspires us to combine the reasoning procedure of two ethi-
cal theories, deontology and utilitarianism, in a utilitarian-based deontic
logic which is an extension of STIT (Seeing To It That) logic. We keep
the knowledge domain regarding the methodology in a knowledge base
system called IDP. IDP supports inferences to examine and evaluate the
process of ethical decision making in our formalization. To validate our
proposed methodology we perform a Case Study for some real scenarios
in the domain of robotics and automatous agents.

1 Introduction

Recently, autonomous agents such as robots, softbots, automated vehicles and
drones have received a considerable amount of attention in the AI community,
particularly in making ethical decisions [2,6,23]. There is a wide-spread skepti-
cism when autonomous agents would eventually be in the charge of making eth-
ical decision regarding the life of human beings. Theoretically, Machine Ethics is
concerned with giving machines ethical principles or a procedure for discovering
a way to resolve the ethical dilemmas they might encounter [2].

The main contribution of AI in Machine Ethics for artificial moral agents
(AMAs) is either through logical-based or machine learning approaches. Machine
learning approaches have the potential to learn human ethics through the obser-
vation of human moral behavior. These methods are known as “bottom-up”
approaches, which can include genetic algorithms, learning and deep learning
algorithms [1,12]. Logical-based approaches have the potential to evaluate the
ethical components of actions by formalizing ethical theories. These methods are
called “top-down” approaches.

Among the ethical theories, deontology (rule-based) and utilitarianism
(consequence-based), have the potential to be mechanized and formalized [6,28].
c© Springer International Publishing AG, part of Springer Nature 2018
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They support particular situations that come from the accepting or violating
rules. In deontology the actions are deemed good or bad in themselves while
in utilitarianism, results of the actions matter the most. It is open to discus-
sion whether methodologies for each ethical theory separately might result in an
action that is not always justifiable by human values. This inspires us to regu-
late preferences of an autonomous artificial agent by synthesizing the reasoning
procedures of these two ethical theories.

The main research questions to be addressed in this context are:

1. How to synthesize deontology and utilitarianism reasoning in a logical-based
approach of Machine Ethics?

2. How to make a knowledge base specification for a logical formalization of
Machine Ethics?

It is worth to mention that, this present work deals with the problem of techni-
cally combining the procedure(s) of deontology and utilitarianism reasoning in
a logic-based frame work. Being computer scientists and not philosophers, our
object is not to introduce a new ethical theory. But, we would like to examine
the out come of synthesizing two ethical reasoning procedures by one well devel-
oped approach. The ethicists and philosophers however provide reasoning and
arguments to justify the autonomous agents’ ethical decisions.

Our methodological approach uses Utilitarian-based Deontic Logic (UDL)
[16] as a logical agent-based framework for the ultimate need of formal proofs by
combining deontological and utilitarian reasoning. And, we use IDP as a knowl-
edge representation (KR) language to simulate the ethical reasoning process in
UDL as a knowledge domain in a knowledge base system.

STIT captures the concepts of agency by the fact that an agent acts when
seeing to it that a certain state of affairs holds. Our intuition conducted by
the two variants of STIT, utilitarian (UDL) model by Horty [16] and rational
(DR-STIT) model by Lorini et al. [21]. The main operators in these models i.e.
deontic and rational operators are defined based on preference order between the
states of affairs. they originate from social utility and legal obligatory actions,
respectively. In this paper, we name the logics that is synthesizing these two
methods of reasoning, E-STIT to regulate agent’s ethical preferences.

IDP1 is an integrated knowledge base system of logic programming and classi-
cal logic introduced by Denecker et al. [9]. This KB system is multi-inferential. It
allows to store information in a knowledge base and provide a wide range of infer-
ence tasks. In this paper IDP [22] is the KB system for knowledge representation
which integrates declarative specification in FO(.) with imperative management
of the specification via Lua language. This makes IDP a powerful tool for solving a
large variety of problems. We close this paper with a Case Study to experimentally
validate our methodology of an ethical decision making procedure by a machine
via IDP inferences tasks. For us, a Case Study constitutes a research strategy, i.e.,
a practical examination of a problem from real life [29].

1 A project in the University of Lueven.
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2 Background

Machine Ethics, Roboethics and Computer Ethics are three distinct topics in the
field of ethics for artificial intelligent agents which should not be confounded with
each other. Machine Ethics mostly targets the moral behavior of artificial entities
by contrast to human beings or other artificial intelligent beings [2]. Roboethics
deals with the moral behavior of the humans who design, construct, use and treat
these entities [26]. Computer Ethics focuses on professional behavior towards
computer and information [18].

Ethical theories such as, Consequentialism, Deontology, Virtue, Contractari-
anism, etcetera, propose different competing views to construct the values when
evaluating the morality of an action. For instance, utilitarian ethics, as a form
of Consequentialism and deontological ethics, puts its focus on the character of
the action or the rule to justify the morality of an action while virtue ethics
concentrates on the character of those who are acting. Therefore an action, such
as lying, which is rejected by deontological ethical theories, might be supported
by utilitarian ethical theories while, in virtue ethics it depends on the person
who performs the action.

In Machine Ethics, one of the main challenges for computer scientist is to
formalize the moral behavior of machines that behave autonomously with respect
to ethical theories. In other words, to build ethics for machines.

The logic of STIT (Seeing To It That) is a logic of agency which has its origins
in philosophy and was introduced by Belnap et al. [5]. One can find different
semantics and extensions of STIT logic in the literature [4,5,7,17,20,21]. We
are interested in Kripke semantics of STIT which has the benefit of being more
close to standard deontic logic.

Originally, STIT by Belnap et al. [5] is defined in terms of Branching Time
(BT) augmented with Agent Choices (AC), BT + AC structure. In BT + AC
semantics, the evaluation is based on the pairs of moment-history (m/h or index)
in a tree-like structure. Where moments (m) are partially ordered (transitive
and anti-symmetric)2 and, a history (h) is a maximal linear order set of the
moments. When m ∈ h we say that moment m is on history h. But, in Kripke-
style semantics, the concept of world (w) is taken to be the primitive element
of evaluation. Despite of the explicit difference between BT + AC and Kripke
semantics, there is an implicit one-to-one corresponding relation between the
two evaluation concepts i.e. world and index. Due to the space limitation we
only review the syntax and semantics of TSTIT (Temporal STIT), DRSTIT
and UDL in the Kripke structure [4,5,15]. We leave it to the reader to read
about the relation between the world and index if interested [4,5].

Here we only explain the relation of world and index in form of a simple
example illustrated in Fig. 1. In STIT, for every moment (m) in Kripke semantics,
one can identify the set of histories (Histm)3 passing through it. There exists a

2 For any m1, m2, m3 ∈ M , if m1 < m2 and m2 < m3, then either m1 = m2 or
m1 < m2 or m2 < m1.

3 Histm = {h | h ∈ Hist, m ∈ h} where Hist is the set of all histories [5].
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unique world w at the intersection between m and h, on the other way around,
for every world w there exists a unique corresponding h passing through m which
includes w. Clearly, each moment consist of a set of worlds that are induced by an
equivalence relation R� on W [24]. In Fig. 1 for instance, moment m1 includes a
set of worlds {w1, w2, w3, w4}, where there is a one-to-one corresponding relation
between this set of world and the set of all histories {h1, h2, h3, h4} passing
through m1.

Fig. 1. Temporal Kripke semantics of STIT logic for a single agent i

The available choices for agent i is characterized by the equivalent class over
a set of worlds in each moment. For example in Fig. 1, the choices available for
agent i (namely Choice(i)), are Ki and K ′

i where Ki = {w1, w2} and K ′
i{w3, w4}.

For the purpose of notational convenience, we define the arbitrary binary relation
R as follows: Given a set of worlds W with w ∈ W and an arbitrary binary
relation R on W , R(w) = {v ∈ W | vRw} is an equivalence relation. Inductively,
for all i ∈ Agent, we define Ri(w) = {v ∈ W | vRiw} as an equivalence relation
on W with respect to agent i and R�(w) a set of the worlds that are alternative to
w (R�(w) = {v ∈ W | vR�w}). In the given example in Fig. 1, Ri(w1) = {w2}
(or w2Riw1) and R�(w1) = {w2, w3, w4}. We define Choice(i) as a set of all
choices available for agent i, a partition of the set of all worlds with respect to
Ri. In Fig. 1, Choicei = {Ki,K

′
i}. p, q and q are atomic propositions that set to

be true at w1 and w2, respectively.
If preference relations exist between the worlds, then a choice is preferred to

the other choice for agent i if the set of worlds representing the first choice are
better (preferable) to the set of world representing the other choice. This might
restrict the set of available choices so that agent’s preferable choices are subset
of agents current choices. In order to capture the concept of two ethical theories,
i.e. utilitarianism and deontology, we follow two variants of STIT: Utilitarian-
base Deontic Logic (UDL) introduced by Horty [16] and STIT-with Determin-
istic time and Rational choices (DR-STIT) introduced by Lorini and Satror
[21]. The ought(©) operator in Horty’s logic represents the agent’s best choice
regarding to utilitarianism [16] while the rational ([ir]) operator in the work of
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Lorini and Satror [21] indicates the agent’s best choice regarding to deontology.
Both operators are based on the preference relations between the worlds.

In the next section and as told already above, we review the syntax and
semantics of TSTIT, DRSTIT and UDL in the Kripke structure [4,15].

2.1 Syntax of TSTIT

The language of the TSTIT is built from a finite set Agent = {1, . . . , n} of
agents and a countable set Atm = {p, q, r, . . .} of propositional letters (atomic
propositions). Let p ∈ Atm, i ⊆ Agent. The language of T-STIT, LT−STIT is
given by the following Backus-Naur Form:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | [i]ϕ | �ϕ | Gϕ | Hϕ

[i]ϕ, is read as “agent i sees to it that ϕ”, and �ϕ, is read as “ϕ is settled
to be true”. Intuitively, the latter captures the concept of ability and the former
captures the concept of historical necessity for agents. Finally, G and H are
standard temporal operators where Gϕ is read as “ϕ will always be true in
the future” and Hϕ is read as “ϕ has always been true in the past”. The dual
operators are defined as usual; ♦ϕ ≡ ¬�¬ϕ and 〈i〉 ≡ ¬[i]¬ϕ [20].

Remark 1. The STIT semantics supports different concepts of agency. It cap-
tures by the fact that an agent i acts only if i sees to it that a state of affairs
holds. Various operators of agency exist of which the most famous STIT oper-
ators are: Chellas and deliberative STIT operators; [i cstit : ϕ] and [i dstit : ϕ]
respectively [17]. In this paper, [i] is an abbreviation for the Chellas STIT oper-
ator and [i dstit : ϕ] is inter-definable by [i] ([i dstit : ϕ] ≡ [i]ϕ ∧ ¬�ϕ).4 [i]ϕ
holds if and only if ϕ holds in all the set of worlds represented by the agent’s
choice.

2.2 Semantics of TSTIT

Definition 1 (Kripke model [20]). A Kripke model for the TSTIT logic is a
tuple M = (W,Ri, R�, RG, V ) where:

– W is a non-empty set of possible worlds.
– Ri and R� are equivalence relations on W such that:

C1. ∀i ∈ Agent : Ri ⊆ R�.
C2. ∀w1, . . . , wn ∈ W , if wiR�wj then, ∀{1, . . . , n} ∈ Agent it holds that,

∩1≤i≤nRi(wi) �= ∅.
– RG is a serial and transitive binary relation on W such that:

C3. ∀w1, w2, w3 ∈ W if w2 ∈ RG(w1) and w3 ∈ RG(w1) then w2 ∈ RG(w3)
or w3 ∈ RG(w2) or w2 = w3.

C4. If RH = R−1
G = {(x, y) | (y, x) ∈ RG)} then ∀w1, w2, w3 ∈ W if w2 ∈

RH(w1) and w3 ∈ RH(w1) then w2 ∈ RH(w3) or w3 ∈ RH(w2) or
w2 = w3.

4 The deliberative STIT logic is more appropriate to capture the original concept of
action but since they are inter-definable, one can choose any as primitive operator [17].
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C5. ∀w1, . . . , wi ∈ W , if wi ∈ R�(wj) then, wi /∈ RG(wj).
– V is an evaluation function for atomic formulas, V : Atm → 2W .

As it is explained above, R�(w) is the set of worlds that are alternative to
w and Ri(w) is the set of all alternatives that are “enforced” by agent i’s actual
choice at W . They are restricted by two constraints C1 and C2. C1 says that an
agent can only choose among possible alternatives. C2 expresses the assumption
of the independence of choices among agents. Following [24], a moment is defined
as the equivalence classes induced by the equivalence relation R� on W . RG(w)
is the set of worlds in the future of w. Constraints C3, C4 and C5 imply that
RG is serial, transitive and irreflexive.

Definition 2 (Satisfaction conditions, [20]). Let M = (W,Ri, R�, RG, V )
be a Kripke TSTIT model, we have:

M,w |= p iff w ∈ V (p);
M,w |= ¬ϕ iff it is not the case that M, w |= ϕ;
M,w |= ϕ ∧ ψ iff M,w |= ϕ and M, w |= ψ;
M,w |= [i]ϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′Riw;
M,w |= �ϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′R�w;
M,w |= Gϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′RGw;
M,w |= Hϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′R−1

G w;

The notations of validity and satisfiability are defined as usual.

2.3 Syntax and Semantics of DR-STIT

DR-STIT is the variant of STIT with discrete time and rational choices inter-
preted in a Kripke semantics. The DR-STIT language, LDR−STIT is the set of
formulas given by the BNF:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | �ϕ | Xϕ | Y ϕ | [i]ϕ | [ir]ϕ

The other Boolean connectives �,⊥,∨,→ and ↔ are defined in the standard
way.

Intuitively, �ϕ and [i]ϕ are read as before. The formulas Xϕ and Y ϕ are
respectively the tense operators similar to Gϕ and Hϕ in TSTIT where X is an
operator for the facts in the next moment and Y is an operator for the facts in
the previous moment. [ir]ϕ is read as “agent i rationally sees to it that ϕ” and
captures the fact that ϕ is the rational choice of the agent i.

Definition 3 (Semantics for DR-STIT [21]). A Kripke model for DR-STIT
is a tuple M = (W,Ci, RCi,≡,�,�, V ) where:

– W is a non-empty set of possible worlds.
– Ci and ≡ are equivalence relations on W such that:

C1. ∀i ∈ Agent : Ci ⊆≡.
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C2. ∀w1, . . . , wi ∈ W , if wi ≡ wj then, ∀i, j ∈ {1, . . . , n} ∈ Agent it holds
that, ∩1≤i≤nCi(wi) �= ∅.

– � is a serial and deterministic relation on W such that:
C3. ∀w1, w2 ∈ W if w1Fw2 then w1 �≡ w2 where F denoting the transitive

closure of the binary relation � and supposed to be deterministic time.
– � is the inverse relation of �, and is supposed to be deterministic.
– Every RCi is a subset of the partition of W induced by the equivalence rela-

tion Ci.
C4. ∀w1 ∈ W and ∀i ∈ Agent : ∃w2 ∈ W such that w1 ≡ w2 and Ci(w2) ∈

RCi.
– V is an evaluation function for atomic formulas, V : Atm → 2W .

The satisfaction conditions in a DR-STIT model for atomic formulas, nega-
tion and conjunction is similar to satisfaction conditions in a Kripke model for
TSTIT. Also Ci, ≡, � and � in DR-STIT model are respectively equivalent to
Ri, R�, RG and R−1

G in a TSTIT model.

Definition 4 (Satisfaction conditions for the rational operator in DR-
STIT [21]). Let M = (W,Ci, RCi,≡,�,�, V ) be a Kripke model for DR-
STIT, The new operator ([ir]ϕ) is evaluated as follows:

M,w |= [ir]ϕ iff IF Ci(w) ∈ RCi THEN ∀w′Ciw : M,w′ |= ϕ

In Fig. 1, we consider w1Ciw2. In this case, w2 |= [ir]q.

2.4 Syntax and Semantics of UDL

We now describe the Utilitarian Deontic Logic (UDL) of Horty [16]. The language
of UDL, Ludl is defined by the following Backus-Naur Form:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | �ϕ | [i]ϕ | ©iϕ

Intuitively, �ϕ and [i]ϕ are read as before. ©iϕ is read as “agent i ought to see
to it that ϕ”.

The semantics of UDL is based on utilitarian models, where the utility for
each world is a relation induced by the real numbers assigned to the corre-
sponding worlds as social utilities (equivalent to the definition of payoff in game
theoretical settings).

Definition 5 (Utilitarian Kripke model). An utilitarian Kripke model is
a tuple M = (W,R�, Ri,≤u, V ), where W,R�, Ri and V are defined as in a
Kripke TSTIT model, and ≤u, representing the utility order which is a reflexive
and transitive relation over W .

w ≤u v is read as v is at least as good as w. w ≈u v is short for w ≤u v and
v ≤u w. w<uv if and only if w ≤u v and v �≤u w. w<uv is read as v is strictly
better than w.
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For convenience, we can also use numbers to express the utility of each world.
In Fig. 1, let w1 = 0, w2 = 2, w3 = 0 and w4 = −1 then, the one can define
the utility order (≤u) between corresponding worlds as follows: w4<uw1 ≈u

w3<uw2.

Definition 6 (Individual agent choice [16]). We define Choice(i): i →
{[w]Ri

: w ∈ W} as the set of individual agent’s choices for each i ∈ Agent.
Let [w]Ri

be the equivalence classes of W with respect to Ri.

Preference over a set of worlds is defined by lifting preferences over worlds.
There is no standard way of lifting preferences. Lang and van der Torre [19] sum-
marize three ways of lifting; Strong Lifting, Optimistic Lifting and Pessimistic
Lifting. Following Horty we define Strong Lifting according to Weak lifting.

Definition 7 (Preferences over sets of worlds via Weak Lifting [16]).
Let X,Y ⊆ W be two sets of worlds. X � Y (Y is weakly preferred to X) iff
∀x ∈ X and ∀y ∈ Y x ≤ y.

Definition 8 (Preferences over sets of worlds via Strong Lifting [16]).
X ≺ Y (Y is strongly preferred to X) if and only if X � Y and Y �� X iff:

(1) ∀x ∈ X,∀y ∈ Y , x ≤ y and
(2) ∃x′ ∈ X,∃y′ ∈ Y , x′<y′.

Definition 9 (Optimal [16]). Let i be an agent,

– Optimali = {K ∈ Choice(i) : there is no K ′ ∈ Choicei such that K ≺ K ′}.
In the semantics of UDL, the optimal choices is used to interpret the deontic

operators.

Definition 10 (Satisfaction condition of UDL for ought operator [16]).
Let M = (W,R�, Ri,≤u, V ) be a utilitarian Kripke model and w ∈ W . The truth
conditions of atomic formulas, negation, conjunction and [i] operators in M is
similar to a Kripke TSTIT model. The satisfaction condition for obligation is
as follows:

M,w |= ©iϕ iff M,w′ |= ϕ for all w′ ∈ K such that K ∈ Optimali;

Considering Fig. 1 as a Kripke model M we have, M,w1 |= ©iq because, one
of the choice of the agent i is Ki such that Ki ∈ optimali and Ki = {w1, w2}.

The notations of Validity and Satisfiability are defined as usual.

2.5 FO(·) Knowledge Base Language and IDP System

A knowledge base system aims to express the domain knowledge in an expressive
way to solve various problems in domain using inference tasks and rules. The
logic for the knowledge base system that is used in this paper is FO(·) [8] and
the system build upon this logic is IDP [27].
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The language FO(·) refers to the class of extensions of first order logic (FO)
based on a logical framework. Currently, the language of the IDP system is
FO(T, ID, Agg, arit, PF) [8], i.e. FO which is extended with types, definitions,
aggregates, arithmetic and partial functions. In this paper we use the subset
language FO(T, ID, Agg, PF). We use FO(·) as an abbreviation for this lan-
guage. Below, we introduce the aspects of the logic and its syntax on which our
formalization of E-STIT relies.

In IDP variables x, y (represented by lower case English letters), atoms A
(upper case English letters), FO-formulas ϕ (Greek letters) are defined as usual.
A vocabulary Σ consists of a set of symbols, predicate symbols and function
symbols. Symbols are types (sorts). Each predicate (function) symbol has an
associated arity, i.e. the number of arguments.5 A function can be declared as
partial, indicating that for some inputs, the output can be undefined; otherwise it
is total. ID stands for the following definition structure for inductive definitions:
An inductive definition Δ is a set of rules of the form {∀x : P (x) ← ϕ(y)}, where
x is a tuple of variables and ϕ(y) is a first-order logic (FO) formula. Agg are
aggregate terms of the form Agg(E) with aggregate function for cardinality, sum,
product, maximum and minimum which accept E as an expression of the form
{(x, F (x) | ϕ(x)}. For example sum{(x, F (x) | ϕ(x)} is Σx∈ϕ(x)F (x). A FO(·)
theory is a set of symbols, inductive definitions, aggregate functions (a set of
FO(·) formulas) and FO formulas.

Definition 11. A partial set on the domain D is a function from D to {t, f ,u},
where t, f and u stand for the three truth-values true, false and undefined. A
partial set is two-valued (or total) when u does not belong to its range.

A (partial) structure S is a tuple that consists of a domain Dτ for all types
τ in the vocabulary Σ and an assignment of a partial set I to each symbol in Σ,
called the interpretation of type symbols in S. For a predicate symbol P of arity
n, the interpretation P I is a partial set on the domain Dn; for a function symbol
f of arity n, fI is a function from Dn to D. Where the interpretation of symbols
in S is a two-valued set, we say the structure is total. In fact, we call a partial
structure total if and only if P I(d̄) is total for all τ ∈ Σ, there is a d̄ ∈ Dn.
We call a partial structure S finite if and only if its domain D is finite. The
interpretation of terms tI and the satisfaction relation |= for total structures
S |= ϕ are defined as usual.

The precision-order on the truth values is given by u <p f and u <p t. It can
be extended pointwise to partial sets and partial structures, denoted S ≤p S0.
Notice that total structures have the maximal precision. We say that S0 extends
S if S ≤p S0. A total structure S is called functionally consistent if for each
function f of arity n, the interpretation F I is the graph of a function Dn → D.
A partial structure S is functionally consistent if it has a functionally consistent
two-valued extension. Unless stated otherwise, we will assume for the rest of this
paper that all (partial) structures are functionally consistent.
5 We often use P/n (f/n) to denote the predicate symbol P (respectively function

symbol f) with arity n.
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Inferences Tasks. In the KB system, a specification is a bag of information.
This information can be used for solving various problems by applying a suitable
form of inference on it. FO is standardly associated with deduction inference. It
takes as input a pair of theory T and sentence ϕ as input and returns t if T |= ϕ,
and f otherwise. This is well-known to be undecidable for FO, and by extension
for FO(·). However, to achieve desired results in our meta modelling of a modal
logic we can use simpler forms of inference. Indeed, in many domains alike a
fixed finite domain is specified by translating the real world scenarios into the
structural form that is required.

In logic a natural format to describe these finite domains is either by defi-
nition a total fixed structure or a partial structure with a finite domain. Also
other data that are often available in such problems can be represented in that
structure. As such various inference tasks are solvable by finite domain reasoning
and become decidable. In our case, we define total structures for the time being
and we leave partial structures and auto completion as a future work. However,
reasoning on finite domain is decidable. Below, we introduce base forms of infer-
ence and recall their complexity when using finite domain reasoning. We assume
a fixed vocabulary V and theory T .

Modelcheck(T, S): A total structure S and theory T over the vocabulary inter-
preted by S; output is the boolean value S |= T . Complexity is in P.

Modelexpand(T, S): Theory T and partial structure S; output: a model I of
T such that S ≤p I or UNSAT if there is no such I. Complexity of deciding the
existence of a modelexpansion is in NP.

Query(S,E): A (partial) structure S and a set expression E = {x | ϕ(x)};
output: the set AQ = {x | ϕ(x)S = t}. Complexity of deciding that a set A is
AQ is in P.

3 Machine Ethics in STIT Logic

In this paper we call the STIT logic to formalize Machine Ethics E-STIT.

3.1 E-STIT Logic

The logic of Ethics in STIT (E-STIT) is a language for ethical autonomous
agents. We use E-STIT to capture the fact about the main question of ethical
theories. The main question of ethical theories is more prominently about the
agents choices when they know the ethical status of the worlds and not only the
moral status of the worlds. In fact, E-STIT provide ethical metrics for agents to
evaluate the ethical status of their Choices. It is simply a variant of an extension
of TSTIT logic. Generally, in any variant of STIT logic, agents make choices and
each choice is represented by a set of possible worlds, a partition of equivalent
classes in each moment over all sets of available worlds (W ). Therefore the
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interpretation of deontic modality for ethical choices is based on best choices,
which can only be defined on top of preference over sets of worlds. Preference over
sets of worlds is defined by lifting preferences over worlds. As we discussed before
in Sect. 2.4 following Horty [16] we adopt Strong Lifting defined in Definition 8.
Therefore, between two choices K and K ′, K is better than K ′ from the ethical
point of view if and only if all the worlds in K ′ are at least as good as all the
worlds in K and there exists at least a world in K ′ that is strictly better than
all the worlds in K.

3.2 Syntax of E-STIT

The language of E-STIT, LE−STIT is defined by the BNF:

ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | �ϕ | [i]ϕ | ©iϕ | Xϕ | Y ϕ

Where ©iϕ is read as “agent i ought to see to it that ϕ” enforces the concept
of obligation from the ethical point of view. The dual operator of ©i is Piϕ ≡
¬ ©i ¬ϕ.

3.3 Semantics of E-STIT

Definition 12 (The Kripke model of E-STIT). A Kripke model for the
E-STIT logic is a tuple M = (W,Ri, R�, RX ,≤r,≤u, V ) where;

– W is a nonempty set of possible worlds.
– Ri and R� are equivalent relations on W such that:

C1. ∀i ∈ Agent : Ri ⊆ R�.
C2. ∀w1, . . . , wi ∈ W , if wi ∈ R�(wj) then, ∀i ∈ Agent such that i ∈

{1, . . . , n} it is hold that, ∩1≤i≤nRi(wi) �= ∅.
– RX is a serial and transitive binary relation on W such that:

C3. ∀w1, w2, w3 ∈ W if w2 ∈ RX(w1) and w3 ∈ RX(w1) then w2 ∈ RX(w3)
or w3 ∈ RX(w2) or w2 = w3.

C4. If RY = R−1
X = {(x, y) | (y, x) ∈ RX)} then ∀w1, w2, w3 ∈ W if w2 ∈

RY (w1) and w3 ∈ RY (w1) then w2 ∈ Ry(w3) or w3 ∈ RY (w2) or
w2 = w3.

C5. ∀w1, . . . , wi ∈ W , if wi ∈ R�(wj) then, wi /∈ RX(wj).
– ≤u and ≤r are transitive and reflexive relations over R�(w).
– V is an evaluation function for atomic formulas, V : Atm → 2W .

We define the ethical relation between the worlds in terms of combining
the utility and rationality preference relations. To this end we follow multi-
preference-based semantics by Goble [11] for Standard Deontic Logic (SDL) and
Dyadic Standard Deontic Logic (DSDL) [10]. It allows SDL and DSDL to accom-
modate deontic dilemmas without inconsistency by combining multi-preference
relations, and to do so in a way that follows conventional methods for inter-
preting deontic statements. He simply consider the union of all preferences to
interpret a deontic operator [11].
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Definition 13 (Ethical preferences in E-STIT model). Given a Kripke
structure of E-STIT M = (W,Ri, R�, RX ,≤r,≤u) where ≤r and ≤u are indi-
vidual agent’s utility and rational preferences over worlds in R� then, the ethical
preference of i over w,w′ ∈ R� is defined with “≤e”, such that w ≤e w′ read as
“w′ is ethically as good as w” if and only if:

w ≤r w′ or w ≤u w′.

w ≈e w′ is short for w ≤e w′ and w′ ≤e w. w<ew
′ if and only if w ≤e w′ and

w′ �≤e w. w<ew
′ is read as “w′ is strictly better than w from the ethical point of

view”.

Comparing two rational and utility orderings, the two main resulting cases
are as follows:

– CASE 1: The utility and rational orderings agree with each other on the
ranking of worlds.

– CASE 2: The utility and rational orderings disagree with each other on the
ranking of worlds.

In CASE 1 the result of merging two orderings is obvious. The problematic
case is CASE 2. Suppose the specific case of a conflict between the two orderings
with maybe one of them being more justifiable by human values. For instance,
if there is conflict among the advices from the teacher (or the school) and the
mother, surely one might prefer one to the other. Imagine you have exam and
you are sick, too. The school rules obliges you to do the test, but your mother
obliges you to stay at home. The orderings enforces by theories, i.e. deontology
and utilitarianism, are both equally conductive but in the case of conflict one
would follow the theory that is most believed. We propose in our methodology to
consider one of the two orderings as the main ordering. We take the advantages
from the other theory in the case of conflict. Thus we propose a solution to the
problematic cases while we are still abiding to our definition.

Intuitively, a world w′ is ethically preferred to the world w if and only if, w′

has a higher ethical order than w coded by rationality/utility. If the rational/
utility status between the world is undistinguishable then w′ should be compared
to w regarding the other code of ethics.

In fact, following our intuition, an automated entity would consider the util-
ity order as primitive if it is in favor of deontology. When it prefers utilitarianism,
it would consider the rational order. Perhaps there are some specific cases where
ethical justifications are generated by deontology reasoning while in some other
cases it might be utilitarianism reasoning that supports ethical values. We will
implement these two types of incorporation of deontology and utilitarianism
reasoning procedures in IDP and we advise the applicant to take one as primi-
tive due to his needs. Before giving the official definition of truth condition for
E-STIT, in Example 1 we clarify the idea behind achieving the ethical order with
respect to rational and utility orders.

Example 1 (Robots in ICU [6]). Figure 2 illustrates a simple example for the
choices of two autonomous agents in a Kripke semantics of STIT framework.
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The example is taken from [6] where, two robots i and j are designed to work
overnight in ICU. Suppose that, there are two humans; H1 under the care of
i and H2 under the care of j, both are recovering in ICU. H1 requires the
life supporting equipments, but is expected to be gradually weaned from it,
gradually. H2 suffers from extreme pain and requires very expensive medication
to control his pain. Suppose, i can terminate H1’s life providing enough organs
to save n other humans (according to the information received from the hospital
data base) and j is able to delay the delivering of pain medication to H2 with
the utilitarian goal of economically strapped resources in the hospital. If p and q
are two atomic propositions indicating “terminating H1’s life” and “delaying the
delivering of pain medication”, respectively, then one can illustrate the scenario
as the one in Fig. 2.

Fig. 2. Temporal Kripke semantics of STIT logic for two agents in a single moment.

In Fig. 2, the choices available for robots i and j are Choice(i) = {Ki =
{w1, w3},K ′

i = {w2, w4}} which terminate or do not terminate H1’s life (p or
¬p), and Choice(j) = {Kj = {w1, w2},K ′

j = {w3, w4}} which delay or do not
delay the delivering of pain medicine to H2 (q or ¬q). According to the discus-
sion above, the two ethical theories, i. e. deontology and utilitarianism, allow to
distinguish the moral order between the worlds. The latter comes from the num-
bers indicated in Fig. 2 while the former is obtained by existing deontological
codes.

According to deontological theories, there are some actions one just shouldn’t
perform [25] such as killing and causing harm in Example 1. Therefore, the worlds
with less harm have a higher rationality. w3<rw1 ≈r w4<rw2 is the rational
order one can obtain from Example 1 between the worlds. According to utilitari-
anism, however, an action cannot really be immoral if it generates only happiness
for a majority [25]. Hence, the action that provides more happiness has higher
utility. So, killing a person who is about to die to save 5 other people justifies
itself to be moral. Thus, the world w3 has the highest utility order.

In Fig. 2, the numbers representing the utility value of each world are indi-
vidual agent-independent utility values. Following Harsanyi [14], we would like
to obtain the individual agent-dependent utility value (said to be group utilities)
for each specific world.
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In fact, the relationship between individual utilities and group utilities is a sub-
ject open to pitfalls. We adopt John Harsanyi’s proposal and conceive group utility
as the arithmetical mean of the individual utilities of the agents involved [14].

Definition 14 (Group Utility GU(w)). Let i be an agent, w a world and ui

be an individual utility for the agent i and |Agent| be the cardinality of the all
agents. then, the Group Utility of the worldw(GU(w)) is defined as follow:

GU(w) =
1

|Agent|
∑

i∈Agent

ui

In Fig. 2, the individual utility of agents is indicated as a pair of real numbers
for each world, (ui, uj), where the first number ui represents the individual utility
for agent i and the second number uj represents the individual utility for agent
j. For the world w3 in Fig. 2 (where p and q terminate H1’s life and delay the
delivering pain medicine holds), for instance, number ui = 1 is given as the utility
of performing p for agent i and number uj = 2 as the utility of performing q
for agent j. One can easily obtain the group utility of each world. GU(w1) =
0.5, GU(w2) = 0, GU(w3) = 1.5, GU(w4) = 1 (Obviously, one can allocate the
utility values to the corresponding histories). Therefore, in Example 1 contrary
to the rational order, w3 has the highest utility order and w2 has the lowest. In
short, we have the following utilitarian and deontological orders:

– Utilitarian order: w2<uw1<uw4<uw3.
– Deontological order: w3<rw1 ≈r w4<rw2.

The utilitarian order suggests the action p for robot i and the action q for robot
j whereas the deontological order proposes the actions ¬p and ¬q. Now, several
questions arise as for instance (a) What is the best choice an ethical autonomous
agent can take? (b) How can we represent and formalize the ethical order between
the worlds? (c) Does any defined ethical order of an agent’s preference limit
it’s auonomy? In order to respond to these questions in E-STIT, the ethical
order between the worlds can be founded by justifying the human worth. It is
ethically desired that robot i refrains from ending H1 life and robot j also delivers
appropriate pain relief to H2 (indicated by w2 in Fig. 2). The next preferred
ethical action is when robot i sustains life support, but robot j withholds the
medicines to save money (w4). So when i performs p and j performs q the ethical
results is unsatisfactory because one of the moral rules is ignored (represented as
w1). The worst possible outcome is when i kills H1 and j withholds (in w3) [6].
The ethical order obtained from the justification above follows the deontological
theories and therefore one can conclude the following order via E-STIT:

– Ethical order: w3<ew1<ew4<ew2.

Once we have the ethical order between the worlds, we apply Definition 8 to
specify the ethical choice for the agents. In Example 1 the choices for agents i
and j which contain w2 are ethically preferred to the other choices. The ethical
preferences relation between the choices for agent i and j are respectively as
follows:

Ki ≺ K ′
i and K ′

j ≺ Kj .
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Although, the ethical order of the choices is acceptable from the human’s
ethical preferences in a similar real situation, the utility and rational orders is
completely sensitive to the source and the way they are defined. In this paper,
we are not verifying the wrongness or rightness of the utility and rational orders.
This is another vast topic to discuss. In this paper we are just about to regulate
the agent’s preferences when the rationality and utility orders of the worlds are
proved in advance. Therefore, a robot who follows utilitarianism would show a
completely different behavior based on its ethical preferences. The actions of ¬p
and ¬q appear to be ethical according to the greatest happiness that they are
going to generate.

Following Horty [16], the conceptual analysis of “ought” operator, represent-
ing what an agent ethically obliged to choose, is based on the optimal ethical
choice of the agent that is defined with Definition 9.

Definition 15 (The Kripke-style semantics for E-STIT [20,21]). Let M =
(W,Ri, R�, RX ,≤r,≤u, V ) be a Kripke model of E-STIT logic then;

M,w |= p iff w ∈ V (p);
M,w |= ¬ϕ iff it is not the case that M,w |= ϕ;
M,w |= ϕ ∧ ψ iff M,w |= ϕ and M,w |= ψ;
M,w |= �ϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′R�w;
M,w |= [i]ϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′Riw;
M,w |= ©ϕ iff M,w′ |= ϕ for all w′ ∈ K such that K ∈ Optimali;
M,w |= Xϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′RXw;
M,w |= Y ϕ iff M,w′ |= ϕ for all w′ ∈ W such that w′R−1

X w;

The validity and satisfiability for the Kripke semantics are define as usual.

4 Knowledge-Base Specification and IDP for E-STIT

Generally, a knowledge base system consists of two main sections: the section
which specifies the domain knowledge and the section with Lua prescription
which provides the programming options and inferences tasks. The specification
of domain knowledge consists of a vocabulary, a theory and a structure. In the
case of E-STIT, the specification regarding vocabulary and theory of a knowledge
base system contains the information about the number of agents and worlds,
the morality and the utility of each world and also the alternative choices for
each agent. The inferences tasks are either posing a query to ask each agent
about the ethical status of each world, or they expand all possible models out
of the theory T specifications in the knowledge base and the specific structure
S for that unique situation.

4.1 Vocabulary Specification

Type symbols, predicate symbols and (/partial) function symbols are the
main elements of vocabulary in IDP. We specify the terms world, agent,
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moment, prop as the type symbols for the concepts of world, agent, moment
and atomic propositions in E-STIT, uval and rval as types of numbers
to characterize the utility and rationality orders between the worlds. (R −
agent(agent,moment, world, world)) is a predicate symbol for equivalence rela-
tion on a set of worlds with respect to each agent and the predicate symbol
(V al(wold, prop)) is for the truth values of each world. Ethical orders between
the worlds (Ethical − order(world, world)) are expressed as predicate sym-
bols. Formulas and utility (/rationality) relations between the worlds are given
as partial functions. The terms neg(prop), and(prop, prop), stit(agent, prop),
estit(agent, prop) and next(moment, prop) respectively stand for ¬ϕ, ϕ ∧ ϕ,
[i]ϕ, ©iϕ and Xϕ. In IDP we can not define an infinitely set of formulas.
We restrict ourselves to the finite set of formulas using partial functions. This
point is realizable in the structure specifications that requires to clearly specify
formulas and relations between them. Finally, some auxiliary symbols such as
R − agentT (agent,moment, world, world) are given.

Listing 1.1. Vocabulary specification for E-STIT

vocabulary E−STIT−V{
/∗
∗ Types conta in the complete domain o f the problem .
∗ In t h i s case being the p ropo s i t i on s , worlds ,

agents and moments ∗/
type moment isa nat
type world
type agent
type prop
type uval isa int
type r va l isa nat

partial neg ( prop ) : prop
partial and ( prop , prop ) : prop
partial next (moment , prop ) : prop
partial s t i t ( agent , prop ) : prop
partial e s t i t ( agent , prop ) : prop

// agents p o i s s i b l e cho i c e s
R agent ( agent , moment , world , world )

// R agent i s the equ iv e l an t c l a s s e s ( p a r t i t i o n s ) on a l l
s e t o f worlds

R Tagent ( agent , moment , world , world )

//R next (m1,w1 ,m2,w2) says that w2 which i s in m2 i s in
the next moment o f w1 which in m1.

R next (moment , world , moment , world )

// l i f t i n g p r e f e r e n c e s r e l a t i o n over s e t o f world ( b e t t e r
cho i c e )
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Better Cho ice ( agent , moment , world , world )

// optimal cho i c e
Optimal Choice ( agent , moment , world )

Val ( world , prop )
eva l ( world , prop )

partial Rat i ona l i t y ( world ) : r va l
partial Ut i l i t y i n d ( agent , world ) : uval
partial Ut i l i t y ( world ) : uval
// E th i c a l o r d e r (wi , wj ) exp r e s s e s that wi has h igher

e t h i c a l order than wj .
E th i c a l o r d e r ( world , world )
}

Listing 1.1 represents the vocabulary specification in IDP for E-STIT logic.
Now we are ready to define the semantics of the logic and the relations between
type, predicate and function symbols in theory via inductive definitions and
aggregation functions.

4.2 Theory Specification

Theory specifies the semantics of a Kripke model for E-STIT. It is composed
of the usual evaluation for common connective operators (e.g. ¬, ∧, ∨ and →),
the evaluation for the modal operator (i.e. [i] and ©i) and the agent’s choices
according to the ethical status of the worlds. Here we only define the evaluation
function, but we ask the reader to click on the link in Fig. 3 to see the theory
specification.

http://dtai.cs.kuleuven.be/krr/idp-ide/?src=473bdaf7a004b5342f38b3fe9e0fdb67

Fig. 3. IDP specification for ICU example

We define the evaluation functions recursively via inductive definitions. These
definitions are the main part of a theory specification for a modal logic. The
predicate eval which stands for evaluation expresses the fact that a formula is
evaluated as being true in a world. Listing 1.2 displays the inductive definitions
in the theory T-E-STIT that we define as ruth table for E-STIT semantics. We
comment the evaluation function for two connective operators; ∨ and → in IDP,
due to the fact that, they are inter-definable via the other connective operators;
¬ and ∧.

4.3 Creating a Structure

In order to solve a concrete problem, we specify an instance (a structure).
A structure contains information about the actual value of the concepts in a
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vocabulary. At least the types should be fully interpreted in any structure. List-
ing 1.3 shows the structure for the Example 1.

Listing 1.2. Theory specification for E-STIT truth table

theory T−E−STIT :V−E−STIT{
// EVAL De f i n i t i o n

eva l (w,P) <− Val (w,P) .

eva l (w, neg (P) ) <− ∼eva l (w,P) .

eva l (w, and (P,Q) ) <− eva l (w,P) & eva l (w,Q) .

// eva l (OR(P,Q) ) <− eva l (P) | eva l (Q) .

// eva l (IMPL(P,Q) ) <− ∼eva l (P) | eva l (Q) .

eva l (w, next (m,P) )<− ?m1,w1 : m1∼=m & w1∼=w & R next (m,w,m1,w1)&

eva l (w1 ,P) & m1>m.

// s t i t eva lua t i on func t i on s

eva l (w, s t i t ( a ,P) ) <− ! w1 : ( R agent (a ,m,w,w1) => eva l (w1 ,P) ) .

//ETHICAL eva lua t i on func t i on

eva l (w, e s t i t ( a ,P) )<− ! w1 : ( Optimal Choice ( a ,m,w1)=> eva l (w1 ,P) ) .

}

Listing 1.3. Structure specification of health care system example (Example 1)

structure S :V−E−STIT{
agent={ i ; j }
world={w1 ;w2 ;w3 ;w4}
moment={1}
uval ={0. .5}
r va l ={1. .4}

prop = {p ; q ; negp ; negq ; pandq ; qandp ; i s t i t p ; j s t i t q ;
i s t i t n e g p ; i e s t i t p ; i e s t i t n e g p ; j s t i t q ; j s t i t n e g q ;
j e s t i t q ; j e s t i t n e g q }

Val={w1 , p ;w3 , p ;w3 , q ;w4 , q}

R agentT={i , 1 ,w1 ,w3 ; i , 1 ,w2 ,w4 ; j , 1 ,w1 ,w2 ; j , 1 ,w3 ,w4}

and = {p , q −> pandq ; q , p −> qandp}
neg={p −> negp ; q −> negq}

// i s t i t p =[ i ] p
s t i t={i , p−> i s t i t p ; i , negp−>i s t i t n e g p ; j , q−> j s t i t q ; j , negq

−>j s t i t n e g q }
// i e s t i t= Oip , agent i ought to see to i t that p from the

e t h i c a l po int o f view .
e s t i t={i , p−> i e s t i t p ; j , q−> j e s t i t q ; i , negp−> i e s t i t n e g p ;

j , negq−>j e s t i t n e g q }
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Rat i ona l i t y={w2−>4; w1−>2;w4−>2;w3−>1}

Ut i l i t y i n d={i , w1−>0; i , w2−>1; i , w3−>1; i , w4−>0; j , w1−>0; j ,
w2−>0; j , w3−>2; j , w4−>2}

}

4.4 Inference Tasks

Now we have declaratively specified a total structure with a finite domain for the
E-STIT logic. We are searching for an assignment to the symbols in the vocabulary
V-E-STIT that expands the structure S and satisfies T-E-STIT. This can be done
by the modelexpand(T, S) inference. Given T-E-STIT and S-E-STIT as an input,
modelexpand will return either a model M such that S ≤p M and M is a totally
specified structure or UNSAT if such a model does not exist. The simplest way
to print them is by using printmodels(). Also, we are able to print a specific part
of the model we are more interested in. For instance, Listing 1.4 illustrates the
main procedure in Lua in a way that one can only print the evaluation function
out of obtained model from the modelexpand(T,S) inference rule. The reader can
find the experimental work in IDP regarding Example 1 in Fig. 3.

Listing 1.4. Printing the result of evaluation function from the generated model

//main procedure
procedure main ( ) {

// pr intmode l s ( modelexpand (T−E−STIT , S) )
l o c a l models = modelexpand (T−E−STIT , S) [ 1 ]
p r in t (”The eva lua t i on r e s u l t s are : ” , models [V−E−STIT : :

eva l ] . c t )
}

In order to implement a query mechanism for E-STIT in IDP we define a
Lua procedure, named query-eval, in which we can query a world for a specific
formula. We can query and print its results using a simple print command,
print(querry-eval(“w1”,“iestitq”)) where the pair (“w1”,“iestitq”) evaluation is
read as “agent i ought to see to it that p, from the ethical point of view”. The
IDP specification for query inference tasks and can be found by clicking on the
link in Fig. 3.

5 Case Study

A Case Study is defined as a research strategy, i.e. an empirical inquiry that
investigates a phenomenon within its real-life context. Case Study research can
mean single or multiple case studies which can include quantitative evidence. It
can rely on multiple sources of evidence or the benefits from the prior develop-
ment of theoretical propositions [29]. In the field of AI, it is always helpful to use
a Case Study to outline some of the key issues around the application of different
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ethical theories in designing and implementing ethics for machines. Here we use
a Case Study to investigate two cases in our methodology for Machine Ethics.

Basically, the cases can be distinguished according to the number of agents
and moments in the system but the examples are given in different fields of
autonomous machines and robotics. We name each case according to the scientific
field of the specified example. After a short introduction to that specific scientific
area, we present an example where a machine deals with ethical decision making.
The first case is called Social Robotics and it illustrates the situation of a single
autonomous agent that is making an ethical choice between possible alternatives
at a single moment. In the first case, the given example is a physical assistive
robot in the field of Social Robotics. The second case illustrates the situation
of an autonomous agent that is obliged to violate a norm in a certain moment
under the constraints, what is the best ethical action in the next moment. For the
second case, the example is an autonomous driving vehicle deciding under which
circumstances the crash is certain to happen (a case that is widely discussed
nowadays).

5.1 Case1: Social Robotics

Social robots are robots that are designed to facilitate human interaction and com-
munication following social rules according to their given tasks. The definition
of social necessitates the presence of human beings whom the robot is supposed
to interact and communicate with, which requires social values, norms and stan-
dards. A suggested ultimate requirement for social robots is to determine these
social values and norms for the robot’s communication skills according to the eth-
ical theories. That’s to say using for instance deontological approaches such as
Isaac Asimov’s three laws of robotics6 or using the utilitarian approaches [6].

Social robots as for example educational robots, elderly care robots, museum
guide robots, etcetera will soon be in charge of making ethical decisions regarding
their tasks and their level of autonomy. Nobody wishes to spend money on
robots who exhibit and train bad manners to children, improve the sense of
infantilization for elderly people or behave impolite in the museum. In the IDP
specification for E-STIT, we can investigate the behavior of robots with regard
to the ethical theory which their decision process is built upon.

In this section, we discuss an example in which a single robot has to make
decisions while taking care of elderly at home. Definitely, there are many different
types of ethical dilemmas that a robot might encounter in this situation. Accord-
ing to our system, once robots recognize the moral status of their available choices,

6 The three basic rules of Isacc Asimov;

1. A robot may not injure a human being, or through inaction, allow a human being
to come to harm.

2. A robot must obey the orders given to it by human beings except where such orders
would conflict with the First Law.

3. A robot must protect its own existence as long as such protection does not conflict
with the First or Second law.
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they will regulate their ethical preferences for their choices. The choices with the
higher degree of ethics will be their preference over all other choices.

Example 2 (Elderly care robots). Example 2 (see Fig. 4) illustrates a simple
example where the task of giving care to an elderly woman is given to a robot
i. The robot’s duties may include giving the person her medicine at the correct
time, making a video call to her doctor when she is unwell or needs help beyond
the robot’s capabilities. If there is an emergency situation as for example a fire
alarm. the robot is programmed to make contact with the fire brigade and then
try to extinguishing the fire. Suppose now that such an alarm occurs at the time
when the person is supposed to get her medication, but there is no apparent sign
of fire. There are three options for robot i to chose among:

1. p: To give the elderly woman her medication.
2. q: To call the fire department and then try to extinguishing the fire.
3. r: To do something totally unrelated.

If i delays to give the elderly woman her medication, she might be in high
risk of a heart attack but if i delays on calling for help, all might perish in a
blaze before the firemen arrive. Doing nothing at all, as described in the third
option, is the worst action with the lowest ethical order.

Fig. 4. Agent i’s possible choices in E-STIT illustration, when the task of taking care
of a person is delegated to him. At the same time of granny medical care time, the fire
alarm notifies a fire.

We are not here in the position to discuss the morality or utility of the three
potential actions. Only suppose that p has higher morality than q and r, due to
the fact that any delay in medical care would cause health problems for granny.
And q has the higher utility order than r, in case a real fire has triggered the
alarm. The result will be serious damages to the house that might be covered
by insurance. We can define the utility and the rationality orders between the
worlds as follow:

– Deontological order between the worlds: w6 ≈r w5<rw3 ≈r w4<rw1 ≈r w2.
– Utilitarian order between the worlds: w6 ≈u w5<uw2<uw4 ≈u w1<uw3.
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From the deontology point of view, the tasks related to the human’s life and
health would have the highest ethical order. In our example where there is no
sign of fire p receives the highest rational order in comparison to q and r. From
the utilitarianism point of view, it might be the case that q has the highest utility
order. Due to the alarm notification, one can obtain an ethical order following
deontology as follows:

– Ethical order: w6 ≈e w5<ew4<ew3<ew2<ew1.

Regulating the preference order between worlds, we can lift it to regulate
the preference between a set of worlds, representing the choice of the agent. In
Example 2 (Fig. 4), The possible choices for i are: Ki = {w1, w2} performing task
p, K ′

i = {w3, w4} performing task q and K ′′
i do nothing. The ethical preference

relation between the choices is as follows:

– Ethical preferences relation between choices: K ′′
i ≺ K ′

i ≺ Ki.

In Example 2, agent i prefers to give medicine to the lady first and then checks
the problem with the fire. He definitely prefers the actions Ki and K ′

i to K ′′
i . This

preference relation only depends on how the applicant or programmer defines the
ethical order between the worlds. Alternatively, one can easily consider K ′

i (said
to be informing the related institutions for the risk of fire) as the best choice.
Certainly, these preferences are entirely sensitive to the society standards.

Clicking on the link in Fig. 5 give you an access to the online web-based IDP
interpreter that contains the Example 2 specifications. Example 2 is defined as
a specific structure S for E-STIT specification in IDP theory, T − E − STIT .
IDP inferences expand the model such that S |= T −E −STIT . Please, run the
program and see the results by clicking on the link in Fig. 5.

http://dtai.cs.kuleuven.be/krr/idp-ide/?src=1ac22de5f7e469a622540e91e058bc70

Fig. 5. IDP specification for the social robotic case.

5.2 Case2: Autonomous Vehicles

Nowadays, vehicle automation and self driving cars are progressing rapidly. The
artificial automated cars are claimed to be more precise and predictable than
human driving. Media reports often focuses on providing more reliable and safety
expectations. Despite of the progression and precision in the automated tech-
nology and decision making process, the possibility of a crash still subsists. The
question of the responsible for the crash, i.e. the designer or the car itself, is not
the concern of this work. Our consideration is mostly on the problem of abil-
ity, i.e. the problem of whether the automated vehicle has the ability to make
ethically-complex decisions when driving, particularly prior to a crash.

The E-STIT logic is able to cast the optimal strategy for automated vehicles
since the crash is in the next moment (in front). Goodall in [12,13] discusses
the problems of autonomous driving vehicles. In this section we would like to
illustrate and discuss the same example in E-STIT.
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Example 3 (Autonomous vehicle [12]). Figure 7 illustrates a simple example of
an autonomous vehicle which is taken from [12]. The vehicle is traveling on a
two-lane bridge when a bus that is traveling in the opposite direction suddenly
veers into its lane. If the bus does not correct itself, then a severe, two-vehicle
crash results. The automated vehicle must decide how to react according to
the ethical preference relations that have been proposed by E-STIT. The three
alternatives in the next moment, when vehicle i sees to it that crash ([i]φ), are
as follows:

1. p: Avoid the frontal collision by off the bridge, which guarantees one-vehicle
crash;

2. q: Crash head-on into the bus, which will result in a heavy, two-vehicle crash;
and

3. r: Attempt to squeeze pass the bus on the right. If the bus suddenly corrects
back toward its own lane a crash is avoided.

The crash in alternative 1 (p) would be a smaller offset crash which carries a
lower risk of injury than the full frontal collision in alternative 2 (q). Therefore,
one interpretation would allocate p the higher utility order and q due to the
possibility of having less injury. Given that, r could have the highest rational
order according to the deontology theories. The E-STIT Kripke model of the
example is illustrated in Fig. 6.

Fig. 6. Autonomous vehicle i choice when crash is
inevitable

Fig. 7. Autonomous vehi-
cle and the bus

Suppose that two different utility and rationality orders exist between the
worlds is as follows:

– Utilitarian ethical order: w7<uw6<uw5.
– Deontological ethical order: w6<rw5<rw7.
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A formula such as M,w5 |= ©ip is true and a formula such as [i]φ∧X ©i p7

is valid according to the ethical order induced by utilitarianism and is false in
the other ethical order.

We invite the reader to find the IDP experiment and implementation for this
specific temporal Kripke model in the link represented in Fig. 8.

http://dtai.cs.kuleuven.be/krr/idp-ide/?src=c407a5e7d18ad4ec6628473360b18b56

Fig. 8. IDP specification for the autonomous vehicle case.

6 Summary

We believe that a logical-based approach to AI sounds promising [3,6]. Apply-
ing logical approaches to ethical theories ensures that the agents follow permis-
sible actions by these theories. Bringsjord et al. in [6] propose strong arguments
for logical-based approached in AI. The argument of Bringsjord et al. [6] and the
deficits of individual ethical reasoning, motivate us to investigate the combination
of two ethical theories reasoning in a deontic logic of agency (named E-STIT).

In E-STIT, agents make choices and the choice with the higher ethical order is
preferred to any other choices. There are two metrics to evaluate the ethical order
between the choices, the utility order and the rationality order. From the deonto-
logical point of view, a choice is ethically preferred to the other choice if and only if,
it has a higher rational order. If the rationality order between two choices is indis-
tinguishable then the machine decides ethically based on the utility order between
concurrent choices. Similarly, from the utilitarianism point of view, this is the util-
ity order between the worlds that has to be taken as primitive.

Knowledge base languages are examples of intermediate languages which are
designed to model a formal approach on the meta level. We use IDP [22] as
a such a knowledge base language to model E-STIT at the meta level. IDP
integrates declarative specifications in FO(·) with imperative management of
the specifications via Lua language [8] to solve different problems that arrise in
the domain of Machine Ethics. Using the Query(S,E) inference task in IDP the
agent can ask about the morality of each world. Using the Modelexpand(T, S)
inference rule, the agent will receive all the possible models out of the theory T
specifications in the knowledge base and the specific structure S for a concrete
problem.

7 Material implication is not able to capture the concept of conditional, i.e. the for-
mula: [i]φ → X ©i p is not valid in E-STIT. The modal conditional operator (con-
ditional ought) is defined via dominance relation in Horty’s logic. For the sake of
simplicity we didn’t discuss conditional modality in this paper and we leave it as a
future work.
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7 Related Work and Future Work

One of the primary candidates for Machine Ethics is deontic logic’s formalization
for the notations of obligatory, permissible and prohibited actions. Bringsjord
et al. in [3,6] utilize a logic of agency (deontic based utilitarian logic) to obtain
obligatory and permissible action given the set of ethical principles into the
decision procedure of an autonomous system. They argue that the proof system
ensures us that (1) robots only take permissible actions, and (2) all actions that
are obligatory for robots are actually performed by them. They claim that their
work is free of any ethical theories while it abides to ethical principles. Ethical
principles are originated from ethical theories.

In our proposed approach, we use the same logic of agency. But the concept of
obligatory action is fertilized by synthesization of reasoning procedures from two
ethical theories (deontology and utilitarianism). Therefore the obligatory actions
are the ones that are filtered by two ethical standards. We discuss the same
example in [3] (robots and softbots in ICU) to resolve it in E-STIT. We show
that according to the ethical theories there might be different results for the
same problem. As computer scientists we are not in the position of making
ethical principles. This is a vast topic that has been discussed for a long time
among ethicists.
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Abstract. Online identities of users are fragmented amongst multiple
websites and online applications (service providers). These identity frag-
ments will contain critical personally identifiable information. Very often,
a user is unaware that their personal information is stored by a service
provider. In this paper we describe a model – Personal Information Col-
lection and Collation (PICoCo) – used to assemble identity fragments
of users and form a complete identity model of a natural person. The
ultimate goal is to allow service providers to verify incoming data, but
also for a user to discover where their data is being stored. The descrip-
tion of PICoCo includes collection, classification, collation, validation,
verification, and discovery.

Keywords: Service design · Information visualization
Personally identifiable information · Privacy

1 Introduction

As users complete their day-to-day tasks in an online environment, their online
identities are spread amongst multiple websites and online applications (service
providers). These identities are formed using their personal information that
is directly submitted to the service as well as the personal information that is
created and shaped by the general usage of the service [11]. Across multiple
services, a fragmented model of the user’s identity is formed by each service,
consisting of multiple identity fragments. This identity fragment will contain
critical Personally Identifiable Information (PII) that could potentially be used
for legitimate and illegitimate uses, such as rendering a service or identity theft,
respectively.

Furthermore, not only can parts of this identity model be outdated as the
user fails to use the service or update their personal information, but can be often
be forgotten about by the user. That is, a user is unaware that their personal
information is still stored by a service provider.

c© Springer International Publishing AG, part of Springer Nature 2018
M. Kurosu (Ed.): HCI 2018, LNCS 10901, pp. 507–522, 2018.
https://doi.org/10.1007/978-3-319-91238-7_40
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1.1 Collection of an Identity

In this paper, we will define these parts of Personally Identifiably Information
(PII) as an “identity fragment”. Multiple identity fragments combined together
form an “identity model”. This is discussed further in Sect. 2.3. For a complete
insight into a person’s online identity, multiple parts of personal information will
be required.

If these identity fragments were to be collated from multiple service providers,
a more cohesive identity model can be formed. This identity model will contain
the newest personal information about the individual. Constructing this more
comprehensive and broader identity model carries with it a multitude of advan-
tages for both the user as well as the service providers [9]. This collection process
is discussed in Sect. 3.1.

As identity fragments are collected, multiple sources can be queried to ensure
that the personal information contained within the broad model is the newest,
up-to-date information. By querying multiple sources, the user will be able to
keep track of all service providers that keep personally identifiable information
about them – discussed in Sect. 3.5. As such, a user can make informed decisions
about their personal information retained by service providers. Fraud can also
be more easily detected, prevented, and mitigated by having a more cohesive,
complete identity model by completing verification checks against personal infor-
mation from multiple service providers. This verification of data is discussed in
Sect. 3.6.

1.2 PICoCo Overview

This paper investigates a model for collecting personal information fragments
from across multiple service providers. This model will be called the Personal
Information Collection and Collation (PICoCo) Model and discussed in Sect. 3.

PICoCo collects raw personal information from the service provider and ini-
tiates a classification and identification process. Identity fragments are formed
for each user of the service provider. These information fragments are then col-
lated with the existing known personal information of multiple users. New frag-
ments are compared with existing information to determine its newness and
accuracy. Updates are brought to the existing personal information and a new,
updated, identity model is assembled. This process continues with multiple ser-
vice providers to construct the most comprehensive identity model possible, for
each user.

Classification of personal information considers the sensitivity of information
across multiple factors. This classification will affect the resilience as well as the
accuracy rating of personal information fragments collected.

Furthermore, PICoCo allows for the validation and verification of personal
information. Service providers can submit new personal information received
from individuals for review. Information received will be validated against the
existing identity model constructed for the individual. If the personal information
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can be verified to a set level of confidence, the information can then be certified.
Otherwise, a potential notice can be returned, and the affected individual can
be warned.

This paper discusses further advantages and disadvantages of this model,
starting in Sect. 4. One pertinent difficulty is that of linking and collating indi-
vidual information fragments to bigger models with enough certainty and confi-
dence. Automating the process is the ideal, however, there are times where user
input will be required to verify the confidence of potential information linking.

Lastly, further work built on top of this model is briefly discussed in this
paper. This includes abstract descriptions of privacy metrics, location-based,
and behavioural-based security enhancements.

2 Identity

A person’s identity can be defined in a multitude of ways. In this section we will
discuss what it is to be a Natural Person (Sect. 2.1) and how a natural person’s
identity is described in terms of the law (Sect. 2.2).

We will also investigate how we can turn these identities into online facsim-
iles by describing identity models and the identity fragments (Sect. 2.3 and on)
within them.

2.1 Natural Persons

A natural person, in terms of the law, is a living, breathing individual human
being [10]. This opposed to legal entities that may be organisations. Each natural
person has his or her own, personal, unique identity. In the social sciences, an
identity is made up of a person’s qualities, beliefs, expression and personality.
However, in the information sense, an identity consists of Personally Identifiable
Information (PII). That is, information that can be used to identify a specific
person to a high confidence. PII is exceptionally prevalent in the information
technology sector as the collection thereof can be used to easily track and trace
an individual in the online sphere [6].

Even though there is no worldwide standard for PII, there are multiple frame-
works that specify precisely what information can identify a specific person [8].

2.2 Natural Persons and Identity in Regulation

The European Union, in 1995, issued Directive 95/46/EC entitled: “Directive
on the protection of individuals with regard to the processing of personal data
and on the free movement of such data” [4]. This directive not only considers
unique identification numbers when referring to personal information, but also
includes other factors such as “physical, physiological, mental, economic, cultural
or social identity”.

An upcoming regulation (Regulation (EU) 2016/679) is set to supersede
Directive 95/46/EC in May 2018 and is entitled the “Regulation on the pro-
tection of natural persons with regard to the processing of personal data and on
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the free movement of such data” [5]. This regulation defines a “data subject” as
a digital identity “who can be identified, directly or indirectly, by means reason-
ably likely to be used by the controller or by any other natural or legal person.”
That is, digital data, forming an identity, that can be connected to a natural
person. Examples given [3] are:

– a name and surname
– a home address
– an email address such as “name.surname@company.com”
– an identification card number
– location data (for example the location data function on a mobile phone)
– an Internet Protocol (IP) address
– a cookie ID (where specific sectoral legislation exists for cookies)
– the advertising identifier of your phone
– data held by a hospital or doctor, which could be a symbol that uniquely

identifies a person

The EU also does not recognise the following a personal data:

– a company registration number
– an email address such as “info@company.com”
– anonymised data

Similarly, in the United States of America, the National Institute of Stan-
dards and Technology (NIST) have a clear definition of what constitutes PII.
NIST published a document in 2010 entitled: “Guide to Protecting the Confi-
dentiality of Personally Identifiable Information (PII)” [7]. In Sect. 2.2 of this
document, NIST gives a list of clear examples of PII:

– Name (full name, maiden name, mother’s maiden name, or alias)
– Personal identification number (passport number, taxpayer number, patient

information number, financial account number)
– Address Information (physical, or digital)
– Asset Information (MAC address, IP address)
– Telephone Numbers (personal, mobile, and business)
– Personal Characteristics (photographic, x-ray, fingerprint, and template data

for biometric identification)
– Property Identification (vehicle registration)
– Information linkable to the above (date and place of birth, race, religion,

weight, activities, geographical indicators)

As can be seen in the publications and standards above, personally identi-
fiable information does not merely refer to identifiers and static facts (name,
address, date of birth, etc.) of a natural person. PII also refers to what a nat-
ural person owns as well as their activities. Essentially, anything, online and
offline, that can be linked to a natural person to some extent, is seen as personal
information.

Considering these publications and standards, we can start to form a concept
what of constitutes an identity when constructed from personally identifiable
information. Each of these pieces of personal information is an element of this
identity – an identity fragment.
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2.3 Identity Fragments

We will define an identity fragment as a small part of a natural person’s personal
information that could personally identify him or her. Each fragment on its own
will probably not identify a single natural person uniquely to a very high level
of confidence. However, combining more identity fragments of the same, unique
identity will increase the confidence that a fragment belongs to a single natural
person. Many identity fragments added together will form an identity model of
a person. This identity model is directly connected to a natural person.

Identity Fragment Collection. Identity fragments can be collected by either
active or passive means. The first method is active data collection. This is done
by the user supplying their PII to the information system. For example, upon
registration, users are often requested to supply information about him or herself.
This information is then captured and stored in the information system until
such time that the user updates the information, or the information is deleted.

Another means of collecting identity fragments is more passive. As the user
uses an information system, data is collected and stored by the information
system. These usage patterns can be linked to a natural person and is treated
as personally identifiable information (as seen in the previous section). Very
often, usage tracking is not limited to a single site, but can be spread across
multiple sites using the same information system. Social media integration and
advertising networks are a great example of users being tracked across multiple
systems and platforms.

Not only are “facts” considered identity fragments, but usage data – data gen-
erated as the user actively uses the information system – also forms part of iden-
tity fragments. A natural person can merely exist, and patterns and behaviour
can then also generate identity fragments. Extreme forms of passive identity cap-
turing exists in elements such as security cameras. With the increase in human
recognition technology (such as facial recognition), as a person walks from one
point to another, the security cameras along his or her path can see and record
this. This visual data can then be used to extrapolate patterns and behaviour
of the human subject, again forming an identity fragment.

Completing an Identity Model. Combining data captured from these active
and passive means can form a very solid identity model of a natural person.
However, normally, not all types of identity fragments exist on a single sys-
tem. Different identity fragments can be spread across multiple online systems,
depending on the use of the system. As shown in Fig. 1, different service providers
will have these different identity fragments. Together they can form an identity
model of a natural person.

Normally, identity fragments should only be collected if it is required by law
and to increase the user’s experience using the system. However, it has been seen
to not always be the case with data being captured and stored for no apparent
reason.
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Users normally have no control over data collected via passive means, however
users actively providing data have full control over the data being provided. To
this end, users can potentially provide fake or misleading data. The verification
of data collected via active means is of vital importance to ensure that data can
be used effectively and legally.

Fig. 1. Identity fragments forming identity models

Stale and Outdated Identity Fragments. Identity fragments collected via
active means also have a possibility to become stale, where the data is outdated
or irrelevant [2]. If no active updating or verification of data takes place, the
keeper of the data has no means of ensuring that data contained in identity
fragments are current and still relevant. Certain identity fragments have a longer
permanency than others. For example, the likelihood of a person’s name or race
changing is far lower than his or her address or credit card details.

Identity fragments can also become inconsistent across multiple systems
depending on whether the user updates their data when it changes or is prompted
to do so. Verification across systems can become difficult when fragments that
supposedly belong to a single person is not the same. At the same time, it is
difficult to ascertain which data is the most recent and still relevant.

Passive identity fragments can also easily become stale and irrelevant. A
slight change in a user’s behaviour can immediately invalidate data. New passive
collection should validate older data to see whether data is consistent and update
it when it needs updating.
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However, it should be mentioned that even outdated identity fragments are
still considered personally identifiable information. As defined by the standards
and regulations in the previous section (Sect. 2.2), historic information of a user
is considered PII. Historic information is especially useful to form predictions and
perhaps show trends, especially when coupled with more identity fragments.

3 Personal Information Collection and Collation
(PICoCo) Model

In this section we will introduce our Personal Information Collection and Col-
lation – or PICoCo – Model. PICoCo consists of six components, each of which
has its own function. These components are:

– Collection (Sect. 3.1),
– Classification (Sect. 3.2),
– Collation (Sect. 3.3),
– Validation (Sect. 3.4),
– Discovery (Sect. 3.5), and
– Verification (Sect. 3.6).

Figure 2 gives an overview of the different components within PICoCo and the
interaction of different components. Each of these components will be discussed
in their relevant sections in terms of their features and how they interact with
one another.

This description of PICoCo assumes that all relevant permissions have been
obtained and the collection of the identity fragments is completely legal.

3.1 Component 1: Collection

The first part of PICoCo is the collection of identity fragments. As stated in
Sect. 2.3, multiple identity fragments make up one larger identity model.

The act of collection will involve a Collector retrieving identity fragments
from multiple service providers. This process is shown in Figs. 3 and 4.

First the collector will take an existing identity fragment from a known iden-
tity model (steps 1 & 2). That is, an identity model of a natural person that
it already knows. Using this known identity fragment, the collector will query
each linked service provider (step 3). The service provider queried will look up
the identity fragment provided by the Collector and see whether it exists in its
database (step 4).

If some data in the service provider’s database matches that of the identity
fragment provided, the matching data will be highlighted (step 4). Depending
on the type of data in the identity fragment, a level of confidence is assigned
to this match. The confidence will determine how confident the collector is that
the identity fragment provided from the known identity model matches that of
the data provided by the service provider (step 5b).
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Fig. 2. Personal Information Collection and Collation (PICoCo) Model

If the confidence does not meet a predetermined threshold, more identity
fragments will be queried as part of the single identity query (step 6a). If nothing
is found, or the confidence remains low, the collection process stops (step 5a).

The collector will query more identity fragments to have the confidence raised
above this determined threshold (step 6b).

Once the confidence is satisfactory, the collector will add the queried service
provider to the known identity model as a source of data. This will reduce lookup
times for future queries, but also allow the user to see which service provider has
PII about him or her.

As the collector and service provider now have a matching identity, the service
provider will retrieve additional identity fragments that it is linked to the identity
being queried (step 7). These additional fragments – unknown to the collector –
are provided to the collector (step 8).

The collector will then take matching identity fragments and collate them to
form a single identity model of an individual.

3.2 Component 2: Classification

Each identity fragment will carry a weight and signifies the unlikeliness that a
particular identity fragment will belong to more than one natural person. This
weight will contribute to the confidence of an identity match. As new identity
fragments are obtained, they will be classified and a weight will be assigned to it.

Table 1 shows some examples of identity fragments, the likeliness that this
fragment will match multiple natural persons and then the assigned weight.

Table 1 is by no means an exhaustive list of all possible identity fragments
and their weights. It should be noted that the likeliness (and thus weight) might
and will differ depending on country and culture.

Once PICoCo is satisfied with the classification and confidence of an identity
fragment, it will be added to existing identity models.
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Fig. 3. Process of collecting identity fragments from service provider
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Fig. 4. Collector using identity fragment to identify new fragments

Table 1. Examples of identity fragment weights

Identity fragment Likeliness of multiple matches Weight

Nationality Extremely high 1

Full name Very high 3

Address Likely 10

Mobile phone number Highly unlikely 20

Email address Highly unlikely 20

USA SSN Highly unlikely 20

Passport number Extremely unlikely 30

3.3 Component 3: Collation

Once classified, newly acquired identity fragments will be added to the existing
identity model of the queried natural person.

As seen in Sect. 3.1, PICoCo will collect unknown identity fragments from
service providers using existing known identity fragments as a means of com-
parison. PICoCo will use the process outlined in Sect. 3.2 to classify the new
incoming identity fragments.
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Once collected and classified, the new identity fragment collected will be
added to the existing, known, identity model in our data store. All fragments
are stored with its weight as well as the service provider that provided us with
this new identity fragment.

Finally, all fragments are stored with the date and time it was collected. This
will allow PICoCo, in the future, to refer to this when attempting to classify new
incoming identity fragments as well as to classify identity fragments are possibly
stale or outdated.

3.4 Component 4: Validation

Identity fragments can become stale as they are not updated or revised. We
discuss this in Sect. 2.3. Because of this, PICoCo needs to ensure that the identity
models that we have created contain the newest and most recent data.

Similar to the collection process discussed in Sect. 3.1, PICoCo will query the
known identity providers of all identity fragments in question whether the user
has updated or changed this particular fragment. If so, PICoCo will follow the
Classfication and Collation process to add this new identity fragment into the
identity model.

There might be cases, however, where PICoCo will need to consult with the
user on the accuracy of their data. If the confidence of an identity fragment being
updated does not meet the required threshold, PICoCo can directly query known
users about the accuracy of the data we believe to be correct. Data provided by
the user themselves, will carry a very high weight toward the confidence of the
accuracy of the identity fragment.

However, this will only be possible if the user has subscribed to the service
provided by PICoCo. Not only will PICoCo keep user data up to date, but
also provide the user with a list of service providers that has a user’s personal
information. We discuss this more in the following section.

3.5 Component 5: Discovery

Users should have the right to know which service provider has what information
about them. To this end, PICoCo will allow a user to query our identity model
of them to discover what is known about them.

As PICoCo is already collecting and collating information about the users,
it can easily provide this information to the user. One caveat, however, would
be to confidently identify and authenticate the user wishing to discover their
identity.

For this process, PICoCo will need to ask a series of questions based on the
identity we already know. This is not too unsimilar to certain credit beauraux
asking users to identity themselves.

Once the user is confidently identified and authenticated, we can provide the
personal information of them we have connected to each service provider that
also has this particular identity fragment.
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Fig. 5. Verification process from service providers
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3.6 Component 6: Verification

Finally, PICoCo can also be used a means to verify new personal information. Ser-
vice providers should still actively ask their users to maintain up-to-date personal
information. However, they can use this model to verify the potential accuracy of
the provided information provided. This process is shown in Figs. 5 and 6.

As a user updates their personal information or provides new personal infor-
mation, the service provider can log a query. They select and provide known
personal information (steps 1 & 2) and provide this to the Verifier.

The verifier will look for a matching identity model (step 3). If not none is
found, an unknown match is returned (step 7). Otherwise, the service provider
will provide the newly acquired personal information to be tested against this
known identity model (step 4). PICoCo can then verify whether it believes
the queried personal information matches identity fragments that PICoCo has
against a known identity model (step 5). If it does, a positive match is returned
(step 6), otherwise, PICoCo will return that it is not confident whether data can
be linked and verified to an agreed confidence (step 7).

PICoCo’s confidence of linking and verification will depend on the type of
personal information being verified. PICoCo uses a similar approach as discussed
in Sect. 3.2.

Fig. 6. Verification of identity fragments from service providers



520 F. F. Blauw and S. H. von Solms

No Information Provided Actively Provided to Service Providers. At
this stage, we feel it should be explicitly noted that PICoCo will never actively
provide or give personal information to service providers! The verification can
only be used for actively confident identity models and the verification of addi-
tional personal information against known identity fragments.

4 Analysis of PICoCo

In this section we will briefly analyse PICoCo described in previously in Sect. 3.
We will analyse it in terms of privacy concerns, accuracy, feasibility, and future
work.

4.1 Privacy Concerns

Probably the biggest concern of PICoCo is that of privacy. Essentially the ques-
tion that can be asked is “How does collating all personal information help
privacy?” The simple answer is that the collection and collation of a natural
person’s personal information, spread across the Internet, will allow better over-
sight over their current state of affairs.

By allowing users to keep track of where their personal information is being
stored and how it is being used, will allow such a person to make informed
decisions going forward. Decisions with regard to how they provide and sup-
ply their own information to service providers will now be made with a better
understanding of such a service provider.

Users who are unfamiliar with the idea of security online and how data online
can affect their privacy, can make use of other services that can be provided by
PICoCo. One such an approach is described in [1] where a online privacy metric
and score is calculated to give the user an idea of their current privacy state.

It should also be noted, that we will under no circumstances force a user or a
service provider to make use of this service. However, the advantages of applying
such a service to their personal information will be made clear.

The issue of privacy raised by this model is closely linked to that of feasibility,
discussed later in Sect. 4.3.

4.2 Accuracy of Personally Identifiable Information

The simple fact that PICoCo relies on other service providers for updated PII
should bring the accuracy of said PII into question.

While it is by no means perfectly assured, there can be high level of confidence
that personal information on said service providers – especially when compared
and collated by other service providers – will be accurate.

Service providers still have to go through their verification process to ensure
the accuracy of personal information provided to them. The use of this model is
merely there to collate said personal information, as well as provide an overview
of personal information to the user. Using this model for verification purposes is
merely an advantageous side-effect.
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4.3 Feasibility

Questions to be asked:

“Is this model feasible?”
“Will service providers agree to this?”
“Will users agree to this?”

At this point in design, and in our society, this type of model is purely
fantastical and slightly offbeat. However, we feel that the investigation of such
a model is very necessary. There are multiple benefits that can be gained from
the implementation of such a model, but equally as many disadvantages.

However, considering the PKI Model, we use and actively trust central trust
authorities – Certification Authorities (CAs). In the PKI model, the entire pro-
cess relies on the CA. In the same light, we claim that the central agency/agencies
for a PICoCo implementation could be seen as a modernised CA.

The answers to the questions at the start of this subsection is probably:
“No”. But, looking for the future, there might be some use for it. We discuss
some possible future work in the following subsection.

4.4 Future Work

The model described in this paper is very abstract at its very least. For the
future, we would like to implement an initial working prototype of this model.

The first perceived step would be to look at the service provider side and
design a practical integration with existing service providers. Taking into account
that different service providers will store personal information differently, we will
need to investigate the least-obtrusive means of integrating the collection part
of our model into existing systems.

The second would obviously be to then look at implementing the collector
itself along with its collator and classifier. This will involve basic principles of
data identification and data sorting. Storing the data in the most efficient way
will also be important – from a retrieval efficiency perspective as well as storage
size perspective.

Finally, we would like to look at how we will allow users to query their per-
sonal information. Most importantly would be investigate means of identifying
and authenticating the user.

5 Conclusion

In this paper, we investigated identity models and how they are composed of
identity fragments consisting of Personally Identifiable Information (PII). Ulti-
mately we introduced and discussed our PICoCo (Personal Information Collec-
tion and Collation) Model that collects personal information in such a way to
allow it build a digital identity model for a natural person. PICoCo’s components
were discussed and how they operate together.

Finally, we performed a brief analysis on the model and looked at future work
possible from this model.
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Abstract. The world of Information & Communications Technology (ICT)
security has been dominated by the Confidentiality Integrity Availability (CIA)
paradigm for several decades now and has been very effective in countering rela‐
tively simple document based security threats of masquerade, exposure of confi‐
dential data, and verification of integrity. Unfortunately real world security prob‐
lems are not discrete or document based but are complex multi-domain, multi-
value ones. In such environments the conventional CIA paradigm is no longer the
ideal fit and in particular as we become more reliant on ICT for living support
then hard security in the context of CIA needs to be reconsidered. This means
taking into account issues that are traditionally “soft” such as Ethics and Dignity
and making them “hard” and developing solutions that allow us to treat them. Our
starting position is that humans design, operate and are the net beneficiaries of
most systems. However humans are fallible and make mistakes. At the same time
humans are adaptable and resourceful in both designing systems and correcting
them when they go wrong. In contrast machines have in the main been designed
to follow rules and are often constrained to produce the same output for the same
input over and over again. As we move towards autonomous and intelligent
machines the older models of ICT and ICT security based on the CIA paradigm,
or deterministic code execution become more and more challenged. Into this mix
we then bring a requirement for making ethical decisions.

Keywords: Security · Safety · Ethics · Artificial Intelligence
Machine Learning

1 Introduction - Why Ethics?

Ethical decisions require that different outputs arise from apparently identical inputs as
the wider context for the decision has changed. Adaptive machines already appear to
have made the switch from deterministic code and the rise of Artificial Intelligence will
hasten this switch. The primary concern we ought to have in the long term of AI and
M2M is that whilst humans make ethical decisions almost automatically as we move
towards an increasingly machine led society those aspects of dignity, ethics and security
which are managed by humans will be addressed by machines. The aim of this paper is
to give an overview of the state of the art in security standardisation in machine to
machine and IoT systems, for the use cases of eHealth and autonomous transport
systems, in order to outline the new ethics and security challenges of the machine led
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society. This will consider progress being made in standards towards the ideal of each
of a Secure and Privacy Preserving Turing Machine and of an Ethical Turing Machine.

2 Human Fallibility

We start with a simple assertion: Humans design, operate and are the net beneficiaries
of most systems. We can also assert as a consequence that humans are the net losers
when systems go wrong. If that failure is in the security systems trust in the system can
disappear.

Humans are fallible and make mistakes. It is also essential to recognise that humans
are adaptable and resourceful in both designing systems and correcting them when they
go wrong. These characteristics mean that humans can be both the strongest and the
weakest link in system security. It also means that there is an incentive to manage the
human element in systems such that those systems work well (functionality matches the
requirement), efficiently (don’t overuse resources), safely and securely. Thus human
centric design, even for mostly machine based systems, is essential. However as we
adopt more and more machines as human proxies we need to provide some of our intel‐
ligence into the systems but in doing so we need to be aware that the intelligence we are
offering in machine systems will be different from that of humans. In part this is because
the intelligence is by its nature artificial. The consequence may be that we actually design
in fallibility.

The purpose of this paper is to mark those elements of the connected world and the
publicised attacks on it, and to identify steps that security engineers should be taking to
minimise the concerns raised. Addressing the fear of the threat model, promoting why
good design works, relegating the “movie plot” threats to the fiction they belong in. The
existing security design paradigms are those of “Secure by default” and “Privacy by
design”. It is not suggested that either of these paradigms is complete and that every
product is both secure by default, and privacy protecting (privacy preserving) by design,
however even when privacy is protected and security is assured the need for systems to
act ethically and to treat their affected users with dignity needs to be assured too. The
role of ethics—doing the right thing—in design is not yet clear as it is also not clear in
real life. However as more and more decision making is moved into the machine world
the need for machines and systems of machines to make the right decision is going to
arise more and more. The consideration of dignity is perhaps even harder to quantify
but again in machines interacting with humans there is often a need to treat the recipient
with a certain degree of dignity, and furthermore to allow the human actor to hold their
dignity intact.

The path to Artificial Intelligence, and to Machine Learning (the implied role of both
is to gain wisdom in the use of data), is obviously key in this mode of development. The
Ethics problem lies at the very top of the data transformation tree shown in Fig. 1.
However much of our technology lies at the very lowest layers (networking, databases
or data collections, some use of the semantic web).
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Fig. 1. Data transformation hierarchy from bits to decision

In terms of information processing experience it may be suggested that for the bulk
of systems we lie somewhat to the left of the expertise scale (i.e., closer to Random
decision making than at Expert decision making) (Fig. 2).

Fig. 2. The time dimension of learning

In looking to use cases there are two very obvious areas where machine ethics will
be critical. In the domain of Intelligent Transport Systems (ITS) the operation of semi
and fully autonomous vehicles will be increasingly divorced from human control, thus
at the point when a crash is inevitable the vehicle has to be able to react in a way that
minimises injury to both the occupants and to anyone or anything in the local area. This
introduces the classical trolley problem at the ethical decision point: one decision may
kill n people, the alternative will definitely kill 1 person. What is the right choice to
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make? Obviously neither answer is right. There is no rationale for the vehicle to disavow
itself of all responsibility and pass control to the local human so the ethical processing
has to be built into the machine. In practice the existence of ethical decision points are
most visible in hindsight as the consequences of decisions are often out of sight at the
decision point.

The second critical domain is that of health—the classical source of the Hippocratic
Oath which is often simplified down to “do not harm”.

3 Intelligent Gaming and Game Theory in Machine Ethics

Ethical decisions are often both time critical and time variant. What is “right” in one
context may be “wrong” in another context, where context may include the players, the
time, the location or any other variable? An ethical problem often needs solved at the
time it arises—there can be no delay without the problem resolving itself or any solution
being invalid. Thus the trolley problem is one oft cited example (see Fig. 3).

Fig. 3. The Trolley Dilemma (from McGeddon - Own work, CC BY-SA 4.0, https://
commons.wikimedia.org/w/index.php?curid=52237245)

The problem is often phrased as a runaway train carriage at speed whilst ahead, on
the track, there are five people tied up and unable to move. The train is headed straight
for them. You are standing some distance off in the train yard, next to a lever controlled
junction. If you pull this lever, the train will switch to a different set of tracks. However,
you notice that there is one person on the side track. You have two options:

1. Do nothing, and the trolley kills the five people on the main track.
2. Pull the lever, diverting the trolley onto the side track where it will kill one person.

Which is the most ethical choice? If the choice is to be made by a machine how is
the machine programmed? There is no correct choice of course and that is a problem of
ethics—the right answer is almost wholly contextual and the deciding actor has limited
perspective so can only see the 5 versus 1 conundrum. It is kind of assumed that all
alternative avenues have either been tried and failed or are simply not available. How
do you win and kill nobody? You can’t without changing the problem and modifying
the ethical argument.

An alternative view is that presented by the classical prisoner’s dilemma but for the
general case of co-operation. In moving away from the binary choice in the trolley
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dilemma the number of actors involved can be expanded such that actors can collude to
define the ethically preferable outcome. In the trolley dilemma for example can the
trolley itself become involved in the decision? Can it take actions that alter the set of
possible outcomes? If we take the prisoner’s dilemma where the temptation payoff (T)
is greater than the Reward payoff (R) which is greater than the Sucker payoff (S) and
which is greater than the Punishment payoff (P) we want to be able to get the actors to
work in such a way that with or without collusion they always choose to receive R on
the assumption that mutually beneficial strategies are better over the long term.

Game theory is suggested as one way in which ethical issues can be considered.
However in order to make such tools work effectively there are a number of pre-condi‐
tions that need to be met. The assertion of this paper is that many of the pre-conditions
require a commitment to standards to assure interoperability and this is explored more
below. It is further contended that the AI that will underpin real time application of game
theory itself needs to be standardised at least at the level at which AI systems can inter‐
connect.

4 The Role of Standards

Standards are at the root of sharing a common syntactical and semantic understanding
of our world. This is as true for security as it is for any other domain and has to be
embraced.

The more flexible a device is the more likely it is to be attacked by exploiting its
flexibility. We can also assert that the less flexible a device is it is less able to react to a
threat by allowing itself to be modified.

The use of the Johari Window [JOHARI] to identify issues is of interest here (using
the phrasing of Rumsfeld).

Known to self Not known to self
Known to others Known knowns - BOX 1 Unknown knowns - BOX 2
Not known to others Known unknowns - BOX 3 Unknown unknowns - BOX 4

The human problem is that the final window, the unknown unknowns, is the one that
gives rise to most fear but it is the one that is not reasonable (see movie plot threats
below). The target of security designers is to maximise the size of box 1 and to minimise
the relative size of each of box 2 and box 3. In so doing the scope for box 4 to be of
unrestrained size is hopefully minimised (it can never be of zero size).

We can consider the effect of each “box” on the spread of fear:

BOX 1: Knowledge of an attack is public knowledge and resources can be brought to
bear to counter the fear by determining an effective countermeasure
BOX 2: The outside world is aware of a vulnerability in your system and will distrust
any claim you make if you do not address this blind spot
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BOX 3: The outside world is unaware of your knowledge and cannot make a reason‐
able assessment of the impact of any attack in this domain and the countermeasures
applied to counter it
BOX 4: The stuff you can do nothing about as e.g., far as you know nothing exists
here.

In the security domain we can achieve our goals both technically and procedurally.
This also has to be backed up by a series of non-system deterrents that may include the
criminalisation under law of the attack and a sufficient judiciary penalty (e.g., interment,
financial penalty) with adequate law enforcement resources to capture and prosecute the
perpetrator. This also requires proper identification of the perpetrator as traditionally
security is considered as attacked by threat agents, entities that adversely act on the
system. However in many cases there is a need distinguish between the threat source
and the threat actor even if the end result in terms of technical countermeasures will be
much the same, although some aspects of policy and access to non-system deterrents
will differ. A threat source is a person or organisation that desires to breach security and
ultimately will benefit from a compromise in some way (e.g., nation state, criminal
organisation, activist) and who is in a position to recruit, influence or coerce a threat
actor to mount an attack on their behalf. A Threat Actor is a person, or group of persons,
who actually performs the attack (e.g., hackers, script kiddy, insider (e.g., employee),
physical intruders). In using botnets of course the coerced actor is a machine and its
recruiter may itself be machine. This requires a great deal of work to eliminate the
innocent threat actor and to determine the threat source.

The technical domain of security is often described in terms of the CIA paradigm
(Confidentiality Integrity Availability) wherein security capabilities are selected from
the CIA paradigm to counter risk to the system from a number of forms of cyber attack.
The common model is to consider security in broad terms as determination of the triplet
{threat, security-dimension, countermeasure} leading to a triple such as {interception,
confidentiality, encryption} being formed. The threat in this example being interception
which risks the confidentiality of communication, and to which the recommended coun‐
termeasure (protection measure) is encryption.

The very broad view is thus that security functions are there to protect user content
from eavesdropping (using encryption) and networks from fraud (authentication and
key management services to prevent masquerade and manipulation attacks). What
security standards cannot do is give a guarantee of safety, or give assurance of the more
ephemeral definitions of security that dwell on human emotional responses to being free
from harm. Technical security measures give hard and fast assurance that, for example,
the contents of an encrypted file cannot, ever, be seen by somebody without the key to
decrypt it. So just as you don’t lock your house then hang the key next to the door in
open view you have to take precautions to prevent the key getting into the wrong hands.
The French mathematician Kerchoff has stated “A crypto system should be secure even
if everything about the system, except the key, is public knowledge”. In very crude terms
the mathematics of security, cryptography, provides us with a complicated set of locks
and just as in choosing where to lock up a building or a car we need to apply locks to a
technical system with the same degree of care. Quite simply we don’t need to bother
installing a lock on door if we have an open window next to it—the attacker will ignore
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the locked door and enter the house through the open window. Similarly for a cyber
system if crypto locks are put in the wrong place the attacker will bypass them.

It may be argued that common sense has to apply in security planning but the problem
is that often common sense is inhibited by unrealistic threats such as the movie plot
scenarios discussed below.

Standards are peer reviewed and have a primary role in giving assurance of intero‐
perability. Opening up the threat model and the threats you anticipate, moving every‐
thing you can into box 1, in a format that is readily exchangeable and understandable is
key. The corollary of the above is that if we do not embrace a standards view we cannot
share knowledge effectively and that means we grow our box 2, 3, 4 visions of the world
and with lack of knowledge of what is going on the ability of fear to grow and unfounded
movie plot threats to appear real gets ever larger.

5 Standards and Interoperability

Let us take health as a use case for the role of standards in achieving interoperability.
When a patient presents with a problem the diagnostic tools and methods, the means to
describe the outcome of the diagnosis, the resulting treatment and so on, have to be
sharable with the wider health system. This core requirement arises from acceptance
that more than one health professional will be involved. If this is true they need to discuss
the patient, they need to do that in confidence, and they need to be accountable for their
actions which need to be recorded. Some diseases are “notifiable” and, again, to meet
the requirement records have to be kept and shared. When travelling a person may enter
a country with an endemic health issue (malaria say) and require immunisation or medi‐
cation before, during and following the visit. Sharing knowledge of the local environ‐
ment and any endemic health issues requires that the reporting and receiving entities
share understanding.

Shared understanding and the sharing of data necessary to achieve it is the essence
of interoperability. A unified set of interoperability requirements addresses syntax,
semantics, base language, and the fairly obvious areas of mechanical, electrical and radio
interoperability.

Syntax derives from the Greek word meaning ordering and arrangement. The
sentence structure of subject-verb-object is a simple example of syntax, and generally
in formal language syntax is the set of rules that allows a well formed expression to be
formed from a fundamental set of symbols. In computing science syntax refers to the
normative structure of data. In order to achieve syntactic interoperability there has to be
a shared understanding of the symbol set and of the ordering of symbols. In any language
the dictionary of symbols is restricted, thus in general a verb should not be misconstrued
as a noun for example (although there are particularly glaring examples of misuse that
have become normal use, e.g., the use of “medal” as a verb wherein the conventional
text “He won a medal” has now been abused as “He medalled”). In the context of eHealth
standardisation a formally defined message transfer syntax should be considered as the
baseline for interoperability.

Towards an Ethical Security Platform 529



Syntax cannot convey meaning and this is where semantics is introduced. Semantics
derives meaning from syntactically correct statements. Semantic understanding itself is
dependent on both pragmatics and context. Thus a statement such as “Patient-X has a
heart-rate of 150 bpm” may be syntactically correct but has no practical role without
understanding the context. Thus a heart-rate of 150 bpm for a 50-year old male riding
a bike at 15 km/h up a 10% hill is probably not a health concern, but the same value
when the same 50 year old male is at rest (and has been at rest for 60 min) is very likely
a serious health concern. There are a number of ways of exchanging semantic informa‐
tion although the success is dependent on structuring data to optimise the availability of
semantic content and the transfer of contextual knowledge (although the transfer of
pragmatics is less clear).

Underpinning the requirements for both syntactic and semantic interoperability is
the further requirement of a common language. From the eHealth world it has become
clear that in spite of a number of European agreements on implementation of a digital
plan for Europe in which the early creation of ‘e-health’ was eagerly expected the uneven
development of the digital infrastructure has in practice made for differing levels of
initiative and success across the member states. These led to a confusing vocabulary of
terms and definitions used by e-health actors and politicians alike. The meaning of the
term e-health has been confused with ‘tele-health’ which in turn is confused with ‘m-
health’ ‘Telemedicine,’ a term widely used in the USA has been rejected in Europe in
favour of ‘tele-health.’ There is general agreement that for these terms to be effective
we need to redefine them in their practical context. Without an agreed glossary of terms,
it will be hard to improve semantic interoperability—a corner stone for the effective
building of e-health systems. The vocabulary is not extensive but at present it fails to
address the need for clarity in exchange of information in the provision of medical
services.

Standards therefore enable and assert interoperability on the understanding that:

Interoperability = Semantics∪ Syntax∪ Language∪Mechanics

Quite simply if any of the elements is missing then interoperability cannot be guar‐
anteed. However we do tend to layer standards on top of one another, and alongside
each other, and wind them through each other. The end result unfortunately can confuse
almost as much as enlighten and unfortunately the solution of developing another
standard to declutter the mess often ends up with just another standard in the mess.

In the security domain understanding that we need interoperability is considered the
default but simply achieving interoperability is a necessary but insufficient metric for
making any claim for security. As has been noted above the technical domain of security
is often described in terms of the CIA paradigm (Confidentiality Integrity Availability)
wherein security capabilities are selected from the CIA paradigm to counter risk to the
system from a number of forms of cyber attack. The common model is to consider
security in broad terms as determination of the triplet {threat, security-dimension, coun‐
termeasure} leading to a triple such as {interception, confidentiality, encryption} being
formed. The threat in this example being interception which risks the confidentiality of
communication, and to which the recommended countermeasure (protection measure)
is encryption.
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The very broad view is thus that security functions are there to protect user content
from eavesdropping (using encryption) and networks from fraud (authentication and
key management services to prevent masquerade and manipulation attacks). Technical
security, particularly cryptographic security has on occasion climbed the ivory tower
away from its core business of making everyday things simply secure.

6 Movie Plot Threats

Bruce Schneier has defined movie plot threats as “… a scary-threat story that would
make a great movie, but is much too specific to build security policies around”1 and
rather unfortunately a lot of the real world security has been in response to exactly these
kind of threats. Why? The un-researched and unproven answer is that movie plots are
easy to grasp and they tend to be wrapped up for the good at the end.

The practical concerns regarding security and the threats they involve is that they
are somewhat insidious, like dripping water they build up over time to radically change
the landscape of our environment.

Taking Schneier’s premise that our imaginations run wild with detailed and specific
threats it is clear that if a story exists that anthrax is being spread from crop dusters over
a city, or that terrorists are contaminating the milk supply or any other part of the food
chain, that action has to be taken to ground all crop dusters, or to destroy all the milk.
As we can make psychological sense of such stories and extend them by a little appli‐
cation of imagination it is possible to see shoes as threats, or liquids as threats. So whilst
Richard Reid2 was not successful and there is no evidence to suggest that a group of
terrorists were planning to mix a liquid explosive from “innocent” bottles of liquid, the
impact is that due to the advertised concerns the policy response is to address the public
fears. Thus we have shoe inspections and restrictions on carrying liquids onto planes.
This form of movie theatre scenario and the response ultimately diverts funds and
expertise from identifying the root of many of the issues.

Again taking Schneier’s premise the problem with movie plot scenarios is that fash‐
ions change over time and if security policy is movie plot driven then it becomes a
fashion item. The vast bulk of security protection requires a great deal of intelligence
gathering, detail analysis of the data and the proposal of targeted counter measures. Very
simply by reacting to movie plots the real societal threats are at risk of being ignored
through misdirection.

Movie plot derived security policy only works when the movie plot becomes real.
If we built out bus network on the assumptions behind Speed we’d need to build bus
stops for ingress and egress that are essentially moving pavements that don’t allow for
the bus to ever slow down, and we’d need to be able to refuel and change drives also
without slowing the bus. It’d be a massive waste of money and effort if the attackers did
a Speed scenario on the tram or train network or didn’t attack at all.

A real problem is that for those making security policy, and for those implementing
the countermeasures, they will always be judged in hindsight. If the next attack targets

1 https://www.schneier.com/blog/archives/2014/04/seventh_movie-p.html.
2 https://en.wikipedia.org/wiki/Richard_Reid => The “shoe bomber”.
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the connected vehicle through the V2I network, we’ll demand to know why more wasn’t
done to protect the connected vehicle. If it targets schoolchildren by attacking the exam
results data, we’ll demand to know why that threat was ignored. The answer “we didn’t
know…” or “we hadn’t considered this…” is not acceptable.

The attractiveness of movie plot scenarios is probably hard to ignore—they give a
focus to both the threat and the countermeasures. In addition we need to consider the
role of Chinese Whispers3 in extending a simple story over time.

We can imagine dangers of believing the end point of a Chinese Whispers game:

• Novocomstat has missile launch capability
• Novocomstat has launched a missile
• Novocomstat has launched a bio weapon
• Novocomstat has launched a bio weapon at Neighbourstat
• Neighbourstat is under attack
• Neighbourstat is an ally and we need to defend them
• We’re at war with Novocomstat because they’ve attacked with the nuclear option

As security engineers the guideline is to never react without proof. Quite simply
acting on the first of these Chinese Whispers is unwarranted, and acting on the 6th is
unwarranted unless all the prior statements have been rigorously verified, quantified and
assessed. The various risk management and analysis approaches that exist (there are
many) all come together by quantifying the impact of an attack and its likelihood. In
recent work in this field in ETSI the role of motivation as well as capability in assessing
risk has been re-assessed and now added to the method [E-TVRA]. The aim in under‐
standing where to apply countermeasures to perceived risk requires analysis. That anal‐
ysis requires expertise and knowledge to perform. In the approach defined by ETSI in
TS 102 165-1 this means being able to quantify many aspects of carrying out a technical
threat including the time required, the knowledge of the system required, the access to
the system, the nature of the attack tools and so forth.

7 Where to Go?

How do you get rid of fear and get acceptance of the threat model? Shared knowledge,
shared understanding and willingness to educate each other about what we know and
what we may not know. This is the only real way forward. This result is close to zero
in boxes 2 and 3 and a bounteous box 1.

8 Conclusions

As stated in Sect. 6 of this paper the approach to getting rid of fear and get acceptance
of the threat model is in the wider acceptance of shared knowledge, shared understanding
and willingness to educate each other about what we know and what we may not know.

3 https://en.wikipedia.org/wiki/Chinese_whispers => A parlour game that passes a message
round introducing subtle changes in meaning with each re-telling.
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The role of standards in giving assurance of interoperability as the key to a solution
where more than one stakeholder is involved is difficult to argue against. The nature of
the standard is unimportant—it simply has to be accepted by the stakeholders. If the
stakeholders are global and largely unknown then an internationally accepted standard
is most likely to be the way forward. If, however, the stakeholders are members of a
small local team the standard could be as simple as a set of guidance notes maintained
on a shared file.

Spreading of fear through a combination of movie plot threats and Chinese Whispers
is an inevitable consequence of human curiosity and imagination.

Standards are at the root of sharing a common syntactical and semantic under‐
standing of our world. This is as true for security as it is for any other domain and has
to be embraced.
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Abstract. Authentication, particularly in the mobile environment, has
still failed to capture many useful types of human mental ability. In this
paper, we present the concept of analog authentication, an idea revolv-
ing around the use of continuously variable information to authenticate
users. Analog authentication shifts the memory task from pure recall to
estimation, and taps into fundamental human intuition for differentiat-
ing items along a continuum. We design PassHue, a color-based analog
authentication scheme, to demonstrate the memorability, usability, and
security advantages that analog authentication can offer. Our in-the-wild
user study demonstrates that PassHue can achieve average login times
under 1.7 s, and remain memorable over a period of 2weeks.

1 Introduction and Related Work

1.1 Mobile Authentication

Mobile devices present unique challenges for authentication. These devices have
especially high usability requirements; an average smartphone user unlocks their
phone 48 times a day [11]. A difference of one second between two authentica-
tion methods can cost the user hours in the long term. Many users forgo device
authentication altogether to avoid hassle [8]. At the same time, mobile devices
carry increasingly sensitive information such as banking and stock trading appli-
cations. In many cases, an unlocked mobile device capable of receiving text mes-
sages can serve as the sole authentication requirement to reset a password, for
example to email accounts, which can in turn be used to access even more sen-
sitive information. The lock screen can be the sole defense against an attacker
that already has physical possession of the device.

According to a 2016 Pew survey of smartphone owners [17], numeric PIN
(25%) and Fingerprint scanner (23%) are currently the most common methods
of locking mobile devices, trailed by alphanumeric password (9%) and Google’s
Pattern Unlock (9%). While the fingerprint reader and other biometric methods
are quickly gaining popularity, neither iOS nor Android allow fingerprint authen-
tication as the sole lock method, with both requiring either a password or a PIN
as a fallback measure. Additionally, many low-cost devices are still sold without
fingerprint readers or other biometric scanners. At this time, knowledge-based
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methods are still the primary method of authentication for most users, and even
biometric approaches are still backed by knowledge-based authentication.

Alphanumeric text passwords are especially ill-suited to mobile devices [26]
because these devices lack a full-sized hardware keyboard to facilitate fast and
accurate typing.

The numeric PIN is notoriously insecure; there are only 410 = 10, 000 pos-
sible 4-digit PINs, and PINs are easy to observe in a shoulder-surfing attack.
Furthermore, the top 100 most popular PINs are chosen by almost a third of
users [14]. Several authors have proposed improvements to the PIN scheme. Roth
et al. [22] proposed to extend PIN’s shoulder-surfing resistance by splitting the
digits into two sets. Instead of picking a digit, users pick the set, and the PIN
is eventually entered by the intersection of the sets. Von Zezschwitz et al. pro-
posed SwiPin [25], a method to increase the shoulder-surfing resistance of PIN
by using directional touch gestures for input. De Luca et al. propose ColorPIN
[7], which increases the number of possible passwords to 531, 441 by adding a
color dimension. Bianchi et al. [3] proposed several approaches for entering a
PIN using haptic or audio cues.

Google’s Pattern Unlock has 389, 112 possible passwords on a 3 by 3 grid,
but a space of just 300 passwords may capture around 50% of users [24]. Pattern
unlocks are also easy to observe in shoulder-surfing attacks and easy to replicate
from the smudge left behind by the user’s finger on the screen [1]. Kwon and Na’s
TinyLock [15] offers increased resistance against shoulder-surfing and smudge
attacks with minimal usability penalty by leveraging a smaller drawing area and
a special gesture which obfuscates the resulting smudge pattern.

The low security strength of existing mobile authentication has led to
security-conscious people and organizations adopting a number of frustrating
developments, for example long lockouts or even a permanent device wipe after
several failed attempts, length requirements of 8+ digits for PINs and 6+ dig-
its for passwords, system assigned passwords, and strict limitations on common
passwords, repeating patterns, and password reuse. The usability and memora-
bility of long PINs is significantly worse than the 4-digit base [12,14]. In other
words, the poor security strength of existing methods has led to usability woes
for many users.

The goal of this work is to create an authentication method that meets the
usability standard of existing authentication methods but offers significantly
improved security. We propose analog authentication as a framework for devel-
oping authentication based on a continuum. We demonstrate that PassHue, an
example of analog authentication, can achieve high usability while offering better
security strength than existing methods.

2 Authentication Using Continuous Information

Most traditional authentication methods ask users to remember information
which is discrete, such as letters, numbers, or an ordered pattern like Pattern
Unlock. Users remember a sequence of discrete information and recall that infor-
mation back exactly. Some methods, such as RealUsers’s PassFaces [21], ask users
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to remember discrete items such as faces or patterns and recognize them from a
larger set of items later.

By discrete, in this paper, we mean that the information being remembered
can be divided easily into a whole number of choices: there are 26 letters in the
alphabet, 10 digits, and 3–8 possible directions that a user can pick from any
given dot in a pattern. In practice, many sets which are treated as continuous
may also be considered discrete, for example 3D space is sometimes argued to be
discrete in terms of the plank length. The discussion of which sets are discrete
vs continuous is outside the scope of this paper; any sufficiently large set which
appears to be continuously variable to an average human will be considered
continuous.

Analog authentication asks users to remember information from a continuum.
That is, given a continuum such as loudness, an analog authentication scheme
would ask the user to reproduce a specific volume or volumes. The memory task
is effectively extended from recall to estimation, as the user must now not only
remember the volume that was previously set but also estimate it accurately. By
necessity, a tolerance must be given to the user for error. The password space
of an analog authentication scheme is proportional to the size of the contin-
uum divided by the tolerance. Thus, analog authentication has a direct tradeoff
between usability (a larger tolerance so the user can authenticate more easily),
and security (a smaller tolerance to increase the size of the password space).

We use the term analog authentication to convey that a continuum of infor-
mation is being used rather than discrete information. The concept is not to
be confused with continuous authentication, which refers to authentication that
functions by analyzing user behavior in the background while the user is inter-
acting with a device.

Intuitively, it is tempting to assume that humans will perform at vastly vary-
ing abilities depending on the estimation task. The well-known “seven, plus or
minus two” rule [16] dictates that the average person can distinguish between
about 7 pieces of continuous information at a time. When a continuous set is bro-
ken into n items, humans start having trouble discerning between items when n is
larger than 7. The general rule holds for continuous sets such as pitch, saltiness,
loudness, or points in a square. Humans are generally able to discern between no
more than 7 unique items before accuracy beings to suffer considerably. Splitting
the continuum any more finely leads to errors with rapidly increasing frequency.

Cowan [6] describes the limit as “The Magical Mystery Four” instead, arguing
that working memory for the average young adult is limited more closely to
3–5 items.

It follows that an important concern in the design of an analog authentication
scheme is to ensure that the user does not have to break the continuum down into
more than 7 pieces, and fewer is better. Beyond that, the memorability of a par-
ticular continuum must be justified individually; there is no research suggesting
that continuous data is always more memorable than discrete data or vice-versa.
As Miller [16] demonstrates, even though memorability is similar between various
types of continuous information, some are still more memorable than others.
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Discrete information like letters is often bundled into higher-order informa-
tion like words or sentences to improve the number of items a person can remem-
ber. Similarly, continuous information like pitch and tone can be bundled into
higher order information like notes and songs, though this may also have the
effect of making the information discrete.

2.1 Related Work in Analog Authentication

Currently, continuous information is seldom used for authentication. Even when
potentially continuous information is used, it is often presented in a discrete
manner. For example, if the user is asked to pick a color, for example as a banking
security question, they are typically presented with a short list of options or asked
to use a standard language-based description such as “blue” or “silver”.

An exception is free-form gesture drawing, such as the work by Sherman et al.
[23] and by Clark and Lindqvist [4]. Free-from gesture drawing uses a continu-
ous 2d drawing to authenticate the user, placing it firmly in the realm of analog
authentication. While these works have discussed the implications and advan-
tages of utilizing continuous information as opposed to discrete information,
none have formalized the concept of using continuous information outside the
scope of free-form gesture drawing. Free-form gesture drawing can be consid-
ered just one type of analog authentication. Additionally, free-form drawing can
be considered as an example of analog authentication which bundles low-level
continuous information (2d positions), into higher order information (lines and
shapes), while still preserving the analog nature of the method.

On the contrary, Google’s Pattern unlock, and in fact any touch-based
authentication on the mobile platform, can be considered examples of turning
analog information (2d positions) into discrete information (connections between
points). Buttons that users touch to input a PIN or password can be considered
a type of tolerance: any 2d positions that fall inside the button count as the
same input. We do not count these methods as analog because the memory task
facing the user is discrete, only the input method is continuous.

Bianchi’s [3] works falls into a similar category: continuous information such
as vibration, beat, and hold time is ultimately used as a cue for discrete informa-
tion like numbers. Remembering the cue is part of the memory task, so Bianchi’s
approaches can be considered partly analog, however analog cues such as vibra-
tion are broken down into discrete functions like “number of vibrations that have
elapsed”, an integer value which is plainly discrete.

We note that in biometrics, analog authentication is the norm, utilizing con-
tinuous data such as gait and typing speed. In this paper, when we discuss
authentication methods, we refer specifically to knowledge-based methods, not
to biometric methods.

In this paper, we introduce the concept of analog authentication, the idea
of using continuous data for authentication. We developed PassHue, a mobile
authentication scheme that uses a color continuum, to demonstrate the poten-
tial advantages of analog authentication. PassHue follows a PIN-like approach
similar to the classic numerical PIN, SwiPIN [25], or ColorPIN [7]. It is designed
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to be immediately familiar to end users and offer login times and memorabil-
ity on par with existing PIN-based approaches. PassHue improves on existing
mechanisms by providing a much larger password space and moderate protection
from shoulder-surfing. As an example of analog authentication, PassHue demon-
strates that continuous information can be used for authentication just as well
as discrete information. Our in-the-wild user study demonstrates that PassHue
can achieve high usability and remain memorable over a period of 2 weeks.

3 The Design of PassHue

In this section, we present the design of PassHue, an example of analog authenti-
cation that utilizes color. We envision PassHue to be used as an unlock scheme,
potentially integrated with the OS, or for in-app authentication in, for example,
email or banking applications.

Fig. 1. Tutorial images shown on the store page (Color figure online)

PassHue is implemented on Android. Figure 1 shows the tutorial images that
are presented on the Play Store listing for PassHue. Users are given no further
guidance beyond these images.

Fig. 2. (left) The password setup screen, (right) The login screen (Color figure online)
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PassHue is designed to simultaneously use three continuous sets of color:
red, green, and blue, referred to as “RGB” values. The RGB system is the most
common method for representing colors in digital applications– a color is made
up of one value from each set: R, G, and B. In general, each set has a range of
0–255, so the sets are not actually continuous, but sufficiently large so that they
appear continuous to a human. The size of RGB color space is quite large; 2563

yields approximately 16.8 million possible colors.
Users set a password by tapping 4 colors in order. The 4 RGB color values

are stored as the user’s password. The password setup screen is shown on the
left in Fig. 2. Tapping the “View Tutorial button” allows users to see the images
in Fig. 1 again. Before finishing password setup, the user must re-enter the same
4 colors an additional 3 times to verify that they remember the password. Until
the 3 verification entries are complete, the password is not set. If the user decides
that their password is too hard before verifying it 3 times, or wants to pick a
different password for any other reason, they can reset it with no penalty using
the “Reset Password” button.

To authenticate themselves later, users must pick the same 4 colors, within
the tolerance, and in the same order. The login screen is shown on the right
in Fig. 2. The user has already picked three colors: orange, yellow, and pink –
those choices are tracked at the bottom of the screen. The fourth color is still
awaiting user input. The “Reset” button can be used to clear the current input
if a mistake was made, and the “I Forgot” button clears the user’s password and
allows them to set a new one if they wish to continue the experiment. We include
this button so users can easily communicate to us that they do not remember
their password.

Colors are picked by tapping the standard color wheel shown in Fig. 2. The
wheel is identical to the color wheel found in many graphics applications such
as Adobe Photoshop and Paint.net. There are three elements in RGB color,
and it is difficult to express all three in a single 2D image while maintain-
ing a continuously variable pattern. Ideally there should not be “jumps” in
color when the user moves across the image, otherwise two very different colors
may end up adjacent, and this can make picking a color accurately difficult.

Fig. 3. Cone representation of HSV color space. (Hue is the primary color where red
is 0◦, Saturation is the strength or intensity of the color, and Value describes how dark
the color is.) (Color figure online)
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Additionally, the user should be able to locate colors quickly based on location,
for example it is expected that orange falls between yellow and red. The color
wheel accomplishes these requirements; movement in any direction around the
wheel is associated with a gradual change in color, movement towards the center
increases the “whiteness” of the color, and colors appear in classic order around
the wheel: red, orange, yellow, green, blue (cyan), indigo (dark blue), violet, and
purple.

A tradeoff to using a color wheel is that relatively few RGB colors are repre-
sented. The color wheel used by PassHue is often called an HSV (Hue, Saturation,
Value) wheel, which typically features a Value slider in addition to the wheel.
HSV is a simple transformation of RGB. Figure 3 shows how an HSV system
addresses colors; the flat area at the top enclosed by the dotted line represents
the portion of colors used by PassHue and demonstrates that PassHue uses only
Hue and Saturation in the HSV scheme.

PassHue contains only the RGB colors where at least 1 of the 3 RGB values
equals 255. This allows PassHue to display a variety of colors with a consistent
gradient on a 2D display but sacrifices the ability to display the colors that reside
in the rest of the HSV cone.

We design PassHue around color because color is a continuum that humans
are relatively good at processing. There are at least 2.8 million colors discernible
to normal humans [20], and some researchers suggest as many as 10 million
[13]. Halsey and Chapanis [9] presented participants with 342 CIE colors, all of
equal luminance, and asked them to match given colors exactly to one of the
342 presented colors. Participants could pick out over 11 unique colors – that is,
colors with no overlapping matches to other colors, at the 5% error level – and
over 15 colors at the 10% level, significantly better than the expected “magic
number seven” [16]. Hamwi and Landis [10] found no relationship between time
delay and color memory for delays of 15 min, 24 h, and 6 h, indicating that color
may be good for long-term memory.

3.1 Comparison of Color Values

PassHue illustrates a potential difficulty in analog authentication: humans are
often better at discerning values on one part of the continuum than on another.
This can make it difficult to establish an exact estimate for the tolerance t, since
t varies depending on which part of the continuum the user picks. In color, for
example, humans are worst at discerning shades of green [9,18], so the tolerance
should be greater for green colors. Euclidean distance between colors does not
accommodate for different levels of performance with different colors.

PassHue compares colors using theCompuPhase algorithm [5], a commercially-
used, simple, and efficient method for calculating the distance between two colors
in a way that tries to emulate how a human would perceive the distances. A key
advantage of the CompuPhase algorithm over an algorithm like CIE2000 is that it
has significantly fewer mathematical operations and does not require conversion
into another color space, potentially saving valuable overhead. Processing over-
head is especially important on mobile devices with limited computing resources
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and battery life. The algorithm describes the difference between two RGB colors
using the following equation:

√
(2 +

r̄

256
) × ΔR2 + 4 × ΔG2 + (2 +

255 − r̄

256
) × ΔB2 (1)

where r̄ is the mean red level, i.e., (R1 + R2)/2, and ΔR, ΔG, and ΔB are the
differences between the respective R, G, and B values of the two colors. The
result of Eq. 1 will be referred to from here on as the similarity score – the lower
the score, the more similar the colors.

A similarity score of 100 or lower is considered a match. All 4 colors in a user’s
password must match for authentication to succeed. That is, the similarity score
for all 4 chosen colors vs the stored RGB values for that password must be 100
or less.

A score of 100 was chosen after a brief pilot test with 5 participants. A goal
of the user study in this paper is to determine if the score should be raised
or lowered for the average person. We hypothesize that for most users, a lower
score will be sufficient, while a few may struggle without a higher score. In a
full commercial application of PassHue, the similarity score may start high and
gradually reduce if the user continuously meets a lower score, allowing users with
better color-discerning ability to enjoy increased security.

4 Security Strength of PassHue

Current mobile authentication methods are limited in password space. A
4-digit PIN can generate only 104 = 10, 000 passwords, and pattern unlock offers
389, 112 possible passwords on a 3 by 3 grid [24]. In this section, we calculate the
password space of PassHue. We will address hotspots and other considerations
in password selection in Sect. 5.

The password space of a traditional discrete scheme is Cn, where C is the
number of choices per item and n is the number of items chosen. The password
space of an analog authentication scheme with one variable is (C/t)n, where C
is the size of the continuum, t is the tolerance, and n is the number of choices
picked from the continuum. We can consider t to be number of items in C which
are treated as identical for purposes of satisfying the password. In a traditional
discrete scheme, we can say that t = 1.

PassHue uses 3 continuums: red, green, and blue, but only a single tolerance
based on a score generated using all 3 values. For simplicity we can combine the
colors and consider C to be a single continuum from (0, 0, 0) to (255, 255, 255).
In practice, PassHue uses only the top circle of the HSV color cone, so at least
one RGB value must always equal 255. We can choose any of the three colors R,
G, or B to set equal to 255. While one color must be 255, there are 256 options
for both other colors, leaving (256 ∗ 256) choices. The total size of C is therefore
3 ∗ (256 ∗ 256) = 196, 608 colors, which represents just over 1% of RGB color
space. Users pick 4 colors, so n is equal to 4.
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It is difficult to calculate a value for the tolerance. The similarity score,
generated according to Eq. 1, weighs the values in each continuum differently, so
the tolerance varies depending on the values of the colors in question.

To find an accurate estimate for t, we write a short script to process all
RGB color pairs where at least one value in both colors is equal to 255, and the
similarity score between the colors is between 99–100, yielding approximately
40 million pairs. The worst-case product of differences between two colors having
a similarity score of 99–100 (i.e., ΔR × ΔG × ΔB) is approximately 39,000, and
the average product is approximately 3,400. That is, for any given RGB value,
on average, there are 3,400 other RGB values that would be considered a match
for purposes of authentication.

Using our average estimate for t, we find that PassHue has a password space
of (196, 608/3, 400)4 = 1.1 ∗ 107 (appox. 23 bits), 1000 times larger than a tra-
ditional 4 digit PIN, and 28 times larger than pattern unlock on a 3 by 3 grid.

5 User Study

The experiment in this paper was approved by the IRB at Cleveland State
University. Participation is anonymous.

We design our user study to determine the effectiveness of an analog authen-
tication scheme in-the-wild. Users download the application on their own device,
set a password, then recall that password several times over a period of 14 days
to simulate a phone unlock scheme that is used daily. Participants are given lit-
tle to no guidance about how to use the scheme, the entire tutorial is contained
in Fig. 1, and viewing it is optional. To keep the time burden on our partici-
pants low, we notify them to authenticate just once per day, though a typical
authentication scheme will be used far more frequently by most users.

5.1 Data Collection

Information is transmitted via php to a dedicated private server. Participants
download the application from the Google Play Store.

After downloading the application, participants must verify they are over 18
and consent to our terms before they can continue. After, participants are asked
to provide optional demographic information, such as age, which is encrypted and
transmitted to our server. Participants are then taken directly to the password
setup screen in Fig. 2 with no further guidance.

Passwords are stored on the device’s local memory and also transmitted to
our server upon creation. Information about authentication attempts is trans-
mitted to our server after each attempt, including total entry time, entry time
for each individual color, raw RGB values of each attempted color, and the
similarity score between the attempted colors and the actual password.

After initializing a password, participants are notified once per day, at
approximately the same time of day the password was originally set, to recall the
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password. Notifications last a total of 14 days. Participants can chose to ignore
a notification.

After 14 days, the application notifies the user to complete an exit survey.
Users answer basic questions about how they liked the scheme and are given the
option to leave written feedback. This information is encrypted and transmitted
to our server.

5.2 Participants

Participants were recruited with fliers around our university, social media posts,
and word of mouth. We extend a special thank you to the /r/Android community
on Reddit for providing a large number of our participants. To be considered as
completing the experiment, participants needed to attempt recall on at least 4
different days, or forget their password and have completed at least 2 authenti-
cation attempts. A total of 38 participants completed the experiment. The drop
out rate, based on participants who set a password but did not meet the above
criteria, is 30% (16 participants).

Participation is anonymous, but participants are asked to provide some
optional demographic information at the start of the experiment. Some informa-
tion, such as Android version and country of origin, is collected automatically by
Android. Of the 38 participants, 35 chose to provide their age and 37 provided their
gender. The average age of participants was 25.5 (median = 21, std = 11) and our
population was 22% female. Most of our participants (≥60%) were using Android
7.0 or higher. Approximately 70% of participants were from the United States, but
we also found participants in Canada, Sweden, Russia, Australia, and the UK.

Because our experiment requires ownership of an Android device as well as
some rudimentary abilities such as downloading the application from the Play
Store, our experiment self-selects towards participants who are already skilled
at using their device. Participants self-reported skill with using their device on
a scale from 1 (worst) to 5 (best), with an average score of 4.7 (median = 5,
std = 0.74). We asked participants what unlock method they currently use to
lock their device, with the following options and scores respectively: PIN (1),
Dot Pattern (7), Fingerprint (25), Alphanumeric Password (0), Other (2), Don’t
Lock Device (1), or Prefer not to Answer (2). We note that our population has an
unusually high rate of locking their device, but this is expected in a population
of people who were interested in an experiment about device authentication.
We also note that the rate of fingerprint is quite high, notably because our
experiment appealed to mobile phone enthusiasts who tended to have higher
end devices which supported fingerprint authentication. As mentioned in Sect. 1,
fingerprint authentication is not currently a replacement for knowledge based
authentication, and users of fingerprint authentication are still required to set a
separate PIN or password as well.

On the first application startup, participants were randomly assigned into
one of the following two conditions for the remainder of the experiment:

Stationary – In this condition, the color wheel appears in the same orientation
for every login attempt. The default orientation is shown on the left in Fig. 2.



544 J. Gurary

Rotating – In this condition, the color wheel has a different rotation for every
authentication session. Figure 2 demonstrates this condition: the color wheel on
the right is oriented differently from the color wheel on the left. The wheel’s
rotation is determined only once, at authentication start; the wheel is not rotated
again if the user authenticates incorrectly. When initially setting the password,
users must confirm the password 3 times before it is set. In the rotating condition,
the color wheel is rotated after each successful attempt.

Nineteen participants were assigned to each condition. Participants were not
made aware that different conditions existed and received no guidance about
rotation or lack thereof. We hypothesize that the rotating condition will perform
slightly worse in terms of entry times and failed authentication attempts, but
may offer better defense against shoulder-surfing.

5.3 Memorability of PassHue

Three participants forgot their passwords, for an overall memorability of 92%.
Two participants belonged to the rotating condition while the third belonged
to the stationary condition. We found no significant difference in memorability
between the conditions (χ2 = .36, p = .548).

All three participants forgot their passwords within the first three days of
the experiment. After resetting a new password, all three participants went on
to complete the experiment successfully. We conclude that PassHue is highly
memorable, even after a period of two weeks, but a small subset of users can
have issues with initially memorizing a password.

5.4 Usability of PassHue

Figure 4 shows the amount of time, in seconds, needed to create a password,
including the required 3 additional successful entries before a password is offi-
cially set. As expected, stationary users on average required less time to set a
password, with the exception of three outliers. The data shows that with very
little guidance, users are able to figure out how to use PassHue in about one
minute.

Fig. 4. Creation time
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We recorded entry times for a total of 1192 authentication attempts. To
obtain more realistic timing data, we filtered attempts that were likely “pocket
dials” or random tapping. We categorized these as attempts where the sum of
difference scores for the four colors was greater than 500. Most of these attempts
had entry times lower than 1.5 s. We filtered out 112 attempts in this manner. We
also filtered out attempts where the total login time was much longer than 60 s,
indicating the user accidentally left the application open. Nine attempts were
filtered in this manner, leaving a total of 1071 valid authentication attempts.

Fig. 5. Median entry time of PassGame users over time (“Days” represents the number
of individual calender days the user has made an attempt at authentication.)

We hypothesize that PassHue users will improve in entry time over the course
of two weeks as they practice the scheme, and that participants in the rotat-
ing condition will perform slightly worse than those in the stationary condi-
tion. Figure 5 shows the median entry time in seconds for PassHue users over
a 14 day period. Figure 5 is based on days attempted, though several days may
have elapsed for the user. For example, if the user attempted authentication on
days 0, 4, 7, and 12, those attempts would be plotted as day 0, 1, 2, and 3. We
organize attempts in this manner because the elapsed days between authenti-
cation attempts is not consistent for each user, many users opted to skip days.
Participants attempted authentication on an average of 11 separate days.

The overall average time for a single authentication attempt is 2.63 s
(median = 2.25, std = 1.99) for rotating PassHue and 1.67 s (median = 1.46,
std = .86) for stationary PassHue. As expected, two-tailed Mann-Whitney testing
indicates a significant difference between the entry times for the two conditions
(p < .0001).

The data supports our hypotheses that entry times improve over a short
practice period, and that the rotating condition is slower. The average entry
time of both conditions is close to in-the-wild entry times reported by other
research for traditional 4 digit PINs (1.5 s) and Pattern Unlocks (3.1 s) [27].
PassHue’s in-the-wild entry times are superior to average lab entry times for
similar PIN-based schemes: ColorPIN – 13.9 s [7], SwiPIN – 3.7 s [25], DOC –
25.7 s [22], and The Phone Lock – 12.2 s [2].
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Fig. 6. Authentication sessions with failures

Error Rates. We hypothesize that Rotating users will experience more authen-
tication errors. Figure 6 shows the percentage of authentication sessions that
result in critical or uncritical failures. A critical failure is defined as 3 or more
incorrect attempts consecutively, as this could traditionally lead to a device lock-
out. A session is defined as all the authentication attempts in a single instance
of using the application. A uncritical failure is 1–2 incorrect attempts in the
same session. Users required multiple attempts to authenticate in roughly 35%
of authentication sessions in both conditions, but Stationary users face more
critical failures. The average number of incorrect authentication attempts per
authentication session is .90 and 1.34 for Rotating and Stationary respectively.

Fig. 7. Authentication sessions with failures (outliers removed)

We noted that most failed attempts originated from a small subset of users,
particularly in the Stationary condition. We removed users who made errors
more than two standard deviations above the mean error rate as outliers to gen-
erate Fig. 7. Even with outliers removed, we find that for most users, the error
rate is worse than Pattern Unlock (14.6%, 1.6%) [27]. PassHue would require
a high error tolerance before lockout to be viable for most users. With outliers
removed, the average number of incorrect authentication attempts per authenti-
cation session is .76 and .46 for Rotating and Stationary respectively. The data
supports our hypothesis that average Rotating users will make more errors than
their Stationary counterparts.
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Because PassHue is very fast, the time impact of incorrect authentication
attempts is largely insignificant. Using timing results from the previous section,
users can expect to spend an average of 1.99 s and .77 s making errors in Rotating
and Stationary PassHue respectively. We hypothesize that some users simply
preferred to go quickly rather than carefully since there was no punishment for
multiple incorrect attempts. PassHue offers a greater chance to trade speed for
precision than most discrete authentication methods.

Fig. 8. Failed authentication attempts per session over time (outliers removed)

Figure 8 demonstrates the improvement over time in failed authentication
attempts per session. A clear trend emerges in the Stationary condition, demon-
strating that PassHue users become significantly less error prone after just 4 days
of use, with diminishing gains in accuracy after one week. We hypothesize that
Rotating users do not share the training effect because they do not have a chance
to build muscle memory due to the color wheel being in a different position each
time.

5.5 Color Selection and Hotspots

Figure 9 shows all colors selected by our participants, grouped roughly in ascend-
ing RGB order. We did not find any impact on color selection by condition or
color order. Cyan, violet, and white hues are slightly under-represented, while

Fig. 9. Colors selected by participants (Colors, within ΔR + ΔB + ΔG ≤ 10 of the
true value of that color, e.g., 0, 255, 255 for true cyan, are marked for blue, green, cyan,
magenta, red, yellow, and white.) (Color figure online)
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hues between yellow and red, are slightly over-represented. The mean RGB val-
ues are (R̄ = 161, stdev = 116; Ḡ = 133, stdev = 99; B̄ = 131, stdev = 112). The
expected mean assuming an even distribution is 128, indicating red is slightly
over-represented.

A brute force attacker may gain some advantage guessing shades of red,
orange, and yellow first. From Fig. 9, we note that roughly 40% of all color
choices fall between true red (255, 0, 0) and true yellow (255, 255, 0), despite
this section making up only one sixth (17%) of the color wheel. In other words,
red-orange-yellow is selected roughly twice as frequently as expected. Only one
participant (3%) relied on these colors exclusively.

Fig. 10. All PassHues chosen by participants (Color figure online)

Figure 10 shows all the PassHues chosen by participants in our user study,
each row represents one participant. Four participants (11%) generated a
PassHue using the same color 4 times. By same, we mean that all 4 colors had
a difference score of less than 10 based on Eq. 1. This is very similar to 4-digit
PINs, where roughly 8% of PINs are comprised of 4 duplicated digits [14]. Two
more participants (5%) generated a PassHue using the same color twice.

Notably absent in the data are repeating patterns such as couplets in the
form XYXY, which comprise approximately 18% of PINs. Number based pat-
terns, such as the years 1951–2000 (accounting for roughly 6% of all PINs [14])
are impossible in PassHue. We conclude that PassHue may have a substantial
advantage in encouraging good password choices, simply because there are rela-
tively few commonly occurring patterns based on color. In our future work, we
plan to include more participants in order to determine if any patterns emerge
in password selection.

6 Discussion

6.1 Color Blindness and Tetrachromacy

We hypothesized that some people with minor color blindness would still be able
to use PassHue if they avoided colors that were difficult for them, by using some
sort of relative position on the wheel, or by using only the most intense colors.
In general, these techniques may not reduce the security strength of PassHue,
since the attacker is unlikely to know if the user is color blind, and if they
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do, it is nearly impossible for the attacker to know how color blind the user
is. Figure 11 demonstrates what the PassHue wheel would look like to someone
with minor green color blindness (Deuteranomaly), the most common form of
color blindness. Subjectively, it appears to be still be usable, and distinct line
patterns are now clearly visible.

Fig. 11. The PassHue wheel seen with minor deuteranomaly (Color figure online)

As part of our demographic information, we asked participants to tell us if
they were color blind, and if so, what type of blindness they had. One participant
reported that they were red-green color blind. This participant was assigned to
the Stationary condition. Password creation time was 50 s, and average entry
time was 2.42 s, slightly below average. The average number of incorrect attempts
per authentication session was 1.83, again slightly worse than average.

However, we note that entry time for this participant in the first 3 days
was 3.62 s, declining to 1.9 s over the latter 11 days. Likewise, we note that the
error rate for this participant in the first 3 days was 4.38 incorrect attempts per
session, declining to .88 incorrect attempts per session for the latter 11 days of
the experiment. We conclude that the participant was able to find a way to use
PassHue despite not having perfect color vision.

Fig. 12. Color-blind participant’s PassHue (Color figure online)

Figure 12 shows the PassHue for this participant. Notably, the colors are less
saturated and relatively far from true color values for red, blue, yellow, and
green. The participant gave the following response on their exit survey:

“Since I know I could never remember the colour I set my password according
to a colour sequence which consists of the most obvious colours from each 4
groups namely red, blue, yellow, and green. Since in blue and yellow groups I
can see very distinct lines of that colour I use them in the password sequence.
The rest is muscle memory.”
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From this statement we hypothesize that color blind people in general will
tend to pick colors that are very different from each other, since they have a
harder time discerning similar colors. We plan to investigate this hypothesis
with more color blind participants in our future work.

We conclude that PassHue, despite being based on the color continuum, can
actually be used by someone with limited ability to discern parts of the contin-
uum. The user can effectively substitute memorizing color with memorizing x-y
location relative to some color or pattern hint.

Although roughly 8% of males of .5% of females suffer from color blindness
and may not be able to use PassHue effectively, it is also estimated that 1% of
the population has tetrachromatic vision, allowing them to see additional colors.
By including more colors from the types that tetrachromes can better discern,
a version of PassHue can be developed that is highly secure against anyone that
doesn’t have tetrachromatic vision. This system would require a tetrachromatic
display, and finding participants with tetrachromatic vision is difficult.

6.2 Gender Bias

Because most kinds of color blindness occur more frequently men, and because
research suggests that on average women remember color more easily and accu-
rately than men [18], PassHue may be slightly biased towards women. We
hypothesized that females on average would be faster and more accurate when
entering their PassHue.

Surprisingly, we found that women were slightly slower at entering their
PassHue, with average entry times of 2.69 and 2.44 s vs male average entry
times of 2.53 and 1.68 s for Rotating and Stationary respectively. Mann-Whitney
testing found a significant difference in entry times between genders for both
conditions (p = .006 and p = .016 for Rotating and Stationary respectively).
The difference in entry time may be due to motor proficiency, where studies
have found men to have some advantage [19].

However, the data supported our hypothesis that women would be more
accurate on average. For Rotating and Stationary respectively, women made an
average of 0.5 and 0.24 incorrect authentication attempts per authentication
session vs male error rates of 0.87 and 1.55 incorrect attempts per session (χ2 =
5.27, p = .022;χ2 = 35.21, p ≤ .00001). Additionally, the lowest performers,
discussed in Sect. 5.4, were all male.

The data shows that PassHue is generally suitable for both genders, but the
error rate may be quite high for a small subset of males. This may suggest that
tolerances for male users should be slightly higher by default.

6.3 Inclusion of Additional Colors

Adding a “Value” slider to PassHue would greatly increase the password space
as it would allow use of the entire RGB color space. Alternatively, there are also
2d images containing the entire RGB color space. The size of C would become
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all of RGB color space, (2563) = 16.8 million colors. Even assuming the worst-
case tolerance of 39,000, the password space is (2563/39000)4 = 3.4∗1010, about
the same as a 6-character case-sensitive alphanumeric password with no symbols
(626 = 5.8 ∗ 1010). We sample 40 million random color pairs and find that the
average product of distances is 15,000. Using this value as our tolerance, the
password space is (2563/15000)4 = 1.5 ∗ 1012, roughly on-par with a 7-character
alphanumeric password (627 = 3.5∗1012). In our future work, we plan to see if it
is feasible to extend PassHue to the entire RGB color space without impacting
usability.

6.4 Shoulder-Surfing Resistance

We hypothesize that PassHue will be significantly more shoulder-surfing resistant
in the Rotating condition because the attacker cannot use position as a cue
and must directly memorize the colors. The rotating condition should also be
resistant to smudge attackers, since the wheel is not in the same orientation
for different attempts, though a smudge can still give the attacker the relative
spatial relationship between colors. A formal user study of PassHue’s shoulder-
surfing resistance is a plan for future work. PassHue is inherently resistant to
black-and-white or poor resolution camera attacks, especially in the rotating
condition.

7 Conclusion

In this paper, we introduced the concept of Analog Authentication, using con-
tinuous rather than discrete information for authentication purposes. PassHue,
a proof-of-concept for analog authentication, is able to achieve a much higher
security strength than PIN or Pattern Unlock. Our in-the-wild user study demon-
strates that PassHue is highly memorable, PassHue is on-par or faster than exist-
ing authentication schemes, and PassHue is not significantly prone to hotspots.
We conclude that PassHue, and by extension analog authentication, are viable
avenues of exploration in finding a new method for mainstream mobile authen-
tication.
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Abstract. With the spread of computers to ordinary people, computer
security is becoming increasingly important. User authentication is one
of the most important technologies for computer security. Although pass-
words are used in many personal computers, they are known to some-
times have problems. As an alternative to passwords, biometric authen-
tication, such as fingerprint authentication and face recognition-based
authentication, is becoming more widely used. In this paper, we propose
a hand gesture-based method as a new kind of biometric authentication.
It supports three-dimensional (3D) gestures that allow its user to move
the user’s hand without touching an input device. Using the motions of
fingertips and finger joints as biometric data, the method improves the
performance of authentication. Also, we propose seven 3D gestures that
can be classified into three types. We implemented the method by using
a 3D motion sensor called the Leap Motion controller. We present the
results of an experiment that we conducted with nine participants to
evaluate the method. For all the gestures, the true acceptance rates were
more than 90%, and the equal error rates were less than 4%.

Keywords: Biometric authentication · Hand gesture · Motion sensor

1 Introduction

With the spread of computers to ordinary people, computer security is becoming
increasingly important. User authentication is one of the most important tech-
nologies for computer security. Although passwords are used in many personal
computers, they are known to sometimes have problems. For example, users
sometimes employ passwords that are easy to memorize, which might enable
dictionary attacks to succeed. Also, passwords might be stolen, e.g., by shoulder
surfing.

As an alternative to passwords, biometric authentication [11,21,22] is becom-
ing more widely used. In general, biometric authentication adopts physiologi-
cal/behavioral characteristics of users (e.g., fingerprints, faces, irises, palm veins,
pen pressures, keystrokes, and gaits) for user authentication. Such characteristics
are contrary to passwords that users might forget and that other people might
steal. Also, since such characteristics are unique to users, there are no common
c© Springer International Publishing AG, part of Springer Nature 2018
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Fig. 1. Hand gesture-based biometric authentication

patterns like easy-to-memorize passwords. In particular, fingerprint authentica-
tion is widely used for mobile devices such as smartphones and tablets. Also,
face recognition-based authentication is lately becoming popular.

In this paper, we propose a hand gesture-based method as a new kind of
biometric authentication. It supports three-dimensional (3D) gestures that allow
its user to move the user’s hand without touching an input device, as shown in
Fig. 1. Using the motions of fingertips and finger joints as biometric data, the
method improves the performance of authentication. Also, we propose seven 3D
gestures that can be classified into three types. We implemented the method by
using a 3D motion sensor called the Leap Motion controller [14]. We present the
results of an experiment that we conducted with nine participants to evaluate
the method. For all the gestures, the true acceptance rates were more than 90%,
and the equal error rates were less than 4%.

This paper is an extended version of the poster paper that we previously
published as [9]. In particular, this extended paper describes how the proposed
method represents 3D hand gestures (Subsect. 4.2), how it registers template ges-
tures (Subsect. 4.3), and how it performs gesture authentication (Subsect. 4.4).

The rest of this paper is organized as follows. After presenting related work in
Sect. 2, we briefly describe the Leap Motion controller and performance measures
for biometric authentication in Sect. 3. Then, in Sect. 4, we propose our biometric
authentication method, and present its implementation in Sect. 5. We report the
experiment that we performed to evaluate our method in Sect. 6, and discuss the
method in Sect. 7. Finally, we describe conclusions and future work in Sect. 8.
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2 Related Work

Many existing personal computers and mobile devices use text-based passwords
and similar symbolic sequences such as PIN codes for user authentication. How-
ever, some users employ vulnerable passwords to easily memorize or enter the
passwords. Google’s Android introduced pattern lock [18], which allows users to
draw patterns by connecting dots on touch screens instead of entering text pass-
words. However, since Android’s pattern lock uses only a small number of dots,
they are essentially almost as simple as passwords. In addition, Ye et al. [26]
showed the possibility of attacking pattern lock; they were able to infer correct
patterns by analyzing videos for the motions of fingertips even if the videos had
not directly captured the screens.

As an alternative to passwords, there has been research on biometric authen-
tication [11,21,22] employing characteristics of users. Methods for biometric
authentication can be roughly divided into two categories, the first one using
physiological characteristics and the second one using behavioral characteris-
tics. Physiological characteristics include, for example, fingerprints, faces, irises,
and palm veins. In particular, fingerprint authentication is widely used in smart-
phones and tablets, and face recognition-based authentication is lately becoming
popular. There has also been research on the use of the physiological character-
istics of hands for biometric authentication [2]. For example, Jain et al. [10]
showed the possibility of identifying persons by the geometries of hands.

The method that we propose in this paper falls in the second category of bio-
metric authentication. Behavioral characteristics used in this category include,
for example, pen pressures, keystrokes, and gaits [11,15,21,22,25]. Kholmatov
and Yanikoglu [12] proposed an online signature verification method that used
not only the form of a signature but also the number and the order of the strokes
and the velocity and the pressure of the pen. Kim et al. [13] used the pressures of
fingertips as behavioral characteristics, in particular, to solve the shoulder surf-
ing problem in the context of collaborative tabletop interfaces. Ataş [1] proposed
a biometric authentication method using the tremors of hands, and implemented
it by using the Leap Motion controller.

Our biometric authentication method uses hand gestures as behavioral char-
acteristics. Such methods can be categorized into two, one using two-dimensional
(2D) hand gestures, and the other using three-dimensional (3D) hand ges-
tures [5]. Methods using 2D hand gestures for biometric authentication typically
employ touch screens. Sae-Bae et al. [16] proposed multi-touch gestures using a
thumb and four fingers on a multi-touch screen, and studied particular 22 ges-
tures. Sherman et al. [19] studied the use of free-form gestures for authentication.

Biometric authentication methods using 3D hand gestures can be further
categorized into sensor- and camera-based methods [5]. Sensor-based methods
typically use accelerometers. Guerra-Casanova et al. [8] proposed the use of an
accelerometer-embedded mobile device to capture a 3D hand gesture like an
in-air signature. Sun et al. [20] developed a biometric authentication system
for smartphones that used on-phone accelerometers to capture 3D hand gesture
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signatures. It should be noted that such sensor-based methods do not consider
the motions of fingers.

Camera-based biometric authentication methods perform image processing.
Fong et al. [7] used the stationary images of 3D hand gestures that represented
sequences of alphabets in a hand sign language.

Recently, there has been research on camera-based methods using the Leap
Motion controllers. Chan et al. [3] used the Leap Motion controller for biometric
authentication using a circle-drawing gesture with one finger. Saritha et al. [17]
also used the Leap Motion controller to treat circle-drawing, swipe, screen-tap,
and key-tap gestures. Xiao et al. [24] used the Leap Motion controller to handle
3D hand gesture signatures. Wong and Kang [23] proposed stationary hand
gestures that used the free motions of fingers without the motions of hands,
wrists, and arms; they implemented a biometric authentication method by using
the Leap Motion controller.

In some sense, these camera-based methods using the Leap Motion controllers
share the same motivation as our method. However, our method is more focused
on the use of a wider variety of 3D hand gestures. The 3D hand gestures used
by Chan et al. [3], Saritha et al. [17], and Xiao et al. [24] were relatively sim-
ple because they did not utilize gestures with the complex motions of fingers.
Although stationary hand gestures proposed by Wong and Kang [23] were more
complex, they still did not use the motions of hands. In this sense, our method
is closer to the one proposed by Sae-Bae et al. [16] that defined and studied 22
2D hand gestures in the context of a multi-touch screen.

3 Preliminaries

This section briefly describes the Leap Motion controller and the performance
measures for biometric authentication that we use in our work.

3.1 Leap Motion Controller

The Leap Motion controller [14] is a motion sensor that captures the positions of
hands and fingers in a 3D space by using two infrared cameras and an infrared
LED. It has an effective range of 25 to 600 mm upward, a field of view of 150◦ in
the side direction and of 120◦ in the depth direction, a tracking rate of 120 fps,
and a tracking accuracy of 1/100 mm. It internally has a standard model of
human hands, and treats various motions of hands by associating sensor data
with the internal model. However, it cannot accurately sense fingers that are hid-
den by other fingers or by palms. It is a small device of a size of 80 × 30 × 11 mm,
and is as low as about 100 US dollars. It is easily available, and even laptop com-
puters with built-in Leap Motion controllers are being sold.

3.2 Performance Measures for Biometric Authentication

There are various measures for evaluating the performance of biometric authen-
tication [4,6,11]. In this paper, we use two performance measures. The first
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Fig. 2. The false rejection rate (FRR), the false acceptance rate (FAR), and the equal
error rate (ERR)

measure is the true acceptance rate (TAR, also known as the true match rate).
This is a simple measure that indicates the rate of how often an input is correctly
accepted.

The second measure is the equal error rate (EER). This is a measure com-
monly used to more precisely evaluate the performance of an authentication
method. The EER is computed from the false rejection rate (FRR, also known
as the false nonmatch rate)1 and the false acceptance rate (FAR, also known
as the false match rate) by considering an appropriate threshold. The EER is
defined as the rate at which the FRR and the FAR cross (Fig. 2). This is based
on the following: a tighter threshold makes the authentication more sensitive by
more often causing false rejection (i.e., rejecting a right input); a looser threshold
makes the authentication less sensitive by more often causing false acceptance
(i.e., accepting a wrong input). Thus there is a trade-off between the FRR and
the FAR, and the EER is the error rate corresponding to the best threshold.

4 Proposed Method

This section proposes a hand gesture-based method for biometric authentication.

4.1 3D Hand Gestures

Our method executes biometric authentication using the geometries and the 3D
gestures of a hand. It adopts a 3D motion sensor to obtain the geometry and the
position of the hand in real time (Fig. 1), from which it computes the similarities
of the input gesture with the template gestures stored in its database beforehand.

1 It should be noted that FRR = 1 − TAR holds.
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Fig. 3. 3D hand gestures called (a) WUD and (b) WLR

We propose the following three types of 3D hand gestures, namely, the fin-
gertip, the wrist, and the complex type.2

The fingertip type defines gestures that start from an open posture of fingers
and then move fingers in certain directions. It consists of the following two
gestures.
FCO: All fingertips close and then open.
FBO: Fingertips bend and extend one after another.

The wrist type defines gestures that move the hand in certain directions with
the position of the wrist fixed. It consists of the following four gestures.
WUD: The wrist is bended up and down (Fig. 3(a)).
WLR: The wrist is bended to the left and to the right (Fig. 3(b)).
WCWY: The hand and the forearm are rotated clockwise with the wrist

as its center and along the vertical axis (which is parallel to the y-axis
shown in Fig. 4).

WTR: The hand is turned over and back.
The complex type consists of user-defined gestures.

UDS: The user writes the user’s signature in the air.

We use the Leap Motion controller for 3D motion sensing. Users position
their hands about 20 cm above the Leap Motion controller as shown in Fig. 4. In
our experiment that we report in Sect. 6, the users used the left hands for the
gestures other than UDS. For UDS, they used their dominant hands since they
needed to write their signatures.

2 Initially, we included another gesture type called “hand” that consisted of four ges-
tures such as moving the left hand up and down. However, we found that this type
of gestures was difficult for users to precisely perform again because they needed to
move their arms as well as their hands. Therefore, we excluded this type of gestures.
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Fig. 4. Setting of the Leap Motion controller for a hand

4.2 Representation of 3D Hand Gestures

Our method internally treats a 3D hand gesture as a time-based sequence of
multi-dimensional vectors. For a posture of a hand at a particular time point, it
considers the 3D positions of the joints of the fingers as well as the 3D positions of
the fingertips. More specifically, a posture of a hand at a time point is represented
as a 75-dimensional vector that can be divided into five 15-dimensional vectors
for the thumb and the four fingers.

Figure 5 shows the parts of a hand that we use for biometric authentication.
The motion sensor measures the 3D positions of the fingertips and the joints of
the thumb and the four fingers. For each of the four fingers, there are four joints
at the ends of the bones called a distal phalange, an intermediate phalange,
and a proximal phalange, and a metacarpal. For the thumb, there are three
joints because one bone is missing. In the case of the Leap Motion controller, it
internally generates an extra joint for the thumb by additionally considering a
bone of a zero length.

Therefore, we can represent each of the thumb and the four fingers at a time
point t as the following 15-dimensional vector:

fi,t = (xtip
i,t , y

tip
i,t , z

tip
i,t , x

dis
i,t , y

dis
i,t , z

dis
i,t , x

int
i,t , y

int
i,t , z

int
i,t , x

pro
i,t , y

pro
i,t , zproi,t , xmet

i,t , ymet
i,t , zmet

i,t ),

where i ∈ {1, 2, 3, 4, 5} indicates the thumb or one of the four fingers, and each
component of fi,t represents a coordinate of the thumb or one of the four fin-
gers. Using these vectors, we represent a hand posture at t as the following
75-dimensional vector:

ht = (f1,t, f2,t, f3,t, f4,t, f5,t).

Finally, we represent a gesture as the following time-based sequence G of hand
postures from time point 1 to T :

G = [h1,h2, . . . ,hT ].
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Fig. 5. Parts of a hand used for biometric authentication

We use such a sequence G of 75-dimensional vectors for both an input ges-
ture and a template gesture. An input gesture is the data that is obtained by
measuring a user’s actually performing a certain 3D hand gesture. A template
gesture is the data that is associated with a certain 3D hand gesture of a user
and that is stored in a database.

4.3 Registration of Template Gestures

Before gesture authentication, we need to construct a database of template ges-
tures. Since it is often difficult for a user to re-perform a sufficiently similar 3D
hand gesture, we use the average of multiple input gestures to obtain a template
gesture. Specifically, our method requires the user to repeat a certain gesture
ten times to register its template gesture on the database. The average of the
ten input gestures is calculated as a template gesture, and then is stored in the
database.

We also associate a preset threshold with a template gesture. We use it to
judge whether an input gesture is sufficiently similar to the template gesture asso-
ciated with the preset threshold. We obtain the preset threshold of a template
gesture by computing the average similarities between this template gesture and
the ten used input gestures, where the similarities are calculated as presented in
the next subsection. We use such preset thresholds to compute true acceptance
rates in our experiment.
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4.4 Gesture Authentication

Given an input gesture, our method of gesture authentication reports whether
it accepts or rejects the input. This process is performed as follows.

1. Find the template gesture that is the most similar to the input gesture.
2. Do the following:

(a) If the similarity between the input gesture and the found template gesture
is smaller than the preset threshold associated with the template gesture,
it accepts the input gesture;

(b) Otherwise, it rejects the input gesture.

To compute the similarity between an input and a template gesture, our
method calculates the sum of the Euclidean distances between the correspond-
ing 75-dimensional vectors from the sequence Ginp of the input gesture and the
sequenceGtem of the template gesture. Formally, withGinp = [hinp

1 ,hinp
2 , . . . ,hinp

T ]
and Gtem = [htem

1 ,htem
2 , . . . ,htem

T ], the similarity S(Ginp, Gtem) between Ginp and
Gtem is defined as follows:

S(Ginp, Gtem) =
T∑

t=1

d(hinp
t ,htem

t ),

where each d(hinp
t ,htem

t ) is the Euclidean distance between 75-dimensional vec-
tors hinp

t and htem
t .

The simple calculation of this similarity is usually impossible due to the
different lengths of Ginp and Gtem, which occurs because their lengths depend
on the time lengths of the gestures performed by the user. To solve this problem,
we extend the shorter sequence to the length of the longer one. We use the
following simple method: we first determine the appropriate locations of the
shorter sequence where new 75-dimensional vectors should be inserted; then we
insert each of the new vectors that we obtain by calculating the midpoint of its
previous and next vectors. For example, consider two sequences of lengths 103
and 100. Then we extend the sequence of length 100 by adding new three vectors.
Let this sequence be G = [h1,h2, . . . ,h100]. We insert new three vectors between
h25 and h26 and between h50 and h51 and between h75 and h76. We compute
the new three vectors as (h25 + h26)/2, (h50 + h51)/2, and (h75 + h76)/2.

5 Implementation

We developed a prototype hand gesture-based biometric authentication system
based on the method proposed in the previous section. We used the Leap Motion
controller for 3D motion sensing. We implemented the system in Java using the
Leap Motion SDK. It consists of approximately 3300 lines of code.

6 Experiment

This section reports the experiment that we conducted to evaluate the proposed
method.
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Table 1. Results of the experiment

Type Gesture TAR (%) EER (%)

Fingertip FCO 90.4 3.8

FBO 90.6 0.0

Wrist WUD 94.0 2.4

WLR 97.6 2.9

WCWY 94.1 2.9

WTR 93.0 2.3

Complex UDS 100.0 0.0

6.1 Procedure

We recruited nine participants who all were male and who were 21.8 years old
on average.3 We asked them to use their left hands to perform the gestures other
than UDS. In the case of UDS, the participants used their dominant hands since
they needed to write their signatures. The participant pressed a key with the
other hand when he started and finished a gesture.

We first constructed a database of template gestures. First, the participants
practiced each gesture several times before registering its template. For the reg-
istration, each participant performed each of the seven gestures ten times (i.e.,
70 times in total).

After all the participants registered their template gestures on the database,
we conducted an experiment on gesture authentication. In the experiment, each
participant performed each of the seven gestures ten times again. Every time
after the participant performed a gesture, the system notified him whether it
was accepted or rejected. For this purpose, the preset thresholds were used.

6.2 Results

To show the performance of the proposed method, we use two measures TARs
and EERs that we explained in Subsect. 3.2. Table 1 shows the resulting TARs
and EERs for the seven gestures. The TARs were more than 90% for all the
gestures, and the average of the TARs for all the gestures was 94.2%. The aver-
ages of the TARs for the fingertip, the wrist, and the complex type were 90.5%,
94.7%, and 100% respectively.

We computed the EERs for the seven gestures by finding appropriate thresh-
olds. All the EERs resulted in smaller than 4%, and the average of the EERs for
all the gestures was 2.0%. The averages of the EERs for the fingertip, the wrist,
and the complex type were 1.9%, 2.6%, and 0.0% respectively.

3 Since we wanted a stricter experimental setting, we did not recruit female partic-
ipants; otherwise, the larger variance of the geometries of the participants’ hands
could have more affected the experimental results.
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7 Discussion

The results of the experiment indicate that the proposed method almost always
distinguished the gestures of the participants. It should be emphasized that, in
the cases of the fingertip and the wrist type, the participants performed the
same 3D hand gestures. This suggests that it is difficult for users to imitate the
gestures of other users in such a way that the method cannot distinguish them,
which is an ideal property for biometric authentication. It also should be noted
that, unlike passwords, 3D hand gestures are not vulnerable to shoulder surfing
because of the difficulty of gesture imitation.

Many of the participants gave comments that they had suffered hand fatigue
because it had been time-consuming for them to position their hands about 20 cm
above the motion sensor. To solve this problem, we need to implement the facility
that automatically adjusts the vertical positions of input gestures. Also, it will
be better for us to implement the facility that automatically adjusts the angles
of input gestures, which can be expected to further improve the performance by
reducing errors caused by hand positions.

To compute the similarity between an input and a template gesture, we used
a simple definition of the similarity based on the sum of Euclidean distances
between time-based sequences of 75-dimensional vectors. Also, we used a sim-
ple method for treating an input and a template gesture with different lengths.
However, we can consider other alternatives. For example, we could use a dis-
tance between two high-dimensional vectors by treating a time-based sequence
of 75-dimensional vectors as a single high-dimensional vector. Alternatively, we
could use a cosine distance instead of an Euclidean distance. Also, we could use
a more sophisticated interpolation method to handle an input and a template
gesture with different lengths. We need to explore such alternatives to improve
the performance of the gesture-based authentication.

As an experiment for evaluating biometric authentication, our experiment
was small in the number of participants. However, the results of the experiment
indicated that our method is insufficient than state-of-the-art methods such as
fingerprint- and iris-based ones that obtain EERs of less than 0.1%. Therefore,
before conducting a larger experiment, we need to improve the performance of
our method by doing things described above. For this purpose, there are also
other directions such as the combination of multiple gestures for one trial of
authentication.

8 Conclusions and Future Work

We proposed a new biometric authentication method based on 3D hand gestures.
We used, as biometric data, timed-based sequences of 3D positions of fingertips
and finger joints. Also, we proposed seven 3D hand gestures that are classified
into three types. We implemented the method by using the Leap Motion con-
troller as a 3D motion sensor. To evaluate it, we conducted an experiment of
gesture authentication with nine participants. As a result, for all the gestures,
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the TARs were more than 90%, and the EERs were less than 4%. This indicates
that, even if different users perform the same gestures, the method can almost
always distinguish such gestures. Also, this suggests that, even if a gesture is
imitated by another person, the method is not likely to accept it.

Compared to state-of-the-art authentication methods such as fingerprint-
and iris-based ones, our method still has room for improvement in performance.
For example, we need to implement the facility that automatically adjusts the
vertical positions and the angles of input gestures. Also, we could improve the
performance by combining multiple gestures for one trial of authentication. We
believe that we should pursue a biometric authentication method that is easy-
to-use for ordinary people.
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ber JP15KK0016.
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Abstract. Recent cryptographic research has devised several new algorithms
and protocols with a potential of mitigating several of the most ardent security
and privacy threats, existing in currently available public cloud services. Never‐
theless, such cryptographic schemes often exhibit counterintuitive functionality
to end users, or they work differently to other already established traditional
schemes with which users are already familiar. A practical solution to address
these problems involves a human centered design approach, deriving Human
Computer Interaction (HCI) requirements from consultations and extensive
testing with experts, prospective end users, and other stakeholders. The European
Horizon 2020 project PRISMACLOUD “Privacy and Security Maintaining Serv‐
ices for the Cloud” uses such an approach and provides HCI patterns as part of
its proper cloud service development methodology CryptSDLC to communicate
HCI requirements to cloud service designers and user interface implementers. In
this article, we present several new cryptographic cloud services, e.g. for
redacting digitally signed data, and for redundant storage and sharing of confi‐
dential data in a public cloud scenario, together with three example HCI patterns
for specific interactions of end users with these services. We show how these
patterns were elaborated and validated in practice to prove the suitability for their
intended purpose. To summarize, we give an account on our practical experience
during the actual prototype development and implementation and show how they
constitute an essential element of the CryptSDLC development methodology.

Keywords: Cloud computing · Cryptography · HCI patterns · End-user security
End-user privacy

1 Use of Cryptography in the Cloud

1.1 Current Security and Privacy Situation

For end users of public cloud systems, be they individuals, corporations, administrations,
or other entities, a central feature is that data is given to someone else for storage and
processing. This is assumed as being cost effective, enabling sharing of data and applica‐
tions among devices and other cloud users, and providing protection against data loss. But
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as regards protection of confidentiality, and also of integrity, and availability of the data,
the cloud provider (the “controller” and “processor”, in the terms of the GDPR [1]) has
to be trusted to protect the data against all kinds of attacks by malicious hackers and other
outsiders. In many cases, the cloud provider itself has full access to the end user data—
plus the metadata arising from usage and access to the data. The cloud provider may be
honestly defending end user data against outsiders, but be curious, and untrustworthy with
respect to confidentiality. In several currently available public cloud offerings for indi‐
vidual end users, it is the very business model of the cloud provider to collect and use the
user-generated content and the knowledge of user interaction for their own business.

Hence, end users have to face threats against the confidentiality of their data, and
that the data remains available through the cloud service. In specific cloud applications,
the integrity of private or personal data may also be under threat. However, cloud
controllers, and especially now also the processors that perform the actual storage and
processing in the cloud of data related to subjects in the European Union, have strong
reasons to combat such threats: From May 25, 2018, when the GDPR will apply, they
are facing significant fines if there are no appropriate means of security in place.

1.2 Suitable Cryptographic Primitives and Protocols

A preferred method to address several of these security and privacy concerns would be
to use cryptographic protection from end to end, together with specific cryptographic
functionality to reduce the amount of metadata being generated in secure and authentic
transactions. However, in public cloud systems currently available on the market, cryp‐
tography is mostly only used for protecting the data between the end user and the cloud,
while in the cloud the data is completely entrusted to the protection capabilities and the
benevolence of the cloud provider. Most cloud services provide cryptographic protection
of the data only in motion between end users and the cloud, and some provide encryption
of data at rest in a simple use case, precluding further sharing and processing of the data
in the cloud plus requiring from the end user a fully-fledged cryptographic key manage‐
ment system with all its consequences.

Nevertheless, cryptographic research carried out by researchers from universities,
research centers, and corporations, is currently proposing cryptographic primitives and
protocols for addressing several of these threats, and demonstrating technology readi‐
ness of its solutions with several application demonstrators in realistic cloud environ‐
ments. The H2020 project PRISMACLOUD proposes the use of secret sharing for
distributed storage and archiving of data among multiple cloud providers, with no single
cloud provider aware of the plain data. In fact, a secret sharing algorithm can give more
information to storage providers that are more “trustworthy”. The secure data archive
also enables the implementation of a secure and securely private data sharing service in
a cloud of clouds, without having to rely on the need to trust one cloud provider. We
demonstrate such a service in an infrastructure provider for administrations of munici‐
palities of a region in Europe, providing secure and reliable archiving services, in a mix
of private clouds and public clouds that are rented on demand.

A selective authentic exchange service enables end users to have verified and digi‐
tally signed information hosted in a cloud service with the intention to have precisely
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selected verifiable information items disclosed to a third party. This particular service
wants to ensure that only an exactly specified subset of the data is revealed, the authen‐
ticity of which nevertheless can be cryptographically verified. This counters the unfav‐
orable consequence in current certificate based authenticity systems: That always the
entire certificate, the entire information need to be revealed, even when only e.g. one
particular piece of authentic data (e.g. the age, the name to a key…) is required. The
selective authentic exchange service is demonstrated by a prototype in the health
domain. In a hospital, doctors digitally sign medical data, e.g. diagnosis data, or lab data.
The patients, if they need to show some of the medical data to third persons (employer,
dietician etc.), can select several data to be “blackened out”, i.e. redacted from the
document, without the other, remaining items losing their valid signatures.

Nevertheless, cryptographic schemes such as the ones used in PRISMACLOUD
often provide “crypto-magic” and thus exhibit counterintuitive functionalities to end
users, or they work differently to other already established traditional schemes with
which users are already familiar [2]. Also for this reason, the HCI (Human Computer
Interaction) research in PRISMACLOUD has played an important role, and the HCI
patterns discussed in this paper are reflecting the results of this HCI work.

1.3 HCI Patterns as Promoter of Cryptography Diffusion

An analysis of promoters and inhibitors of cryptography diffusion in the (public) cloud
context [3] yielded several results, among these that it is favorable to have during the
cloud service development process the proper instruments and procedures in place to
communicate requirements and capabilities across the domains of experts, involved in the
development process on the different layers. Design patterns in their different expres‐
sions as security and privacy patterns, as well as HCI patterns are such communication
instruments—of which we will show three instantiations below. The HCI patterns are
being developed with feedback from end users, and codify requirements and design deci‐
sions for several HCI aspects of the application of cryptographic cloud services. As such,
the HCI patterns support the creation of usable and accepted end user applications.

Other Promoters Identified. Another promoter for the diffusion of cryptography in
cloud applications, as identified in the context of the PRISMACLOUD project, is the
usage of a service and tool based approach, where the cryptography, with its
complexity, is hidden inside a tools layer, and thus can more safely and securely be used
by cloud service developers. Standardization of cryptographic primitives and protocols
(algorithms and parametrization) and compliance to regulation are also beneficial to
increase trust in cryptographic cloud services and make them more widely used. Compli‐
ance, in the European context compliance with the GDPR, will require from controllers
and processors (aka providers) that they use appropriate technical means of protection,
which could include for privacy-sensitive applications, such as eHealth applications,
strong cryptography to (provably) protect entrusted personal data—otherwise, the
GDPR foresees severe financial fines for cases where a breach happens with no adequate
data protection in place.
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Other Inhibitors Identified. The complex and frequently rudimentary specification
(at least for a practical use case) of a cryptographic algorithm or protocol in the scientific
literature makes transformation and secure implementation in a real service difficult and
expensive. Notations are often very formal and the security assumptions and the correct
parametrization not derived easily. Other identified inhibitors include the existence of
artificial requirements, where cryptographic primitives are being brought forward,
satisfying more requirements of cryptographic research, and of academic beauty—than
being practically applicable in a real world application.

2 HCI Patterns as Integral Part of a Cloud Service Development
Methodology

2.1 The PRISMACLOUD CryptSDLC Method

The construction of cryptographically equipped cloud services is a huge undertaking
and requires contributions by and collaborations among many involved disciplines on
different layers. To structure that process, and to enable a secure development process,
the project PRISMACLOUD proposes a fourfold architecture [4], plus a proper meth‐
odology for the research and development activities required during cloud application
development an all of these layers.

The architecture layers are:

– The applications layer—of the applications using (public) cloud services.
– The services layer, providing the cloud services to the end user applications. The

services use cryptographic tools of the tools layer to implement security and privacy
functions.

– The tools of the tools layer completely encapsulate the cryptographic primitives and
protocols, including the correct parametrization, thus supporting a secure and effec‐
tive use.

– The cryptographic primitives’ layer containing the cryptographic primitives and
protocols. Here the cryptographic research is being carried out.

The PRISMACLOUD CryptSDLC (“Cryptographic Software Development Life‐
cycle”) defines the activities connected with traversing the architecture during cloud
service development [5]. From the applications layer down, high-level requirements are
derived and translated to more formalized language; such requirements are mapped to
cryptographic models on the layer of cryptographic primitives and protocols. Crypto‐
graphic research is being carried out to fill gaps and provide the required functionalities.
The algorithms and protocols are built into software, which is being structured as a tool
to be used by cloud services on an upper layer. Security and privacy is built into the tool
by design and by default and in an optimal world, the practical security can also be
quantified and (formally) proven. The tool is deployed, and the cryptographic capability
provided to high-level applications through a cloud service. The CryptSDLC method is
based on conventional software development lifecycles, like Microsoft SDL, but
augmented with steps specifically dealing with designing cryptographic systems [5].
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2.2 Experts Involved in the CryptSDLC

Table 1 lists for each architecture layer, which group of individuals needs expertise on
that particular layer–plus at least in the adjoining layer above and below (if there is a
layer above or below) during the development process [5]. For example, a tool designer
with main expertise in the tools layer needs knowledge of the capabilities of the cryp‐
tographic primitives developed and configured in the primitives layer, as well as of the
requirements postulated by the experts of the Services Layer. A service designer, on the
other hand, only needs knowledge of the tools but no longer the detailed cryptographic
knowledge of the cryptographic primitives and protocols layer.

Table 1. Experts, engaged on architecture layers

Primitives layer Cryptographers
Tools layer Tool designers, specialized software engineers, HCI experts
Services layer Service designers, usability and HCI experts, cloud service providers

and sub-providers (GDPR: “controllers” and “processors”)
Applications layer Business model developers, general domain experts
On several or all layers Project communicators, IT security specialists

PRISMACLOUD maintains specific communication tools and mechanisms to
support the layered development process governed by the CryptSDLC, as well as to
support the diffusion of new paradigms and capabilities among prospective providers
and end users of the proposed tools and services. These communication tools and mech‐
anisms are applications of design patterns: Cloud security and privacy patterns, and
HCI–human computer interaction–patterns.

2.3 Role of HCI Patterns

Design patterns on several levels provide communication functions during the devel‐
opment process. The patterns support the layered development process governed by the
CryptSDLC. Cloud security and privacy patterns codify and explain the new paradigms
and capabilities from cryptographic researchers to prospective service providers and end
users. Specific HCI patterns guide the implementation of interfaces guiding the human
computer interaction.

Cloud security and privacy patterns and HCI patterns are applications of design
patterns. In similar structures, they are used to codify expert knowledge and require‐
ments within a specific scope in a way that the information remains accessible across
domains of involved actors. The main idea is that a design pattern shall “describe(s) a
problem which occurs over and over again (…) and then describe(s) the core of the
solution to that problem, in such a way that you can use this solution a million times
over (…)” [6]. This is done by describing the (empirical) background of the pattern, i.e.
the “problem”, and giving instructions for the “solution” in natural language in a frame‐
work of categories.

The concept was invented in Berkeley, CA, in the 1970s for application in architec‐
tural design [6] and has later on been modified for application in several information
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technology subdomains. The first application of design patterns in information technol‐
ogies was in software architecture in the 1990s when object oriented design and re-
usability required efficient communication of complex issues across different domains
of involved people [7]. Later on, the concept was used for the specification of security
and privacy concerns in security and privacy patterns [8, 9], as well as for human
computer interaction aspects in HCI patterns [10]. Since several years, there exist
collections and catalogues of cloud security and privacy patterns specifically for model‐
ling threats and solutions in the cloud context.

2.4 HCI Patterns Methodology

We will follow the structure of the HCI patterns as presented in [10], and additionally
embrace the pattern with an overview section and a motivation section at the beginning,
and a section testing and validation, showing how the pattern was elaborated and vali‐
dated. In Table 2 we give a short definition of each of the categories used to describe
the HCI patterns.

Table 2. HCI pattern categories

Overview Title of the pattern, including information on its maturity (i.e. how intensely it
has been tested so far). For pattern HCI.P2 the overview contains a description
of the underlying cryptographic primitive of redactable signatures to an extent
required for the comprehension of the following HCI pattern

Motivation Description, why the necessity arose for the particular pattern
Problem Outline of existing problem; description of the context and applicability of the

pattern
Solution Describes the elements necessary to solve the given problem. Describes how the

elements need to be arranged to achieve this goal. “The solution describes the
elements that make up the design, their relationships, responsibilities, and
collaborations” [7]

Use when Outline of the situation and context when the pattern is best applied in
Use how Provide detailed insight into the way the solution is being achieved; provide

detailed information for the developer and implementer (steps needed to achieve
the solution)

Use Why Rationale as why the pattern is needed and where the benefit for the end user lies
Related
patterns

Related patterns (in this collection, in other catalogues)

Testing and
validation

Description on how the testing was carried out and how the pattern was validated

The HCI pattern categories grid is not to be seen as orthodox and fixed—for specific
presentations and communication need, categories may be omitted, or other categories
(as e.g. “GDPR context”, or “Standardization status”) could be added.
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3 Example HCI Patterns for Cryptographic Applications
in the Cloud

3.1 PRISMACLOUD Use Cases

In the PRISMACLOUD project, several end user applications were developed to demon‐
strate the capabilities and security benefits of the proposed cryptographic tools and serv‐
ices. A Health Care Data Sharing Platform uses a selective authentic exchange service
to enable the minimization of data to be shared with third parties to the items actually
required. The e-Government IaaS (Infrastructure as a Service) Cloud provides a redun‐
dant and highly secure backup solution in a hybrid cloud scenario. The three presented
patterns were tested and are being applied in the Health Care Data Sharing Platform
(HCI.P1, HCI.P2) and the e-Government IaaS Cloud (HCI.P3). The Privacy Enhanced
Simon equips an existing application of the FP7 SIMON project (an implementation of a
mobile application for prioritized parking for people with disabilities) with capabilities for
effective privacy protection and data minimization of the involved end users. An Evidence
Sharing Platform capable of deployment to a public cloud protects its information against
curious cloud providers. The three HCI patterns are being applied in the Health Care Data
Sharing Platform, as well as the e-Government application.

3.2 HCI.P1 Digital Signature Visualization

Overview. Digital Signature Visualization is a relatively mature pattern and is already
practically applied in XiTrust’s commercial MOXIS solution1. It was user-tested in the
PRISMACLOUD eHealth use case “Healthcare Data Sharing Platform”. The tests
included two sets of users, the signers of the document (medical staff) and the redactors
(users of the medical document: patients). Several results of the user test were incorpo‐
rated into that pattern.

Motivation. XiTrust has been active in the field of digital signatures for more than 15
years and experience shows that users need a graphical visualization for digital signa‐
tures. Consequently, the graphical representations have been revised constantly over the
last years. In principle, a digital signature does not need to be visualized, but then it
would not be visible to the human eye. One option would be to simply apply the hash
value of the signature to the document. However, this option has found only little
acceptance. Thus, we implemented the possibility to upload an image into the XiTrust
MOXIS digital signature solution, which shows a scan of the handwritten signature. In
times when more and more people are doing their business on tablets and smartphones,
a more flexible solution was requested. Therefore, we provide now also the possibility
to create the signature visualization directly with a stylus or finger. Furthermore, it is

1 Online (8.2.2018): https://www.xitrust.com/en/products/xitrust-moxis/. The MOXIS solution
is currently available for qualified digital signatures, but not for redactable signatures. The
identities are provided with trust service provider A-Trust, online (8.2.2018): https://www.a-
trust.at/%C3%BCber-uns/en/.
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possible to display the name of the signer, the date, the time and a short user-defined
message under the visualization.

Problem. Prospective digital signers of documents need to see which document they
are just going to digitally sign in an electronic document flow. Then signers need to be
sure whether a digital document they are seeing on a computer display has already a
valid digital signature attached to it. This is particularly of importance right after the
process of signing a document (to confirm that the operation has been successfully
carried out), but also in review of a past action (e.g. that the document has already been
signed). Signature verifiers, i.e. the people receiving the signed document, need a
straightforward and intuitive way to check the signature’s validity (invalid signatures
need visual representation). Additionally in the eHealth use case, when viewing the final
document there are two types of signatures: signing the document with redactable signa‐
tures, and signing the redaction for accountability with a digital signature. Although the
second (the digital signature of the redactor) could be valid, it does not necessary mean
that the redactable signature (the first) is still valid; that is due to the dependency of
redactable signatures on redaction rules (validity of the signature remains when
redacting only allowed fields from the document).

Solution. Provide the user the required information in a way that resembles the
common process of handwritten signatures on paper documents. Digital documents are
rendered on the screen black on white, resembling printed documents. Digital signatures
are represented by images of signers’ handwritten signatures, and on the location where
signatures would be expected on a paper document, i.e. at the bottom of the last page.

Use when. Use it in the generation and verification process of digital signatures in a
digital documents flow.

Use how. Prospective signers shall be presented with a placeholder, indicating that a
signature may be placed on a certain document. Such a placeholder has the form of a
frame or box, which is empty (i.e. contains no image of a written signature) but contains
information on who is entitled to sign the document (see Fig. 1). This can be a list of
natural persons’ names, or the name of a group, of which any individual member may
sign (e.g. “medical doctor”). The placeholder shall be positioned at the bottom of a
document, as this is mostly the case for handwritten signatures on paper. If there are

Fig. 1. Signature placeholder mock-up. The QR code encodes metadata associated with the signer
(e.g. identity) and the application (e.g. position of visualization in document, descriptor of business
process related to document) in mixed electronic/paper document environments.
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more than one signatures required on a particular digital document, several such place‐
holder boxes should be placed next to each other. Enabling the placing of the placeholder
by the signer is not advised, as this tends to confuse the signer.

After the signature process itself has been triggered (and the proper authentication of the
signer has been established) an image of the signer’s manual signature is displayed in the
frame (see preview in Fig. 2. Handwritten signature visualization). Therefore, the signer
has immediate feedback that the signature process was successfully carried out. Likewise,
a verifier can have an efficient signalization that a document is signed, and by whom.

Fig. 2. Handwritten signature visualization

The signer shall be given the opportunity to revoke a signature on a document that
was erroneously signed, e.g. when digital signatures have to be created in a stressful
working environment, e.g. in a hospital. The revocation should be easily achievable by
the signer immediately after the signing process (probably within a defined time limit,
or while one particular session is ongoing) and should not involve a lengthy and difficult
procedure, as this is common in current digital signature applications.

Use Why. Although digital signatures are intended as equivalent to handwritten signa‐
tures, they are merely bits of digital data that are not easily identifiable as a signature. A
similar discrepancy exists between a document on paper to be signed, and electronic data,
representing some document. Consequently, there is the problem of how both the digital
document to be signed and the digital signature itself are visualized. We are here
concerned with the latter problem, the visualization of the digital signature. The visuali‐
zation of the space where a signer may ‘place a digital signature (i.e. at the bottom of a
‘virtual document’), provides for the signer an intuitive way to assess the quantity of data
that the signer is about to digitally sign. The visualization of a valid digital signature by a
box containing an image of the signer’s handwritten signature provides, for both the
signer and the verifier, an intuitive way to understand that a document is validly signed.

Related patterns. This pattern is used in several other HCI patterns having to do with
digital signature applications, e.g. HCI.P2 Stencil for Digital Redaction (see below).

Testing and Validation. The visualization of signatures was tested as a part of the
eHealth use case scenario walkthroughs on two sets of users: the medical staff who are
the signers of the medical documents with redactable signatures, and the prospective
patients who will be redacting the document, signing the redaction with digital signa‐
tures, and using their medical document for further purposes. We used low fidelity
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mockups2 for the interface testing. In total there were 13 medical staff interviewed
individually for testing the signing of redactable medical documents, and 5 focus groups
for testing the redaction of signed documents and signing the redaction. The groups
consisted of 32 participants of patient-users: 2 experts groups and 3 lay user groups.

Medical staff appreciated the visualization of the digital signatures, however raised
their concerns regarding multiple signatures process across different departments in the
medical facility. The signature placeholder was confused for the actual signature by
some lay users, however it was noted by the participants that it is due to first time
learnability encounter. Among the focus groups participants, views varied from appre‐
ciating the visual representation (non-expert users).

3.3 HCI.P2 Stencil for Digital Document Redaction

Overview. Redactable signatures, also known as malleable signatures, provide a means
for, within given boundaries, redacting parts or field blocks from digitally signed digital
documents, without the signature losing its validity [11]. In applications employing
redactable signatures, one signer signs a digital document, from which a second user is
able to redact some information (redacting in the sense of suppressing or “blacking out”),
keeping in mind that redaction rules apply, i.e., not all fields are redactable. Meanwhile
a verifier still can check the authenticity (versus the first signer) of the remaining infor‐
mation, as well as the authenticity of the redaction made by the second signer. HCI.P2
is also being applied in PRISMACLOUD in the eHealth use case “Healthcare Data
Sharing Platform”.

Redactable signatures are based on relatively recent cryptographic primitives, and
there is (by the time of this document) not much end user experience available with the
use of redactable signatures in digital signature applications. HCI tests have revealed
that people tend to have problems to grasp the correct functionality and implications of
a redactable signatures application and often preconceptions are uttered. A potential
explanation of this phenomenon may be twofold: First, digital signatures in current
digital signature applications are conventionally connected to the property that any
modification destroys the validity of a connected digital signature. That situation is
acerbated by the very name of “redactable signatures”, which, being a technical term in
the field of cryptography research, is misleading from an end user application point of
view. This is because from an end-user point of view, it is not the signature that is being
redacted, but rather the signed electronic document. From an end-user perspective, e.g.
“redactable authentic documents” would be a more suitable name.

Motivation. In our previous user studies, we have elicited and evaluated HCI and user
requirements for redactable (malleable) signatures [12, 13]. It was clear that there is a
need to communicate and facilitate the functionalities (redacting of documents) to the
user using suitable and understandable user interfaces and metaphors. Furthermore
requirements for redaction called for suitable metaphors and support for the user. There‐
fore, we have chosen the stencil metaphor for the process of redaction and developed

2 Balsamiq Mockups 3 by Balsamiq Studios LLC. online (8.2.2018): https://balsamiq.com/.
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mock-ups user interfaces for visualizing redaction of signed documents. To improve
usability and ease human computer interaction, a practical application for the redaction
of digital documents shall at any time provide an immediate feedback on which of the
visible elements on the screen will be visible, or redacted from the final document.

Default settings for redactions complying with the privacy principle of data mini‐
mization and data protection by default (Art. 25 GDPR) are needed.

Problem. During redaction of digital documents, the redacting end user may lose
control of which parts of an electronic document are redacted (and which parts will
remain visible for a potential verifier). Some parts of the document may not be redacted
without the digital signature losing its validity. An end user may redact too little or too
much information, so that the remaining document either does not disclose minimal data
or may no longer fit for its intended use.

Solution. The elements that are redactable within the predefined framework, i.e. the
elements that can be redacted by a user without the initial signature losing its validity,
shall be clearly indicated; users shall be given templates that propose redactions for a
specific purpose, and indicate which fields may be redacted, without the document losing
its suitability for the intended purpose in situations where it may be applicable.

In Fig. 3, the icon depicts the “blacking out” based on the stencil metaphor, which
can be used in the user interface for choosing the functions to redact documents.
However, for the process of redaction “greying-out” of fields should be used instead of
“blacking out” for leaving the text to be redacted visible and thus helping the user to
verify which parts of the text will be redacted and which will remain. Hence, greyed-
out fields highlight the parts of the text that the user chooses to redact and thereby limit
the information they would like to share.

Fig. 3. Icon for redacting fields in the document

In Fig. 4, mock-ups (for a redaction template that the users first have to choose)
depict an overview of how a document would look like after redaction, where users get
to see the greyed-out blocks of text to be redacted. Two different views marking either
the text to be redacted or the text to be kept are offered. The actual final document without
the markings is shown to the user (‘Document After’ view).
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Fig. 4. Selecting redaction views

Use when. The Stencil for Digital Redaction should be used for the user interface during
the redaction process of digital documents in redactable signatures applications, i.e. the
Stencil for Digital Redaction shall support the redactor during the redaction process.
Moreover, icons based on the stencil metaphor should be used for allowing the users to
easily choose the redaction functions.

Use how. The digital document shall be presented on the screen resembling the printed
document. At any time, and for all parts of the document visible on the screen, all
potentially redactable elements shall be clearly indicated by displaying them inside a
frame or box. Of these elements, not redacted elements, i.e. visible for a verifier, shall
be displayed inside boxes with transparent background, while redacted elements, i.e.
not visible for a verifier, shall be displayed in a box with grey background (‘greyed-
out’). Non-redactable text shall be displayed without a frame or box around it. At the
beginning of redaction, users are given two options: one that users are clicking on the
fields to be redacted and greyed out (View A in Fig. 4), the second is clicking on fields
to be highlights and kept (View B). Both views will have the same end document result;
it is mainly the mental model and preference of people selecting either hiding or showing
information (Fig. 4). Each redactable section (i.e. each frame) shall have an adjoining
button for toggling the redaction status (visible/not visible for a verifier) of that specific
section (Fig. 5) User tests have proven an eye symbol as button as being convenient and
effective for conveying the meaning of ‘hiding’ or ‘making visible again’ to the
redactor.

The redactor shall be presented a choice of templates for the redaction of documents
for specific purposes. E.g. if the original document would be results of a lab test in an
eHealth portal (signed by the lab or responsible medical doctor), a template could be
provided for the end user passing on information to his or her dietician. The templates
shall be designed to enforce Privacy by Default, i.e. in the lab use case the template
should propose to the redactor to redact all test results not primarily needed for dietary
counselling, i.e. the data proposed by the template to be redacted shall be put in already
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greyed-out boxes. The information on the template currently in use shall be indicated
on a separate portion of the screen at any time when the end user does the redaction.

Use why. HCI.P3 Stencil for Digital Document Redaction in combination with redac‐
tion templates guide a redacting user through the difficult process of digital redaction of
signed documents. It helps the end user to grasp the consequences and implications of
his or her actions during redaction and to enforce data minimization.

Related patterns. The accountability of a redactor for the effected redactions is usually
implemented by a digital signature of the redactor. Use HCI.P1 Digital Signature Visu‐
alization for the digital signature process of the redactor.

Testing and Validation. The focus group study mentioned in HCI.P1 (Sect. 3.2) included
the testing of redaction process by patient-users. Participants of all 5 focus groups under‐
stood the greying-out of fields in redaction process. In the overall view of document redac‐
tion, almost all participants chose View A (Fig. 4) as the suitable view for redaction, where
they prefer to select further information to be greyed out rather than selecting information
to be shown from the greyed-out view. Templates were perceived to be important part of
redaction, since they act as a guide of redacting sensitive information by default; many
participants indicated that they would rely on the templates for redaction. Therefore, it was
concluded that there is a need for data protection certification (as promoted by the GDPR)
for the template redaction specification for data minimization rights as well as setting the
boundaries for data requirements of recipients, e.g., employers who would request more
information than legally needed from their employees’ documents.

3.4 HCI.P3 Secret Sharing Configuration Preferences

Overview. ARCHISTAR is a framework for secure distributed data storage and sharing
in the cloud, it constitutes a system that applies Secret Sharing to a multi-cloud setting,

Fig. 5. Hiding/showing more information than the template.
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meaning that the user’s data is divided into “chunks” which are distributed to separate
clouds/storage nodes [14]. This implies that an incident at a single cloud/node will not
cause the data to be lost, stolen or tampered with. Hence, it intrinsically protects data
privacy and availability. When adopting a Secret Sharing (or Secret Splitting) scheme,
there are two fundamental parameters that need to be considered: (1) n, representing the
number of “chunks” that data should be divided into. (2) k, which constitutes the threshold
of chunks required to reconstruct the data into its original state. A higher threshold makes
data more protected against data privacy breaches because a higher number of cloud
servers (least k) would have to collude against the user (i.e., data owner) to restore the data
without permission. However, a higher threshold also makes the data less accessible for not
only unauthorized individuals, but also for the user themselves, as a data recovery would
require the availability of a higher number of servers. As illustrated in [15], different
configurations of n and k affect the availability of data chunks in a multi-cloud setting. The
availability of cloud services is commonly expressed in percentage of uptime – or number
of “leading nines” [15]. A typical cloud service availability rate is 99.9%, or three nines
[14], which constitutes a downtime of 8.76 hours per year. From that point on, three main
categories for setting up the configuration preferences are set and are focusing on: “Cost
Minimization”, “Data Confidentiality Maximization” and “Data Availability Maximiza‐
tion”, which constitute the 3 packages/categories of this pattern. The use of the word
“Maximization” should clearly indicate to the user that even though all kinds of configu‐
rations will, through the use of secret sharing, already protect the confidentiality and avail‐
ability of the data, there are options to even strengthen or “maximize” these protections.

Motivation. 16 structured interviews were conducted to derive suitable ARCHISTAR
configurations and guidelines for organizational/private use, and to identify trust factors,
unique advantages and risks of ARCHISTAR that should be communicated to different
user groups. The respondents were IT experts who are familiar with the notion of cloud
storage and had previous experience of organizational and/or private cloud storage use.
Based on the interview results, it was noted that setting up configurations of data chunks
and locations required guidance and support. Compared to encryption, secret sharing
was generally perceived as less secure against breaches, while some reasoned that it
would constitute a greater protection against data loss. The majority of respondents
argued that secret sharing would not single-handedly be a sufficient security measure
for sensitive data in the cloud and a layer of encryption would be valued or required in
addition, as they would not trust or would not want to rely on the non-collusion assump‐
tion of secret sharing and/or as they anyhow would internally use encryption for
protecting sensitive data.

When asked how many chunks (n) their data should be divided into and what the
threshold for reconstruction (k) should be, most respondents did not appear to understand
(or put much thought into) how different values on k would influence the level of security
and availability of data. In other words, the implications of different combinations of n
and k might not be clear to the user and arbitrary values may therefore be selected,
resulting in a less suitable configuration.

The perceived importance of cost was mixed among the respondents. Some argued
that they would not use the solution if the expenditure would be too high, while others
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though cost was a less crucial factor. However, regardless of the perceived significance,
it was acknowledged that cost could have an impact on other key factors (such as security
and reliability). This indicates that cost still may have be taken into consideration
throughout the configuration process. However, other interviewees rather opted for data
protection or for data loss preventions as their highest preferences.

Problem. Secret Sharing is a security measure for protecting both the availability and
privacy/confidentiality of data. Various types of data may be stored/backed up in the
cloud, all of which may involve different requirements in terms of the degrees to which
Confidentiality, Integrity and Availability (CIA) are protected, which in turn can be
influenced by the secret sharing configurations. Particularly the sensitivity of data and
the frequency in which it needs to be accessed by the user may determine which Secret
Sharing configuration is appropriate. However, during the interviews some respondents
found it difficult to give their personal/organizational data a particular classification in
regards to the CIA triad. This suggests that the requirements and priorities should be
specified in a different manner.

Solution. The user should be presented with three configuration preferences –“Cost
Minimization”, “Data Confidentiality Maximization – High Data Protection”, and “Data
Availability Maximization – High Data Loss Prevention”– which should be prioritized
from most important to least important. Based on the priority, the user will be provided
with recommended default settings and configuration options. The aforementioned
categories have the following implications and trade-offs:

Cost Minimization: The expenses should be kept small by selecting cheaper cloud
storage options. The pre-selection of providers should be dictated by the price of the
cloud storage offering, rather than locations in different regions or jurisdictions.
However, if “Data Protection” is the second-highest priority, storage servers should be
located in the European Union (EU) or within the organization’s private cloud for guar‐
anteeing data protection in compliance with the GDPR. If “Data Loss Prevention” is the
second-highest priority, some pre-selected providers might reside in areas with a low
risk of natural disasters to ensure that more than (n-k) chunks cannot be hit by the same
natural disaster at the same time. Even if data protection is not the first or second pref‐
erence, the data may still include personal information, and therefore out of the chunks
needed to restore the data, at least one should per default be located in the EU.

Data Confidentiality Maximization – High Data Protection: The data is sensitive and
requires high confidentiality. Accordingly, encryption in addition to secret sharing
should be a mandatory feature. Compared to the total number of chunks (n), a relatively
high threshold for reconstruction (k) should be recommended to the user in order to
minimize the risk of collusion attacks. The (pre-selected) cloud storage providers should
be geographically located in EU and follow EU privacy legislation (and particularly the
GDPR), or should even if possible be located in the organization’s private cloud. If the
second-highest priority is “Data Loss Prevention”, the configuration of n and k should
be adjusted so that a high availability rate still will be achievable with a high threshold
(i.e. increase the total number of chunks). Also, the choice of providers will additionally
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be determined by the geographical distance between them to minimize the risk that more
than (n-k) chunks can be simultaneously destroyed or be inaccessible due to the same
natural disaster. If “Cost Minimization” is the second-highest priority, the choice of
providers will rather be influenced by the charged costs for the cloud storage offering.

Data Availability Maximization-High Data Loss Prevention: The data has high availa‐
bility requirements. The option to add encryption should not be provided by default since
it increases the risk of data being lost or inaccessible due to key loss issues. The recom‐
mended number of chunks (n) should be significantly bigger than the threshold for
reconstruction (k) to ensure that the user will be able to restore the data if incidents occur
at several storage nodes. That is, the user interface should suggest a configuration for a
high availability rate (i.e. > 99.9%). The pre-selected locations should have a sufficient
distance between them to ensure that a single disaster will not cause multiple chunks
(i.e. > (n-k)) to become inaccessible. Storage nodes in high risk areas for natural disas‐
ters should not be available options in the interface. If “Data Protection” is the second-
highest priority, the threshold should be slightly increased to ensure that the data will
be protected against a higher number of breaches. Locations that are compliant with EU
privacy laws should be suggested, which might limit the distance between storage nodes.
If “Cost Minimization” is the second-highest priority, the choice of providers will again
rather be influenced by the costs charged for the offered storage. Again, even if data
protection is not the preferred second choice, the data may still include personal infor‐
mation, and therefore out of the chunks needed to restore the data, at least one should
per default be located in the EU.

Use when. Throughout the ARCHISTAR configuration process of data backups that
the user intends to protect in the cloud with Secret Sharing.

Use how. The first step in the configuration process should involve data classification
to indicate the user’s/organization’s needs. The user should be presented with three main
categories “Cost Minimization”, “Data Confidentiality Maximization” and “Data Avail‐
ability Maximization” (see Fig. 6), which should be prioritized from most important to
least important.
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Fig. 6. Selection of the three categories according to priority.

Default settings should be suggested by an interface which can be manually adjusted
by the user if desired. In particular, the user could change values for n and k, as well as
the selection of storage nodes (to which data chunks should be geographically distrib‐
uted) on a map. The configuration process would subsequently be completed by
proceeding to an “Overview” and a “Confirmation” page.

Use Why. To avoid any ambiguity regarding the Secret Sharing mechanism and to
assist the user in creating the most suitable configuration for their intended data backup.

Testing and Validation. A first iteration of the interface was evaluated during 5
preliminary walkthroughs/interviews. The respondents constituted 1 Administrative
Director at a municipality’s IT department, 1 IT Security Coordinator at a university,
and 3 IT experts of which one had several years of experience in an IT security consultant
company.

While some respondents appeared to perceive the categories as sufficient for
describing the user needs/requirements of the intended data backup, some questioned
the category names. The distinction between “Data Protection” and “Data Loss Preven‐
tion” was not totally clear for all respondents. Moreover, one respondent desired more
information about what “Cost minimization” implied (i.e. to what extent are the expenses
reduced?).

Providing recommended default settings based on the user’s priorities appeared to
be seen as an appropriate solution. While some respondents still would like the option
to change the total number of chunks (n) and the threshold for reconstruction (k), most
of them seemed to prefer using default values provided by the system. Some respondents
even argued that parameter n and k should not be presented by the user interface at all,
since their implication would not be clear to the user. The notion of selecting cloud
storage providers based on location was also received with mixed views. Some respond‐
ents thought that the user should be able to select specific data centers, others thought
locations should be selected on a higher level of abstraction (e.g. country or continent)
– or even be pre-selected by the system based on already signed contracts with providers.
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In correspondence to these evaluation results, we have, as described above, intro‐
duced default settings (in particular for the values n and k) for the next UI iteration that
the user can adapt if they would like to. Besides, the names of the three categories were
slightly changed or amended (see Fig. 6).

4 Assessment and Lessons-Learned of Practical Application

In a research project of 3.5 years duration, it was only after 3 years, that our first HCI
pattern came into practical use during the project internal service and application
development process, governed by the CryptSDLC methodology. The service archi‐
tecture was roughly available one year into the project, while the CryptSDLC method
was available as first draft after 1.5 years, and fully specified after 2.5 years. It was
also then, that the first three HCI patterns were published as part of the HCI Guide‐
lines3. Currently, the patterns are used in feedback cycles to application developers
to adjust the user interfaces with results from the tested HCI patterns. To our expe‐
rience, it would have been better to have the HCI patterns available at an earlier stage
of the application development process (so that they might have led to more initial
design and less retroactive adjustment) but the obviously sequential processes of
service definition/user interface development and testing/presentation of results as
HCI patterns explains to some extent why the patterns came into play so late. So one
result for similar projects would be to look into HCI pattern in an early as possible
phase of a development process, and thus probably also rely on existing catalogues
of HCI patterns, as e.g. given in [10], or in the patterns resulting from the PRISMA‐
CLOUD project4.

In the PRISMACLOUD project, we are using design patterns also as cloud security
and privacy patterns for the communication of requirements and capabilities during
cloud cryptographic tools and cloud services development. Already in this area of appli‐
cation (earlier in the project), design patterns helped to communicate across domains of
experts and stakeholders, as they later supported communication for improved HCI. The
actual development of patterns requires a detailed study of the proposed cryptographic
tools and services from several perspectives (from implementers, from cryptographers,
from different end-user views, like e.g. these of doctors and patients, or organizations
and customers, etc.). The pattern development helped to draw the focus from a technical
approach to a user centered approach, which supports more the production of usable and
accepted cryptographic applications.

As regards research on HCI concepts supporting usability and trust of cryptograph‐
ically secured cloud services, the process of developing the HCI patterns supported
empirical work on user experiences and perceptions of new paradigms, like redactable

3 The respective PRISMACLOUD deliverable D3.2 “HCI Guidelines” is unfortunately
marked confidential and thus not publicly available. An iteration D3.3 “HCI Research
Report” with classification public, containing all the HCI patterns developed in the
project, will be available by project end 31 July 2018 on the project homepage https://
prismacloud.eu.

4 Ibid. PRISMACLOUD D3.3.
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signed documents, social secret sharing, and privacy preserving authentication. The
tested and evaluated HCI patterns provide the requirements for metaphors influencing
the mental models, suitable to support end user acceptance and ease in the difficult field
of cryptographically secured cloud services.
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Abstract. Privacy is a vital aspect of IT systems and services, and it is demanded
from users and by law. Thus, most data-processing services provide interfaces
for users to support transparency (e.g., privacy notices) and self-determination
(e.g., privacy settings). In this paper, we present evidence that users do not make
use of these privacy interfaces—although they generally would like to. Based on
our findings, we present an intention model in order to explain this behavior. The
model combines aspects such as privacy demands, motivation and barriers in
order to argue about the resulting intention of the user regarding the application
of privacy interfaces. We show the applicability of our model by instantiating it
to a concrete use case.

Keywords: Human centered design and user centered design
Psychological application for user interface · Adaptive and personalized interfaces
Privacy · Motivation · Intention

1 Introduction

Every day, users share information while using digital services. As this data is typically
person related, it is of high value for users and service providers. Users benefit from data
sharing by highly customized and easy-to-use services. On the other hand, providers use
collected data for user profiling, personalized advertisements and other lucrative anal‐
yses. Thus, many users have a variety of privacy concerns regarding the use of these
data-centric services. In order to protect users, authorities passed legal regulations to
empower the users to take protective measures for personal data according to their
privacy needs. For instance, the European legislature passed the General Data Protection
Regulation (GDPR) [6], which imposes (among others) these two requirements:

• Transparency: Users must be able to understand how companies collect, use and
share data in order to have a basis for decision-making.

• Self-determination: Users must be able to configure their own privacy needs in an
easy-to-use way in order to stay in control of their personal data.
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Since similar laws are already in place and GDPR becomes effective in 2018, many
service providers already provide corresponding privacy controls for the users.
However, we are facing a so-called privacy paradox [10]: Users frequently do not make
use of these means, even if they say they want to [18] and have the opportunity to do
so. For example, only about 20% of the European population fully read privacy notices
and claim to understand how service providers use their data [5]. Unfortunately, the
reasons for this paradox, their interrelations, and their underlying causes are not yet
completely researched, and so far, the user’s intention has not been addressed in a
systematic manner [10].

1.1 Ideas and Contributions

In this paper, we present a study that investigates the reasons for not taking appropriate
privacy actions. We asked more than 1,000 persons about their usage behavior regarding
privacy settings and privacy notices, including the burdens they are facing. The results
confirm that users rarely take available actions to protect their privacy. Half of the
participants check their privacy settings only sporadically or never. Moreover, half of
the participants state that they never read privacy policy notices at all, and only
eight percent are reading them carefully for each service. The main reasons are similar
in both cases: It takes too long to perform the privacy tasks, and the tasks are too
complicated.

Before we can find solution strategies to mitigate these issues, we need to identify
and understand the obstacles faced by the user. Based on the study results and previous
investigations, we propose a generic intention model that contributes to the explanation
of the privacy paradox. This model borrows concepts from psychology to explain the
user’s behavior regarding privacy interfaces. The core element in the model is intention,
which is a combination of the user’s motivation and different kinds of barriers. As
privacy is a very individual need, we focus our work on the private user and assume that
extrinsic motivation barely plays a role for privacy decisions regarding personal data.
Thus, we focus on intrinsic motivation. In addition, the barriers depend on the individual
user, since they arise if the user’s resources do not meet the requirements emerging from
the properties of privacy enhancing technologies (such as privacy settings, privacy
notices). Obviously, the prerequisite for using privacy interfaces is that the user’s own
resources (e.g., security knowledge, cognitive load capacity and available time) exceed
the required resources. If the required resources exceed the available resources, the
resulting barriers will prevent the user from actually performing the actions. We iden‐
tified various relevant resources for users and privacy interfaces, which we discuss in
the paper. However, intention is not only a matter of available resources. Additionally,
the user’s motivation (i.e., cost-benefit ratio) is an important factor that needs to be
considered. We claim that even if the user has a strong motivation to perform privacy
actions, he frequently squanders the potential to optimize his privacy.

In this paper, we describe and interpret the user study about the user’s behavior with
respect to privacy-related actions in Sect. 2. Based on these results, we propose an
intention model in Sect. 3. The model is exemplarily instantiated in Sect. 4. The paper
ends with a discussion about related work in Sect. 5 and a conclusion in Sect. 6.

588 M. Rudolph et al.



2 Usage Behavior Regarding Privacy Settings and Notices

As stated above, we mainly focus on two aspects: transparency and self-determination.
While transparency focuses merely on information provision, self-determination
enables users to actively control data usage. In practice, privacy notices are the most
common means to ensure transparency, and many services provide privacy settings to
give the user (some kind of) control. However, it remains an open question whether
users really use these means and what the major burdens are for them.

2.1 Setup

One of the main goals of our study was to cover a cross section of society—i.e., to include
also people without any special expertise in security and privacy. To this end, we inte‐
grated a survey in a public museum exhibition about privacy and data protection in Kaiser‐
slautern, Germany. This gave us access to a wide range of people with different back‐
grounds that have at least a basic interest in security and privacy. The survey was included
into an interactive security awareness quiz in order to provide an interesting exhibit. The
exhibit setting prevented us from requesting text input, which limited us to questions with
multiple choice answers. We used German language in the exhibit. In addition, we had
little control over the participants, as they were not supervised when visiting the exhibit.
For example, we cannot rule out the possibility that some visitors have participated
multiple times, or dropped out early. Although this poses a threat to validity, the number
of participants (1,391 within five month) minimizes the risk of invalid results.

2.2 Usage of Security and Privacy Settings

Our first question targeted the usage of security and privacy settings, as found in many
online services. We asked the participants: “How often do you check your security and
privacy settings?” As Fig. 1 shows, the results vary—however, only 41% 1,391 partic‐
ipants state that they check their security and privacy settings regularly (always or
multiple times per year).

Fig. 1. How often do you check your security and privacy settings? (n = 1,391; one answer
allowed)
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As we were also interested in the reasons why users do not use security and privacy
settings, we asked those participants that use these settings less than once a year: “Why
don’t you use security and privacy settings more often?” We did not ask this question
to those participants who are updating privacy settings multiple times per year or more
often, as we consider this behavior as acceptable. Figure 2 shows that most of the 558
participants are interested in general, but either do not think it is necessary to take action
or find the provided tools too time consuming or complicated. Participants were allowed
to choose multiple answers from the given five options.

Fig. 2. Why don’t you use security and privacy settings more often? (n = 558; multiple answers
allowed)

This leads us to the conclusion that many users apply security and privacy settings
in general—but only sporadically. The two major reasons are either that users do not
think it necessary to do it more often or that the provided tools are too complicated and
time consuming.

2.3 Usage of Privacy Notices

The second aspect we analyzed is the usage of privacy notices. They are an inherent part
of most websites and services (also because they are partially required by law) and
provide information about how a provider collects, processes and shares personal-related
information. Thus, our question was “How often do you read online privacy notices?”
Some participants stopped the survey before this question. As shown in Fig. 3, more
than half of the 1,195 participants never read privacy notices at all. Another 25% reads
them only in at most fifty percent of the cases. This means that—although privacy notices

Fig. 3. How often do you read online privacy notices? (n = 1,195; one answer allowed)
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are often the only information source regarding privacy—less than a quarter of the users
actively use them.

As this result is quite unequivocal, we again asked for the reasons: “Why don’t you
read online privacy notices more often?” Although the majority stated that they don’t
read privacy notices, only 10% stated that they are not interested in them. The reasons
for their inadvertence seem to be clear, as Fig. 4 shows: 72% of the 1,006 participants
that do not regularly read privacy notices perceive privacy notices as too long. 43% also
stated that privacy notices are too complicated. Multiple answers were allowed.

Fig. 4. Why don’t you read online privacy notices more often? (n = 1,006; multiple answers
allowed)

2.4 Conclusion

The study shows that many users have a basic interest in transparency and privacy
control measures. However, only a minority of users can make use of these measures.
Privacy settings are only applied rarely, and they are perceived as too time consuming
and complicated. The same applies to privacy notices, although the gap is even more
severe. Although the majority of the users is interested, almost nobody reads the notices,
as they are perceived as too long and complicated.

Overall, the findings underpin the privacy paradox: Users want to protect their
privacy, but they do not take action regarding this respect. We want to understand and
explain this effect in order to mitigate it as part of our future work.

3 An Intention Model Explaining the Usage Behavior

The study described above confirms previous studies [14, 15], according to which users,
on average, take only moderate efforts to improve their privacy settings or to retrieve
information on the use of their own data in the privacy notice. In many cases, this
contradicts the user’s own need for privacy, which is one of the key drivers for
performing privacy related activities. We consider the need for privacy as part of the
humans’ basic needs in terms of safety and security [12]. We concentrate on those users
who are not able to carry out these tasks (i.e., configuring privacy settings and reading
privacy notices) appropriately despite their existing needs. Thus, we ignore potential
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unawareness of privacy issues (i.e., the lack of privacy needs). Lacking need for privacy
could be compensated by awareness measures.

We developed an intention model (see Fig. 5) that abstracts existing problems (e.g.,
privacy paradox, too high complexity, too much time necessary) to a generic level. The
model explains the discrepancy between the user’s demand for the protection of his
privacy (desired result) and the reality of the user ignoring his options of interaction
(actual behavior).

Fig. 5. Intention model

The baseline for our discussions is a private user who uses a system that processes
personal-identifiable information. Processing includes collection, usage, distribution
and sharing. As required by law and demanded by end-users, the system includes privacy
interfaces. These privacy interfaces enable privacy-related information exchanges
between the system and its users (e.g., privacy settings, privacy notices) and target
transparency and self-determination. However, the utility of these interfaces depends
on the behavior of the user. If the user does not use or does not want to use privacy
interfaces, transparency and self-determination will not be achieved. Thus, we want to
achieve a specific user behavior (i.e., usage of privacy interfaces) in order to obtain a
result (e.g., specified privacy settings, understood privacy notices).
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The actual behavior depends on the user’s intention. The intention and its relationship
to behavior is the focus of our work. Thus, we do not consider the quality of the result,
as it is not directly depending on the intention.

In an ideal world, the user’s intention is a direct consequence of his motivation. As
the personal-identifiable information the system processes directly belongs or relates to
the user, he typically has in intrinsic motivation to protect it.

Unfortunately, pure motivation is not the only factor influencing the intention. In
addition, barriers come into play as a counterpart of motivation. Intention arises when
the user’s motivation exceeds the barriers he faces. The intention leads to the behavior
of executing privacy-relevant actions. We will refine the barriers later and focus on the
motivational part first.

The motivation for using privacy interfaces typically stems from situation-dependent
privacy demands. These concrete demands are based on a general need for privacy and
arise when the user experiences a certain trigger. The privacy demand could be, for
instance, the desire to protect his personal data from abuse in a social network or to
gather information about the data usage by third parties. In comparison to the need for
privacy, the privacy demand does not describe a holistic need, but it refers to a certain
system. Examples for a trigger are the use of a new service, a change in functionality or
in the privacy notice of an existing service, or a request for additional personal data.

Table 1. User requirements vs. user resources

User requirement/
User resource

Description

Domain knowledge Required vs. actual knowledge of the service’s use cases and the
personal data provided to the service necessary in order to be capable
of making privacy-related decisions

Security & privacy
knowledge

Required vs. actual knowledge of potential and actual use of personal
data by the service and potential threats that arise from this use necessary
in order to be capable of making privacy-related decisions

Technical knowledge Required vs. actual knowledge of the functionality of the service and
its privacy interfaces

Available time Required vs. available time to apply the privacy interface
Cognitive capacity Amount of privacy related information the user needs vs. is capable of

processing simultaneously
Physical capacity Required vs actual accessibility to a device that allows the use of a

privacy interface in the respective system

As described above, barriers influence the intention. They emerge from the interre‐
lation of the resources available to the user and the user requirements of the privacy
interface. If the user has sufficient resources, he does not experience barriers. However,
if the user’s resources do not meet the user requirements, he experiences barriers towards
using the privacy interface. As described above, the size of barriers does not directly
determine the intention, but has to be exceeded by the motivation. The instantiation of
the user resources and the user requirements and thus the identification of barriers
strongly depends on the concrete system or privacy interface, respectively. In response
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to the question regarding the reasons for the moderate use of privacy settings, users
responded by about 30% each that these are too complicated and time-consuming (cf.
Sect. 2.2). Both reasons represent barriers to setting the privacy settings.

We identified multiple categories for requirements, resources and barriers resulting
from a discrepancy between user resources and user requirements: Domain knowledge,
security and privacy knowledge, technical knowledge, available time, cognitive capacity
and physical capacity. In Table 1, we explain the trade-offs between user requirements
and resources for each category.

Summarizing, our intention model explains the behavior of people who have a
general need for privacy, but do not take appropriate actions to enforce it. Thus, the
model approaches the privacy paradox. In the following, the model is instantiated for a
specific application.

4 Case Study

We instantiated the behavior model for the two main privacy interfaces on Twitter:
privacy notices and settings. Twitter provides different options that are relevant from
privacy perspective. Most content (e.g., tweets, likes, shares) is public by default, and
there are many privacy-relevant options to connect your contact book (e.g., from Gmail),
get SMS notifications, and so on. Although Twitter’s primary purpose is interaction with
other users, and thus, the general need for privacy might be comparably low, profiling,
tracking and customized advertisements can be strong motivators for privacy. Concrete

Table 2. Potential user barriers on Twitter

Barriers Description
Domain
knowledge

The user does not know or does not remember the provided personal information
and does therefore not know what to specify

Security &
privacy
knowledge

The user does not understand how the personal data can be used by third parties
in order to decide on the individual privacy settings

Technical
knowledge

The user does not know about technical possibilities for tracking his usage
behavior, for example via sensors on smartphones

Available
time

As it is unclear which settings should be checked how often, the user would need
to check all settings on every use, which is time consuming
Privacy notice has approx. 4,000 words, and is not categorized according to user
tasks

Cognitive
capacity

The (privacy) settings overwhelm the user with many options and much textual
information
Information in privacy notices are distributed over the whole text and they do not
relate to concrete user tasks (e.g., what happens when you tweet)

Physical
capacity

Privacy settings can be done on mobile apps and browsers and are synchronized
for all devices, which could be misleading (although explicitly stated)
Privacy policies are hidden in app and not optimized for navigation on mobile
devices
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triggers for privacy demands can stem from the usage itself (e.g., visibility of sensitive
tweets), reminders by Twitter (e.g., to update your phone number after login) and
external triggers (e.g., press articles about Twitter).

On the other hand, we have barriers. The privacy notice is quite long (approx. 4,000
words), formulations are vague and information is distributed throughout the document.
This increases the burdens for the users regarding cognitive load, needed time, etc. and
prevents them from reading the privacy notice. In addition, the settings are distributed
over 15 categories, which makes it time and effort consuming to maintain them. In
response to the question regarding the reasons for the moderate use of privacy settings,
users responded by about 30% each that these are too complicated and time-consuming.
Both reasons represent barriers to setting the privacy settings. In Table 2, we show
examples for burdens we identified in the categories presented in Sect. 3.

Of course, this instantiation is not a comprehensive evaluation and lacks certain
details, as we could not perform large-scale user studies regarding Twitter’s privacy
interfaces. This is part of our future work, in which we analyze the applicability and
completeness of our model in depth.

5 Related Work

Studies regarding the frequency of use of privacy notices have been performed by
Moallem [14] and Obar and Oeldorf-Hirsch [15]. Our study confirms the results of these
studies, but has eight/2.5 times more participants, respectively, cross-sectional through
society. To improve the acceptance of privacy notices, there exists work targeting read‐
ability [4, 13], understandability [17] and design [20] of privacy policies. All these
improvement aspects are important and could benefit from our intention model as a
baseline for requirements. The consequences of lacking acceptance of privacy notices
have been analyzed in different surveys [15, 18, 19]. This is relevant for our work insofar
as the (expected) consequences affect on the user’s intention towards privacy notices.

Boyd investigated reasons for users not to configure privacy settings in Facebook [3].
She found that both frequency and type of Facebook use as well as Internet skill influence
the user behavior regarding privacy settings configuration. This underpins the promi‐
nence of the barriers in our model, as the increase of knowledge may influence the user’s
behavior. Research was also carried out to improve the usability of privacy settings and
policy specification, respectively. Johnson, Karat, Reeder et al. proposed guidelines for
the implementation of usable policy authoring interfaces [8, 16]. Their work includes
amongst others the following guidelines, which we consider as relevant input for the
user requirements of privacy interfaces: Limitation of expressivity, consistent termi‐
nology and communication of threats and risks. Ben-Asher found out that users behave
differently with respect to system usage, if they are prompted with security warnings [2].
They behave more cautiously and adjust security settings more frequently if they are
triggered appropriately. Liu et al. investigated the discrepancy between desired and
actual privacy settings in Facebook [11], i.e., problems users are facing when their posi‐
tive intention already made them specify their privacy requirements.
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Our intention model was inspired by theories and models that try to explain human
behavior, but are not focused on privacy. The key element ‘intention’ was inspired by
the theory of planned behavior (TPB) by Ajzen [1] and by the behavioral model for
persuasive design by Fogg [7]. The elements ‘perceived behavioral control’, ‘intention’
and ‘behavior’ of the TPB are included in our model. The perceived behavioral control
is part of what we call ‘barrier’, intention is equivalent to ‘motivation’ and the term
‘behavior’ is used in the same way. Fogg’s behavioral model inspired the interrelation
of motivation and barriers. Fogg’s model and especially its graphical representation
illustrates that motivation need to be higher than the so-called simplicity factors. These
simplicity factors are a positive formulation of barriers [8]. The element ‘need for
privacy’ was inspired by the well-known hierarchy of needs by Maslow [12]. According
to Maslow, “The organism is dominated and its behavior organized only by unsatisfied
needs [12] ”. We consider the need for privacy to be a subset of Maslow’s need for
safety/security. In our model, we assume that users whose need for privacy is satisfied
will not take action for protecting their privacy.

The Privacy Paradox describes the dichotomy between the need for privacy and the
actual behavior of users with respect to taking privacy-relevant actions. Kokolakis et al.
conducted a meta study in order to summarize all findings from the state of the art
regarding the privacy paradox [10]. They outlined multiple explanations for this
phenomenon, but not the challenge of mastering barriers that we claim in our paper and
which is underpinned by our study results.

6 Conclusion

In this paper, we presented the results of a study regarding the situation of users dealing
with privacy-related actions, proposed an intention model to explain the findings of our
study and applied this model to an example application. In our study, we asked more
than one thousand visitors of a museum exhibition on security and privacy how strictly
they carry out privacy-related actions. Half of the participants check their security and
privacy settings in online services only once a year or less—mainly because those
settings are too time consuming or too complicated. Regarding the attention to privacy
notices of online services, only half of the participants read them at all, although only
10% claimed that they are not interested in them. Similar to settings, participants
perceived privacy notices as too time consuming/long (70%) and too complicated (41%).
We conclude that many users have a basic interest in privacy-related actions (privacy
settings and privacy notices). However, a significant number of participants encounter
barriers when it comes to taking actions regarding privacy.

Therefore, we wanted to find out what those barriers are and how they influence and
explain the user’s behavior of not taking appropriate privacy actions. To this end, we
developed our intention model. The model explains the relationships between the user’s
need for privacy, his motivation, his intention and the resulting behavior of performing
privacy actions. Mainly, we reason about how discrepancies in the user’s resources and
the usage requirements of the privacy interfaces lead to barriers that prevent users from
performing privacy-related actions, regardless of his motivation. We defined the user’s
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intention to use privacy interfaces as his motivation being high enough to overcome
potential barriers. Our model is based on observations and experience regarding users
carrying out privacy actions, as well as on the results of the study described in this paper.
It respects and partially reuses terms and relations from other psychological models.

In order to obtain first evidence for the applicability of the model, we instantiated it for
Twitter’s privacy interfaces. The case study shows that the model can explain correlations
between user behavior, the users’ need for privacy and their intentions. Obviously, this
instantiation is not yet a comprehensive evaluation of our model. We will apply the model
in a large-scale study in order to validate its correctness in near future. We plan to let
different user types who have different sets of resources use different types of privacy
interfaces. Next, we will correlate user behavior, user acceptance of the privacy interfaces
and correctness of results in order to obtain evidence of potential barriers as well as to
derive mitigation strategies for preventing barriers for specific user types.
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Abstract. With the seemingly ubiquitous presence of technology, interactions
and transactions constantly take place over websites, apps, text, and email.
Despite the convenience and efficiency of these modes of communication, these
online interactions give many parties access to personal information and can
leave individuals’ information vulnerable to misuse and attack. As people use
electronic devices for more and more tasks, they leave behind evidence of their
activities, a trail of digital breadcrumbs providing behavioral and demographic
information about where they go, whom they talk to, what they do, and what
they believe. Consumers are often unaware of who has access to these data and
how they might be used. In this mixed methods study, researchers conducted a
series of surveys and focus groups in the United States to examine the everyday
digital breadcrumb trail people leave behind when using technologies on a daily
basis, people’s awareness of this trail of data, and what measures they take to
protect their digital information and prevent it from being collected or misused.
Participants discussed their attitudes about data privacy, sharing, and trust.
Implications for research, business, and policy are provided.

Keywords: Data privacy � Digital breadcrumbs � Mixed methods

1 Introduction

With the seemingly ubiquitous presence of technology, interactions and transactions
constantly take place over websites, apps, text, and email. As of 2017, 77% of
American adults owned a smartphone [1]. In one study of smartphone users, the
average participant used their phone 76 separate times per day [2]. Despite the con-
venience and efficiency of these modes of communication, online interactions can leave
individuals’ information vulnerable to misuse and attack.

As people use electronic devices for more tasks, they leave behind evidence of their
activities, a trail of digital breadcrumbs providing information about where they go,
whom they talk to, and what they do. The fear of credit card information, transaction
history, location history, home address, and email and bank account passwords being
accessed or used unethically is not unjustified. In one study, 46% of smartphone users
reported that they have had a company take advantage of their data and use it for
something that they had not agreed to [3]. The present study examined the everyday
digital breadcrumb trail people in the United States leave behind when using
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technologies on a daily basis, people’s awareness of this trail, and attitudes about data
privacy, sharing, and trust.

2 Literature Review

2.1 Use of Technology and the Trail It Leaves Behind

As the technology business has boomed, people have come to use their computers,
tablets, and smartphones for an increasing number of tasks. In a 2015 Pew Research
Center study, smartphone owners in the US had used their phones in the past year to
look up information about a health condition (62%), do online banking (57%), search
real estate listings (44%), research information about a job (43%), look up government
services or information (40%), and get educational content (30%) [1]. In addition,
smartphone owners used their phone at least occasionally to follow breaking news
(68%), share pictures or video about community events (67%), learn about community
events (56%), get turn-by-turn navigation while driving (67%), and get public transit
information (25%) [1]. Dscout (2016) reported that the average Android user touched
their phone screen 2,617 times per day, with the most touches occurring on Facebook
(15%), Messages (11%), the Home Screen (9%), and Chrome (5%) [2].

The Internet of Things provides abundant opportunities for convenience and con-
nectivity, but it also creates new cybersecurity issues. The Internet of Things includes a
variety of smart home or connected home devices including smart refrigerators,
doorbell cameras, keyless locks, thermostats and smoke detectors, lights and blinds,
and televisions. In one study, 90% of consumers cited personal or family safety as the
top reason for smart home technology adoption [4]. The same study reported that 71%
of consumers feared that their personal information may be stolen, and 64% feared that
their data would be collected and sold [4]. These fears are not without warrant; most
devices do not provide a secure mode of operation. In one study of 50 smart home
devices, none of them enforced strong passwords, used mutual authentication (where
individuals prove their identity to the server, and the server proves its identity to the
individual), and almost 20% of apps used to control said devices did not encrypt
communications to the cloud [5]. In 2014, hackers took advantage of these security
gaps; there was a large-scale attack on smart home devices, including TVs and
refrigerators, in which hackers were believed to have accessed more than 100,000
devices [6].

There are opportunities to collect data about the way people move about their
communities as well. Drivers frequently pass cameras while driving, which record
timestamps and license plate numbers. Additionally, many drivers encounter toll roads
and use registered electronic toll passes. Similarly, many vehicles have built-in GPS
which monitor drivers’ progression on a route. Other drivers use smartphone naviga-
tion or map apps for directions. For example, the traffic and navigation app Waze
collects and shares data with local governments [7]. Some cars collect and transmit data
on driver speed, location, and braking. Tesla records video in their vehicles on the road
to improve their autopilot system. Tesla’s privacy policy states that they can share data
with business partners, service providers, and other parties [8]. Outside of the car,
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public transit pass usage can be recorded, and some passes are registered with name
and credit card information connected. Similarly, some public transit passengers use
apps to identify transit arrival times, and some pedestrians use GPS or map apps to
identify efficient walking directions.

In the context of health, digital data are collected on fitness trackers or other
wearable devices (e.g., Fitbit). Organizations can use health data collected from fitness
trackers and apps including location, activities, sleep patterns, biometric data, and
reproductive health data for their own purposes [9]. For example, the Australian
supermarket Coles encourages consumers using health trackers to link them to their
loyalty cards by providing “loyalty points for walking 10000 steps per day” [9].
Insurance companies and employers may also see uses for health data.

All of these activities using electronic devices leave evidence behind. Most service
providers, apps, and online companies collect and use the information people leave
behind while using their product. For example, Facebook, which received the most
touches of any app [2], records information from users’ posts, messages, photos,
videos, birthdays, relationship statuses, schools attended, hometowns, check-ins, and
everything they have viewed, liked, or shared. Each touch is a decision which provides
information about the user. Many more companies also require people to allow them
access to other digital data in order to gain access to the product. For example, go to
download the popular social media app Snapchat and a box will pop up to notifying the
user that Snapchat requires access to in-app purchases, identity, contacts, location,
SMS, photos/media/files, camera, microphone, Wi-Fi connection information, Blue-
tooth connection information, and device ID and call information. Accept?

2.2 Data Privacy or Lack Thereof

Privacy is an individual, group, or institutions’ right to determine when, how and to
what extent information about themselves is shared with others [10]. By engaging with
online entities and accepting privacy agreements, individuals often unknowingly give
up their right to privacy. Sixty percent of millennials report that they would be willing
to share data about their preferences and behaviors with marketers, and 30% would be
willing to provide even the most private data in return for discounts [11]. Not all age
groups are equally willing to share their data, however. Only 13% of baby boomers
would be willing to share private data in exchange for discounts. Additionally, 63% of
US adults reported that they feel concerned about their privacy and security when they
access the internet on their cell phones [3]. Likewise, 78% believe that it is difficult to
trust companies when considering how they use consumer data and feel that service
providers have too much information about consumer preferences and behaviors [12].
Only 44% of millennials believe companies they interact with keep their personal
information private [13].

Once the apps, services, and websites collect user data, they are often able to give
others access to these data. A study of apps in the US, Australia, Brazil, and Germany
found that between 85% and 95% of free apps and 60% of paid ones connected to third
parties that collected personal data [14]. In a study of 200,000 participants who visited
21 million web pages, third party trackers were present on 95% of those web pages [15].
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Furthermore, retail, travel, media, telecommunications, and finance companies also
collect and use digital data to develop products or services to improve marketing and
sales and to personalize advertising and discounts. In addition to using these data for
their own purposes, organizations frequently sell or share these data with other parties.
Google (2017), for instance, reported that it captures “approximately 70% of credit and
debit card transactions in the US” through third-party organizations [16]. Companies
and data brokers use information such as demographics, credit history, medical history,
and browser history to create profiles, which can be used for classification, estimation,
or prediction [17]. Companies can use these profiles to target individuals with certain
characteristics, influence behavior, predict their health risks or credit risk, or determine
if they are desirable employees, good tenants, or valuable customers [18]. For example,
US consumer reporting agencies provide reports to employers, landlords, insurance
companies, and government agencies. Reports for employers may contain information
about an individual’s employment, salary, education, driving history, health, drug
testing information, and fingerprints. Generally speaking, anyone can purchase lists of
personal data of nearly every demographic. For example, ExactData.com has premade
lists of “Americans with Bosnian Muslim Surnames” and “Unassimilated Hispanic
Americans” [19].

Even when data are intended to be confidential and secure, hacking and stolen data
are commonplace. For example, the data breach of the consumer credit reporting
company Equifax, which began in May 2017 and continued until it was discovered in
July, was not made public until September. Over the course of these two months, more
than 145 million records were accessed, with information such as names, Social
Security numbers, birth dates, addresses, driver’s license numbers, credit card numbers,
and certain dispute documents [20]. Further, Equifax experienced smaller breaches in
2016, 2012, 2010, and 2006 [20].

3 Methods

The present study examined the digital breadcrumbs that people leave behind, people’s
awareness of this trail, and attitudes about data privacy. Data were collected in two
parts. First, we conducted a multipart survey (N = 36) mapping participants’ tech-
nology use over a 24-h period, as well as collecting information on their technology
adoption and use, methods they use to protect their data, and attitudes toward data
privacy and sharing. Next, we conducted focus groups (N = 14) exploring what people
know about the privacy of their data, how much they trust companies collecting digital
data, and what factors come into play when deciding to use these companies.

3.1 Participants

Survey respondents were 36 (47.2% women) self-selected adults from across the US,
ages 20–65 (M = 42.9), recruited from the MIT AgeLab Volunteer Database.
Respondents were 83.3% White, 13.9% Asian, 2.8% Black, 2.8% Latino, and 2.8%
other. Respondents ranged in technology savviness from 2.6 to 5 (M = 3.9) on a 1–5
scale where 5 indicated a high level of technology savviness. All respondents had at
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least some college education and over half of all participants (52.8%) had a total annual
household income of at least $100,000 (see Table 1).

Focus group participants were 14 (71.4% women) Boston-metro area residents ages
23–59 (M = 48.9) recruited through local website postings. Participants’ technology
savviness scores ranged from 2.2 to 5 (M = 3.5).

3.2 Measures and Procedure

Surveys. Respondents completed a total of six online questionnaires over three days.
The first questionnaire was an introductory survey with items about technology
ownership and use (smartphone, cellphone, landline, computer, tablet, e-reader, GPS,
credit or debit card, rewards or loyalty card, transit or toll pass, smartwatch, Fitbit or
wearable, personal assistant device), smart home device ownership (smart thermostat,
home security system, wireless doorbell camera, keyless entry, smart smoke/carbon

Table 1. Survey respondent demographics (N =36).

Category Characteristics Percent

Age 20–29 22.2
30–39 25
40–49 11.1
50–59 22.2
60–69 19.4

Gender Men 52.8
Women 47.2

Race White 83.3
Asian 13.9
Black 2.8
Latino 2.8
Other 2.8

Education Some college 11.1
Trade/technical school or associates degree 2.8
College Degree 22.2
Some post-graduate work 16.7
Post-graduate degree 47.2

Household income Less than $25,000 13.9
$25,000–$49,999 11.1
$50,000–$74,999 13.9
$75,000–$99,999 8.3
$100,000–$149,999 22.2
$150,000 or more 30.6
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monoxide detector, smart outlets/plugs, automatic lighting), and demographic infor-
mation. Next, respondents completed one questionnaire every six hours over a 24-h
period. These four surveys were identical and were used to document when respon-
dents engaged in certain digital activities throughout the day, on which devices
(smartphone, computer, tablet, smartwatch, and Amazon Alexa), using which software.
Activities tracked included texting, social media use, making or receiving calls, email
use, visiting websites, viewing maps, listening to music, reading, doing online banking,
taking or viewing photos, video chatting, and online shopping. Finally, respondents
completed a follow up survey exploring their attitudes, beliefs, and knowledge about
data sharing, how they attempt to protect their data, and to what extent they trust in the
companies and organizations that collect and use their data.

Focus Groups. Participants first completed a short online questionnaire providing
information about demographics, technology savviness, and technology use. We
conducted two focus groups over two days. Each focus group lasted two hours and
included discussion led by two facilitators around the following topics: what kinds of
data they believed were shared or vulnerable; what their data were being used for; what
measures they took to protect their data; benefits and drawbacks of data sharing;
attitudes about the sharing economy; and trust in organizations and brands. Focus
groups were audio and video recorded.

4 Results

4.1 Technology Use and Data Sharing

Survey participants reported using their smartphones, computers, tablets, smartwatches,
and smart thermostats throughout the 24-h data collection period (see Table 2). These
devices were used for a variety of activities including texting, calls, social media, email,
websites, maps, music, reading, banking, photos, video chatting and purchases.
Smartphones were the most frequently used devices across time periods, with the most
common activities being texting, social media, calls, visiting websites, and emails (see
Table 3).

Table 2. The percentage of respondents who owned each device and who used each device in
each time period.

Device Sample percent (n) Time period
12pm–6am 6am–12pm 12pm–6pm 6pm–12am

Smartphone 100(36) 36.1 86.1 88.9 80.6
Computer 94.4(34) 14.7 61.8 76.5 58.8
Tablet 50(18) 5.6 22.2 27.8 22.2
Thermostat 16.7(6) 16.6 16.6 33.3 16.6
Smartwatch 13.9(5) 20.0 20.0 20.0 20.0
Amazon Alexa 11.1(4) 0.0 25.0 0.0 25.0

604 C. Ward et al.



The constant use of these devices leaves an abundance of digital breadcrumbs with
information about individuals’ activities, locations, purchases, interests, and contacts;
such information may be used by the company collecting it or sold to other companies.
In addition to using personal electronic devices, respondents were sharing data while
driving, taking public transportation, using rewards or loyalty cards, and making
non-cash purchases (see Table 4).

Similarly, most focus group participants reported using their cell phones constantly;
as one 65-year-old man noted, “I never turn it off.” One 25-year-old woman described
herself as being on her phone “Most minutes of the day” for music, podcasts, and
texting and using her tablet for watching Hulu and Netflix. Another (25-year-old
woman) explained, “At least every hour of the day that I’m awake I’m using it
[smartphone] in some capacity.” A 39-year-old woman used her phone even when she

Table 3. The percentage of respondents who used smartphones for each activity in each time
period (N = 36).

Activity Time period
12a–6am
(n = 13)

6a–12pm
(n = 31)

12p–6pm
(n = 32)

6p–12am
(n = 29)

Texts 53.8 83.9 96.9 82.8
Social media 30.8 45.1 56.3 51.7
Calls 0.0 54.8 68.8 41.4
Emails 38.5 71.0 56.3 44.8
Websites 46.2 64.5 31.3 37.9
Maps 7.7 32.3 21.9 17.2
Music 7.7 0.0 12.5 17.2
Reading 7.7 32.3 21.9 10.3
Banking 0.0 3.2 3.1 6.9
Photos 0.0 3.2 12.5 3.4
Video chat 0.0 0.0 3.1 3.4
Purchases 0.0 7.7 0.0 0.0

Table 4. The percentage of respondents who engaged in each activity in each time period
(N = 36).

Activity Time period
12pm–6am 6am–12pm 12pm–6pm 6pm–12am

Driving 5.6 38.9 47.2 30.6
Public transit 0.0 5.6 2.8 5.6
Rewards card 0.0 13.9 13.9 2.8
Non-cash purchases 0.0 30.6 22.2 5.6
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was sleeping to play a white noise app from Spotify. Only three participants said that
they were not constantly on their cell phones.

4.2 Beliefs About Data Sharing

Ninety-seven percent of survey respondents reported that they believed information
about what they did online is collected, used, or viewed by others on a typical day.
They believed that several different groups were collecting their digital breadcrumbs,
including companies whose websites they visit, companies they purchase from, their
internet provider, the US government, and hackers (see Table 5).

A majority of survey respondents reported that they believed many types of data
were being collected about them, including their browsing history (100%), location
(100%), purchase history (100%), email (97.2%), name (97.2%), social media activity
(94.4%), IP address (88.9%), physical address (83.3%), phone number (83.3%),
birthdate (80.6%), credit card information (69.4%), photos (66.7%), and passwords
(61.1%).

Focus group participants also perceived that data about their digital behavior were
being collected. Many made statements such as: “It’s the new reality that everything is
being tracked” (39-year-old woman); “Everything, literally everything [is being
tracked]. Any possible way they can make money (39-year-old, woman); and
“Everything [website] you visit is going to be collecting data on you” (23-year-old
man). Participants listed many devices other than their smartphones that collected data
on them throughout the day, including security cameras, Internet of Things devices,
loyalty cards, GPS, cars, red light cameras, and credit or debit cards. A 39-year-old
woman summed it up by saying, “I’m trying to think of where in modern life, if you’re
living in an urban area, where you could go where you’re not being tracked.”

Pros and Cons of Data Sharing. Survey respondents and focus group participants
believed there were pros and cons to data sharing. Seventy-five percent of survey
respondents said they felt that there were benefits to the collection and use of their
digital data. The advantages they saw included helping companies develop better
products and services, creating better website experiences, and receiving personalized

Table 5. Organizations which respondents believed to be collecting their digital data on a
typical day (N = 36).

Organization Percent

My internet service provider 77.8
Companies whose websites I visit 100
Companies I purchase from, have accounts with, subscribe to 94.4
Companies I don’t purchase from, have accounts with, subscribe to 58.3
US Government 77.8
US Non-Governmental Organizations 52.8
Hackers 75.0
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information, such as customized ads, marketing campaigns and offers for things they
might be more interested in purchasing. Further, many reported that they would feel
comfortable with companies using their data if those companies offered them discounts
for products and services (42%) or if it made things easier or more convenient (39%)
(see Fig. 1).

IIn addition to these benefits, focus group participants discussed a variety of others.
Many focused on the fact that data sharing offers convenience and saves them time and
money. A 69-year-old woman in a focus group commented, “I started using Waze a
few years ago even to go a few miles because it navigates you around the traffic. I tend
to use it fairly frequently, and I guess I don’t mind the tracking that goes with it.” A
65-year-old man explained, “I guess it’s a small price to pay for the convenience that if
I’m looking for something, I can find the lowest price and go buy it, rather than go to
the store and go to another store and the time spent is unbelievable!” A 64-year-old
woman added that companies would send her discounts for items that she had viewed
on their websites, but had not purchased, so now when she does online shopping, she
puts items in the cart, and then waits for an email with a coupon to arrive.

Focus group participants also identified a peace of mind that came with having the
information that accompanies a digital transaction. One 26-year-old woman said, “If
something bad happens in a cab or if I lose something in a cab, the chances of me ever
being able to find that driver, to identify them, are pretty slim, whereas in an Uber
you’re being tracked by GPS, you know the name and contact information of the driver
right away”. The same theme was echoed around finances. Several participants
remarked that because their banks and credit card companies track their spending
patterns, they would automatically freeze participants’ accounts if any red flags
occurred and call them to make sure their information had not been compromised. As
one 39-year-old woman explained, “I know that my bank has my spending informa-
tion, if that’s the protection that I’m gonna get, I’m comfortable with them having my
information”.

Fig. 1. Survey respondents: I would be comfortablewith companies usingmydata if they (N=36).
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In addition to personal benefits, one group discussed the societal benefits of col-
lecting both individual and aggregated data. For example, a 65-year-old man mentioned
how law enforcement and the legal system use evidence and the digital traces from
electronic devices in criminal cases. He said, “I don’t have a problem with it. In fact,
sometimes I think it keeps us safer… I mean, unless I commit a crime, so what?”
Another 50-year-old woman identified potential health benefits: “they can actually
monitor disease progression and outbreaks by what people are googling and search-
ing”. She continued to note potential benefits around traffic flow, explaining how the
Massachusetts Turnpike could determine the ideal time to schedule road construction
based on EZPass data showing “when there’s the fewest people using this particular
stretch of road”.

Despite the benefits identified, all of the survey respondents and focus group
participants agreed that there were disadvantages to data sharing. Some of the disad-
vantages identified by survey participants included companies exploiting them for
financial gain, fraud, risk of a breach of confidential information, identity theft, loss of
privacy, and receiving junk advertising. Only 22.2% believed that companies used their
data responsibly, and 86.1% believed that companies made money from their data.
A majority reported that it was very or extremely important to protect their social
security number (100%), passwords (100%), credit card information (100%), bank
account information (100%), address (86.1%), phone number (75.0%), photos (75.0%),
birthdate (69.5%), IP address (63.9%), purchase history (58.4%), and geographic
location (55.6%).

Focus group participants also felt exploited or thought that having data constantly
collected about them was creepy. One 39-year-old woman passionately exclaimed,
“they’re taking literally all of the information, every parameter they possibly can, and
shooting it out any possible way they can to make money!” Others expressed dis-
comfort with the fact that many privacy agreements allow companies, once they have
collected data, to sell it to any number of other unidentified organizations.
A 47-year-old man put it succinctly: “I feel like I’m being big brother-ed.” A
69-year-old woman provided an example, “I was eating in some obscure restaurant,
and then up came something, how did you enjoy your experience at this place, and I
thought ‘How do they know I’m here?’ You know, that kind of thing is just creepy to
me because I didn’t put in that I was there, but it knew”.

4.3 Data Security and Stolen Data Experiences

Focus group participants discussed using a range of methods to try to protect their
information. Some reported using physical protections such as covering the keypad
when entering their pin number or placing tape over their webcam. One 39-year-old
woman said, “I have the tape right over it [webcam] and then when I saw the thing that
said Zuckerberg has his microphone cut off somehow I was like ooh, how do I do
that?” Others used process protections such as a VPN or private browsing, turning off
location services on their devices, and creating strong passwords. One 23-year-old man
said, “I’m careful what websites I go to avoid viruses. For example, I’ll use a VPN if
I’m on public wifi”. Still others said they did not do anything. Participants who did not
make efforts to protect their data either were not aware of what to do or felt their actions
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were futile. As one summed it up, “It’s a crap shoot. If it’s gonna get hacked, it’s gonna
get hacked” (65-year-old man).

Survey respondents were similarly not very intentional with data security.
Twenty-five percent of respondents used a service to monitor fraud or identity theft.
The majority changed their passwords only when a website required it (33.3%) or when
they couldn’t remember their password (27.8%), and most cleared their browsing
history or internet cache on their phones if they happened to think of it (55.6%) or had
never done so at all (16.7%). In addition, only 1.9% reported using a VPN sometimes
or always when they connected to public wifi networks. However, nearly all respon-
dents reported that it was extremely important to protect their passwords (91.7%), bank
account information (88.9%), credit card information (88.9%), and social security
number (83.3%). To this point, the majority of respondents did report taking a few
common digital security measures such as using dual authentication methods (52.8%)
and Spyware or anti-virus software on their computers (65.7%). They were much less
likely to have Spyware or anti-virus protections on their phones (19.4%) or tablets
(16.7%).

Stolen Data and Identity Theft. Unfortunately, having digital information stolen or
misused is common. Many survey respondents reported having their email (44.4%),
credit card (36.1%), or debit card (19.4%) information hacked, or even their identity
stolen (22.2%). Overall trust in organizations to keep personal data secure was very
low, with only 36.1% trusting companies they use, 30.5% trusting their internet service
provider, 25.0% trusting the US government, and 11.1% trusting companies whose
websites they visit. When asked to think about specific companies they used, however,
reported trust was often much higher. A majority of respondents trusted their digital
information with their bank (88.9%), credit card company (77.8%), healthcare provider
(77.8%), home or auto insurance company (63.8%), pharmacy (58.3%), and Ama-
zon.com (55.6%).

Nearly all focus group participants also reported their data had been compromised
at least once through large data breaches, hacked ATMs, identity fraud, phone scams,
or stolen credit cards. A 55-year-old man explained, “One time it was identified as BJ’s
Wholesale Club, another time it was TJX where there were massive breaches. You can
get it stolen anywhere”.

When asked how worried they felt about having their data stolen, focus group
participants and survey respondents diverged. Fifty-three percent of survey respondents
reported they were very worried about their personal information being stolen or
hacked and 55% of said that they did not have control over what information they
shared digitally. Interestingly, despite the frequency of the misuse of digital data, many
focus group participants were not overly concerned about being hacked. In one group,
when asked directly, do you worry about being hacked, not a single participant was
more worried than “In the middle”. Participants made statements such as “Can’t waste
your time worrying about it” and “No point in worrying, there’s nothing you can do”.
Additionally, participants reported that they had not changed their purchasing or
technology use habits since experiencing hacks. A 26-year-old woman who had
fraudulent tax returns filed in her name said that subsequently “literally nothing has
changed”. This may be because when data are stolen, issues are often quickly resolved
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by other entities, namely banks and credit card companies. A 39-year-old woman
concluded that “part of the reason why I don’t stress out about it anymore. is that banks
seem to really be on top of it.”

5 Discussion and Conclusion

The present study examined the everyday digital interactions of people in the United
States, their awareness of how data can be collected and used, and attitudes about data
privacy, sharing, and trust. In review, people used electronic devices for tasks in a
variety of domains all day and often through the night, leaving a long trail of data about
their behaviors. Many knew that this phenomenon was occurring, and they were able to
identify types of information being collected and some of the agents collecting said
data. Individuals used a variety of methods to attempt to protect their data, but most
measures were not used consistently or across devices, and there remained feelings of
futility around these actions.

Respondents’ use of their smartphones mirrored that of participants in other studies,
primarily using their devices for social connection and messaging, engaging most
frequently with texts, calls, and email [1, 2]. While much research examines how we
use our smartphones, this study sheds new light to how we use other devices, how these
other devices (including computers, tablets, smartwatches, and other smart home
technologies) add to the density of digital data disseminated, and how people sought to
protect their personal data from being used for unknown purposes by unknown agents.

As technologies continue to evolve and become ever more sophisticated, a tradeoff
for the convenience and connectivity such electronic devices offer often means sharing
data with other parties, resulting in decreased privacy and increased risks for indi-
viduals. These risks are not simply due to the exposure of financial data; adoption rates
of smart home devices, fitness trackers, and other electronics that track everyday
behaviors are on the rise. In 2016 there were 5.4 million multifunction or whole smart
home systems in homes in North America [21], 72% of North Americans were
Facebook users [22], and 10% of Americans owned a fitness tracker [23]. As tech-
nologies that can track individual actions and behaviors become ubiquitous, it is
increasingly important that people be aware of the extent to which their every action is
collected and shared, by whom and with whom, so that they can make informed
decisions about whether and how they protect their data. It may be difficult to persuade
individuals to adopt security measures if they believe that their efforts do not sub-
stantially lower the likelihood of their data being accessed or misused – even though
there may be risks around allowing others to collect information about them. In par-
ticular, in the US, where data privacy laws tend to be less stringent than those in the
EU, public educational campaigns or school curricula about personal data collection by
third parties and types of precautions individuals could be taking to protect themselves
could be crucial. Although participants in the present study were aware that their data
were easily accessible and being collected by many parties, they primarily focused on
how it was being used for advertising, shopping, and credit card fraud. Understanding
the specific uses of their data and the consequences they have, now or in the future,
may encourage individuals to be more attentive to their data security.
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