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Foreword

Mission-oriented sensor networks have moved from the research domain into
practical settings over the past decade. These networks are deployed to fulfill a
specific mission, or a number of specific types of missions. As such, the sensors and
networks are tailored to meet mission needs in terms of sensing, coverage, lifetime,
and security. With different applications come different requirements on network
connectivity, capacity, processing, and security. These types of applications often
lead to application-specific solutions. However, there has been great progress in the
creation of general platforms, protocols, and systems that can meet the needs of
many types of mission. This is helpful for making systems more robust and
cost-effective. Still, much of the potential for such networks is untapped, as tech-
nical problems remain open for many practical applications.

The first volume of this book provides a comprehensive coverage of the major
technical challenges in mission-oriented sensor networks written by an outstanding
set of experts. The topics covered range from the architecture of sensor nodes to
system-level issues such as coverage and mobility, and allocation of sensors to
missions. These high-level systems issues can be generalized across many appli-
cations. The book also covers important specific technology topics such as local-
ization and tracking, data dissemination, routing, and security and privacy. This is a
timely book that will be a valuable reference as mission-oriented sensors networks
are deployed for a more wide variety of applications, and the innovations of the past
are adapted for multiple uses.

The first several chapters of Volume 1 discuss practical aspects of wireless
sensor nodes and networks. They point out that WSNs are application-specific and
such system must be designed to support specific applications and be resilient. In
particular Chapters “Design Considerations of Mission-Oriented Sensor Node
Architectures”, “Failure Handling in RPL Implementations: An Experimental
Qualitative Study”, and “On the Optimization of WSN Deployment for Sensing
Physical Phenomena: Applications to Urban Air Pollution Monitoring” cover
application-specific node architectures, resilient routing in WSNs, and deployment
in urban environments for pollution detection.
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In mission-oriented sensor networks, there may be competition for resources. If
multiple missions are ongoing at once, resources must be assigned or scheduled in a
way to maximize the usefulness of the network and to conserve energy. In addition,
such networks must be useable so natural language interfaces are very attractive.
Chapters “Energy-Aware Task Allocation in WSNs”, “Sensor Assignment to
Missions: A Natural Language Knowledge-Based Approach”, and “Resource
Allocation and Task Scheduling in the Cloud of Sensors” cover these topics.

One important service that must be provided to many sensor network applica-
tions is localization. In some cases, it is known where sensors are deployed so the
location from which readings occur is also known. But in many others, sensors are
deployed on mobile platforms, such as buses, animals, or may be self-moving. In
these cases, data must be labeled with the location from where it was generated. In
addition to localizing themselves, it is important for sensors to localize the object or
phenomena they are sensing. Chapters “Target Detection, Localization, and
Tracking in Wireless Sensor Networks”, “Regularization-Based Location
Fingerprinting”, “Sense-Through-Foliage Target Detection Based on UWB Radar
Sensor Networks”, and “Mobile Target Tracking with Multiple Objectives in
Wireless Sensor Networks” cover localization of sensors and targets, and target
tracking in many environments.

A critical aspect of sensor networks is collecting the information gathered by
sensors at a point where it can be processed or used. This requires routing infor-
mation from the sensors to a sink. To save on resources, or add value to individually
gathered data, data fusion is a popular technique. This requires specialized routing.
In general, routing and topology control will have large impacts on the performance
of data gathering in sensor networks as well as energy efficiency. The problem of
data diffusion and gathering becomes even more complex in wireless sensor net-
works in which nodes can move. Both topology control and routing are affected by
mobility. In some cases, delay-tolerant data collection may be required. Chapters
“Data Dissemination and Remote Control in Wireless Sensor Networks”, “A Data
Fusion Algorithm for Multiple Applications in Wireless Sensor Networks”,
“Underwater Networks for Ocean Monitoring: A New Challenge for Topology
Control and Opportunistic Routing”, “Geometric Routing Without Coordinates but
Measurements”, and “Delay-Tolerant Mobile Sensor Networks: Routing
Challenges and Solutions” cover these very important topics.

Mission-oriented sensor networks are expected to be used in defense, law
enforcement, healthcare, and corporate applications such as advanced manufac-
turing. Therefore, security is of paramount importance. Everything from the loca-
tion of a sensor to the data it is gathering and transmitting must be protected from
eavesdropping and tampering. Likewise, sensor networks must be protected against
data being injected into their domain. Many standard security solutions, such as
those related to cryptography, are too complex to be implemented on simple sensor
nodes. These challenges are even greater in wireless sensor networks. Chapters
“Location Privacy in Wireless Sensor Networks”, “Implementation of Secure
Communications for Tactical Wireless Sensor Networks”, “Data-Driven Detection
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of Sensor-Hijacking Attacks on Electrocardiogram Sensors”, and “Cryptography in
WSNs” cover these topics.

This volume presents both an overview of the state of the art of these important
topics and research approaches for solving important open problems. They cover
specific applications for sensor networks, such as monitoring air pollution outdoors,
or EKGs in a body, that illustrate the wide range of challenges. These chapters are
very timely given that sensor networks are on the cusp of widespread deployment
and use.

March 18, 2019 Thomas F. La Porta
Director, School of Electrical Engineering

Evan Pugh
Professor, Penn State University

William E. Leonhard
Professor, Penn State University
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Introduction

Habib M. Ammari

To raise new questions, new possibilities, to regard old problems
from a new angle, requires creative imagination and marks real
advance in science.

—Albert Einstein (1879–1955)

1 Mission-Oriented Sensor Networks and Systems: Art and
Science

The fast advances in both inexpensive sensor technology and wireless communica-
tions over the last two decades have made the design and development of large-scale
wireless sensor networks cost-effective and appealing to a wide range of mission-
critical situations. These include area monitoring (e.g., deploying sensors for enemy
intrusion detection, as well as geo-fencing of gas, oil pipelines, or work area), health-
care monitoring (e.g., using implanted, wearable, or environment-embedded sensors
for medical applications), environmental/earth sensing (e.g., using sensors for mon-
itoring air pollution and water quality, as well as detecting forest fire and landslide),
industrial monitoring (e.g., deploying sensors for monitoring machine health, data
center, data logging, water and wastewater, and structural health), to name a few.

Wireless sensor networking has attracted the attention of numerous practitioners
and researchers from both industry and academia. These types of networks con-
sist of a collection of tiny, resource-limited, low-reliable sensing devices that are
randomly or deterministically deployed in a field of interest to monitor a physical
phenomenon and report their results to a central gathering point, known as sink (or

H. M. Ammari (B)
Wireless Sensor and Mobile Ad-hoc Network Applied Cryptography Engineering
(WiSeMAN-ACE) Research Lab, Department of Electrical Engineering and
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2 H. M. Ammari

base station). These tiny sensing devices suffer from their scarce capabilities, such as
bandwidth, storage, CPU, battery power (or energy), sensing, and communication.
In particular, the constrained power supplies of the sensors shorten their lifetime and
make them unreliable. More precisely, mission-oriented sensor networks and sys-
tems are viewed as time-varying systems composed of autonomous (mobile) sensing
devices (e.g., using mobile robots) that collaborate and coordinate distributedly to
successfully accomplish complex real-time missions under uncertainty. The major
challenge in the design of mission-oriented sensor networks and systems is due to
their dynamic topology and architecture, which is caused mainly by sensing device
mobility. The latter may have a significant impact on the performance of mission-
oriented sensor networks and systems in terms of their sensing coverage and network
connectivity. In such continuously dynamic environments, sensing devices should
self-organize and move purposefully to accomplish any mission in their deployment
field while extending the operational network lifetime. In particular, the design of
mission-oriented sensor networks and systems should account for trade-offs between
several attributes, such as energy consumption (due to mobility, sensing, and com-
munication), reliability, fault tolerance, and delay.

Mission-oriented sensor networks and systems have been able to attract the atten-
tion of numerous people from scientific communities in both academia and industry.
Indeed, a large number of related innovative research papers to solve challenging
problems have been published in high-quality journals, conferences, and workshops.
Given the importance of this area of research, I found it is essential that an up-to-
date book on the above-mentioned topics be provided to our sensor networks and
system research community. This book series, titled “Mission-Oriented Sensor Net-
works and Systems: Art and Science,” includes two volumes, namely Volume 1 and
Volume 2, whose titles are as follows, respectively:

• Mission-Oriented Sensor Networks and Systems : Art and Science—Foundations
• Mission-Oriented Sensor Networks and Systems : Art and Science—Advances

These two books have been assembled with a goal to address challenging and/or
open research problems in traditional as well as new emerging areas of research in
mission-oriented sensor networks and systems, including sensor networking, cyber-
physical systems, and Internet of things, to name a few. It is worth mentioning that
all the chapters in both volumes have been written as comprehensive review of the
state of the art and state of the practice of their associated topics. Precisely, each
chapter is either a survey of existing work in the literature or a survey with emphasis
on the related research done by their corresponding authors. In either case, every
chapter presents a thorough review of the underlying theoretical foundations, along
with in-depth overview of the proposed approaches.

This book relates to the first volume, i.e.,Mission-Oriented Sensor Networks and
Systems: Art and Science–Foundations. It aims to discuss topics in mission-oriented
sensor networks and system research and practice, and provide the readers with
opportunities to understand the major technical and application challenges of these
types of networks, with respect to their architectures, protocols, algorithms, and
application design. This book includes chapters that present novel theoretical and
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practical ideas,which led to the development of solid foundations for the design, anal-
ysis, and implementation of energy-efficient, reliable, and secure mission-oriented
sensor networks and system applications. Following Albert Einstein’s above-quoted-
wise approach to consider new and/or old yet challenging and/or open problems, all
the chapters in this first volume focus on up-to-date research work that addresses
a variety of problems in mission-oriented sensor networks and systems. In fact,
this book covers various topics in mission-oriented sensor networks and systems,
including sensor node architecture, sensor deployment, mobile coverage, mission
assignment, detection, localization, tracking, data dissemination, data fusion, topol-
ogy control, geometric routing, location privacy, secure communication, and cryp-
tography. I believe that this book will be an excellent reference for graduate as well
as senior undergraduate students who are majoring in computer science, computer
engineering, electrical engineering, data science, information science, or any related
discipline. Furthermore, this book will be a great source of information for computer
scientists, researchers, and practitioners in academia and industry. I really hope that
all readers will find this book very useful, nicely written, clear, exciting, and fasci-
nating. My ultimate goal is that all users of this book will enjoy reading it and using
it for any of their favorite research topics, as much as I enjoyed editing it.

2 Book Organization

This book consists of seven parts, each of which has two to four chapters. Next,
we provide a short description of each part through a brief summary of each of its
chapters.

In Part I, titled “Architecture and Experimentation,” Chapter “Design Consid-
erations of Mission-Oriented Sensor Node Architectures” presents some general
considerations and architectures for sensor nodes. Then, it gives some insights of
“how to design” the adequate node for specific use cases. Chapter “Failure Handling
in RPL Implementations: An Experimental Qualitative Study” describes a standard
for routing packets in low-power wireless networks, IPv6 Routing Protocol for Low-
power and Lossy Networks (RPL). Then, it provides a performance evaluation of its
two implementations, namely TinyRPL and ContikiRPL, in a range of link and node
failure scenarios.

In Part II, titled “Deployment and Coverage,” Chapter “On the Optimization of
WSNDeployment for Sensing Physical Phenomena: Applications to Urban Air Pol-
lutionMonitoring” presents three formulations of the deployment issue of sensor and
sink nodes based on integer linear programming (ILP) modeling while tackling the
twomain applications of air pollutionmonitoring. Then, it provides an analysis of the
performance of the proposed models in terms of coverage and connectivity results
through extensive simulations. Chapter “Mobile Coverage” reviews three categories
of coverage, namely area coverage, barrier coverage, and sweep coverage, based on
the sensor mobility. Then, it introduces various research problems for each category
of coverage and critical issues caused by mobile sensors.

https://doi.org/10.1007/978-3-319-91146-5_2
https://doi.org/10.1007/978-3-319-91146-5_3
https://doi.org/10.1007/978-3-319-91146-5_4
https://doi.org/10.1007/978-3-319-91146-5_5
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In Part III, titled “Task Allocation and Mission Assignment,” Chapter “Energy-
Aware Task Allocation in WSNs” focuses on the task allocation problem in wireless
sensor networks. It provides an application-level taxonomy and an in-depth review
of task allocation approaches. Chapter “Sensor Assignment to Missions: A Natural
Language Knowledge-Based Approach” describes a knowledge-driven approach to
intelligence, surveillance, and reconnaissance (ISR) asset assignment using ontolo-
gies, allocation algorithms, and a service-oriented architecture. Then, it analyzes the
approach of using a representation based on Controlled English (CE) to improve
the interface and human-in-the-loop aspects of the sensor assignment. Chapter “
Resource Allocation and Task Scheduling in the Cloud of Sensors” discusses a new
paradigm, called cloud of sensor (CoS), which faces challenges, such as the develop-
ment of solutions for performing resource allocation and task scheduling in the CoS
environment. Then, it gives an overview of the state of the art in the development of
solutions for the above challenge.

In Part IV, titled “Detection, Localization, and Tracking,” Chapter “Target Detec-
tion, Localization, and Tracking in Wireless Sensor Networks” investigates tar-
get detection approaches, sensor node localization algorithms, and target tracking
schemes in wireless sensor networks. It shows that the integration of a plurality of
homogeneous or heterogeneous sensors yields more accurate target detection, node
localization, and target tracking, compared to the use of a single sensor. Chapter “
Regularization-Based Location Fingerprinting” presents several ways on how to use
regularization, which is a mathematical framework to learn a function from data by
enforcing regularizers to improve generalizability. It shows how one can use reg-
ularization to learn from unlabeled fingerprints. Chapter “Sense-Through-Foliage
Target Detection Based on UWB Radar Sensor Networks” studies sense-through-
foliage target detection using ultra-wideband radars. It proposes a discrete cosine
transform (DCT)-based approach for sense-through-foliage target detection, and a
combined approach using radar sensor network and DCT, depending on the echo sig-
nal quality. Then, it applies these two algorithms to cognitive radar sensor network
target detection. It uses a fuzzy logic system to automatic target detection based on
the AC power values from DCT. Chapter “Mobile Target Tracking with Multiple
Objectives inWireless Sensor Networks” discusses a set of fully distributed tracking
algorithms, which answer the query whether a target remains in a “specific area.”
Then, it proposes a tracking scheme, called t-tracking, to address the target tracking
problem in wireless sensor networks, while considering several objectives, such as
low capturing time, high energy efficiency, and high quality of tracking. Then, it
validates the effectiveness of t-tracking using multiple objectives in extensive simu-
lations and in a system implementation.

In Part V, titled “Data Dissemination and Fusion,” Chapter “Data Dissemina-
tion and Remote Control in Wireless Sensor Networks” presents the challenges and
research space of data dissemination and remote control in wireless sensor networks.
Then, it reviews existing approaches, introduces relevant techniques, assesses various
performance metrics, and compares representative methodologies. Also, it compares
and elaborates on the existing approaches, namely structureless and structure-based
approaches, depending on whether the network structure information is used during

https://doi.org/10.1007/978-3-319-91146-5_6
https://doi.org/10.1007/978-3-319-91146-5_7
https://doi.org/10.1007/978-3-319-91146-5_8
https://doi.org/10.1007/978-3-319-91146-5_9
https://doi.org/10.1007/978-3-319-91146-5_10
https://doi.org/10.1007/978-3-319-91146-5_11
https://doi.org/10.1007/978-3-319-91146-5_12
https://doi.org/10.1007/978-3-319-91146-5_13


Introduction 5

the disseminating process. Chapter “A Data Fusion Algorithm for Multiple Applica-
tions inWireless SensorNetworks” describes an algorithm, calledHephaestus,which
is an information fusion distributed algorithm that uses an entropy procedure for data
analysis of multiple applications in wireless sensor networks. Then, it presents the
experiments for assessing Hephaestus in the context of a case study.

In Part VI, titled “TopologyControl andRouting,” Chapter “UnderwaterNetworks
for Ocean Monitoring: A New Challenge for Topology Control and Opportunistic
Routing” reviews the peculiar characteristics of underwater wireless sensor networks
and shows how knowledge acquired in terrestrial wireless sensor networks is imprac-
tical in underwater sensor networks. Then, it discusses intrinsic research challenges
and provides some guidelines for the future design of topology control algorithms
and opportunistic routing protocols for underwater sensor networks. Also, it gives
some future research directions toward enabling large-scale deployments of under-
water sensor networks for monitoring large areas of the ocean. Chapter “Geometric
Routing Without Coordinates but Measurements” proposes alternative constructs to
perform geometric routing over an efficient localization system, called virtual raw
anchor coordinates. Then, it presents a geometric routing algorithm, where greedy
routing and face routing are combined to guarantee the delivery ofmessages. Chapter
“Delay-Tolerant Mobile Sensor Networks: Routing Challenges and Solutions” dis-
cusses the challenges for routing in the delay-tolerant mobile sensor networks, which
can be terrestrial, underwater, or flying. Then, it presents a survey of existing rout-
ing algorithms in the literature, which are designed for delay-tolerant mobile sensor
networks, delay-tolerant networks, or wireless sensor networks.

In Part VII, titled “Privacy and Security,” Chapter “Location Privacy in Wireless
Sensor Networks” analyzes potential threats in wireless sensor networks, highlights
anonymity metrics, categorizes contemporary traffic analysis countermeasures, and
discusses some of the emerging techniques. Chapter “Implementation of Secure
Communications for Tactical Wireless Sensor Networks” presents an architectural
framework for tactical wireless sensor networks by studying cybersecurity gaps and
vulnerabilities within the 6LoWPAN security sublayer. Then, it discusses a key man-
agement scheme and a centralized routing mechanism that is non-broadcast but fea-
sible in an operational scenario. Also, it tests the tactical wireless sensor network
architecture against a variety of well-known network attacks. Chapter “Data-Driven
Detection of Sensor-Hijacking Attacks on Electrocardiogram Sensors” describes a
detector for identifying sensor-hijacking attacks that alter sensor readings in a wear-
able medical Internet of things. It shows that the proposed temporal electrocardio-
gram alteration detector has promising results. Chapter “Cryptography in WSNs”
provides a concise review of cryptography used in wireless sensor networks.
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This complete two-volume series book, titled “Mission-Oriented Sensor Networks
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to improve the organization and content of all chapters. My special thanks go to
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Ayyasamy, on August 21, 2019. Hence, this project lasted about three years. During
all this period of time, I exchanged a few thousands of emails with all contributing
authors with regard to their chapters. I would like to thank all the contributing authors
for their invaluable time, flexibility, and wonderful patience in responding to all of
my emails in a timely manner. Please forgive me for your time, and I hope that the
readers will appreciate all of your great efforts and love all the materials in this book.
We all have devoted a considerable amount of time to finish this book, and I hope
that all of our efforts will be paid off in future.

I would like to acknowledge all of my family members who have provided me
with an excellent source of support and constant encouragement over the course of
this project. First of all, I am extremely grateful to both of my first teachers, my
mother, Mbarka, and my father, Mokhtar, for their sincere prayers, love, support,
and encouragement, and for always teaching me and reminding me of the value of
knowledge and the importance of family. I owe them a lot and cannot find my words
to thank them enough for everything they have done to make me who I am now.
Also, I ammost grateful to my best friend and beloved wife, Fadhila, for her genuine
friendship and for being extremely supportive and unboundedly patient while I was
working on this book. In addition, I would like to express my hearty gratitude to my
lovely and beautiful children, Leena, Muath, Mohamed-Eyed, Lama, and Maitham,
for their endless love, support, and encouragement. Theyhave beenone ofmygreatest
joys, very patient, and understanding. I hope theywill forgiveme for spending several
hours away from themwhile I was setting in front of my PC inmy office or my laptop
at home busy with this book. Several times, they all told me: “Daddy, as usual, your
books and emails are always dragging you away from us!” My lovely wife and
children have been a wonderful inspiration to me and very patient throughout the life
of this project. Without their warm love and care, this project would never even have
been started. Furthermore, my special thanks and gratitude go to all of my sisters,
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1 Challenges for Sensor Nodes

The field of applications for WSNs is massive and use cases are nearly limitless.
They vary from wildfire detection in remote forests (e.g. [1, 2]) to real-time capable
sensor-/actuator networks formobile robots in factory automation scenarios (e.g. [3]).
The respective requirements are mostly different. In the first case it is sufficient to
occasionally sense temperature and humidity and communicate only if necessary, i.e.
when a possible wildfire was detected. An external power source cannot reasonably
be provided since the nodes will be deployed in remote places, far apart from each
other. Therefore, thewireless sensor nodes have to be powered by independentmeans
like batteries, solar panels or similar. Due to the location of the nodes and their sheer
number, they have to last as long as possible without human interaction. As a result,
the most crucial requirement to the nodes is energy efficiency. Computational power
on the other hand is rather negligible.

The second case has quite contradictory requirements. The nodes are attached
to large robots which are likely to be consuming several orders of magnitude more
energy than the most powerful classical wireless sensor node. Energy can unhesitat-
ingly be drawn from the machines power supply and as a result, energy efficiency
is of much less importance compared to the first case. This fact is very important
because the presented use case demands a high throughput for the network and the
computational units. In factory automation scenarios, data often has to be sensed pre-
cisely and with high sample rates. That data has to be evaluated and decisions have to
be made based upon it to allow fast reactions. At least some of those steps are likely
not to happen on the same node and, therefore, data has to be distributed through the
WSN. The application often demands reaction times in the order of milliseconds.
This can only be achieved with high precision time synchronization and real-time
capable communication technologies [4]. There are different protocols which can
be used for the synchronization is this case: e.g. the Precision Time Protocol (PTP),
standardized as IEEE 1588 [5] or other approaches research came up with, e.g., [6–
8]. In order to support the usage of such protocols and use-cases, the requirements
regarding computational power of the nodes as well as wireless transmission rates
are rather high.

In many WSN scenarios, sensors like accelerometers or gyroscopes are not
required whereas they surely are inevitable in other areas, like Ambient Assisted
Living (AAL), which evaluate human micro movement. Nodes in remote regions
have to be tamper proof since they cannot be frequently checked for manipulation.
Nodes worn on the body, like in AAL, should rather be lightweight and small to
allow for a comfortable wearing.

When teaching aboutWSNs in schools and universities, the focus might be on the
ease of programming code for the nodes and flashing them. A requirement could be
e.g. to support modernWSN operating systems like Contiki OS [9], RIOTOS [10] or
FreeRTOS [11]. A USB connector and a bootloader allowing to flash the nodes will
be beneficial as well. Besides that, the nodes do not need to be specifically designed
for one purpose. More general ones might be suited better to support a variety of
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student projects. The cost should be low, but compared to mass deployments, it is
not that important—allowing to equip the nodes with lots of different sensors.

Ultimately, design requirements are different in every use-case and often they
are even competing (e.g., computational power vs. low energy consumption, light
weight vs. large battery). While for educational purposes, more general nodes might
be preferable, most real-world applications demand highly specialized, mission-
oriented wireless sensor nodes. As a result, many node architectures have been devel-
oped and are available on the market. Still, the “one size fits all” node is not existent
andwill probably never be, as specialized hardwaremay be needed for every use case.

1.1 Outline

The remainder of this chapter is structured as follows: In Sect. 2, important gen-
eral design considerations are proposed and exemplary, the popular and legendary
wireless sensor node TMote Sky is introduced. Afterwards, in Sect. 3, the previ-
ously mentioned AAL project “Design of Environments for Ageing” is presented
and used as exemplary use case for Sect. 4 to show how a mission-oriented wire-
less sensor node was designed for that specific use case. The design process along
with the production as well as the final evaluation of the resulting node are shown
there. As a second exemplary mission, Smart Farming is introduced in Sect. 5. It is
used to showcase another mission-oriented sensor node—Amphisbaena, which is
additionally discussed in Sect. 6. Finally, Sect. 7 concludes this chapter.

2 General Node Architecture

When planning a mission-oriented WSN, the abundance of different requirements
leads to the fact that a node is specialized for its desired application. Hence, there
is a plethora of existing nodes which differ in terms of computational performance,
wireless capabilities, energy demands and especially the set of sensors or actuators.
However, the architecture of a wireless sensor node can be cut down to a general
architecture which is a common guideline when designing a specialized node.

2.1 Components of a Sensor Node

A high-level view of the general architecture valid for most sensor nodes is shown
in Fig. 1. Usually, every sensor node consists of the components shown in the figure,
indeed, with individual variations.

Power Unit/Power Supply: One of the most important considerations for the
design of the node is the power supply. The thing to determine is which energy source
will be available to the nodes in the respective use case. Several options are possible
such as energy from a wall socket, (replaceable) batteries, or intermittently available
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Fig. 1 General architecture of a sensor node

power produced by energy harvesting (e.g., solar panels).When generating electrical
energy at the node, a buffer is required, which might be a battery or capacitor.

For battery powered systems, one has to consider for which amount of time the
node needs to be able to run. Critical factors may be the weight and size or how often
the node can be accessed to change the batteries. All other design decisions may be
limited by the amount of energy available: Computational power, radio transmission
range, sensors and things like elements for user interaction (such as displays or
LEDs).

Controller/Processing Unit: An essential part of the sensor node to decide on is
the Micro Controller Unit (MCU) which runs the actual application. Several things
have to be considered. An important aspect is the computational power of the MCU.
If collected data has to be processed on the node itself, more power may be needed.
Traditionally, 8 bit or 16 bit controllers have been used, while in the last years
more low power 32 bit devices have emerged on the market. Using a higher clock
rate means faster processing at the cost of increasing energy demands. A trade-
off between processing power, energy demand and costs has to be found for the
application.

Interface buses: As in mostWSN applications, the sensor node needs to measure
physical quantities like temperature, voltages or pressure, for example, sensors are
needed. Since they are usually not implemented into the MCU itself, external chips
have to be connected. For connecting sensors to the controller, usually standardized
bus systems will be used. It often makes sense to agree on very few interfaces that
all the peripherals to be attached can support. For wireless sensor nodes, this will
mostly include Inter-Integrated Circuit (I2C) well as Serial Peripheral Interface Bus
(SPI) since almost every sensor or radio chip is available with at least one of those
interface buses and all widely used MCU platforms support them, too. The same
considerations can and should be applied to actuators and other peripherals like
memory or storage extensions.

Sensors/Actuators: Suitable sensors have to be found that can provide the desired
level of accuracy and precision while at the same time not exceeding the energy
budget. As mentioned before, the current consumption is important for the sensors.
Some sensors may even require a higher operating voltage than the controller itself.
If this case occurs, additional components like step-up converters may be an option.
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Sensors with an analog interface require an analog-digital converter (ADC). One
might choose the internal converter of the MCU (if present), or an external, which
again may be connected via I2C or SPI. In both cases, a reliable and stable volt-
age reference may be required, depending on the accuracy needed in the actual
application.

Memory: When dealing with sensor nodes, different kinds of memory can be
found. The program itself is usually stored in the integrated flash memory of the
MCU. The amount of program memory needed depends on the application running
on the node. The same is true for the RAM.As the RAM is volatile (and very limited),
and the internal flash is to be programmed externally, measured data is usually stored
in other kinds of memory. External flash memory chips exist with a capacity in the
magnitude of a few megabytes. Another option for data storage can be SD cards
which are rather cheap offering up to several gigabytes of capacity. Recent MCUs
may have an SDIO interface for communicating with the cards, or they may be
connected to the SPI bus. EEPROM memory integrated into the MCU is often used
for keeping configuration data in a volatile memory.

Communication Device: The same considerations as before have to be made
when selecting a radio for the sensor node or the complete network. Here, the
parameters are achievable throughput, communication range, available frequencies
and energy consumption. In most cases, frequencies in the ISM band will be chosen,
which are available (mostly) all over the world. But still, care has to be taken for some
bands, which are only allowed to be used in some regions, while they may not be
available in others. In many cases, communication technologies like IEEE802.15.4
or Bluetooth are used. IEEE802.11 standards offer higher bandwidth but require
more energy. The LoRa [12] technology offers a very long communication range
for low power radios, at the cost of an extremely low data rate compared to other
mentioned standards. While proprietary radio modules and protocols are available,
in some cases it is more beneficial to use standardized technologies to simplify the
interconnection with other devices. For example, Bluetooth and WiFi is available at
virtually any smartphone or laptop computer.

Antenna: For transmitting and receiving radio signals an appropriate antenna is
mandatory. First of all, the antenna must fit to the desired frequency range of the
radio transceiver. Additionally, the directivity of the antenna has to be taken into
account. An ideal isotropic antenna would have an uniform three-dimensional radia-
tion pattern and a perfect 360◦ horizontal and vertical beamwidth—unfortunately it
only exists in theory. In reality, antennas are often classified as directional and omni-
directional. Directional antennas focus the transmitted energy in a certain direction;
thus, a high gain can be achieved. Omnidirectional antennas provide a 360◦ radiation
pattern—but, other than the term “omni” might imply, only in one plane. Thus, an
omnidirectional antenna does not necessarily imply universal receive or transmission
characteristics. Moreover, the location of the antenna has to be considered. It can
either be part of the PCB which makes it cheap, but space consuming; or, a chip
antenna can be soldered on the PCB, which is a little more expensive, but typically
smaller in dimension. An external antenna can be a good choice if for some reason
shielded (e.g. Ex-compliant) housings are needed.
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2.1.1 Systems on a Chip and Development Boards

In terms of physical size, complete System-on-a-Chips SoCs may be a good choice.
They combine the components (often except sensors) mentioned before in a single
chip. An example for a cheap solution with a powerful 32 bit controller and WiFi as
well as Bluetooth is the ESP32 SoC [13], an IEEE802.15.4 radio combined with an
8051-basedMCUwhich can be found in theCC2531 [14] series byTexas Instruments
or Atmega256RFR2 [15] series by Atmel/Microchip.

Especially when it comes to these SoCs, the question arises, what actually is a
sensor node. Development boards by chip manufacturers may offer an MCU com-
bined with sensors and/or a radio. However, those boards usually have a large form
factor and are not optimized in concerns of energy demand.

2.2 General Example: TMote Sky/TelosB Sensor Node

When looking for “the standard” wireless sensor node, probably one will find the
TMote Sky, respectively TelosB, developed at BerkeleyUniversity of California [16].
This section provides a brief overview on this commercially available node that has
been widely used in many research projects. Google Scholar lists 4.290 publica-
tions that mention TMote Sky, respectively 7.820 mentioning TelosB1 which under-
lines the popularity of this type of WSN node. Although this node was introduced
more than 10years ago in 2005, the TMote Sky/TelosB and its clones (and variants)
like the Maxfor MTM-CM500-MSP2 are still used in recent Wireless Sensor Net-
work (WSN) deployments and testbeds [17–19]. The TMote Sky was intentionally
designed to be used in academic research rather than for specific applications with
distinct requirements. However, its architecture follows the design rules of the gen-
eral node architecture as described in the previous Sect. 2. A Block diagram of the
TMote Sky’s architecture is depicted in Fig. 2.

The processing unit consists of a Texas Instrument MSP430F1611 [20]
micro-controller which integrates a 16 bit RISC micro-processor, memory (48
kB flash, 10 kB RAM) as well as typical peripherals such as Universal Syn-
chronous/Asynchronous Receiver/Transmitter (USART), I2C, SPI, analog-digital
converter (ADC), General Purpose Input/Outputs (GPIOs) and timers.

The radio transceiver—a CC2420 [21]—is connected to the processing unit via
SPI. The CC2420 is an IEEE802.15.4 compliant packet based radio transceiver and
therefore well suited to be used in Wireless Personal Area Networks WPANs like
WSNs. It operateswithin the unlicensed ISMband at 2.4GHz and allows amaximum
data rate of 250 kBit/s.

To store information on a non-volatile memory, the TMote Sky is equipped with
a 1 MBit flash which is also connected to the SPI.

1As from May, 2017.
2https://www.advanticsys.com/shop/mtmcm5000msp-p-14.html.

https://www.advanticsys.com/shop/mtmcm5000msp-p-14.html
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Fig. 2 Block diagram of TMote sky sensor node

Although no specific application was intended, the TMote Sky includes a sensor
set for exemplary sensing applications. A temperature and humidity sensor, a Pho-
tosynthetically Active Radiation Sensor (PAR), and a Total Solar Radiation Sensor
(TSR) are available on the node. In addition, buses and GPIOs are connected to a
pin-header so that further components can be interfaced by the TMote Sky.

Besides twoAA-batteries (mounted on the rear side), the USB-port can be used as
a power source. Furthermore, USB makes programming easy because no additional
hardware is needed as the TMote Sky supports bootstrap loader (BSL) [22].

The comprehensive support of the WSN operating systems Contiki OS [9] and
TinyOS [23] are another reason why the TMote Sky has firmly established within
the WSN community.

Nevertheless, with the evolution of WSNs towards the ever-growing Internet of
Things (IOT) the complexity and requirements of protocols and applications has
increased. As an example, our own experiences show some of the limitations of this
node: During the GINSENG project [24] we had to deal with the insufficient amount
of addressable memory of the TMote Sky, respectively the MSP430-architecture.
Due to the lack of program memory we were not able to run the developed MAC
protocol “GinMAC” combined with the support for IPv6 [25] at the same time.

In summary, the TMote Sky is still a valuable node when basic characteristics of
WSNs are investigated but when it comes to recent and mission oriented WSNs, it is
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common practice to design a specialized node whose design is strongly defined by
its particular application.

3 Exemplary Mission: Human Activity Monitoring

After generally having described the considerations tomakewhen designing a typical
wireless sensor node in Sect. 2 and introducing themost popular, commercially avail-
able and general platform TMote Sky in Sect. 2.2, we now want to provide a detailed
case example how to design a mission oriented wireless sensor node. In particular
the following Sections will introduce the process from analyzing the requirements,
designing and building to evaluating and improving awireless sensor node for human
activity monitoring.

3.1 Motivation and Requirements Analysis

Within the Project “Design of Environments for Ageing” [26], it was planned to
monitor the activities of elderly people and by this to perform a fall detection and a
fall prevention through gait analysis. For the field test, it was targeted to equip more
than 30 persons with sensor nodes. The intention was that the persons should wear
the nodes for most time of the day.

For human activity monitoring, top priority is to have the right set of sensors. In
most cases an accelerometer is used (e.g. in [27, 28]); newer studies also benefit from
a gyroscope [29] and a pressure sensor [30]. So, the data of these sensors should be
recorded simultaneously at a data rate of at least 50 Hz.

Secondly, power consumption is amajor issue, as a long-termmonitoring is envis-
aged and the changing of batteries is unacceptable for the monitored persons. Addi-
tionally, the batteries should be rechargeable as some energy demanding monitoring
tasks should only be performed during the daytime; in this case, nodes should easily
be recharged during the night.

Size and weight of a sensor node is the third aspect to be addressed when choosing
or designing a node which is intended to be worn for longer times.

Whenever there is no continuous radio link to a sink and constant transmission of
the recorded data cannot be guaranteed, sufficient (non-volatile) memory is needed
to—temporarily or persistently—store the recorded data from various sensors. Some
of the elderly people to monitor had no Internet connection at their homes, so, it was
planned to store the movement data on the nodes. Every week the elderly person or
the supervisor should replace a memory card with a fresh one and send the used card
via mail to the scientists performing the data analysis.

A fifth issue is the total cost as there was only little money planned to equip and
perform the long-term monitoring

Thus, the ideal node had to fulfill the following requirements:
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1. Sensor set consisting of accelerometer, gyroscope, and barometer (pressure sen-
sor).

2. Low power consumption; rechargeable batteries.
3. Wearable and robust.
4. Storage (non-volatile memory)—exchangeable.
5. Cheap—not more than 100 Euro for each device.

So, in a first approach, it might be a plan to analyze if any of the (commercially)
available nodes could fulfill all of the requirements.

3.2 Market Analysis

As presented and discussed in the previous section, one of the most frequently used
Wireless Sensor Nodes in research or education is the TelosB [31]/TMote Sky [16]
/ MTM-CM5000-MSP/... It is a quite universal node, easy to handle, supported by
operating systems like Contiki OS [9] or TinyOS [23], but—due to it’s age—limited
in computational power and memory capacity. Many similar nodes, based on TI’s
MSP-430 MCU, exist, for instance, the Shimmer Sensor [32] for human activity
monitoring which will be discussed below. The sensors of TMote Sky only measure
light, humidity, and temperature. Thus, if we used the TMote Sky as a basis, wewould
have to add further needed sensors—maybe via a daughter-board. But, besides the
lack of appropriate sensors there are many other aspects which argue against using
the TMote Sky as basis, especially the energy supply and the memory capacity.

3.2.1 Shimmer Sensor

The Shimmer Sensor [32] is widely used in the area of human activity monitoring. Its
basic design is close to the TMote Sky as it is another MSP430-based sensor node,
but there are some mentionable differences (Fig. 3). First of all, it comes with an
accelerometer which is attached to theMSP430MCU. Secondly, a slot for amicroSD
card is present which can be used as data storage for long term monitoring. While
earlier versions (by design) only supported the use of either the IEEE802.15.4 radio
or the microSD card, later revisions do not have this problem anymore. It normally
runs TinyOS [23] which makes it easy to program.

In its basic version, with just an accelerometer present, the Shimmer node costs
already about 200 Euro. There are several extensions on PCB available, that can
be mounted on the basis module. A gyroscope module costs another 150 Euro and
a pressure sensor can only be obtained when purchasing a GPS daughter-board
for 150 Euro. As the Shimmer sensor has a proprietary connector, an additional
charging and programming module for 200 Euro is needed. For our designated set
of sensors consisting of accelerometer, gyroscope and pressure sensor, the whole
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Fig. 3 Shimmer architecture

platform would cost up to 700 Euro and then becomes very bulky due to the two
daughter-boards.

3.2.2 Medical and Commercial Products

Especially for activitymonitoring, there are several commercial andmedical products
available. TheMTIActigraph and the Sensewear Pro II armbandmonitor [33] are just
twoexamples forwearable long term (offline)monitoringdevices.Newer versions are
additionally equipped with a proprietary radio transceiver. Both have in common that
they comewith relatively huge (256MB ormore) flashmemory for storing long term
monitoring data. However, they also share the attribute of being “closed” solutions
with fixed software installed for a very specialized use case. Detailed specifications,
as well as source code, are not available and, thus, own applications are (if at all) not
easy to implement and deploy.

More nodes, platforms and architectures exist, but, to the best of our knowledge,
none fulfilled all of our requirements, concerning functionality, attached sensors, size
and price.
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Fig. 4 INGA’s front and back view, nearly in original size and compared to a 2-Euro coin. INGA’s
physical dimensions are 50mm × 39 mm × 7 mm

4 Mission Oriented Sensor Node: INGA

As explained earlier, several wireless sensor nodes for many different purposes
are available on the market already. But, none of them suited the specific chal-
lenges imposed by the targeted application of human activity monitoring [26] when
we needed them for a specific project. Hence, the following case example of the
INGA [34] sensor node (c.f. Fig. 4) illustrates how a wireless node is designed,
implemented and evaluated towards its desired application.

4.1 Design Decisions

The decisions for INGA’s design, functionality and equipment were derived from the
targeted application (cf. Sect. 3) and inspired by pros, respectively cons, of existing
sensor node platforms (cf. Sects. 1, 2.2 and 3.2). As the “Design of Environments for
Ageing” [26] is a research project, the specific design decisions go beyond the func-
tional requirements for activitymonitoring. The usability, the costs and expandability
are also of importance when composing the node.

Starting with the processing unit, an MCU fitting all our requirements like energy
efficiency, simplicity, usability and a full open source toolchain support had to be
selected. For this reason, only simple 8/16-bit MCUs were considered because better
performing architectures (e.g., 32 bit ARM processors) are less practical for WSN
beginners that should use the nodewithin the research project. The reduced complex-
ity of less powerful devices is more suitable as also freshmen undergraduate students
should be able to develop hardware drivers and applications to support the project.

Figure5 shows INGA’s overall hardware architecture. Some of the characteristics
are detailed in the following subsections. The center of the design is the Atmel
ATmega 1284p MCU together with an Atmel AT86RF233 IEEE802.15.4 compliant
2.4 GHz transceiver. All communication buses are separated, which leads to a high
level of robustness because a malfunctioning or falsely programmed device only
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Fig. 5 Block diagram of INGA’s architecture

affects the bus it is attached to and not the whole system. Furthermore, all relevant
buses, unused I/O channels, and other useful signals are led through to a 2.54mm
pin header to allow extensions.

4.1.1 Processing Unit: MSP430 Versus ATmega

With regard to the software support of existingWSNnodes, it seems rational to choose
between Atmel ATmega and TI MSP430 MCU architectures. The instant support of
recent operating systems like Contiki OS [9] or TinyOS [23] are a beneficial feature
of these MCUs. As mentioned above, for some applications the MSP430F161 of
the TMote Sky lacks of addressable memory, but there are updated MSP430 MCUs
which provide a more suitable program memory size. The MSP430 is a 16bit RISC
MCU and is widely used in the area of wireless sensor networks, as opposed to
the ATmega, which is a 8 bit RISC architecture and not that widely spread in that
specific area of WSNs. Nevertheless, the ATmega MCUs are supported by a huge
community.

BothMCUs are availablewith a comprehensive set of peripherals so that it isworth
looking at the details of an MSP430F161 and an ATmega1284p, respectively: While
the MSP430F161 has two USART components, which can either be configured
as SPI, I2C or USART, the ATmega1284p has also two USART but additionally
separated I2C and SPI interfaces. This is crucial because one USART in any case has
to be configured asUSART for serial communication to a PC. The remainingUSART
in the MSP430 has to change the protocol (SPI, I2C) during operation. Considering
an extensive usage of motion sensors, the permanent reconfiguration of the interface
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leads to an overhead in time and, thus prunes the performance and efficiency of the
entire node.

Especially when the node is used for research the reprogramming capabilities are
of importance. A node with a special programmer (AVR Raven [35]) or a docking
station (Shimmer [32]) is inappropriate and too cost-intensive and impractical in
terms of remote programming. Thus, programming via a standardized USB inter-
face is the first choice. The additional opportunity of wireless over-the-air (OTA)
programming would be a benefit for the future. For this purpose the ATmega1284p
offers a bootloader section within its flash memory which is well suited to implement
USB and OTA programming.

Balancing the pros and cons we selected the ATmega1284p MCU to be used as
processing unit.

4.1.2 Communication Unit: AT86RF233—Radio Transceiver

The Atmel AT86RF233 is a fully IEEE802.15.4 compliant radio transceiver within
the unlicensed ISM2.4GHzband.Thus, it is compatiblewith themajority of common
sensor nodes used in WSNs. With regard to the transmission of (privacy) sensitive
data, which is expected by the given application, this radio offers AES hardware
en-/decryption support [36]. A unique feature of this radio is the Phase Difference
Measurement Unit (PMU) which can be further used to implement an indoor local-
ization based on the principle of active reflector [37].

To reduce costs we decided to use a PCB antenna instead of an external or chip-
antenna. The actual PCB antenna is designed as a folded dipole with an impedance
of about 100� and derived from the original Atmel Application Note [38]. The
radiation pattern and the gain of up to 6.5 dBi were evaluated in previous simulations
and underpin the selection of this antenna.

4.1.3 Sensing Unit: Focused on Human Activity Monitoring

To allow a monitoring of human activities, INGA is equipped with a comprehensive
set of Microelectromechanical Systems (MEMS) sensors. The sensors are directly
connected to the dedicated I2C-bus, shown in Fig. 6. For further usage it is also led
through on pin headers. An easy expansion is, e.g., realizable by an I2C IO expander
that allows the connection of multiple additional inputs and outputs.

Accelerometer—Analog Devices ADXL345: In prior investigations [39] we
compared various different 3-axis accelerometers in terms of power consumption,
linearity, bit noise and correlation. It turned out that theADXL345wasmost qualified
for our purposes. Its sensitivity can be set to ±2, ±4, ±8 and ±16 g; the sampling
resolution varies from 10 to 13 bit (dependent on sensitivity) and it has an adjustable
sampling rate of up to 3.2 kHz.

Gyroscope—ST Microelectronics L3G4200D: The ST-Microelectronics L3G-
4200 MEMS gyroscope is able to measure deviations of orientation and, thus, to
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Fig. 6 INGA’s I2C-Bus bus and attached components: accelerometer, gyroscope, magnetometer
and pressure sensor (temperature sensors are included)

determine the location more precisely. It is able to detect up to 2000 degrees per
second in three axes (16 bit). It extends the sensor node by the measurement of 3
additional degrees of freedom. In addition, the gyroscope has an integrated temper-
ature sensor but with limited resolution (8 bit).

Magnetometer—MAG3110: Regardless to the orientation of the INGA, the
MAG3110 3-axis magnetometer is able to implement an electronic compass. With a
resolution of 10µT and a full scale range of±1000µT theMAG3110 can, e.g., mea-
sure the terrestrial magnetic field. Together with the accelerometer and the gyroscope
INGA allows the measurement of 9 degrees of freedom.

Pressure Sensor—Bosch BMP180: The pressure sensor is able to sense pressure
with a resolution of 0.01 hPa and an accuracy of±0.12 hPa. This allows the detection
of a difference in altitude in the dimension of few centimeters. Thus, with regard to
gait monitoring, it can be decided easily whether a person walks up- or downstairs.
The pressure sensor has 16–19 bit resolution, depending on the selected sensitivity.
Also another temperature sensor (16 bit) is integrated which enables the sensor to
do a temperature compensation and, by this, to measure absolute pressure.

4.1.4 Memory Devices: Storage of Measured Data

Especially when recording data of human activities for research purposes a high
resolution of the measurement variable as well as a high sample rate is required.
To prevent that every single data item has to be transmitted separately and soon via
the transceiver unit, INGA is equipped with two non-volatile memory devices. A
serial flash device is a convenient way for fast data storage while an microSD card
is ideal to store mass of data. Both memory devices are connected to an MSPI-bus
which is realized through the second USART of the ATmega1284p. The benefit of
a second SPI is that communication with other SPI devices does not interfere the
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Fig. 7 INGA’s MSPI bus and attached components: accelerometer, flash memory, microSD card

communication with the radio transceiver. Figure7 illustrates that three I/O ports are
used to demultiplex the chip-select signals of the attached devices; this way up to
seven devices can share the MSPI bus. Two of these chip-select lines are led through
a pin header for individual expansions.

Serial Flash—Atmel AT45DBxx1 Serie: INGA can be equipped with either
one of AT45DB081 (8 MBit), AT45DB161 (16 MBit) or AT45DB321 (32 MBit)
serial flash devices. The dual buffer interface of these devices leads to a significant
speedup in contrast to single buffer devices because one buffer is still capable of
communication with SPI while the other writes/reads the flash memory. The benefits
of this device are explained in greater detail in the Evaluation Section.

microSD Card: The SD card specification is not standardized in ISO or DIN and
is only available for paying license holders. Luckily, there are open protocols that
allow a free but slowoperation of any SDcard via SPI, but there are some peculiarities
to deal with. First of all, SD cards can be very power consuming with a current of
up to 45 mA during operation. There is no easy way to just switch off the supply
power because SD cards can draw current from the data lines as well due to their
internal design. Another major issue appears when attaching more than just the SD
card to an SPI, because the specific protocol requires some action on the clock line
(SCK), without chip-select being enabled. As this happens on a bus, undefined states
can occur resulting in communication problems on the whole bus. This problem is
solved by introducing a tri-state-buffer that is able to “disconnect” all lines of the
SD-card and by this there is nearly no power consumption of the SD-card while not
in use.
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4.1.5 Power Unit: Management and Monitoring

When connected to USB, an attached Li+-battery can be directly charged through
a MAX1555 Li+-battery charger. The voltage of the attached batteries is constantly
monitored by a potential divider and the current consumption of the system can
be monitored by the combination of a Maxim MAX4372F high-side current-sense
amplifier with voltage output and a shunt. Both, the voltage and the current monitor
are connected to an ADC-channel of the ATmega1284p. A Maxim MAX 8881 low-
dropout linear regulator provides a constant voltage of 3.3 V, which corresponds to
the minimum voltage level due to the SD card support.

4.1.6 USB Interface

A universal serial connection for communication with a PC and programming the
device is realized by the widespread FTDI232R UART-USB converter attached to
the first USART. It is supported by every PC operating system without the need of
installing special hardware drivers. It also acts as power source when connected to a
hub or PC.

Programming: The USB interface is also used for flashing INGA’s firmware.
Firstly the FTDI232R is used to implement a rudimental In System Programmer
(ISP) by using the bit-banging mode [40]. In case of the ATmega1284p the ISP is
based on an SPI protocol which allows uploading data to the program memory of
INGA.

However, a more flexible way to program the node is the usage of a bootloader.
INGA’s Bootloader also allows flashing via USB and is compatible to AVRDUDE,3

thus, no additional hardware is required for flashing INGA. With enhanced drivers
(provided for Linux, Mac andWindows by FTDI), also the capability of resetting the
MCU is implemented. This allows the flashing of multiple connected nodes quasi
simultaneously. By adjusting the clock rate on demand we were able to speed up
the bootloader’s transfer rate by the factor of 6 compared to the default clock rate
of 8 MHz. This way, e.g., flashing and verifying Contiki OS binaries (40 kB) via
USB is done in less than 5 s. The advantage of a bootloader is the starting point for
an OTA flashing which will be implemented in software in the near future: With a
bootloader present it is regardless on which memory the operating system to boot is
stored. Thus, it has just to be taken care of the secure and accurate wireless transfer
of the operating system, the rest can be handled by the bootloader.

3http://www.nongnu.org/avrdude/.

http://www.nongnu.org/avrdude/
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4.2 Evaluation

Extensive evaluations have been done to verify the compliance to the originally
posted requirements. The evaluation of INGA in real world environments took place
in our lab with other 2.4 GHz hardware present and in the countryside with most
likely no other radio traffic in the considered frequency spectrum. INGA’s default
clock rate is 8 MHz, but, to be comparable to the well known TMote Sky node (cf.
Sect. 2.2) which normally runs at 4 MHz, measurements of the application layer
throughput were performed at both 4 and 8 MHz for INGA.

4.2.1 Communication Range

In a first evaluation, we compared INGA’s communication range with the original
Atmel AVR Raven node as it uses the same type of antenna (cf. Sect. 4.1). It is
important to support the monitored person to be, e.g., in the garden while still being
able to report a fall event. In a line-of-sight setting on a field with no other interfering
radio transmissions in the designated frequency, the UDP/IP packet loss at increasing
distances were measured. The tested nodes acted as sender, sending 6 B of payload
every 20 ms and a PC with an IEEE802.15.4 AVRUSB-stick4 acted as receiver. The
transmission power of both devices were set to 3 dBm.

It turned out that there is no significant difference between INGA and AVRRaven
as both nodes had only randomly occurring single packet losses along the track. We
defined a UDP packet loss of greater than 50% as breakpoint where no further
communication is possible. This breakpoint was reached after 194 m for INGA and
219 m for AVR Raven. The increase of packet loss happened in a short period of
only few meters from nearly zero percent to greater than 50%. Thus, INGA’s radio-
frequency (RF) part is fully working and comparable to the AVR Raven.

4.2.2 Antenna Characteristics

Asdescribed above, INGA is equippedwith a high gain PCBantenna. To complement
the evaluation of INGA’s RF section, the antenna characteristic of the horizontal
plane was measured. It is important to assure reliable communication regardless
of the node’s orientation which cannot be controlled when worn by a person in its
everyday life. Hence, potential shadowing or the ideal radiation angle is ascertained
for this sensor node design.

The evaluation was done with two INGA nodes at a distance of 15 m. One node
rotated around z-axis and send 6 B of payload data via RIME [41] to a sink node peri-
odically. The transceiver unit of INGA (Atmel AT86RF233, cf. Sect. 4.1) offers the
opportunity to read-out the energy level of received packages. The energy detection
(ED) measurement is done by averaging the RSSI value over eight symbols, which

4http://www.atmel.com/tools/rzusbstick.aspx.

http://www.atmel.com/tools/rzusbstick.aspx


28 F. Büsching et al.

Fig. 8 Measured antenna
characteristics (horizontal
plane) in dBm

is done by the transceiver of the sink node itself. Afterwards the RF input power can
be calculated manually through the following equation:

PRF = −91 + ED [dBm] (1)

Figure8 shows the results of five rotations. The back part (from 90 to 270◦) is
more shadowed cause of the PCB design. However, no blind spots could be detected
which would effect the wireless communication.

4.2.3 Application Layer Throughput

In our lab we compared the UDP throughput of INGA to the TMote Sky nodes
using the UDP/IP and the RIME [41] communication stack of Contiki OS. Packets
of varying payloads were sent in each case between two identical nodes which were
placed in a distance of onemeter.Wemeasured the exact time for 100 packets with an
oscilloscope by toggling GPIOs. In Fig. 9 the UDP throughput is plotted for different
payloads. INGA’s throughput is higher at any payload size. A maximum throughput
of 129224 bit per second (16.153 KByte/s) was achieved for 90 B payload size by
INGA running at 8 MHz. Even when INGA’s system clock is set to 4 MHz it still
outperforms the TMote Sky.

In Fig. 10 the RIME throughput is plotted for different payloads. The overall
throughput of RIME is higher. INGA outperforms the TMote Sky here too, at least
with bigger payloads. A maximum throughput of 155874 bit per second (19.484
Kbyte/s) was achieved for 90 byte payload size by INGA running at 8 MHz. At



Design Considerations of Mission-Oriented Sensor Node Architectures 29

Fig. 9 The throughput of UDP/IP traffic at a varying payload size

Fig. 10 The throughput of RIME traffic at a varying payload size

small payload sizes the TMote Sky seems to perform better than INGA running at 4
MHz, but at a high price as will be shown below.

4.2.4 Memory Performance

In contrast to the MSP430-based architectures, the ATmega based architecture of
INGA has separate interfaces for memory and radio access. To expose this feature
we evaluated a simple but common scenario were other nodes begin to fail: UDP
traffic of increasing throughput shall be received and then be written into the external
flashmemory.Using commonnodes like theTMoteSkyonewould expect an increase
of packet loss or a decrease of throughput becausewriting data is time consuming and
at some throughput the MCU is busy writing data. In contrast, INGA’s dual-buffer
flash (cf. Sect. 4.1) in combination with the designated second SPI was able to write
any received packet directly to flash without any losses. Figure11 illustrates INGA’s
performance in receiving data packets and writing them to external flash memory at
varying rates of throughput in comparison to the TMote Sky. The TMote Sky shows
first stirrings of packet loss at a throughput rate of 90 kbit/s. As TMote Sky itself was
not able to send packets at such high data rates, we used another INGA as sender.

When SD cards are connected to low-power MCUs, the slow SPI mode for com-
munication is used instead of themore powerful proprietary interface. To demonstrate
the effect of this slow interface, received data was directly written to the SD card.
In Fig. 12 these results are shown. It can be seen that at a higher rate of throughput,
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Fig. 12 INGA’s performance of writing received UDP data to flash memory and to SD card (with
and w/o SRAM buffer)

packets get lost and thus the SD card limits the throughput of this scenario. An obvi-
ous optimization is to introduce an SRAM buffer and with that to write whole pages
instead of every single packet to the SD card which reduces the control overhead
significantly. It can be seen, that with such a buffer, still data rates of more than 80
Kbit/s are possible, whereas without such a buffer, a maximum of 40 Kbit/s can be
reached.

In case of expected burst traffic it would also be a suggestion to first write all
received data into the external flash and copy from there to the SD card afterwards.
Copying one flash page from external flash to SD card takes 24 ms; the throughput
from flash to SD card is 21.33 Kbyte/s.

4.2.5 Power Consumption

Power consumption is crucial inWSNs and also for the desired use case where nodes
should be attached to humans. The node will run battery powered and the energy
consumption thus has to be as small as possible. Nevertheless, the actual power
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Fig. 13 The required electrical charge to transmit one byte for different transport protocols and
different payloads

consumption of a node or a network depends on the use case and the tasks the nodes
and the network in general are performing. INGA has the capability of online current
and voltage monitoring. The MCU, the transceiver, the sensors and the memories all
have different power saving states leading to numerous possible evaluations of power
consumption. In a small setup, INGA’s overall power consumption was measured
in comparison to the TMote Sky. Figure13 shows the electrical charge required to
transmit one byte of payload data at different payload sizes and different transport
protocols. At small payload sizes, INGA’s dominance is obvious, but also at high
payload sizes the TMote Sky still consumes at least 20% more energy to transfer
data wirelessly.

A more detailed view on INGA’s power consumption is given in [42] where
we used a modified version of INGA to implement and evaluate Dynamic Voltage
Scaling (DVS) techniques.

4.2.6 Cost-Efficiency

Asmentioned in the design decisions, INGAwas designed to be cost efficient. INGA
is fully open source so that the basic layout can be modified to fit individual needs.
As all information is public available, it is sufficient to send gerber files of the layout
and a Bill of materials BOM to PCB manufactures which offer the full service of
PCB production; they will take care of ordering the parts and assembling the whole
PCB. To give an example, our first two prototypes cost e318 each, which is by no
means cost efficient. However, when ordering a bigger amount of nodes the costs
drop significantly. All costs given in Table1 include material, components, PCB,
taxes and shipping for Germany, when producing INGA.
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Table 1 Prices per INGA

Pieces 10 50 100 1000

Price/Piece e111.60 e61.17 e51.52 e30.04

4.2.7 Resources

As already mentioned, INGA is completely open source. You are free to adapt or
change anything you like. We provide schematics, EAGLE-files and Gerber-files in
the download section of INGA’s website. So, INGA can be downloaded, build and
used as it is or easily adapted to special needs (e.g. additional sensors) as every
design tool is free available. In addition, a Contiki OS version with full support of
INGA is provided in a Github-repository. Some hardware add-ons, like a LED-bar,
a Bluetooth transceiver, and a GPS shield were already developed and will be made
available soon. Additionally, some teaching materials and tutorials are provided at
the project page.5

4.3 Limitations and Future Work

INGA’s set of sensors seems to be specialized for human activity monitoring, but it is
not limited to this. The same sensor set can, e.g., be used for flight control of quadro-
copters. For many experiments such as the field tests with more than 30 persons
“wearing” INGA, enclosures are needed. We designed such and can produce them
with a 3D-printer. INGA is also supported by Contiki’s simulator Cooja [43], which
is also a useful lecture when developing software on the desk. Nevertheless, the sim-
ulation performance is limited as AVRORA [44] is used to emulate the Atmel1284p
MCU and the AT86RF233 radio transceiver which implements the entire instruction
set in Java. In sum, simulations of a double-digit number of nodes are possible but
the simulation of hundreds of nodes is impractical at the moment.

5 Exemplary Mission: Smart Farming

Related to the previous mission of human activity monitoring, the following Sections
will introduce the process from analyzing the requirements, designing and building
to evaluating and improving a wireless sensor node for smart farming applications.

Smart farming, or Precision agriculture, is a fast growing application area for
WSNs where the features of these networks can help to optimize the agricultural

5http://www.ibr.cs.tu-bs.de/projects/inga.

http://www.ibr.cs.tu-bs.de/projects/inga
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yield by selective usage of fertilizers, controlled sprinkling or early detection of
plant deceases. With the primary intention of WSNs to allow distributed sensing
applications even without any existing infrastructure, the usage of WSNs on agricul-
tural areas is almost ideal.

5.1 Motivation and Requirements Analysis

The regular method to monitor the health of plants are sparse spot tests by a farmer
and the individual know-how to suggest the health of the entire plant population.
With regard to the size of agricultural areas, these spot-tests are less precise as the
characteristic of the soil, e.g. nutrient content or water retention, is highly heteroge-
neous. At this point WSNs are ideal as they can be deployed throughout the entire
agricultural area while spanning up a communication network without any existing
infrastructure to forward sensed data to points of interests, e.g. farmmachines, nodes
with GSM connection. Thus, an area-wide monitoring can be achieved to optimize
farming processes even further—keyword: Cyber Physical System (CPS).

In recent years there have been a few experimental WSN deployments related
to smart farming [45–48]. However, the experiences so far revealed that nodes and
networks deployed on an agricultural area have to face several challenges and the
operation of WSNs for smart farming is not trivial.

Energy Efficiency: WSNs that are deployed on agricultural areas have to work
autonomously for a long lifetime of several months (regular farming season) or even
years (e.g. nursery gardens). Considering the limited capacities of e.g. batteries lead
to the fact that energy is one of the scarcest resources in such WSNs. A common
approach to prolong the lifetime of nodes is energy harvesting [49]. Nevertheless, it
depends on the particular application whether electrical energy can be derived from
external sources. For example the usage of solar power is not always possible as solar
panels might be covered by plants or dirt which prunes the efficiency significantly.

Limited Maintainability: Due to the size and the fact that agricultural areas are
located in rural areas, nodes deployed on a field are hard to access and the main-
tainability is limited. Thus, with regard to the aforementioned energy demand, it is
impractical to exchange batteries of nodes to prolong the lifetime of theWSN.More-
over, while a single node is not of importance for the entire distributed sensing, it hast
to be guaranteed that the desired application is not affected by failing nodes. Similar
to the batteries, an exchange or repair of nodes is associated with an disproportional
overhead. For this reason a key-challenge for WSNs in smart farming applications
is the dependability.

Harsh Environmental Conditions: Nodes deployed on a field are directly
exposed to challenging weather conditions like rain, direct sunlight or fog. In the
past the WSN community gained a lot of experience with WSNs for outdoor appli-
cations e.g. [50, 51]. One aspect is that nodes are often exposed to extreme tem-
peratures [52, 53]. The nodes suffer from extreme temperatures as the efficiency of
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commonly used IEEE 802.15.4 transceivers decreases with growing temperatures
and thus, the reliability of transmissions decreases as well [54, 55].

Beside the meteorologic impacts, the plants themselves affect the characteristics
of the WSN. In [45, 46] it was observed, that the reliability of links decreases with
growing plants. The water-rich plants shadow the communication and might lead to
a break-down of links and thus changing topologies with potential partitioning of the
network.

Limited Connectivity: As mentioned in the previous paragraph, even the intra-
communication—the communication between the nodes within the WSN—is lim-
ited. In addition, also the inter-communication—the forwarding of collected data to a
dedicated sink, e.g. a cloud server—is challenging. A cellular network is not always
available and especially in rural areas, where WSNs in smart farming applications
are usually located, the network operators do not put so much effort in network
expansion. A promising technology might be LoRa [12], but as LoRa only provides
low data-rates for long-range communication, which is not sufficient to be used for
sole data uplink. Instead, Delay Tolerant Networks DTNs can be applied to deal with
broken links or failing routes to a sink. By using farming machines or drones, data
can be used as data mules to collect aggregated data from the field to the cloud.

5.2 Exemplary Smart Farming Scenario

In this chapter, we will deal with the design of network components for an exemplary
smart farming application tomonitor the plant health. In particularwewill consider an
application tackling the distributed measurement of the crop water stress index [56]
of potato plants. As the term stress in connection with plants might be unfamiliar,
the following paragraph will provide some background information:

Plants are stressed, when growing conditions are not optimal such as the absence
of water or inferior soil. With regard to the climatic change this effect becomes a
serious issue as agricultural areas begin to silt and the soil water retention decreases.
Thus, with detailed information about the condition of plants, the usage of sprinkling
and fertilizers can be optimized. In cooperation with a potato research station we
deployed nodes with a dedicated sensor-set able to measure plant stress influencing
factors on a potato field. The rating of the plant’s condition is based on several
parameters. Besides soil moisture, soil temperature, air temperature and humidity,
an important parameter is the surface temperature of the plantswhich canbemeasured
non-invasively by a simple infra-red temperature sensor.Whenever a plant is stressed
it will immediately stop evaporation and the plant heats up which can be revealed by
this sensor (Fig. 14).

In our exemplary scenario several sensing nodes are deployed on a field to enable
an area-wide measurement of the parameters to determine the crop water stress. A
schematic overview of the network’s architecture is shown in Fig. 15. Here, we can
find different classes of the nodes, ranging from rather small WSN nodes (DCN)
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Fig. 14 Measurement of the crop water stress as an exemplary smart farming application forWSNs

Fig. 15 Smart farming example: network layout including WSN nodes and dual-platform nodes

to embedded Dual-Platform Nodes (ISN, GSN) running a full-featured operating
system like Linux.

Data Collection Node (DCN): Those nodes can be referred as “typical” sensor
nodes to measure specific parameters as described before. In this use case, many of
themwouldbedeployedon afield in order to be able to get fine-grainedmeasurements
of dimensions. Large distances and the vast number of nodes make it unfeasible to
route data of all nodes to a single sink node since the nodes closer to the destination
would have to transfer many data sets resulting in a short battery life.

Intermediate Sink Node (ISN): To avoid depleting batteries and congestion of
the radio links, a second kind of nodes is introduced. These nodes are stationary with
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the ability to charge batteries using photovoltaic panel and are equipped with a large
storage. In order to be able to forward received data efficiently to aGlobal Sink, these
nodes consist of two platforms. A low power platform runs on a 32 bit MCU and
has a low power radio for standards such as IEEE802.15.4 available, while the high
power platform is a Linux-running Single Board Computer SBC. The latter one has
a WiFi radio which enables a fast transfer of large amounts of data to other nodes.

Global Sink Node (GSN): The last class of nodes are in terms of hardware the
same or very similar to the Intermediate Sink Nodes. The difference is that they act as
a gateway to the final destination for the data. They may transfer the data to mobile
data mules passing the field, or they can be equipped with a Wireless Wide Area
Network WWAN radio offering a connection to the Internet.

Each DCN is assigned a corresponding ISN, where it will send its data to. For
this data transfer, different routing protocols and network architectures can be taken
into consideration. Data received on the ISN’s low power platform can collected in
its memory, which is a SD card in our case.

5.2.1 Sensing Tasks of Dual-Platform Nodes

Besides acting as a sink for the surrounding WSN only, the dual-platform nodes
can be used to collect, data, too. Here, the system can benefit from the architecture,
as well. Considering a sensing pattern as shown in Fig. 16, the low power platform
can be equipped with low power sensors as found on any conventional WSN node
(temperature, humidity, …), while the high power part of the node can control more
complex sensors, such as cameras.

The Fig. 16 shows a typical sensing scenario, in which sensors have to be read out
in a given interval. The temperaturemight have to be sampled every fewminutes. Ifwe
had only a simple time switch which would turn on the SBC for eachmeasurement, it
would have to be booted very often, as given as “SBC only” in the figure. Since both
platforms are closely coupled, temperature readings can be conducted by the low
power platform and the results either be sent using the low power radio, or handed
out to the SBC when it is booted the next time. The SBC needs to be booted only
when an image with the camera has to be taken or large amounts of data need to be

Fig. 16 Exemplary sensing patterns of dual-platform node
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Fig. 17 Photo of a deployed
node with several sensors
attached

transmitted, which cannot be done by the MCU-based board with its radio. As can
be seen, the up-time of the SBC can be reduced significantly with the approach of a
dual-platform architecture.

6 Mission Oriented Sensor Node: Amphisbaena

To handle a scenario as described in Sect. 5.2, we implemented the dual-platform
node Amphisbaena [57] to be used as a ISN or GSN. Since only few of these nodes
will be deployed, they can be mounted with exposition to direct sunlight above the
crop, or at the edge of a field and thus can make use of energy harvesting with
photovoltaic panels. A photo of a node deployed on a potato field can be seen in
Fig. 17.
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6.1 Collaborative Data Collection

The low power platform of the ISNs and the GSNs is available for communication
with its radio virtually at any time, while the high power part, the SBC can be booted
on demand. Small sensor nodes for data collection can transmit their measurements
to the low power part of the dual-platform node, where they can be stored on the
SD card. Taking into account that many nodes transfer their data to each sink node,
it becomes clear that it is unfeasible to send all data via the low power nodes to
the GSN. Thus, the DCNs send their data to the corresponding ISN. As mentioned
before, the ISN may also take measurements with different kinds of sensors and be
turned on for this task. In our case, the protocol for data transmission is DTN.

When a certain amount of data has been collected at the ISN, the high power
platform can be turned on while neighboring ISNs can be asked to do the same. So, a
network with a high data capacity will be established, depicted by the orange arrows
in Fig. 15. In this manner, the complete path of any ISN to the GSN could be set up
at once, while in some cases it might be enough to forward the data only to the next
hop, from where it will be forwarded later. This method of forwarding data with the
store-and-forward approach is supported by the use of DTN, in this network, too,
since some nodes might not come up as desired due to power failures or similar.

Since the high power platform of the GSN might also run from batteries, it needs
to save energy as well and thus the uplink may also be powered down. If the uplink
is based on a mobile node such as a tractor, it may happen that the meeting time of
the nodes is not known in advance. The contact duration may be rather short since
the mobile node is moving.

The actual protocol used for communication depends strongly on the scenario,
network layout and architecture for the application. For the system described in this
chapter, DTN is used as an example.

6.2 Design Considerations

The ISNs and GSNs used in the example deployment [58] consist of two platforms—
a low power board as well as a powerful, Linux based SBC. The low power board is
based on a STM32F407 MCU which offers communication interfaces such as USB
or Ethernet besides aforementioned buses like SPI or I2C. A detailed overview of
the components is given in Fig. 18.

Basically, similar design considerations as for the INGA node have been taken
for the low power platform, while the field of application is quite different. For the
development of Amphisbaena, more processing capabilities and additional interfaces
like USB and Ethernet are required, and thus, the 32 bit MCU has been chosen. Since
this part of the network is to be deployed statically with a photovoltaic panel and a
large battery, this choice leading to a higher current draw is reasonable.
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Fig. 18 Components of solar-powered dual-platform node

MCU: Besides interfaces for several buses and General Purpose Input/Output
(GPIO) pins, the STM32F4MCU features a battery-backed Real-Time Clock (RTC)
to keep the time. It is running on FreeRTOS [11]. The MCU can be clocked up to
168 MHz.

Temperature: A 1-wire temperature sensor DS18B20 can be mounted on the
Printed Circuit Board (PCB) of the low power board. The connections of this bus
are also available on a three-pin header to allow more sensors to be connected to the
system.

µSD: The MCU has a SDIO interface which is used to connect a microSD card.
On this card, sensed data can be stored aswell as configuration options for the system.

Radio: Different radios can be mounted on the low power board. Submodules to
be placed in the socket at the bottom right in Fig. 19 exist. Variations with a LoRa [12]
and a IEEE802.15.4 transceiver exist. The software running on the MCU is able to
detect which radio is connected and initializes the according driver modules.

Charge Controller: The LT3652HV charge controller is able to charge different
kinds, such as LiFe, LiPo as well as sealed lead acid batteries with a current of up to 2
A. The energy source for charging the battery is in this example a PV panel. Voltages
and currents are monitored by the MCU.

Switching Regulator: An efficient regulator LM43603 converts the input voltage
of the battery to 3.3 V for powering the components on the board.

Load: Two outputs exist on the board. They can be configured either to output
the battery voltage directly with a MOSFET, or to include an optional switching
regulator in the output path. If a regulator with an output voltage of 5 V is chosen,
SBCs like a Raspberry Pi or BeagleBone can be powered without additional external
components.
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Fig. 19 Photo of Amphisbaena board

6.3 Evaluation

For the nodes handled in this section, the communication performance and the accord-
ing energy demand are important. Multiple parameters have an influence on the
performance of a data transfer. Obvious is the communication link type (Ethernet,
WiFi, Bluetooth, IEEE802.15.4,…), while the software architecture and, of course,
the hardware itself also cannot be neglected.

In the aforementioned use case, an Amphisbaena board may communicate using
a wireless link either with a SBC, or with another board of the same kind. The variety
of communication partners has a great impact on the performance and resulting, the
energy demand.

The actual communication protocol to be chosen in the deployment depends on
the task of the network as well as its architecture. Often, the traffic pattern occurring
in a network can bemodeled as a request followed by a response. For control traffic or
sensor readings, both packets would be rather small, while cumulated measurements
require more data to be transmitted.

For the evaluation, we implemented a simple request/response protocol with pay-
load sizes of 64 and 1024 B. Both, Round Trip Time (RTT) and energy demand
of the Amphisbaena board have been captured, from preparing and transmitting the
data packet until the answer has been received. GPIO pins have been used to indicate
the current state of the transmission. Data is transferred using IEEE802.15.4 and
Ethernet. The latter can be used when acting as a gateway or GSN, even though most
nodes deployed on a field will not make use of it. The hardware components of the
Ethernet part will be activated if a link is present automatically, which means that no
energy will be wasted at nodes not using this interface.

The Amphisbaena board running miniDTN [57] to be evaluated has been con-
figured with different CPU clock frequencies of 24, 30, 84 and 144 MHz. Besides
the RTT, the energy consumption has been measured as well, which allows to chose
the optimal frequency. The results are shown in Fig. 20. The caption “64/1024 Byte
over IEEE 802.15.4 to Raspberry Pi” means that a request with a size of 64 B has
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Fig. 20 Data transfers to raspberry Pi and Amphisbaena using IEEE802.15.4
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Fig. 21 Data transfers to raspberry Pi and Intel Core i7 using Ethernet

been sent and a response of 1024 B has been received, from a Raspberry Pi running
IBR-DTN. Orange boxplots show the time from sending the data until the complete
reception of the answer in the user space, while the green ones depict the energy
demand of the Amphisbaena board which made the request.

The results depicted in Fig. 20 show that the Raspberry Pi running IBR-DTN has
a large overhead resulting in a much higher RTT for the measurements. An increased
clock frequency of the Amphisbaena board has only a small influence on the RTT
while the energy demand increases for higher frequencies. This is a result from the
fact that the Amphisbaena has to wait long periods of time for the response.

Whencommunicatingwith anotherAmphisbaenaboard, the lightweight operating
system running on both MCUs leads to much lower latencies.

In Fig. 21, we can see again the influence of the partner’s communication platform.
We are using a wired Ethernet (100Mbit/s) link. The communication partner is either
a Raspberry Pi or a PC based on an Intel Core i7-3770, both running IBR-DTN in
the same version. Again, an increased clock frequency does not lead to a lower RTT
when exchanging data with a Raspberry Pi (Fig. 21a). Figure21b reveals that a high
processing power combined with a fast communication medium results in very low
RTTs which reduces the energy demand significantly.

Concluding, it can be said that many parameters should carefully be chosen for
the communication. Although Ethernet itself has a high energy demand, it is much
faster than IEEE802.15.4 and thus leads to a reduced energy consumption—as long
as it is availabe and the communication partner is able to handle the data fast enough.
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7 Summary

WSNs have been a topic in research formany years already andmany different sensor
node architectures and designs have been developed and built. This chapter showed
important design considerations to make when choosing or developing a wireless
sensor node for a specific application. Some nodes available on the market are very
generic, like the presented and well renowned TMote Sky. They are a good choice
for development and education purposes. Although the basic setup is similar for
most sensor nodes, for many real-world applications, hardware specifically designed
for the respective mission is required. In order to explain the design process for
a mission-oriented sensor node, we presented two exemplary missions with diverse
requirements. Firstly, the AAL project was introduced and used to elucidate the hard-
ware development of the sensor node INGA. It is highly mission-oriented towards
that use case. Secondly, the dual-platform node Amphisbaena was introduced which
was designed to optimally suit the requirements posed by smart farming applica-
tions. The evaluation of both of those nodes proved them performing very well in
their respective use-cases.

This at the same time does not make them inapplicable for other missions. INGA
for example is still rather generic and can thus be used for a variety of applications
as it is. However, the USB port and the selection of sensors result in a comparatively
high price. In order to further reduce cost and size, even more specialized derivatives
have been build. This includes for example InexpensiveNode for Bed-Exit-Detection
(InBED) as shown in Fig. 22. Its purpose is to detect people getting out of bed when
they should not—e.g. after a surgery. It is only equipped with the processing unit,
the transceiver unit and an accelerometer, making it much smaller and less expensive
than the original INGA.

After all, many choices have to be made to decide for the optimal hardware
for a given mission. While there are many generic sensor nodes available on the
market that might be able to serve a plethora of tasks, they can never perform as

Fig. 22 Specialized InBED sensor node
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well in specialized missions, as dedicated hardware specifically designed for that
very purpose can. As a result, it is often beneficial to develop new sensor nodes for
specific missions instead of using available, more generic ones.
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Failure Handling in RPL
Implementations: An Experimental
Qualitative Study

Agnieszka Paszkowska and Konrad Iwanicki

Abstract The IPv6 Routing Protocol for Low-power and Lossy Networks (RPL)
is a recognized standard for routing packets in low-power wireless networks. Its
two popular implementations—TinyRPL and ContikiRPL—have been used for both
research and commercial purposes. However, despite their wide adoption, qualita-
tive studies of their behavior under various types of failures are essentially lacking.
Therefore, in this chapter, we aim to bridge this gap in a manner that may be of
interest to both researchers and practitioners. More specifically, we evaluate the two
implementations of RPL in a range of link and node failure scenarios. We show that
whereas the implementations handle well some classes of failures, for others they
exhibit undesirable behaviors or even fail completely. The results thus identify fail-
ure scenarios handling which may require additional attention before employing the
implementations in real-world dependable embedded systems.

1 Introduction

A routing protocol is practically indispensable in embedded systems involving wire-
less low-power and lossy networks (LLNs). It allows network nodes that are out
of each other’s radio range to communicate by forwarding data packets via other,
intermediate nodes. In effect, it alleviates several real-world problems associated
with implementing and deploying LLN-based embedded systems, notably commu-
nication obstacles in the target environment or large dimensions of the environment
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itself. If, in addition, the protocol is self-organizing, it can also significantly reduce
the administrative costs inherent in configuring and maintaining such systems.

The IPv6 Routing Protocol for Low-power and LossyNetworks (RPL) is meant as
such a protocol [36]. RPL is IETF’s standard, incorporating state-of-the-art solutions,
developed specifically to address the peculiar requirements of LLNs. It has both
proprietary and open-source implementations, among which TinyRPL for TinyOS
[26] and ContikiRPL for ContikiOS [6] are arguably the best known ones [23]. In
particular, TinyRPL and ContikiRPL have become inherent components of LLN
protocol stacks in both research-oriented deployments and commercial solutions. In
short, to deliver their functionality, multiple embedded systems rely on RPL-based
networking provided by these implementations.

Nevertheless, despite the growing adoption of RPL’s implementations, many of
their aspects remain largely unexplored. One of such aspects is the behavior of the
implementations in various failure scenarios. Aswe elaborate in subsequent sections,
whereas the performance of RPL’s implementations has been studied quantitatively,
qualitative studies of their behavior under specific types of failures are essentially
lacking. Without such studies, however, it is not clear to what extent the implemen-
tations can be relied upon in dependable embedded systems.

For this reason, here we aim to bridge this gap. To this end, we evaluate
the two aforementioned state-of-the-art implementations of RPL—TinyRPL and
ContikiRPL—in a range of failure scenarios. As the evaluation environment, we
employ low-level simulators: TOSSIM [25] and COOJA [31], respectively. The sce-
narios cover in turn crashes of specific nodes and links, so as to affect the network
topology in a particular manner, which would be hard to achieve with experiments
studying robustness purely statistically. We show that whereas some of the consid-
ered failures are handledwell by the implementations, for others the implementations
exhibit undesirable behaviors or even fail completely.We also identify causes of such
behaviors, which may be of particular interest to practitioners who are planning to
use the implementations in their embedded systems. All in all, our results shed new
light on the dependability of RPL’s popular implementations.

The rest of this chapter is organized as follows. Section 2 gives an overview of
RPL. Section 3 surveys related work. Section 4 presents our experimental methodol-
ogy. Sections 5–8 discuss the results for the subsequent failure scenarios. Section 9
concludes and outlines possible future work.

2 Overview of RPL

To study the behavior of RPL’s implementations, let us first give an overview of RPL
itself, including details on how it provisions routes, what data structures it uses to
maintain the routes and how it handles failures and topology changes, to name just a
few examples. In addition to discussing the standardized aspects of the protocol, we
highlight unspecified issues, which are left open to implementations.
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Althoughmany routing techniques exist for LLNs, including shortest path routing
[9], compact routing [28], hierarchical routing [19], and routing by means of geo-
graphic [22] or virtual [8] coordinates, to name a few representative examples, RPL
is in principle a centralized protocol. Despite a potentially inferior performance of
this technique [20], its choice can likely be attributed to simplicity.

Being a centralized protocol, RPL combines solutions for two basic traffic pat-
terns: so-calledupward routing, inwhich all low-power nodes forward their packets to
a common (central) destination node, typically a border router, with so-called down-
ward routing, from the border router to the nodes. These two basic patterns enable
more complex ones, in particular, any-to-any routing between arbitrary nodes. How-
ever, it is upward routing, implemented bymeans of a distance-vector algorithm, that
is the foundation of the protocol: If it does not work correctly, the other patterns will
not work either. Consequently, for brevity, in our studies we focus solely on upward
routing.

2.1 Preliminary Information

Recall that a routing protocol is responsible for directing packets in a LLN. More
specifically, a node receiving a packet from a given source node to a given destination
node needs to select the next-hop node, to which the packet will be forwarded, so that
it can finally reach its destination. In LLNs, the next hop for a node is chosen from
the nodes within the node’s radio range. In RPL, such nodes are called the node’s
neighbors.

However, not every neighbor is a good candidate for the node’s next hop. This
is because transmitting a packet to a next hop should bring the packet closer to the
destination, or, stated more formally, it should decrease a cost of the packet reaching
the destination.

Therefore, each node in RPL’s upward routing distinguishes a subset of neighbors
that have a lower cost of sending a packet to the destination than this node. Such
neighbors are called the node’s parents. The node uses such a parent set to select a
single preferred parent: the primary parent chosen as a default next hop for packets
forwarded by the node to the given destination. The cost of sending a packet from a
node to the destination is in turn called the node’s rank.

Since when selecting a preferred parent, the node should in principle consider
the neighbors with the lowest ranks, the rank aims to reflect the node’s distance
from the destination. However, RPL’s specification does not state exactly how to
measure this distance. In particular, the node’s rank can depend on the requirements
of a specific application and the choice of a metric to be optimized globally in the
network when routing packets [35], for example, hop count, latency, or estimated
transmission count, ETX [5].

Conceptually, nodes and the wireless links to their parents form a directed graph.
Since when the network is stable a node’s rank is always greater than its parents’
ranks, the graph does not contain cycles and, consequently, is a directed acyclic graph
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Fig. 1 An example of a
DODAG

(DAG). The destination, for example, a border router, is the sink in the DAG: it has
no outgoing edges. Therefore, the graph is often referred to as a destination-oriented
DAG, abbreviated as DODAG. The destination—the sink of the graph—is in turn
called the root of the DODAG.

Figure 1 presents a sample DODAG rooted at nodeA, with nodes’ ranks displayed
as numbers. Links between nodes and their parents are represented by lines with
arrows pointing at the parent. A solid line leads to a preferred parent; a dashed one
to an alternative parent. Node A’s rank equals 1.0 and is the smallest rank in the
network because A is the DODAG’s root. For the same reason, A does not have any
outgoing edges. D, an internal node, has in turn five neighbors: A, B, E, F, and G.
Two of them, A and B, have their ranks lower than D’s rank, 2.1, and, consequently,
D considers them as parents: A is D’s preferred parent and B is an alternative one.
Although D has chosen as its preferred parent the neighbor with the smallest rank
among its parents, such a choice is not imposed by the protocol. For example, E has
C with rank 2.6 as its preferred parent, despite having D with a lower rank, 2.1, in its
parent set. The rest of D’s neighbors, E, F, and G, have their ranks greater than D’s
rank, and, therefore, are D’s children in the DODAG. Moreover, D is both F’s and
G’s preferred parent. As a result, when, for instance, G wants to send a packet to the
root node A, it first transmits the packet to D, which forwards the packet directly to
A, yielding a hop count of 2. In contrast, the maximum number of hops to deliver a
packet in the DODAG is 4 and is required when the packet originates at node H.

2.2 Packet Forwarding

RPL’s DODAG thus describes all routes via which nodes can forward packets to the
root node. However, the actual packet forwarding at each node is delegated by RPL
to the node’s IPv6 stack. To this end, RPL running at the node registers the node’s
preferred parent’s IPv6 address as the default route in the node’s IPv6 routing table.
Based on this table, the node’s IPv6 stack selects next hops for forwarded packets.
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Nevertheless, in spite of the delegated packet forwarding, RPL’s implementations
should provide endpoints for inserting and verifying a special option in the headers
of routable packets [15]. The option contains, among others, information used for
loop and error detection: a forwarding node’s rank and three flags: ‘O’, ‘R’, and ‘F’.

Recall that a node’s rank is meant to be greater than its preferred parent’s rank,
which aims to avoid routing loops during normal operation. However, such loops
may appear under failures, notably when the node has outdated information on its
neighbors’ ranks. Therefore, an additional loop detection mechanism is needed to
quickly react to such rank inconsistencies. The mechanism detects an inconsistency
whenever the direction of a forwarded packet (the ‘O’ flag in the option) does not
match the rank relationship between the node transmitting the packet and the neighbor
receiving it. One case is when the packet is going upward (the ‘O’ flag is clear) but
the transmitter’s rank in the packet is lower than the receiver’s rank. Another case
is the packet going downward (the ‘O’ flag is set) with the transmitter’s rank in the
packet being greater than the receiver’s.

2.3 Parent Selection and Rank Computation

To register a default route, each node needs to select its preferred parent. This pro-
cess is inherently coupled with the node’s rank computation: The node’s rank and
preferred parent are chosen with a so-called objective function, which we abbreviate
as OF. As far as objective functions are concerned, RPL’s specification allows for
much flexibility. First, new objective functions can be introduced, so that computed
ranks and the method for selecting preferred parents would meet the requirements
of particular applications. Second, OFs are configurable per node.

To illustrate how RPL uses objective functions, recall that each node maintains a
parent set, a subset of neighbors from which the node chooses its preferred parent.
An entry in the parent set contains, among others, a parent’s address, rank and routing
metric values for the parent and/or the link from the node to the parent. Since the
node computes its own rank locally, it has to exchange information on its ranks with
its neighbors by means of control traffic. The entries in the node’s parent set are
thus inserted and updated as a result of receiving control messages, which will be
discussed in more detail shortly.

The parent set is an input to an objective function, which the node uses to choose
its preferred parent. Parent selection should in principle be performed whenever the
parent set has potentially changed, for example, upon reception of a control message
with a neighbor’s rank update or parent unreachability detection [30]. As soon as the
node selects its preferred parent, it registers the route to the parent in its IPv6 routing
table as the default route.

The objective function is also responsible for computing the node’s rank after a
change of the preferred parent or themetrics associatedwith the parent. The algorithm
for rank computation is OF-dependent. Nevertheless, RPL’s specification provides
guidelines to be followed by every OF.
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First of all, the rank value needs to reflect the node’s distance from the root
and has to be strictly increasing along the routes in the DODAG. To ensure the
latter, the protocol uses aMinHopRankIncrease parameter,which defines the smallest
permitted increase in rank per hop. As a result, the root’s rank must be the smallest
rank in theDODAGand every other node’s rankmust be higher than anyof its parents’
ranks and exceed its preferred parent’s rank by at least MinHopRankIncrease. This
feature is made use of by the aforementioned loop detection mechanism.

Furthermore, to enable breaking loops in the DODAG, which may occur upon
failures, a node’s rank must not increase by more thanMaxRankIncrease within one
so-called version of the DODAG. Namely, a node keeps track of the smallest rank it
has computed in the current DODAG version, and, whenever its rank starts to exceed
that smallest rank by more than MaxRankIncrease, it concludes that the DODAG is
broken and disconnects from it by adopting a null preferred parent and an infinite
rank. However, since the change in its rank may be permanent, for instance, as a
result of a massive failure, DODAG versioning enables a complete reconstruction
of the DODAG. Such as process is initialized by the root generating the DODAG’s
new version number, either periodically or as a result of an external event (e.g., a
request from the network administrator). Upon discovering the new version, a node
can choose a completely new rank, not constrained by its rank in the old version.

Although parametersMinHopRankIncrease andMaxRankIncrease exist irrespec-
tive of an objective function, their values may potentially depend on the particular
OF employed. Currently, there are two popular OFs.

First, all implementations of RPL are required to implement the Objective Func-
tion Zero, OF0 [33]. In OF0, a node’s rank equals the count of hops from the root to
the node. The criteria taken into account in the parent selection process include both
the candidate’s rank and the quality of the link to the candidate. It is, however, the
candidate’s rank that influences the result the most.

Second, in practice the Minimum Rank with Hysteresis Objective Function,
MRHOF [12] is commonly used. WithMRHOF, a node uses a metric value retrieved
from an additional option in control messages to evaluate parents and compute its
rank. Various metrics can be used, for example, hop count, ETX, latency, though
they need to be additive. The node’s rank is calculated from the candidate parent’s
metric value incremented by the link metric to the candidate parent. The candidate
with the lowest path cost is chosen as the node’s preferred parent but only if it is
significantly better than the current parent. This mechanism of not choosing the best
parent unless truly beneficial is called hysteresis and is introduced in MRHOF to
make the DODAG more stable.

2.4 Control Traffic

The algorithm for choosing parents and calculating ranks generates control traffic
through which the nodes exchange information required by OFs. RPL introduces
several types of control messages, implemented as ICMPv6 [4] messages.
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The first one, DODAG Information Object (DIO) messages, is responsible for
advertising nodes’ ranks: A DIO message sent by a node is an advertisement that the
node can serve for its neighbors as a next hop on their routes to the DODAG root.
The root of a DODAG systematically sends such a message. A neighbor receiving
the message can join the DODAG and select the sender node as its preferred parent.
When it sends its own DIO, its neighbors can do the same, and so on.

A DIO message thus needs to contain all the information necessary for joining a
DODAG, such as the DODAG’s identifier, version number and configuration, and for
considering the sender as a parent, for instance, information on the sender’s rank and
metric values. The configuration of a DODAG contains, among others, the identifier
of the objective function to be used by the nodes to choose their parents and compute
their ranks and the two aforementioned parameters used in rank computation and
maintenance: MinHopRankIncrease and MaxRankIncrease.

There is a trade-off between keeping the time of reaction to network changes low
andgenerating little control traffic forDODAGmaintenance. To exploit this trade-off,
each node employs a so-called Trickle timer [27] for coordinating the control traffic.
After starting, the node sets its timer period to tmin (on the order of milliseconds) and
doubles the next period whenever the previous one finishes until the period reaches
tmax (on the order of minutes or even hours). However, the node can reset the period
back to tmin whenever it observes an important change or an inconsistency in the
DODAG.

The Trickle timer serves as the node’s scheduler for DIO messages. At the begin-
ning of each period, the node schedules the timer to a random time in the second
half of the period. When the timer fires, the node broadcasts a DIO message to
its neighbors unless the number of DIO messages it received in the current period
exceeds some threshold. As a result, initially, nodes exchange many DIO messages
and thus quickly construct a DODAG. However, after this short period, the frequency
of DIO messages gradually decreases and stays low as long as the network is stable.
In effect, not only can changes in the network be accounted for rapidly but also few
messages are exchanged when the DODAG does not change, which minimizes the
control traffic.

The second type of RPL control messages, DIS (DODAG Information Solicita-
tion) messages, are used by nodes to actively ask their neighbors to provide informa-
tion on the DODAGs they are aware of. This results in a quicker reaction to network
changes at the cost of an increase in control traffic. A node broadcasts such DIS
messages periodically until it joins a DODAG. In contrast, when the node receives
such a message, it resets its Trickle timer so that it can quickly send back a DIO
response.

Another use case for DIS messages is probing. The aim of probing is to keep
parent routing metrics up-to-date. Since probes are unicast messages, the response
DIOs are sent directly to the probe’s sender without a reset of the responding node’s
Trickle timer.

The other control messages introduced by RPL are not related to upward routing.
Therefore, we omit them here for brevity.
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2.5 Open Issues

RPL’s specification does not provide solutions for all issues regarding the pro-
tocol, leaving them open to implementations. To give some example, while it is
specified when the Trickle timer for DIO messages must be reset, the list is not
exhaustive. Implementations may thus choose to reset the timer in other situations.
Another example is the parent choice and rank computation, which are both OF-
and implementation-dependent. Nevertheless, the specification provides guidelines
that must be followed by all OF implementations. Finally, issues regarding routing
metric maintenance and neighbor unreachability detection are unspecified and left
open to implementations. All in all, the implementations have some freedom with
respect to the way they provide RPL’s functionality. This allows for adapting them
to various applications, which is another advantage in embedded systems.

2.6 RPL Implementations

As a result of the standardization, RPL has been implemented in several operating
systems for low-power wireless embedded devices. There thus exist both proprietary
and open-source implementations of RPL, among which TinyRPL for TinyOS [26]
and ContikiRPL for ContikiOS [6] are arguably the most widely known ones [23].
Therefore, we will focus on these two implementations in our analysis.

In short, both implementations are built on top of the IPv6 stacks of their under-
lying operating systems. They provide all basic features described in RPL’s spec-
ification. In addition, supported by the research community, they try to integrate
state-of-the-art solutions for the issues the specification leaves open. In particular,
from the perspective of our study, it is worth to mention that for routing metric main-
tenance and neighbor unreachability detection, the implementations employ algo-
rithms drawing from numerous studies on the performance of low-power wireless
communication and wireless link quality estimation.

What is more, the implementations have been widely tested and deployed in the
real world. In effect, various embedded systems have appeared that rely on these
implementations to deliver their own functionality.

3 Related Work

Because of this increasing popularity, RPL has been extensively evaluated in both
simulations and the real world. However, whereas RPL’s implementations have been
studied thoroughly from the performance perspective, their behavior under specific
types of failures has received significantly less research attention.
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To start with, initial empirical studies of RPL focused on its efficiency. Results
obtained in early experiments, both in simulations [3, 34] and on testbeds [3, 10],
were promising but also unveiled first problems resulting from RPL’s underspecifi-
cation [3]. In particular, it was shown that although RPL successfully detected simple
failures [10], its DODAG reconstruction algorithms were not very efficient [34].

As RPL’s specification was being clarified and improved, the protocol’s perfor-
mance was being further evaluated in various settings. To illustrate, Gaddour et al.
[11] studied the efficiency of ContikiRPL during DODAG formation for different
network topologies. Istomin et al. [17], in turn, evaluated the performance of actua-
tion in downward routing. Likewise, RPL’s performance was analyzed for different
parameter configurations, including objective functions [2] and network-layer met-
rics [16], to name just two examples. Finally, studies on interoperability of the two
aforementioned implementations of RPL—ContikiRPL and TinyRPL—showed that
while both implementations perform well on their own, they demonstrate surprising
performance artifacts when run together [23].

Furthermore, RPL’s performance has been compared to that of other routing pro-
tocols, for instance, the Collection Tree Protocol [10], dissemination-based protocols
[17], and protocols for Internet-enabledwireless sensor networks [32]. Recently, RPL
has also been extended into new routing protocols or even entire protocol suites [1,
7, 29].

All in all, those research activities havemade RPL an attractive solution for indus-
try, where dependability is an important feature. As a result, RPL’s implementations
were evaluated in harsh conditions: under different levels of radio interference [13,
29] and in various failure scenarios, featuring local failures [24], failures of large
groups of randomly selected nodes [14], of a few albeit critical nodes [14, 21], and
of the DODAG root [18]. Although earlier of those results [14, 21, 24] suggested
that RPL’s implementations are by and large stable and correctly handle failures, our
recent study [18] showed that those conclusions may have been too optimistic. More
specifically, we observed that ContikiRPL has surprising problems dealing with a
crash of the DODAG root, which is problematic in real-world systems because, being
typically more complex than sensor nodes and relying on a tethered power supply,
DODAG roots are prone to failures such as power outages.

Therefore, as a follow up on this observation, here we evaluate two popular imple-
mentations of RPL—TinyRPL and ContikiRPL—in a much broader range of failure
scenarios and with different configuration parameters. Such a qualitative study may
thus be of interest to both researchers and practitioners because it allows for a better
understanding of conditions under which the implementations may be relied upon.

4 Experimental Methodology

Let us start our study by describing the experimental setup we used for the two
implementations of RPL.We discuss the environments in which the implementations
were evaluated, including the experimental application, configuration parameters,
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and performance metrics. We also explain the link and node failure scenarios in
which we tested the implementations.

4.1 Experimental Environments

To facilitate reproduction of our results, we evaluated the implementations in pub-
licly available simulators. For the TinyOS implementation of RPL, TinyRPL, we
employed the TinyOS simulator, TOSSIM [25]. Similarly, for the ContikiOS imple-
mentation of RPL, ContikiRPL, we utilized the Contiki network simulator, COOJA
[31]. Both environments are low-level simulators: They normally simulate actual
implementations of protocols—not their simplifiedmodels—and the obtained results
typically well predict the protocol’s real-world behavior.

As to the implementations themselves, we analyze the latest version of TinyRPL,
that is, one from January 5, 2017. In contrast, when it comes to ContikiRPL, we focus
mainly on the last stable version, 3.0, available at the time of writing this chapter
rather than on the latest one from the repository, that is, the one from January 5, 2017.
This is because the development version performs worse compared to the stable one,
which we highlight in our experiments.

4.2 Experimental Settings

The experimental application, which generated network traffic to be routed by RPL,
was designed to model a common communication pattern in LLNs: all-to-one data
collection. More specifically, each node generated short, one-frame data packets
that were forwarded by the network to the root. The interval between two consec-
utive packets generated by a node was chosen at random between T and 2T time
units, where T was a configuration parameter. This resulted in relatively uniform
multipoint-to-point traffic.

The experimental runs of the application presented here did not use any radio
duty cycling techniques, but we did verify that the results with duty cycling did not
diverge from the presented ones. This choice is because duty cycling is a task of
the link layer, not RPL, and, as such, should not influence the correctness of RPL’s
implementations. Unless the network operates close to its maximal capacity, which is
usually not a normal situation in LLNs, and hence is not the case in our experiments,
the only observable effects on RPL of employing duty cycling are higher latencies
and lower throughput.

In order to test the implementations under various conditions,we conducted exper-
iments with different configuration parameters. Nevertheless, we provide default val-
ues for the parameters that, unless noted otherwise, were used in the experiments.
The default duration of an experiment was 1 simulated hour. Nodes generated pack-
ets to be forwarded to the root every 10–20 s (T = 10 s). The distinguished node
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acting as the DODAG root was the node with id 0. The highest possible increase in
a node’s rank within a DODAG version (MaxRankIncrease) was by default 7, while
the maximum number of hop-by-hop retransmissions of a packet was 5 per hop.
Finally, the experiments used either OF0 or MRHOF as the objective function.

We tested the implementations in so-called unit-disk topologies, which are often
used in theoretical analyses. In our case, they consisted of 121 nodes evenly dis-
tributed over an 11-by-11 grid. The radio range of each node was a circle with the
center at the node and radius r , where r ranged from 1 to 4. In other words, each node
had a perfect link to every node at a distance lower than or equal to r and did not
have a link to any node at a distance greater than r . While this model is an idealized
one, it is suitable for our purposes: If a protocol does not behave correctly in this
idealized model, it is highly unlikely that it will behave correctly in the real world.
Intuitively, in the unit-disk model, a node can detect with a perfect accuracy whether
a link is up or down, which is crucial for proper neighbor unreachability detection.
In contrast, in the real world, there is no perfect failure detector. In particular, there
can be false positives that trigger unnecessary topology changes.

The results presented in the remainder of this chapter were gathered during repre-
sentative runs of the test application. Their analysis focusesmainly on the correctness
but also on the efficiency of the evaluated implementations. The first group ofmetrics
aims to examine the DODAG construction process. To this end, we tracked the num-
ber of nodes with a preferred parent and a valid path to the root with respect to time,
and an average rank of a node in the network. Second, we evaluated the stability of
the constructed DODAG by tracking the number of nodes’ preferred parent changes,
Trickle timer resets, and generated control messages. Finally, we used the last group
of metrics, including metrics related to the network traffic and end-to-end delivery
rates, to evaluate the efficiency of resource usage by the nodes in the network and
the reliability of the network.

4.3 Experimental Scenarios

The experimental scenarios were designed to examine how the considered imple-
mentations of RPL behave in various conditions, in particular, under different link
and node failures.

However, the first scenario was free of failures and aimed to analyze how long it
takes the implementations to build the DODAG and how the implementations behave
when the network is stable. These results are used as a baseline for analyzing the
results of subsequent experiments.

The second group was experiments with link failures. The scenarios in this group
included failures of both individual links and sets of links but here we focus on
single-link failures. None of the failures resulted in a network partition. Moreover,
we analyzed the consequences of a link failure depending on the importance of the
link. In particular, we considered experimental scenarios in which a failing link was
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responsible for forwarding packets from either a large part of the network or just a
single node.

The next group of experimental scenarios concerned failures of non-root nodes.
Similarly to the previous group, the scenarios included failures of both individ-
ual nodes and sets of nodes. Like previously, none of the failures analyzed in this
group resulted in a network partition. The failing nodes were either important ones,
responsible for forwarding packets from a large part of the network, or leaf nodes,
not forwarding any packets except for their own. For brevity, however, we focus on
failures of only important nodes.

Finally, the last group encompassed scenarios with failures leading to network
partitions. One example was failures of DODAG roots. Other examples are both link
and node failures as a result of which all paths from some nodes to the root were
broken. Nevertheless, we focus on the DODAG root failures as they are extreme
cases of network partitions. Additionally, we tested scenarios in which the failing
links or nodes recovered after failures, thus rebuilding the broken paths.

All in all, our experimental scenarios cover a broad spectrum of crash failures that
may occur in the realworld.As such, they truly stress the considered implementations
of RPL, so that we can study various claims about their fault tolerance.

5 Experiments Without Failures

Asmentioned in the previous section, we begin our analysis by presenting the results
of experiments without failures. Recall that the evaluation of the implementations
in the failure-free environment aims to examine how quickly the implementations
construct DODAGs and whether the DODAGs reach stable states.

To start with, Fig. 2 presents the number of nodes with a valid path to the DODAG
root during the course of a representative experiment conducted with TinyRPL. We
define a valid path from a node to the root as a sequence of nodes starting at the node

(a) unit disk, r = 1; duration = 1h; MRHOF (b) unit disk, r = 1; duration = 1m; MRHOF

Fig. 2 Duration of DODAG construction in TinyRPL
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(a) unit disk, r = 1; duration = 1h; MRHOF (b) unit disk, r = 1; duration = 1m; MRHOF

Fig. 3 Duration of DODAG construction in ContikiRPL

and ending at the root in which (1) all nodes are correct and (2) every two consecutive
nodes are connected by a correct link and are in a child–preferred parent relation. We
consider a DODAG as constructed when each node has a valid path to the DODAG
root and is thus able to forward packets to the root.

It can be observed in the figure that TinyRPL constructs aDODAGwithin seconds.
More specifically, as shown in Fig. 2b, plotting the metric values in the first minute
of the experiment, the entire construction process took only 13 s for the most sparse
of the analyzed topologies: the unit-disk topology with radius 1. Moreover, as can be
observed in Fig. 2a, once constructed, the DODAG was stable during the remaining
period of the experiment, that is, all nodes always had valid paths to the root.

Figure 3 presents the same plots for ContikiRPL. It can be observed in Fig. 3b
that constructing the DODAG for the same topology (i.e., the sparsest one) took
ContikiRPL almost a minute, which is 4 times more than in the case of TinyRPL.
The reason for this is a greater default minimum Trickle timer interval (tmin) in Con-
tikiRPL than in TinyRPL and, consequently, a lower pace of DODAG information
dissemination via DIO messages. Similarly to TinyRPL, the DODAG built by Con-
tikiRPL remained stable, as shown in Fig. 3a: After the initial construction period,
all nodes had a valid path to the root throughout the rest of the experiment.

What is more, from Fig. 4, which plots the average DODAG rank of a node, it can
be deduced that both implementations were able to construct optimal DODAGs. To
explain, with the smallest allowed increase in rank per hop (MinHopRankIncrease)
equal to 1 and the unit-disk links, a node’s rank in an optimal DODAG would be
equal to the node’s Manhattan distance to the root plus 1. Consequently, the average
rank of a node in an optimal DODAG would be equal to 11. It can be observed in
the figure that the average node rank in the constructed DODAGs was indeed 11 (or
at least close to 11 because of the limited resolution of the figure).

The metrics presented in the next three figures are used to analyze the stability
of the DODAG after the initial construction period and the overhead of the control
traffic in the period in which the DODAG should be stable.
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(a) TinyRPL (b) ContikiRPL

Fig. 4 Average rank (unit disk, r = 1; MRHOF)

(a) TinyRPL (b) ContikiRPL

Fig. 5 Parent changes (unit disk, r = 1; duration = 1 h; MRHOF)

To start with, the plots in Fig. 5 present the number of preferred parent changes in
an hour-long experimental run in the unit-disk topology with radius 1. Figure 6, in
turn, shows the number of node Trickle timer resets in the same experiment. Recall
that a node resets its Trickle timer whenever it observes an inconsistency or a vital
change in the network. A large number of Trickle timer resets is thus an indicator of
a DODAG’s instability.

As can be observed in Fig. 5b, a DODAG constructed by ContikiRPL in the
initial period stabilized after 1–2 min and changed only once throughout the whole
experiment. This matches well Fig. 6b, which shows that all but one resets of node
Trickle timers happened in the construction period. In contrast, TinyRPL did not
build a final version of the DODAG in the initial period of the experiment. For this
reason, a few preferred parent changes during the course of the experiment can be
observed in Fig. 5a. Nevertheless, these few changes were not vital enough for the
nodes to reset their Trickle timers. Consequently, there were no Trickle timer resets
corresponding to these parent changes, as shown in Fig. 6a.
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(a) TinyRPL (b) ContikiRPL

Fig. 6 Trickle timer resets (unit disk, r = 1; duration = 1 h; MRHOF)

(a) TinyRPL (b) ContikiRPL

Fig. 7 Control messages (unit disk, r = 1; duration = 1 h; MRHOF)

Figure 7 illustrates the control traffic in the analyzed experiments. Control mes-
sages tracked in the plots are mainly DIO messages, scheduled by the nodes’ Trickle
timers. As a result, at the beginning of the experiment, when the Trickle periods
were short, we can observe a large number of transmitted control messages. How-
ever, as soon as the DODAG stabilized and the periods of the node Trickle timers
reached their highest values, the control traffic decreased and stayed low as long as
the DODAG was stable.

As can be observed in both plots in Fig. 7, the control traffic was not uniform. In
other words, periods of control message transmissions were interleaved with peri-
ods when there was no control traffic. There are two reasons for this phenomenon.
First, since all nodes were booted roughly at the same time and almost immediately
constructed the DODAG, their Trickle period starts were close in time. Second, the
nodes scheduled their DIO messages in the second half of the Trickle period, thus
leaving the aforementioned gaps in the control traffic. Moreover, the longest Trickle
period for each implementation can be easily computed from the figures by summing
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(a) TinyRPL (b) ContikiRPL

Fig. 8 End-to-end delivery rate (unit disk, r = 1; duration = 1 h; MRHOF)

the lengths of the longest gap and the following busy period. Accordingly, the longest
Trickle period is about 4 min for TinyRPL and about 16 min for ContikiRPL, which
matches their configurations. Consequently, when the DODAG is stable, out-of-the-
box ContikiRPL generates less control traffic than out-of-the-box TinyRPL but this
configuration can be changed.

The subsequent charts present results for metrics that were used to evaluate the
reliability and resource consumption of the two implementations of RPL. The relia-
bility was assessed by tracking end-to-end delivery rate. It was defined as the percent
of all data packets generated by the nodes from the beginning of the experiment that
were successfully delivered to the root. Resource consumption was in turn assessed
by measuring network traffic, that is, the accumulated number of control and data
packets generated by the nodes, the number of hops taken by those packets, as well as
the number of physical radio transmissions of the packets. Since radio communica-
tion is typically the most resource-consuming activity of low-power wireless nodes,
network traffic serves well as a proxy metric for resource consumption.

Figure 8 presents the end-to-end delivery rate for two-hour-long experiments
evaluating both implementations.As can be observed in Fig. 8a, although the network
did not suffer from any failures throughout the experiment, the end-to-end delivery
rate for TinyRPL did not reach 100% but remained at the level of 90%. In other
words, on average 1 data packet out of 10 was lost on its route toward the root
and, consequently, did not reach the root. The reason for this was packet collisions
caused by the small radio range of the nodes in the utilized topology and the high
packet generation frequency (T = 10 s). On the other hand, due to the quickDODAG
construction in TinyRPL, even packets generated by the nodes at the beginning of
the experiment were successfully delivered to the root, which is visible in Fig. 8a as
the high end-to-end delivery rate in the first seconds of the experiment.

In Fig. 8b, in turn,we can see that the final end-to-end delivery rate for ContikiRPL
after one hour was slightly higher than that for TinyRPL. However, due to the longer
DODAG construction period in ContikiRPL, the end-to-end delivery rate was low
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(a) TinyRPL (b) ContikiRPL

Fig. 9 Network traffic (unit disk, r = 1; duration = 1 h; MRHOF)

in the first seconds of the experiments and reached its highest value only after some
period.

Figure 9, in turn, shows the network traffic in the two experiments. Packets, repre-
sented in the figure by a solid line, include both data packets generated every 10–20
seconds by each node and control packets carrying mainly DIO messages scheduled
by the nodes’ Trickle timers. Nevertheless, the number of control packets did not
exceed 5% of the total number of packets. This also influenced the aggregate number
of hops taken by the packets because the number of hops for a packet depends on the
packet’s type. In the analyzed configuration, it was always 1 for a control packet and
on average 10 for a data packet. The transmissions in the figure, in turn, correspond to
physical radio transmissions. Since control packets are broadcast and not acknowl-
edged, the nodes never retransmit them. As a result, there was always 1 transmission
for a single control packet. In contrast, due to transmission collisions, data pack-
ets were sometimes unacknowledged and required retransmitting. The maximum
number of transmissions per data packet was limited by the value of the aforemen-
tioned configuration parameter, which was equal to 5. In practice, however, as can
be observed in Fig. 9, retransmissions were occasional in both implementations and
did not incur much overhead on resource consumption.

As mentioned previously, the analysis hitherto has not concerned the latest devel-
opment version ofContikiRPL available from the repository at the time of thiswriting
(i.e., the one from January 5, 2017). This is because that version of ContikiRPL does
not construct a stable DODAG. More specifically, as can be observed in Fig. 10a,
which plots the same experiment but with the latest version of ContikiRPL, a few
nodes changed their preferred parent almost every second of the experiment. In con-
trast, as we have already shown in Fig. 5b, only one node changed its preferred parent
after the construction phase in the experiment with the earlier version, selected for
our analyses. The increased number of parent changes also resulted in an increased
number of observed Trickle timer resets, as can be verified in Fig. 10b, and highly
unstable ranks, visible in Fig. 10c. This, in turn, increased the accumulated network
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(a) Parent changes (b) Trickle timer resets

(c) Average rank

Fig. 10 ContikiRPL (latest version) (unit disk, r = 1; duration = 1 h; MRHOF)

traffic (not plotted), and hence, resource consumption. For these reasons, we settled
on the earlier, yet more predictable and stable version of ContikiRPL.

5.1 Summary

To sum up, the experiments in the failure-free environment have shown that both ana-
lyzed implementations of RPL quickly construct stable DODAGs. Moreover, when
used for routing, the constructed DODAGs deliver the majority of packets without
wasting network resources. It can thus be concluded that the implementations, at least
some of their versions, behave as expected in the failure-free environment. However,
real-world networks are rarely free of failures. Therefore, in the next sections we
proceed to failure-oriented experimental scenarios.
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6 Experiments with Link Failures

We start our failure-oriented experiments with scenarios involving link failures. We
consider a link as failed if every transmission over this link is lost, that is, it is not
received by the target node. We evaluate how quickly the implementations react to
link failures, depending on the chosen objective function and other configuration
parameters. We also examine the consequences of link failures on the stability of the
DODAG and reliability of packet forwarding.

Not all links in the network are equal. Depending on the network topology and the
shape of the DODAG, some links are “important” in that packets from a significant
fraction of nodes are forwarded through them to theDODAG root, whereas others are
“unimportant” in that they are utilized by single nodes or not utilized at all.Moreover,
the combinations of links that may fail are numerous. Since we are unable to test
all link failure scenarios in this section, we analyze two selected ones: a failure of a
single “important” link and a failure of a single “unimportant” link.

The experiments presented in this section lasted for two simulated hours; link
failures occurred after the first hour. Such a timespan was chosen because it can be
concluded from the previous section that an hour is enough for both implementations
to construct DODAGs and stabilize.

6.1 Important Link Failure

In order to simulate a failure of an “important” link, we removed the link between
nodes with identifiers 0 and 1 in the unit-disk topology with radius 1, as visualized in
Fig. 11. The removed link was thus one of two links leading directly to the DODAG
root and, as such, forwarded roughly half of data packets generated by all nodes.

Fig. 11 Failure of an
important link
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(a) ContikiRPL (b) TinyRPL

Fig. 12 Nodes with a valid path to the root (unit disk, r = 1; MRHOF)

6.1.1 MRHOF

Figures 12, 13 and 14 compare the behavior of the two implementations of RPL with
MRHOF as the objective function in response to the analyzed link’s failure.

As can be observed in Fig. 12a, ContikiRPL reacted to the failure quickly: within
seconds. In contrast, as visible in Fig. 12b, it took TinyRPL about 3min to rebuild the
DODAG, so that each node would again have a valid path to the root. This difference
can be attributed mostly to the slightly different policies for resetting the Trickle
timer in the two implementations.

More specifically, Fig. 13 presents the occurrences of Trickle timer resets caused
by the failure. It can be observed in Fig. 13b that in TinyRPL the first node reset
its Trickle timer immediately after the failure. However, the DODAG was not fully
rebuilt until other nodes reset their timers 3 min later. In ContikiRPL, in turn, all
additional resets of the node Trickle timers occurred immediately after the failure,
as visible in Fig. 13a, and, therefore, the failure was handled more quickly.

(a) ContikiRPL (b) TinyRPL

Fig. 13 Trickle timer resets (unit disk, r = 1; MRHOF)
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(a) ContikiRPL (b) TinyRPL

Fig. 14 Control messages (unit disk, r = 1; MRHOF)

Figure 14 depicts an increase in control traffic following the Trickle timer resets
after the failure. In both implementations, an increase in the control traffic can indeed
be observed. Nevertheless, it is not significant compared to the stable period in the
experimental scenarios without failures, as presented in Fig. 7.

6.1.2 OF0

Although the reaction to the failure was not immediate in TinyRPL, both implemen-
tations managed to rebuild the DODAG when MRHOF was the objective function.
Figures 15, 16 and 17 present the results of the same experiments but conducted with
OF0 as the objective function.

It can be observed in Fig. 15a that with OF0 rebuilding all nodes’ paths to the
root took TinyRPL about 6 min, twice as long as with MRHOF. In contrast, it can be
concluded from Fig. 15b that ContikiRPL with OF0 as the objective function did not

(a) TinyRPL (b) ContikiRPL

Fig. 15 Nodes with a valid path to the root (unit disk, r = 1; OF0)
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(a) TinyRPL (b) ContikiRPL

Fig. 16 Trickle timer resets (unit disk, r = 1; OF0)

(a) TinyRPL (b) ContikiRPL

Fig. 17 Average rank (unit disk, r = 1; OF0)

manage to rebuild the DODAG at all. As a result, over 100 nodes, the nodes whose
paths to the root contained the broken link, were not able to forward their packets to
the destination throughout the rest of the experiment.

While the link failure in TinyRPL was followed by a Trickle timer reset, as can
be observed in Fig. 16a, it turns out that ContikiRPL with OF0 as the objective
function did not even react to the failure, not to mention recovering from it. In other
words, as can be seen in Fig. 16b, no node in the network reset its Trickle timer
in response to the failure. Moreover, it can be derived from Fig. 17b that since an
average rank of a node in the network did not change as a result of the failure, then
also the rank of the node with id 1 did not change. This, in turn, means that the node
with id 1 did not notice for an hour that its link to the root was not working. The
reason for this is that ContikiRPL does not estimate link metrics nor does it employ
any neighbor unreachability detection mechanism when configured with OF0 as the
objective function.
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(a) Nodes with a valid path to the root (b) Trickle timer resets

Fig. 18 TinyRPL (unit disk, r = 1; OF0; max. retransmissions = 3)

Since ContikiRPL with OF0 as the objective function was not able to detect and
react to the smallest possible failure, the failure of a single link, it would not be able
to handle more complex failures either. As a result, we do not consider ContikiRPL
in the configuration with OF0 in the remainder of the evaluation.

Although the analyzed experiments showed that, apart from ContikiRPL with
OF0, all implementation-objective-function configurations were able to handle the
failure and recover from it, this is not true for all possible values of configuration
parameters. More specifically, decreasing the maximum number of retransmissions
for a packet in TinyRPL made TinyRPL unable to rebuild the DODAG, irrespective
of which objective function was used.

The results of an experiment with such a configuration are presented in Fig. 18.
Similarly to ContikiRPL with OF0, not only did TinyRPL fail to rebuild the broken
paths, which is visible in Fig. 18a, but also no node reacted to the failure by resetting
its Trickle timer, as can be observed in Fig. 18b. We tracked this phenomenon to an
emergent behavior of TinyRPL’s code for neighbor unreachability detection but the
explanation is out of the scope of this chapter.

6.2 Unimportant Link Failure

In order to simulate a failure of a link that is not responsible for forwarding a large
part of all packets, the link between nodes with ids 0 and 1 in the unit-disk topology
with radius 4 was removed, as depicted in Fig. 19.

Figure 20 presents the results of this experiment for both implementations with
MRHOFas the objective function. As can be observed in Fig. 20, ContikiRPL reacted
to the failure more quickly than TinyRPL, which matches the results of the exper-
iments analyzed in the previous section. Nevertheless, the reaction times for both
implementations were slightly higher than when the same link was subject to the
failure in the previous experiment. This is because in this experiment the link was
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Fig. 19 An unimportant link failure

(a) TinyRPL (b) ContikiRPL

Fig. 20 Nodes with a valid path to the root (unit disk, r = 4; MRHOF)

more loaded—at the network level—than in the previous experiment: Since fewer
packets failed to be forwarded over this link in a given time period, RPL was not
able to detect the failure as fast as in the previous experiment.

The results for TinyRPL with OF0 did not differ significantly from the presented
results. For this reason, their analysis is omitted here.

6.3 Summary

To sum up, the experiments with the simplest type of failure, affecting a single link,
show thatwhile the default configurations of the two implementations are by and large
able to handle the failure, there exist out-of-the-box configurations for which this
does not hold. What is more, in principle, it is not obvious why such configurations
fail. This suggests that the two popular implementations of RPL may not yet be off-
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the-shelf solutions; on the contrary, their adoption in real-world embedded systems
may require expertise.

7 Experiments with Node Failures

As the next step, we analyze the behavior of the implementations under different
types of node failures. Since any node failure can be simulated by correlated link
failures, we consider only those configurations from the previous section in which
an implementation was able to properly handle a link failure. Therefore, we do not
examine ContikiRPL with OF0 in this section.

Except for one 3-h-long experiment, the experiments analyzed in this section
lasted for 2 simulated hours. Similarly to the link failures in the experiments from
the previous section, all node failures in the experiments from this section occurred
after the first simulated hour.

7.1 Important Node Failure

Like links, nodes may be more or less “important,” depending on the network topol-
ogy and the shape of a DODAG. Drawing from the previous section, we focus only
on the failures of “important” nodes, that is, ones that forward packets from a large
fraction of other nodes. In order to test the implementations under the failure of such
a node, we turned off one of the two root’s neighbors, the node with id 1, in the
unit-disk topology with radius 1, as shown in Fig. 21.

The results turned out to be very similar to the results of the experiments with
failures of important links, analyzed in the previous section. To illustrate, Fig. 22

Fig. 21 Failure of an
important node
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(a) TinyRPL (b) ContikiRPL

Fig. 22 Nodes with a valid path to the root (unit disk, r = 1; MRHOF)

presents the number of nodes with a valid path to the DODAG root for TinyRPL and
ContikiRPL with MRHOF as the objective function.

As can be observed in Fig. 22a, it took TinyRPL about 3 min to rebuild paths from
all working nodes to the DODAG root after the failure. ContikiRPL, in turn, more
quickly reacted to the failure and reconstructed the DODAG, as visible in Fig. 22b.
Note that in both cases, the number of nodes with a valid path to the root after the
failure did not reach the level it had before the failure; it was lower exactly by 1.
However, since we assume that non-working nodes do not have a valid path to the
root, this is an expected result. All in all, these results match precisely those obtained
for the failure of the link between the nodes with ids 0 and 1 (cf. Fig. 12).

7.2 Node Failure and Recovery

Since failed nodes (and links) may recover, our next scenario aimed to evaluate the
implementations’ behavior in response to such a recovery. To this end, a 3-h-long
experiment was conducted. Similarly to the previously described scenario, the node
with id 1 was turned off after the first hour of the experiment (cf. Fig. 21). However,
after the second hour the node was turned back on to see the implementations’
reactions to the recovery. From the results of the previous experiment, we concluded
that an hour is enough for both implementations to handle the failure.

7.2.1 TinyRPL

First, we discuss the results for TinyRPL. Figure 23 presents the number of nodes
with a valid path to the root throughout the experiment for MRHOF, Fig. 23a, and
OF0, Fig. 23b. For both objective functions, a 3–5-min-long decrease in the analyzed
metric occurred after the first hour of the experiment, immediately after the failure,
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(a) MRHOF (b) OF0

Fig. 23 Nodes with a valid path to the root (TinyRPL; unit disk, r = 1)

(a) MRHOF (b) OF0

Fig. 24 Control messages (TinyRPL; unit disk, r = 1)

which is in line with the previous results. After the second hour, in turn, a small
increase could be noticed. The increase was caused by the node with id 1 reentering
the network and brought the metric back to the value before the failure.

As can be observed in Fig. 24, neither the failure nor the recovery of the broken
node resulted in a large increase in control traffic. Nevertheless, additional control
messages transmitted as a result of the topology changes are visible in the plots for
both objective functions.

An important result from this experiment is also presented in Fig. 25, showing the
average rank of a node in the DODAG throughout the experiment. For both objective
functions, an increase in the average rank can be observed after the first hour of
the experiment, which can be attributed to detecting the failure. More specifically,
nodes that selected node 1 as their preferred parent before the failure had to find an
alternative preferred parent after the failure. Since the alternative parent had a higher
rank than node 1, the nodes’ ranks increased as a result of the change, and so did
the average rank. In contrast, after the recovery of the failed node, TinyRPL brought
the average rank back to the value before the failure, irrespective of which objective
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(a) MRHOF (b) OF0

Fig. 25 Average rank (TinyRPL; unit disk, r = 1)

function was used. This means that the DODAG restored by the implementation after
the recovery was equally good as the one before the failure. Nevertheless, because of
not generating much additional control traffic (cf. Fig. 24), this DODAG restoration
process took some 20 min.

7.2.2 ContikiRPL

Figure 26 presents the results of the same experiment but for ContikiRPL with
MRHOF. The plot of the number of nodes with a valid path to the DODAG root
for ContikiRPL in Fig. 26a resembles the one for TinyRPL in Fig. 23a. However,
a small difference can be observed in the plot for the average rank of a node in the
DODAG for ContikiRPL in Fig. 26b and that for TinyRPL in Fig. 25a. Namely,
in ContikiRPL, contrary to TinyRPL, the average rank did not change after node

(a) Nodes with a valid path to the root (b) Average rank

Fig. 26 ContikiRPL (unit disk, r = 1; MRHOF)
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1 reentered the network. In particular, the routes built before the failure were not
restored after the recovery of the failed node. As a result, some packets were routed
through longer routes in the last hour of the experiment than in the first hour, thus
generating slightly more network traffic than it was necessary. In other words, the
DODAG restored by ContikiRPL was not as good as the one before the failure.

7.3 Correlated Node Failures

To complete the picture of node failures, we analyze a more complex scenario, that
is, correlated failures of multiple nodes. Figure 27 presents the part of the unit-disk
topology with radius 1 affected by the failure. The failure of three nodes, marked in
the figure with crosses, occurred after the first hour of the experiment. Recall that
the node with id 0 is the root of the DODAG. As a result, one of the broken nodes
was the root’s direct neighbor. This, together with the proximity of the broken nodes,
makes the failure potentially difficult to handle.

Before we analyze the results of the experiment, let us focus on the node with
identifier 2. Since we could observe in Sect. 5 that all analyzed implementations
constructed an optimal DODAG, we can assume that the dashed links in Fig. 27
mark the path from the node with identifier 2 to the root before the failure. The bold
solid links with arrows, in turn, determine the shortest possible path between these
nodes after the failure. As a result of the failure, the length of the path from node 2
to the DODAG root increased so that the hop count became 6. Since the links in the
analyzed topology are perfect and retransmissions rare, the ETX difference between
the paths should not exceed 6 either. We thus consider the implementations with two
configurations of MaxRankIncrease: one in which the nodes’ rank growths caused
by the failure should not be higher thanMaxRankIncrease and another in which the
growths would be higher for some nodes.

Fig. 27 Correlated node
failures
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7.3.1 New Rank Does Not Exceed MaxRankIncrease

With the default value ofMaxRankIncrease, equal to 7, the rank growth caused by the
failure for any node should not be higher. Consequently, for both OF0 and MRHOF,
the implementations should reconstruct the DODAG after the failure.

We start the analysis from TinyRPL. Figures 28 and 29 present TinyRPL’s reac-
tion to the failure when MRHOF and OF0, respectively, were used as the objective
functions.

In the case of MRHOF, as can be observed in Fig. 28a, the number of nodes with
a valid path to the root sharply decreased immediately after the failure, but then it
quickly increased to the value of 118, which is the number of all nodes except for the
three broken ones. In other words, TinyRPL with MRHOF detected the failure and
reacted to it within seconds. The quick reaction, however, resulted in a significant
increase in the control traffic, as visible in Fig. 28b and not observed in the previous
experiments in this configuration.

(a) Nodes with a valid path to the root (b) Control messages

Fig. 28 TinyRPL (unit disk, r = 1; MRHOF)

(a) Nodes with a valid path to the root (b) Control messages

Fig. 29 TinyRPL (unit disk, r = 1; OF0)
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(a) MRHOF (b) OF0

Fig. 30 TinyRPL: Trickle timer resets (unit disk, r = 1)

In contrast, as observed in Fig. 29a, the recovery process with OF0 as the objective
function took TinyRPL over half an hour, far longer than withMRHOF. This resulted
in a considerably lower total end-to-end packet delivery rate. On the other hand, the
increase in control traffic presented in Fig. 29b is barely visible, and hence much
lower when compared to that for MRHOF in Fig. 28b.

The reason for the observed differences in the twometrics in the experiments with
MRHOF and OF0 lies in the number of times the nodes reset their Trickle timers
in response to the failure. As can be observed in Fig. 30a, there were many Trickle
timer resets when MRHOF was employed as the objective function. Consequently,
the control messages traffic increased, the information on the failure was quickly
disseminated in the network, and nodes could immediately handle the inconsistency.
In contrast, whenOF0was used as the objective function, there were only two Trickle
timer resets, as visible in Fig. 30b. They thus did not cause a significant increase in the
control traffic. This, in turn, resulted in the slow propagation of DODAG information
in the network and, consequently, long recovery time.

The results for ContikiRPL with MRHOF are similar to those for TinyRPL with
MRHOF. Therefore, we do not present them here for brevity.

The experiments hitherto showed that the implementations were capable of
rebuilding theDODAG, so that all working nodes could successfully forward packets
to the root. However, let us examine how close the reconstructed DODAGwas to the
optimal one. To this end, Fig. 31 compares the average rank of a node in the DODAG
after the failure.

It can be observed in Fig. 31a that although for TinyRPL with MRHOF there
was a significant increase in the average rank immediately after the failure, the rank
stabilized below 12 after several minutes. When OF0 was used, in turn, the average
rankwas slowly increasing for over half an hour after the failure, as visible in Fig. 31b.
Nevertheless, as soon as the DODAG was fully reconstructed, the average rank also
stabilized before reaching 12. In contrast, in Fig. 31c for ContikiRPL with MRHOF,
a sharp increase in the average rank was followed by a smooth decrease. The average
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(a) TinyRPL MRHOF (b) TinyRPL OF0

(c) ContikiRPL MRHOF

Fig. 31 Average rank (unit disk, r = 1)

rank, however, quickly dropped back below 12. It can thus be concluded that the
DODAGs, once fully reconstructed, were equally close to optimal ones for both
implementations.

7.3.2 New Rank Exceeds MaxRankIncrease

We reasoned at the beginning of this section that the increase in rank of the node
with identifier 2 resulting from the failure is at least 6. Consequently, if we set
MaxRankIncrease to 5 instead of 7, the node with identifier 2 should not be able to
find a new valid path to the root after the failure because its rankwould then exceed its
minimum rank before the failure bymore thanMaxRankIncrease, which is forbidden
according to RPL’s specification. Figure 32 thus presents the number of nodes with
a valid path to the root throughout the same experiment but with MaxRankIncrease
set to 5.
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(a) TinyRPL MRHOF (b) ContikiRPL MRHOF

Fig. 32 Nodes with a valid path to the root (unit disk, r = 1; MaxRankIncrease = 5)

As can be observed in the figure, in contrast to the specification, both TinyRPL and
ContikiRPL managed to rebuild the paths for all 118 working nodes, including the
node with identifier 2. This result is incorrect and is a consequence of the differences
between RPL’s specification and both analyzed implementations in tracking the
smallest rank in the current DODAG version. In the next section, we give a more
detailed explanation for these differences.

7.4 Summary

The experiments with node failures confirmed the conclusions gathered in the previ-
ous sections. While the two implementations of RPL correctly handle some simple
and more complex scenarios, there exist situations where they do not behave as
expected; on the contrary, their behavior is incorrect. Moreover, although the imple-
mentations seem to be able to recover from node failures, in some configurations the
recovery takes a long time during which the network is not fully reliable.

8 Experiments with Network Partitions

As a final step, we evaluate the implementations in scenarios where some nodes get
disconnected from the DODAG root as a result of failures. Recall that according to
RPL’s specification, a disconnected node should first detect that it does not have any
path to the root. It should then discard its preferred parent, set its rank to infinity, and
stop forwarding packets.

The experiments presented in this section lasted for 2 or 3 simulatedhours, depend-
ing on a particular scenario; the failure occurred always after the first hour.
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Fig. 33 Nodes with a valid
path to the root under a
failure of the root

8.1 Root Failure

One example of a failure resulting in a network partition is a failure of the DODAG
root. As a result of such a failure, all nodes stop having a valid path to the root,
which is visualized in Fig. 33. It is thus an extreme case of a network partition. We
analyze it separately for each of the two implementations of RPL. For TinyRPL, we
also consider the two objective functions, whereas for ContikiRPL—only MRHOF.

8.1.1 TinyRPL with MRHOF

Figures 34, 35 and 36 present the results of the experiment for TinyRPLwithMRHOF
as the objective function. It can be observed in Fig. 34a that, although no node had a

(a) Nodes with a preferred parent (b) Parent changes

Fig. 34 TinyRPL (unit disk, r = 1; MRHOF)
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Fig. 35 TinyRPL: Average
rank (unit disk, r = 1;
MRHOF)

valid path to the root after the failure, the majority of nodes continuously had non-
null preferred parents. Moreover, the nodes that discarded their preferred parents
immediately selected new ones, thereby creating cycles in the DODAG. For this
reason, a large number of parent changes can be observed in Fig. 34b after the
failure. More specifically, the average number of parent changes in each second after
the failure was five times the number of parent changes in the initial second during
the DODAG construction. After the failure, the DODAG was thus highly unstable.

The average rank of the nodes in the DODAG is, in turn, presented in Fig. 35.
After the failure, it fluctuated a lot. The sharp changes can be owed to the nodes
changing their ranks to infinity, which is represented as value 65 535, and back again
to finite values. Nevertheless, a constant growth in the average rank can be observed.
In particular, the average rank growth exceeded the maximum allowed growth for a
single node, as specified byMaxRankIncrease, without any visible reaction from the
implementation.

The large number of parent changes after the failure was also accompanied by
a huge increase in control traffic, which is observable in Fig. 36a. Namely, over
100 control messages per second were generated in the network after the failure,
more than 10 times the number of data packets. This incurred a significant overhead
on the accumulated traffic, and hence, global resource consumption. As shown in
Fig. 36b, due to the increase in the control traffic, the total number of generated
packets increased a few times. This, in turn, combined with forwarding data packets
over cyclic routes, led to an increase of approximately 30% in the total number of
transmissions. In conclusion, rather than reducing, TinyRPL actually increases the
global network traffic and resource usage after a crash of the DODAG root.
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(a) Control messages (b) Network traffic

Fig. 36 TinyRPL (unit disk, r = 1; MRHOF)

8.1.2 TinyRPL with OF0

Figures 37 and 38 present the results of a 3-h-long experiment for TinyRPL with
OF0. As can be observed in Fig. 37b, the number of parent changes with OF0 was
significantly lower than that with MRHOF, depicted in Fig. 34b. On the other hand,
for the majority of time after the failure, all nodes had a non-null preferred parent,
which is visible in Fig. 37a. In particular, no node discarded its preferred parent until
almost an hour after the failure, and a node that finally did it, immediately selected
a new preferred parent. In other words, the DODAG included cycles that were not
broken for a long time. This is, however, the consequence of the fact that TinyRPL
does not implement the mechanism for loop detection when OF0 is employed as the
objective function. Moreover, it can be concluded that such mechanism is indeed
necessary for RPL to behave efficiently in the presence of network changes.

Similarly to the results forMRHOF, a stable growth in the average rank, exceeding
MaxRankIncrease, can be observed for OF0 in Fig. 37c. The growth rate is much
lower in the case of OF0, though. This can be attributed to the slower reaction to
network changes for TinyRPL with OF0 due to long Trickle timer intervals at the
nodes. The intervals were long, in turn, as because of the lack of the loop detection
mechanism, only a few nodes reset their Trickle timers in response to the failure,
which can be verified in Fig. 37d.

Contrary to the experiments with MRHOF, an increase in the control traffic for
OF0 is barely visible in Fig. 38a. This is because no loopswere detected and therefore,
the nodes did not reset their Trickle timers in response. Nevertheless, an about 25%
growth in the number of hops and transmissions can be observed in Fig. 38b. The
reason is that the nodes forwarded data packets through routes that contained the
undetected cycles.

In conclusion, TinyRPL fails to correctly handle a crash of the DODAG root,
irrespective of which objective function it is configured with. The main reason for
this lies in TinyRPL’s implementation of the enforcement mechanisms for the rank
growth limit, described by MaxRankIncrease. As a reminder, according to RPL’s
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(a) Nodes with a preferred parent (b) Parent changes

(c) Average rank (d) Trickle timer resets

Fig. 37 TinyRPL (unit disk, r = 1; OF0)

(a) Control messages (b) Network traffic

Fig. 38 TinyRPL (unit disk, r = 1; OF0)
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specification, each node in the DODAG has to keep track of the smallest rank it has
ever assigned in the current DODAG version. Whenever its rank starts to exceed
the smallest rank by more than MaxRankIncrease, the node must conclude that the
DODAG is broken, discard its preferred parent, and adopt an infinite rank. However,
TinyRPL does not follow the specification in that the node keeps “forgetting” the
smallest rank in the current DODAG version. In effect, the nodes’ ranks may grow
to infinity, as observed in our experiments.

8.1.3 ContikiRPL with MRHOF

The results of the same experiment for ContikiRPL are presented in Figs. 39 and 40.
As can be observed in Fig. 39a, the failure resulted in some nodes discarding their
preferred parents and selecting new ones. Consequently, a growth in the number of
parent changes is visible in Fig. 39b and in rank in Fig. 39c. Nevertheless, after a short
period of changes, the DODAG stabilized again.More specifically, all nodes selected
their preferred parents, the number of parent changes in one second dropped back
to the level from before the failure and the average rank growth ceased. However, as
visible in Fig. 39c, the average rank grew by more than 7 compared to the one before
the failure, and hence, MaxRankIncrease was exceeded.

In Fig. 40a, in turn, it can be observed that although the failure resulted in an
increase in control traffic, the increase did not last for more than a few minutes and
hardly affected the accumulated network traffic, as can be verified in Fig. 40b. Conse-
quently, contrary to TinyRPL, handling the crash of the DODAG root by ContikiRPL
did not cause a significant increase in global resource usage.

Nevertheless, while ContikiRPL’s behavior is better than TinyRPL’s, it is not fully
correct either. In particular, despite the root being down, the nodes were still using
their resources to forward generated data packets over the entire network to the root’s
neighbors, which, in turn, could not forward them further and were forced to drop
them. Consequently, although the nodes did not generate extra traffic, the traffic they
did generate was still far from optimal. Optimally, after the nodes detected the failure,
they should have stopped forwarding any data packets as there was no route through
which those packets could have been delivered to the root.

The reason for the observed behavior in ContikiRPL is the same as in the case of
TinyRPL: improper management of the smallest rank assigned to a node in a given
DODAG version. In the case of ContikiRPL, however, the incorrect changes to the
value happen not virtually always but only occasionally. Nevertheless, in a network
of a few tens of nodes, they are still a problem.

When it comes to the latest version of ContikiRPL, as of January 5, 2017, it
behaves correctly in this failure scenario.More specifically, in response to the failure,
all working nodes discarded their preferred parents, as visible in Fig. 41a, set their
ranks to high values, as plotted in Fig. 41b, and stopped forwarding data packets,
as can be observed in Fig. 41c. Consequently, there were only a few transmissions
in reaction to the failure, which can be observed in Fig. 41c, and they were all
transmissions of control messages. Note that the number of hops after the failure
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(a) Nodes with a preferred parent (b) Parent changes

(c) Average rank

Fig. 39 ContikiRPL (unit disk, r = 1; MRHOF)

(a) Control messages (b) Network traffic

Fig. 40 ContikiRPL (unit disk, r = 1; MRHOF)
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(a) Nodes with a preferred parent (b) Average rank

(c) Network traffic

Fig. 41 ContikiRPL (latest version) (unit disk, r = 1; MRHOF)

increased faster than the number of transmissions. This was because a request from
the test application to send a data packet counted as one hop even if the packet was
not transmitted over the network because of, for example, a lack of the default route
in the node’s IPv6 routing table. Consequently, since the test application continued to
generate data packets after the failure and RPL ceased to transmit them at some point,
the growth rate of the number of hops exceeded that of the number of transmissions.

Nevertheless, recall that the DODAG constructed by the latest version of Con-
tikiRPL is not stable. What is more, in contrast to the analyzed version, the new
version fails in the next scenario, which we believe is even more important from a
practical perspective.

8.2 Root Failure and Recovery

Hitherto, we have shown that neither TinyRPL nor ContikiRPL correctly handles
a crash of the DODAG root. Our subsequent experiments aim to examine whether
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(a) Nodes with a valid path to the root (b) Nodes with a preferred parent

(c) Average rank

Fig. 42 TinyRPL (unit disk, r = 1; MRHOF)

the implementations manage to rebuild a DODAG and return to a stable state when
the root recovers from its failure. The experiments lasted for 3 h. The root failure
occurred after the first hour of each experiment, whereas the recovery after the second
hour.

8.2.1 TinyRPL

In the case of TinyRPL withMRHOF, as can be observed in Fig. 42a, b, the DODAG
was reconstructed immediately after the root had recovered. Moreover, since the
average rankquickly returned to the level frombefore the failure, as shown inFig. 42c,
it can be concluded that the reconstructed DODAG was as good as the initial one.

Figure 43 presents the network traffic throughout the experiment. Although an
increase in the number of generated packets and performed transmissions can be
observed between the failure and the recovery, the metrics returned to the values
from before the failure as soon as the root recovered.
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Fig. 43 TinyRPL: Network
traffic (unit disk, r=1;
MRHOF)

Figure 44presents the results of the sameexperiment, butwithOF0as the objective
function. AlthoughTinyRPLwithOF0managed to rebuild theDODAGand bring the
average rank of a node back to the value from before the failure, the reconstruction
process took the implementation significantly longer than when MRHOF was used,
about 20min instead of a few seconds. Again, this can be attributed to the low number
of nodes resetting their Trickle timers in response to network changes when OF0 is
employed as the objective function, which can be verified in Fig. 44c.

8.2.2 ContikiRPL

In ContikiRPL, in turn, all nodes rebuilt their paths to the root within seconds after
the recovery, as shown in Fig. 45a. It can be observed in Fig. 45b, however, that it
took the implementationmore than half an hour to bring the average node’s rank back
to the value before the failure. The reason for this is that TinyRPL and ContikiRPL
manage their parent sets in a different way, the details of which we omit here for
brevity.

Finally, recall that while the analyzed version of ContikiRPL does not react cor-
rectly to the root failure, its latest version does. Let us thus check whether the latest
version also correctly handles the DODAG root’s recovery. As can be observed in
Fig. 46, the latest version of ContikiRPL did not reconstruct the DODAG after the
root had recovered from the failure. More specifically, neither did any non-root node
select a preferred parent, which can be verified in Fig. 46a, nor did it adopt a low
rank, which is visible in Fig. 46b in the third hour of the experiment. It can be thus
concluded that the implementation is not capable of recovering from a failure of
the DODAG root. Again, the reason lies in yet another method of maintaining node
parent sets in the new version of ContikiRPL compared to the previous versions.
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(a) Nodes with a valid path to the root (b) Average rank

(c) Trickle timer resets

Fig. 44 TinyRPL (unit disk, r = 1; OF0)

(a) Nodes with a valid path to the root (b) Average rank

Fig. 45 ContikiRPL (unit disk, r = 1; MRHOF)
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(a) Nodes with a preferred parent (b) Average rank

Fig. 46 ContikiRPL (latest version) (unit disk, r = 1; MRHOF)

8.3 Summary

The DODAG root failure scenario analyzed in this section was the most extreme
case of a network partition. The results for other scenarios with network partitions
are analogous to the presented ones. For this reason, we omit them here.

All in all, the results for scenarios involving network partitions are unfavorable
for both analyzed implementations of RPL. Neither TinyRPL nor ContikiRPL cor-
rectly reacts to such failures: nodes keep forwarding data packets to the root even
though all their paths to the root are broken, thereby unnecessarily wasting resources.
In some cases, the failure additionally results in a huge increase in network traffic
and, consequently, resource consumption. This, in turn, may be a major obstacle
to deploying RPL in real-world embedded systems. Moreover, it turns out that the
failure-handling behavior of the implementations may vary drastically between ver-
sions, which complicates deployments even more.

9 Conclusions

To sum up, the following general conclusion can be drawn from our dependability-
oriented experiments with the two popular implementations of RPL.When a network
is not subject to any failures, both implementations behave as expected: Their control
traffic volume gradually decreases to the minimal values and remains so, which
corresponds to RPL’s stable state. However, as soon as failures are introduced into
the links and/or nodes, the implementations’ behavior starts to diverge from the
desirable one, sometimes with grave consequences for the network.

More specifically, it turns out that although the implementations are capable of
handling simple link or node failures in the majority of the evaluated parameter
settings, there exist configurations in which such failures are not even detected, not to
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mentionproper handling.The results formore complex failures, notably those leading
to network partitions, are even more concerning. In both TinyRPL and ContikiRPL,
nodes keep forwarding packets to the root node even if all their routing paths are
broken. An effect of this inability to conclude that a major failure has taken place is
that the nodes unnecessarily waste precious resources on transmitting packets that
are never delivered to the root. In TinyRPL, the control traffic actually explodes after
the failure, which could drain the energy of typical battery-powered nodes in a few
days rather than months or years; in ContikiRPL, the increase is less pronounced.
In any case, however, such futile transmissions combined with the lack of automatic
nodes’ reaction to the failure may give the network administrators an impression
that everything functions properly, which may delay detecting the failure even by the
human administrators. This, in turn, may be particularly problematic if the root node
is an actuator that controls some important equipment. All in all, the two popular
implementations of RPL are simply not robust against failures.

This is in stark contrast to the requirements of many LLN-based embedded sys-
tems. Because of the characteristics of LLNs, failures of both links and nodes are not
uncommon. Consequently, it is crucial for RPL’s implementations to handle such
failures in a correct and efficient manner. The evaluated implementations thus have
to be fixed before they can be utilized in real-world systems in which dependability
is important. However, the fixing process may not be straightforward. The example
of the different versions of ContikiRPL shows that addressing problems in one usage
scenario may have unpredictable consequences in others. In other words, it may not
be easy to determinewhether a given change to the implementation is actually a “fix.”
We may thus need better methods of verifying the compliance of an implementation
with RPL’s specification. What is more, it is not clear whether fixing the implemen-
tations is possible without changing RPL’s specification itself. It may well be that
changes to the specification or novel algorithms [18] are necessary to improve failure
handling. Importantly, we may also need formal methods for proving the correctness
of the core protocol and such algorithms.
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On the Optimization of WSN
Deployment for Sensing Physical
Phenomena: Applications to Urban Air
Pollution Monitoring

Ahmed Boubrima, Walid Bechkit and Hervé Rivano

Abstract Wireless sensor networks (WSN) are widely used in environmental appli-
cations where the aim is to sense a physical phenomenon. Air pollution is one of the
main physical phenomena that still need to be studied and characterized. UsingWSN
for air pollution monitoring usually targets two main applications: regular mapping
and the detection of high pollution concentrations. Both of these applications need a
careful deployment of sensors in order to get better knowledge of air pollution while
ensuring aminimal deployment cost. In this chapter, we present three formulations of
the deployment issue of sensor and sink nodes based on integer linear programming
modeling (ILP) while tackling the two main applications of air pollution monitor-
ing. In the first ILP model, we target the regular mapping of air pollution based on
predicted pollution maps. In the second and third ILP model, we target the detection
of pollution threshold crossings. The second model is based on predicted pollution
maps as in the first one, whereas the third one is based on pollution emission inven-
tory which describes pollution sources and their emission rates. In addition to the
constraints of pollution coverage, we also ensure that the deployed networks are
connected and their financial deployment cost is minimized. We perform extensive
simulations in order to analyze the performance of the proposed models in terms of
coverage and connectivity results.

Keywords Wireless sensor networks (WSN) · Deployment · Coverage
Connectivity · Air pollution monitoring · Air pollution mapping · Air pollution
detection · Air pollution prediction · Atmospheric dispersion modeling

1 Introduction

Wireless sensor networks (WSN) are widely used in environmental applications
where the aim is to sense a physical phenomenon such as temperature, humidity, air
pollution. In this context of application, the use of WSN allows to understand the
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variations of the phenomenon over the monitoring region and therefore be able to
take adequate decisions regarding the impact of the phenomenon. Air pollution is
one of the main physical phenomena that still need to be studied and characterized
because it highly depends on other phenomena such as temperature and wind vari-
ations. Moreover, air pollution affects human health dramatically according to the
World Health Organization (WHO), which states that exposure to air pollution is
accountable to seven million casualties in 2012 [1].

Most of current air pollution monitoring is performed using measuring stations
which are accurate but massive, inflexible, and expensive [2]. An alternative—or
complementary—solution would be to use electrochemical sensor networks, which
are smaller and cheaper and have a reasonable measurement quality [3, 4]. The
main advantages of a WSN infrastructure for air pollution monitoring are to obtain
a finer spatiotemporal granularity of measurements, thanks to the resulting lighter
installation and operational costs [5].

UsingWSN for air pollution monitoring usually targets twomain applications: (i)
the regular mapping where the objective is to construct pollution maps based on the
data gathered by sensors; and (ii) the detection of high pollution concentrationswhere
the objective is to ensure that data gathered by sensors allow to detect the threshold
crossings of air pollution [6]. Both of these applications need a careful deployment
of sensors in order to get better knowledge of air pollution while ensuring a minimal
deployment cost.

In this chapter, we present three formulations of the deployment issue of sensor
and sink nodes based on integer linear programming modeling (ILP) while tackling
the twomain applications of air pollutionmonitoring. In the first ILPmodel, we target
the regular mapping of air pollution while constraining the positions of sensors by
the quality of pollution maps which will be constructed by data gathered by sensors
once deployed. Since gathering data cannot be done before deployment, we base
our first model on predicted pollution maps. In the second and third ILP models, we
target the detection of pollution threshold crossings while ensuring that sensors will
be deployed at positions where high concentrations may occur. The second model is
based on predicted pollutionmaps as in the first one, whereas the third one is based on
pollution emission inventory which describes pollution sources and their emission
rates. In addition to the constraints of pollution coverage, we also ensure that the
deployed networks are connected so that every sensor is capable of sending its data
to a sink node directly or through relay nodes. In all the three models, the objective
is to minimize the financial cost of WSN deployment which is usually equivalent to
minimizing the number of nodes to deploy. For each ILP model, we show a proof of
concept performed on a real-world data set. We also analyze the performance of the
proposed models in terms of coverage and connectivity results.

The remainder of this chapter is organized as follows. We first review the related
works on the WSN deployment issue in Sect. 2. Then, we present and analyze the
literature methods used for air pollution prediction in Sect. 3. Next, we present the
formulation and the simulation results of our three ILP models in Sects. 4, 5, and
6. Finally, we provide some future directions and conclude the chapter in Sects. 7
and 8.
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2 WSN Deployment

The deployment issue of wireless sensor networks has been addressed extensively
in the literature where several mathematical models, optimal algorithms, and near-
optimal heuristics have been proposed [7]. The problem consists in determining the
optimal positions of sensors and sinks so as to cover the environment and ensure the
network connectivity while optimizing an objective function such as the deployment
cost or the coverage quality [8]. The network is said connected if each sensor can
communicate information to at least one sink. Coverage requires that each point
of interest is monitored with one or more sensor nodes. In addition to coverage
and connectivity, the main issues targeted in the literature are energy consumption,
network lifetime, and the network deployment cost.

This section identifies what lacks in the literature and motivates the need of
application-aware deployment models for air pollution monitoring where the aim
is to place sensors in order to optimize their number and the quality of pollution cov-
erage that results from the data gathered by sensors once deployed. We present the
related works based on their coverage definition while identifying their formulation
of connectivity and network lifetime.

Existing deployment approaches can be considered as either event-aware like the
works presented in [9–16] or correlation-aware like the works presented in [17–23].
In the first case, a sensor is assumed to have a detection range, usually circular, within
which the sensor is capable of detecting any event that may happen. The second class
of deployment approaches is based on the correlation that sensor measurements may
present in order to select the minimum number of sensor nodes.

2.1 Event-Aware Deployment Methods

Chakrabarty et al. [9] represent the deployment region as a grid of points and pro-
pose a nonlinear formulation for minimizing the deployment cost of sensors while
ensuring complete coverage of the deployment region. Then, they apply some trans-
formations to linearize the first model and obtain an ILP formulation. The authors
formulate coverage based on the distance between the different points of the deploy-
ment field. Each sensor has a circular detection area, which defines the points that
the sensor can cover. Unfortunately, this measure of coverage is inadequate to the
air pollution monitoring using electrochemical sensors since a sensor positioned at a
point A cannot cover a neighboring point B if there is a difference between pollution
concentrations at the two points.

Altinel et al. [10] proposed another formulation based on the set cover prob-
lem, which is equivalent to the aforesaid model but less complex. They also extend
their formulation to take into account the probabilistic sensing of sensor nodes while
assuming that a node is able to cover a given point with a certain predefined probabil-
ity. Despite that, this new formulation is still generic since the dependency between
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the errors of the deployed sensors is not considered. However, this has to be taken
into account when doing air pollution estimation.

Chang et al. [11] proposed to use data fusion in the definition of coverage in order
to take into account the collaborative detection of targets. They based in their work on
a probabilistic sensingmodel to define the probability of target detection and the false
alarm rate. Then, they formulated a nonconvex optimization problemminimizing the
number of nodes under coverage constraints. They presented resolution algorithms
and showed that the obtained solutions are near-optimal and hence very close to the
optimal ones. Still, this work considers the existence of a detection range.

In addition to coverage formulation, the authors of [12] formulate connectivity
based on the flow problem while assuming that sensors generate flow units in the
network andverify if sinks are able to recover them.Another connectivity formulation
has been introduced in [13] where authors base on an assignment approach. They
introduce in their ILP formulation new variables to define the communication paths
between sensors and sinks. However, this model involves more variables than the
one based on the flow problem and is therefore more complex.

In [14], authors study the trade-off between coverage, connectivity, and energy
consumption. They formulate the problem as an ILPmodel and then propose a multi-
objective approach to optimize coverage, the network lifetime, and the deployment
cost while maintaining the network connectivity.

In some other works, authors suppose that a set of connected sensors that ensure
coverage are already deployed and propose integer programming formulations to
find optimal sinks locations and sensors-to-sinks routes. Authors in [15] evaluate
firstly the shortest path cost between each sensor and potential sink location using
the Dijkstra algorithm. Two main metrics were proposed to compute shortest paths:
energy cost and financial cost. In the second case, the proposed ILP model aims
to find the optimal sinks positions while minimizing the financial cost of the sinks
deployment and the sensors-to-sinks routes. Two other formulations based on flows
were proposed in [16] where authors present a single commodity flow and multi-
commodity flow formulations. However, they show that the integer programming
model presented in [15] is better. Moreover, they propose and test good heuristics
for this latter.

2.2 Correlation-Aware Deployment Methods

In [17], Roy et al. tackled the problem of finding the most informative locations of
sensors for monitoring environmental applications. They assume the existence of a
set of data snapshots characterizing the phenomenon tomonitor. Then, they formulate
the problem to find the best locations of sensors in order to reconstruct the data of the
whole phenomenonwith a required precision. Two optimizationmodels are proposed
to handle both stationary and non-stationary fields. An iterative resolution algorithm
is proposed to solve the two deployment problems. Unfortunately, this work is based
on a strong assumption; that is, sensor measurements are perfect and do not present
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any drift, which is not the case of pollution sensors where sensed values may be
different than pollution ground truth values.

In [18], Krause et al. tackle the same problem based on the assumption that the
variations of the phenomenon are Gaussian. They also assume a pre-deployment
phase allowing to gather data that can be used to characterize the phenomenon. In
order to select the best positions of sensors, they use the concept of mutual informa-
tion in order to define the quality of a given topology. After the formulation of the
problem, they use the sub-modularity of mutual information to define a polynomial
algorithm. This work considers only coverage and is extended in [19] to take into
account the cost of connectivity where the links qualities are assumed to beGaussian.
Since air pollution is not necessarily Gaussian, this work does not fit our application
case.

In [20], authors focus on the specific application of soil moisture sensing while
assuming the Gaussian distribution of the phenomenon. They first show that their
application case presents some particular characteristics that can be used to design
application-aware deployment schemes. Based on these characteristics, they pro-
pose a clustering approach that allows them to divide the deployment problem into a
set of disjoint subproblems. They perform extensive simulations while considering
different correlation-aware deployment algorithms in the resolution of the subprob-
lems. They conclude based on the obtained results that their clustering approach
allows them to get solutions that are as good as the global solution of the deployment
problem.

In [21], authors consider a different context where some sensors are already
deployed for the monitoring of the Columbia River. They perform field estimation
based on sensormeasurements in addition to a simulationmodel, which is commonly
known as data assimilation. Their work is mainly designed for the determination of
sensor nodes whose information is redundant and therefore can be turned off to opti-
mize the network lifetime. Their approach can be also used to determine the optimal
positions of sensors that should be added to the network in order to improve coverage
quality.However, the proposed approach cannot be used to performafirst deployment
of sensors without considering existing nodes or a trial deployment phase.

As in [21], authors of [22] consider an already deployed sensor network and
propose an algorithm to define a sensing topology to select active sensors and turn
off the others. They estimate the variations of the phenomenon in an online way to
decide whether a sensor is to keep active or not. In contrary to this work, in our
case, the sensing locations have to be chosen in an offline way since the selection of
sensing points is performed before the network deployment.

The mathematical characteristics of the correlation-aware deployment problem
have been studied by Ranieri et al. [23] while considering a generic form. A greedy
heuristic is proposed to solve the problem. They perform extensive simulations to
show that their algorithm is capable of solving the problem in a short time compared
to the existing heuristics while providing a near-optimal solution.
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2.3 Discussion

Even if the recent works take into account network constraints like connectivity and
energy consumption, all coverage formulations either assume that sensors have a
given detection range, which is the case of event-aware methods, or the assumption
is instead made on the distribution of sensor measurements, which is the case of
correlation-awaremethods. Novel application-aware deployment methods have been
recently proposed to consider the characteristics of the application case in the design
of the deployment approach; examples include the work of [24] on wind monitoring
and the work of [25] for water pollution monitoring. Following the same direction,
we propose in the remainder of this chapter to consider the context of air pollution
monitoring and present appropriate formulations of coverage in addition to network
connectivity.

3 Air Pollution Prediction

The three realistic formulations presented in this chapter are based on the nature of
the phenomenon. This is ensured by integrating in the ILP models the variations of
pollutants over the deployment region. The variations can be estimated using the
so-called air pollution prediction. In this section, we introduce the main methods
used in this latter.

Air pollution prediction allows to estimate pollution concentrations at a given
point in the environment based on some measurements performed in the neigh-
borhood of the point in question, weather conditions, the urban characteristics of
the environment, and the characteristics of the pollution sources located within the
deployment region, also known as the emission inventory [26]. Three major meth-
ods are used in air pollution prediction: atmospheric dispersion, interpolation, and
land-use regression [27].

3.1 Atmospheric Dispersion-Based Methods

Atmospheric dispersion models take as input locations of pollution sources, the pol-
lutant emission rate of each pollution source, and meteorological data in order to
measure the pollutant concentration at a given location [27]. The obtained concen-
trations can then be calibrated using the measurements of sensors. The theoretical
study of pollution atmospheric dispersion is mainly based on fluid mechanics theory
[28]. For the sake of clarity, we present in this section only steady state dispersion,
in particular Gaussian dispersion. The basic Gaussian model estimates the concen-
trations of a pollutant gas released by a pointwise pollution source in a free space
environment [29]. The estimated value C (g/m3) at a measurement location (x, y, z)
is given by Formula (1). Table1 details the parameters of the model.
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Table 1 Parameters of the Gaussian dispersion model

Measurement location

x Downwind distance from the pollution source (m)

y Crosswind distance from the pollution source (m)

z Hight (m)

Pollution emission parameters

hs Pollutant source height (m)

Q Mass flow rate at the emission point (g/s)

V Volumetric flow rate at the emission point (m3/s)

Ts Pollutant temperature at the emission point (K)

Weather

T Ambient air temperature (K)

Vw Wind velocity (m/s)

Dw Wind direction (degree)

Constants

ay, by Horizontal dispersion coefficients

az, bz Vertical dispersion coefficients

g Gravity constant (9.8m/s2)

C(x, y, z) = Q

2πVwσyσz
e− y2

2σy (e− (z−H)2

2σy + e− (z+H)2

2σy ) (1)

�h = 1, 6 · F1/3 · x2/3
Vw

(2)

The pollution source is located at the point (0, 0, hs), and the measurement point
location is given according to a 3D coordinate system where the x-axis is oriented in
the wind direction Dw. Parameters σy and σz describe the stability of the atmosphere
and can be approximated using Briggs formulas: σy = ay · |x |by and σz = az · |x |bz .
The parameter H , which represents the pollutant effective release height, is equal to
the sum of the pollutant source height hs and the plume rise�h. The pollution plume
is located above the pollution source, and �h is the vertical distance between the
source and the center of the pollution plume. Briggs formulas are commonly used
for the calculation of the �h parameter. To simplify the analysis, we only consider
the case where the temperature of the pollutant Ts is greater than the ambient air
temperature T , which is usually the case. In this case, the value of �h is given by
Formula (2) where F , which denotes the pollutant gas buoyancy, is computed using
Formula (3).

F = g

π
· V · (

Ts − T

Ts
) (3)

The Gaussian model considers only one scenario of weather conditions at a time
to compute pollution concentrations: Wind direction affects the direction of the pol-
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lution plume and variations of the ambient temperature, and the wind velocity affects
the concentrations of the pollution plume. Moreover, formula (1) takes into account
only pointwise pollution sources and thus cannot be applied to area sources like
crossroads and line sources like highways. Multiple extensions have been proposed
in the literature to deal with these kinds of pollution sources. In addition, many
enhanced systems have been developed based on the Gaussian model to take into
account complex meteorological data, the effect of buildings on pollution dispersion,
etc.

3.2 Interpolation-Based Prediction Methods

Interpolation methods formulate the estimated concentration ̂Zp at a given location
p ∈ P as aweighted combination of themeasured concentrationsZq , q ∈ P − {p}
[30]. The weights of the measured concentrations Wpq can be evaluated in a deter-
ministic way based on the distance between the location of the measured concentra-
tion and the location of the estimated concentration. In this case, which is called the
inverse distance weighting interpolation, ̂Zp is evaluated using formula (4). The con-
centration weights can also be evaluated in a stochastic way, the most used method
doing so is called kriging.

̂Zp =
∑

q∈P−{p} Wpq ∗ Zq
∑

q∈P−{p} Wpq
(4)

3.3 Regression-Based Prediction Methods

Land-use regression models are a kind of stochastic regression models [31]. The
idea behind these models is to evaluate the pollution concentration at a given loca-
tion based on the concentrations of locations that are similar in terms of land-use
parameters such as the elevation and the distance to the closest busy road.

4 Model 1: WSN Deployment for Air Pollution Mapping
Based on Predicted Data

In this section, we present an integer programming model of WSN deployment
ensuring air pollutionmapping.We formulate the constraint of air pollution coverage
based on interpolationmethods in order to determine the optimal positions of sensors
allowing to better estimate pollution concentrations at positions where no sensor is
deployed. Our coverage formulation takes into account the sensing drift of sensor
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nodes and the impact of weather conditions on air pollution dispersion. We base
on the flow problem to formulate the connectivity constraint that ensures that the
deployed sensors are able to send pollution data to at least one sink. We provide
an evaluation of the ILP model on a data set of the Lyon city while analyzing the
coverage and connectivity results.

4.1 Problem Formulation

4.1.1 Overview

We consider as input of our model the map of a given urban area that we call the
deployment region. We start by discretizing the deployment region in order to get
a set of points P approximating the urban area at a high-scale (|P| = N ). Our
goal is to be able to determine with a high precision the concentration value at each
point p ∈ P . We ensure that for each point p ∈ P , either a sensor is deployed or
the pollution concentration can be estimated with a high precision based on data
gathered by the neighboring deployed sensors.

In general case, the set P is thus considered as the set of potential positions
of WSN nodes. However, in smart cities applications, some restrictions on node
positions may apply because of authorization or practical issues. For instance, in
order to alleviate the energy constraints, we may place sensors on only lampposts
and traffic lights as experimented in [32]. When this is the case, we do not consider
as potential positions the points p ∈ P where sensors cannot be deployed.

We use decision variables xp (respectively yp) to specify if a sensor (respectively
a sink) is deployed at point p or not. Sensors and sinks may have different costs, thus
we denote by csensorp (respectively csinkp ) the sensor (respectively the sink) deployment
cost at position p. We summarize in Table2 the notations used in the formulations.

4.1.2 Objective Function

Theobjective of the ILPmodel is tominimize the overall financial cost of the resulting
network. The cost function to minimize is thus given as follows:

F =
∑

p∈P
csensorp ∗ xp +

∑

p∈P
csinkp ∗ yp (5)

4.1.3 Coverage

Basic formulation As claimed before, our idea is to base on interpolation methods
in order to ensure that the deployed sensors allow to estimate with a high precision
the pollution concentrations at locations where no sensor is deployed. This means
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Table 2 Summary of the model notations

Parameters

P Set of points approximating the deployment region

N Number of points approximating the deployment region

Zp Reference pollution concentration at point p

Wpq Correlation coefficient between points p and q

D The correlation distance function

d Maximum correlation distance

α Attenuation coefficient of the correlation distance

�(p) Communication neighborhood of a node deployed at point p

R Communication range of sensor nodes

Ep The tolerated estimation error at point p

M The maximum number of sinks

csensorp The cost of deploying a sensor at point p

csinkp The cost of deploying a sink at point p

Variable

xp Define whether a sensor is deployed at point p or not
xp ∈ {0, 1}, p ∈ P

yp Define whether a sink is deployed at point p or not
yp ∈ {0, 1}, p ∈ P

gpq Flow quantity transmitted from node p to node q
gpq ∈ {0, 1, . . .}, p ∈ P, q ∈ �(p)

that we need to have an idea on the dispersion of pollution concentrations in the
deployment region in order to be able to formulate the coverage constraint. More
exactly, we need to know the variability of pollution concentrations among the set
of points P in order to use the formulation of interpolation methods. Fortunately,
using numerical atmospheric dispersion models, we can obtain simulated pollution
concentrations that may be considered as reference pollution concentrations [33].
This does not mean that these reference concentrations are real, but they reflect the
best today’s pollution knowledge.

Let Zp denote the reference concentration value at point p. Given the set of
selected points where sensors will be deployed {p where xp = 1}, we evaluate
the estimated pollution concentrations ̂Zp at points {p where xp = 0} based on
reference values corresponding to the selected points, i.e., based on Zp where p ∈
{p where xp = 1}, as follows:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

̂Zp =
∑

q∈P−{p} Wpq ∗ Zq ∗ xq
∑

q∈P−{p} Wpq ∗ xq
, p ∈ P & xp = 0

∑

q∈P−{p}
Wpq ∗ xq > 0, p ∈ P & xp = 0

(6)
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The ̂Zp expression is formulated based on formula (4) given in Sect. 3.2. We
have chosen this formula because the weights Wpq are given in a deterministic way,
which allows to integrate them to the ILP deployment model. We ensure that the
denominator of ̂Zp is never equal to zero using the second part of formula (6). The
Wpq parameter is the correlation coefficient between points p and q and is calculated
using formula (7) based on the distance between the two points. D(p, q) is the
distance function. α is the attenuation coefficient of the correlation distance; this
means that for greater values of α, very low correlation coefficients are assigned to
far points. The last parameter of formula (7) is the maximum correlation distance,
which defines the range of correlated neighboring points of a given point.

In order to take into account the impact of the urban topography on the dispersion
of pollutants, let D be the shortest distance along the roads network. This allows to
assign small correlation values to points that are separated by buildings, even if they
are close [34].

Wpq =
{

1
D (p,q)α

if q ∈ Disc(p, d) − {p}
0 if q /∈ Disc(p, d)

(7)

In order to ensure that the concentration is estimated with high precision at points
where no sensor is deployed, we define constraint (8). The Ep parameter corresponds
to the estimation error that is tolerated at point p. The choice of different values of
Ep in function of p allows to assign low tolerated estimation errors to locations that
are sensitive to air quality such as hospitals, primary schools.

∣

∣ ̂Zp − Zp

∣

∣ ≤ Ep, p ∈ P & xp = 0 (8)

By replacing ̂Zp by its expression given in formula (6), we obtain the coverage
constraints (9) and (10). These two constraints should be linearized in order to get
an ILP formulation.

∣

∣

∣

∣

∣

∑

q∈P−{p} Wpq ∗ Zq ∗ xq
∑

q∈P−{p} Wpq ∗ xq
− Zp

∣

∣

∣

∣

∣

≤ Ep, p ∈ P & xp = 0 (9)

∑

q∈P−{p}
Wpq ∗ xq > 0, p ∈ P & xp = 0 (10)

Linearization of constraint (9) The first step is to linearize the fraction part; this
allows to get constraint (11). Then, we have to ensure that the constraint is relaxed
when xp = 1. To do so, notice that the left member of constraint (11) can be bounded
as presented in formula (12). Based on this,we add xp ∗ ∑

q∈P−{p} Wpq ∗ |Zq − Zp|
to the right member of constraint (11) to relax it when xp = 1. Hence, we obtain
constraint (13). Finally, we have to linearize the absolute value function. Hence, we
get the linear form of constraint (9) in constraints (14) and (15).
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∣

∣

∣

∣

∣

∣

∑

q∈P−{p}
Wpq ∗ xq ∗ (Zq − Zp)

∣

∣

∣

∣

∣

∣

≤ Ep ∗
∑

q∈P−{p}
Wpq ∗ xq , p ∈ P, xp = 0 (11)

∣

∣

∣

∣

∣

∣

∑

q∈P−{p}
Wpq ∗ xq ∗ (Zq − Zp)

∣

∣

∣

∣

∣

∣

≤
∑

q∈P−{p}
Wpq ∗ |Zq − Zp| (12)

∣

∣

∣

∣

∣

∣

∑

q∈P−{p}
Wpq ∗ xq ∗ (Zq − Zp)

∣

∣

∣

∣

∣

∣

≤ Ep ∗
∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |Zq − Zp|, p ∈ P (13)

∑

q∈P−{p}
Wpq ∗ xq ∗ (Zq − Zp) ≤ Ep ∗

∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |Zq − Zp|, p ∈ P (14)

∑

q∈P−{p}
−Wpq ∗ xq ∗ (Zq − Zp) ≤ Ep ∗

∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |Zq − Zp|, p ∈ P (15)

Linearization of constraint (10) The only thing to do to linearize constraint (10)
is to relax the constraint when xp = 1. This can be obtained by replacing the right
member of the constraint by −xp, which allows to get the constraint (16).

∑

q∈P−{p}
Wpq ∗ xq > −xp, p ∈ P (16)

Taking into account sensing drift Usually, the pollution concentration measured
at point q is not equal to the ground truth value Zq and depends on the sensing
technology and the quality of sensors. This involves a certain drift in pollution mea-
surements. The sensing drift is usually given by two parameters aq and bq , which
define the measured concentration that is equal to aq ∗ Zq + bq . By introducing
parameters aq and bq in formula (6), we get in formula (17) the new definition of
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the estimated pollution concentration at a given point p depending on the deployed
sensors. Using this new definition, we transform the coverage constraints (14) and
(15) into constraints (18) and (19), which allows us to include the sensing drift in
our coverage model. In this formulation, parameters aq and bq are assumed to be
constants. When it is not the case, stochastic programming should be used instead
of integer programming.

̂Zp =
∑

q∈P−{p} Wpq ∗ (aq ∗ Zq + bq) ∗ xq
∑

q∈P−{p} Wpq ∗ xq
(17)

∑

q∈P−{p}
Wpq ∗ xq ∗ (aqZq + bq − Zp) ≤ Ep ∗

∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |aqZq + bq − Zp|, p ∈ P (18)

∑

q∈P−{p}
−Wpq ∗ xq ∗ (aqZq + bq − Zp) ≤ Ep ∗

∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |aqZq + bq − Zp|, p ∈ P (19)

Taking into account weather conditionsAir pollution dispersion highly depends on
weather conditions such as wind and temperature. For instance, reference pollution
concentrations Zp can be totally different if there is a change in wind direction. In
order to cope with that, we consider multiple snapshots of reference concentrations.
The resolution of snapshotsmay be yearly,monthly, or daily depending on the needed
deployment accuracy and the data availability. Let T be the set of snapshots, and
Z t

p be the reference pollution concentration at point p in snapshot t . We propose to
ensure that constraints (18) and (19) are verified for each snapshot t ∈ T ; hence, we
get constraints (20) and (21). This allows us to place sensor nodes while taking into
account the different weather scenarios corresponding to each pollution snapshot.

∑

q∈P−{p}
Wpq ∗ xq ∗ (aqZ

t
q + bq − Z t

p ) ≤ Ep ∗
∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |aqZ t

q + bq − Z t
p |, p ∈ P, t ∈ T (20)

∑

q∈P−{p}
−Wpq ∗ xq ∗ (aqZ

t
q + bq − Z t

p ) ≤ Ep ∗
∑

q∈P−{p}
Wpq ∗ xq

+ xp ∗
∑

q∈P−{p}
Wpq ∗ |aqZ t

q + bq − Z t
p |, p ∈ P, t ∈ T (21)
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4.1.4 Connectivity

We formulate the connectivity constraint as a network flow problem.We consider the
same potential positions setP for sensors and sinks. We first denote by �(p), p ∈
P , the set of neighbors of a node deployed at the potential position p. This set can be
determined using sophisticated path loss models. It can also be determined using the
binary disc model, in which case �(p) = {q ∈ P where q ∈ Disc(p, R)} where R
is the communication range of sensors. Then, we define the decision variables gpq as
the flow quantity transmitted from a node located at potential position p to another
node located at potential position q. We suppose that each sensor of the resulting
WSN generates a flow unit in the network and verify if these units can be recovered
by sinks. The following constraints ensure that the deployed sensors and sinks form
a connected wireless sensor network; i.e., each sensor can communicate with at least
one sink.

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp ≥ xp − (N + 1) ∗ yp, p ∈ P (22)

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp ≤ xp, p ∈ P (23)

∑

q∈�(p)

gpq ≤ N ∗ xp, p ∈ P (24)

∑

p∈P

∑

q∈�(p)

gpq =
∑

p∈P

∑

q∈�(p)

gqp (25)

∑

p∈P
yp ≤ M (26)

Constraints (22) and (23) are designed to ensure that each deployed sensor, i.e.,
such that xp = 1, generates a flow unit in the network. These constraints are equiv-
alent to the following.

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp

⎧

⎪

⎨

⎪

⎩

=1 i f x p = 1, yp = 0

=0 i f x p = yp = 0

≤ 0, ≥ −N i f x p = 1, yp = 1

The first case corresponds to deployed sensors that should generate, each one
of them, a flow unit. The second case, combined with constraint (24), ensures that
absent nodes, i.e., xp = yp = 0, do not participate in the communication. The third
case concerns deployed sinks and ensures that each sink cannot receive more than
N units. Constraint (25) means that the overall flow is conservative. The flow sent
by deployed sensors has to be received by deployed sinks. Finally, constraint (26)
allows to fix the maximum number of sinks M of the resulting network.
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4.1.5 ILP Model

The ILPmodel allowing for air pollution mapping based on predicted pollutionmaps
is as follows:

[I L P1]
Minimize (5)
Subject to. (16), (20), (21), (22), (23), (24), (25) and (26)

4.2 Simulation Results

In this section, we present the simulations that we have performed in order to validate
ourmodel and analyze its performances.Wefirst present the data set thatwehave used
and the common simulation parameters. Then, we give a proof of concept in order
to show how error-bounded deployment is done. Finally, we analyze the results of
pollution coverage andnetwork connectivitywhile studying the compromise between
the estimation precision and the deployment cost under different configurations of
the correlation distance.

4.2.1 Simulation Dataset

In order to consider the real dispersion of air pollutants in the reference pollution con-
centrationsZ t

p , we perform our simulations on two pollution snapshots generated by
an enhanced atmospheric dispersion simulator called SIRANE [33]. This simulator
is designed for urban areas and takes into account the impact of street canyons on
pollution concentrations. The data set has been provided by Air-Rhone-Alpes, which
is an observatory for air pollution monitoring within the Lyon region of France [35].

We depict the two reference pollutionmaps in Fig. 1.We focus on nitrogen dioxide
(NO2) monitoring since this pollutant is mainly due to road traffic. We evaluate our
ILP model on the La-Part-Dieu district, which is the heart of the Lyon City. Pollution
map granularity is around 5 m, and concentrations correspond to the years 2012 and
2013.

We have implemented the ILP formulation using IBM ILOG CPLEX Optimiza-
tion Studio and used a computer with Intel Xeon E5649 processor under Linux.
Simulation parameters are summarized in Table6. We discretize the deployment
region which is of around 0.7km2 using a resolution of 50m; thus, we get 306 dis-
crete points. We consider all these points as potential positions of nodes. We use
the same tolerated estimation error Ep = E for all the points p ∈ P . By default, we
use the distance along roads for the evaluation of the correlation coefficients and we
suppose that sensing is perfect. In addition, we fix the maximum number of sinks to
1 in order to get mono-sink networks (Table3).
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Fig. 1 Reference NO2 concentrations in Lyon La-Part-Dieu district, average over years 2012 and
2013 (Ref:Air-Rhone-Alpes)

Table 3 Default values of simulation parameters

Parameter Notation Value

Number of discrete points N 306

Maximum correlation distance d 100m

Attenuation coefficient of
correlation distance

α 2

Communication range of
sensor nodes

R 150m

The tolerated estimation error
at point p

Ep 10µg/m3

The maximum number of sinks M 1

The cost of deploying a sensor
at point p

csensorp 1 unity

The cost of deploying a sink at
point p

csensorp 10 unities

4.2.2 Proof of Concept

In order to validate our formulation of error-bounded WSN deployment, we ran the
ILP model using the two reference pollution maps while considering three values for
the tolerated estimation error: 2, 5, and 8 µg/m3. We depict in Table4 the resulting
optimal cost corresponding to the snapshot of 2012 alone, the snapshot of 2013
alone, and the two snapshots together (using formulations given in Sect. 4.1.3). We
notice that snapshot 2012 needsmore sensors than snapshot 2013. This is because the
range of pollution concentrations is larger in snapshot 2012 as shown in Fig. 1, which
involves higher pollution variability and thus more interpolation errors. In addition,
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Table 4 Deployment cost (monetary units) depending on snapshots and the tolerated estimation
error

Tolerated estimation
error

2µg/m3 5µg/m3 8µg/m3

Snapshot 2012 alone 221 146 105

Snapshot 2013 alone 171 67 48

Snapshots 2012 and
2013 together

237 148 105

when trying to satisfy both of the two snapshots, we place at least the sensors that
are required by snapshot 2012 since this snapshot is more complicated than the other
one.

We now depict in Fig. 2 the obtained positions of sensors and sinks when using
only snapshot 2012.We evaluate at each point of themap the estimated concentration,
and then, we calculate the resulting estimation error, i.e., the difference between the
reference concentrations and the estimated concentrations. The obtained errors are
also depicted in Fig. 2.

Wenotice thatmore sensors are usedwhen the tolerated estimation error decreases.
This is expected since better deployment precision needs more sensor nodes. In
addition, Fig. 2 shows that the maximum error value is bounded by the tolerated
estimation error, which fits with our coverage formulation. Moreover, the obtained
nodes form a connected network as formulated in our connectivity constraint. In the
next simulation cases, we execute the model only on the snapshot of year 2012.

4.2.3 Evaluation of the Coverage Results

In this simulation scenario, we study the dependency between the deployment pre-
cision and the needed number of sensors under different configurations of the cor-
relation distance. Since we are studying the cost of the monitoring precision, we
execute only the coverage constraint. We depict in Fig. 3 the optimal deployment
cost depending on the tolerated estimation error while considering two different
functions of the correlation distance: the Euclidean distance and the distance along
roads. We notice in the two curves that fewer sensors are needed when the tolerated
estimation error decreases. This is because less tolerated estimation error involves
high-precision deployment and thus more nodes. In addition, the Euclidean distance
gives less number of sensors, which is explained by the fact that the distance along
roads is more realistic and hence involves more nodes to better estimate pollution
concentrations.

We now investigate the impact of the correlation distance on the number of sensors
that are needed to cover a point where no sensor is deployed. We consider different
configurations of the maximum correlation distance d and the attenuation coefficient
of the correlation distanceα.Wedepict inFig. 4 the average number of sensors that are
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Fig. 2 Deployments with increasing estimation errors (µg/m3) for snapshot 2012. Sensors (respec-
tively sinks) are depicted using “plus signs” (respectively stars)

deployed within the maximum correlation distance d of each point where no sensor
is deployed. We notice that fewer sensors are used when considering greater values
of the attenuation coefficient α and less values of the maximum correlation distance
d. To explain this, we recall that smaller values of the d parameter allow to consider
less points in the interpolation formula, and higher values of the α parameter allow
to assign smaller values of correlation coefficients to the far sensors. This means that
with smaller values of d and higher values of α, the interpolation is done with fewer
sensors, which fits with the results depicted in Fig. 4.
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Fig. 3 Optimal coverage cost versus tolerated estimation error

4.2.4 Evaluation of the Network Connectivity

In this simulation case, we analyze the deployment cost that is due to the connectivity
constraint, which involves the deployment of sink and relay nodes. We consider
three possible values of the communication range of sensor nodes: 80m for short-
range communications like ZigBee, 150m for medium-range communications like
WiFi, and 1000m for long-range communications. We evaluate the number of nodes
depending on the tolerated estimation error and depict the results in Fig. 5. Obviously,
the longer the communication range, the less the number of sensors is. However,
the tolerated estimation error has a considerable impact on the connectivity of the
network. On the one hand, the medium- and long-range communications involve
nearly the same number of nodes. For instance, when estimation errors are less than
10 µg/m3, the medium-range communications need at most only two more nodes
than the high-range communications. This is explained by the fact that small tolerated
errors imply a very high density of the network so that sensors are placed almost in all
positions. On the other hand, short-range communications are very costly and need
almost 70% more nodes than the long-range communications when the estimation
errors reach 15 µg/m3. This is because the distance between sensor nodes that are
responsible for coverage is very important when high estimation errors are tolerated,
which causes the need of too much relay nodes if the communication range is very
short.
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(a) Impact of the maximum correlation distance

(b) Impact of the attenuation coefficient of correlation distance

Fig. 4 Impact of correlation distance parameters on the mean number of neighbors per point

Fig. 5 Optimal number of sensors depending on the communication range
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5 Model 2: WSN Deployment for Air Pollution Detection
Based on Predicted Data

In this section, we present an integer programming model of WSN deployment
ensuring air pollution detection based on spatial analysis of air pollution predicted
maps. We consider as input of the model a set of air pollution zones where sensors
have to be deployed. This set of zones is determined using ZSCAN, an extension of
DBSCAN which is a well-known and widely used spatial data clustering algorithm
[36]. The ILPmodel that we present in this section allows to perform aminimum-cost
deployment of sensors while ensuring pollution coverage and network connectivity
in a joint way. We evaluate the ILP model on a data set of the Paris city and analyze
the impact of some parameters on the deployment results.

5.1 Problem Formulation

5.1.1 Overview

In order to deploy sensors efficiently in a given city, the ILP model requires as
a primary input, air pollution predicted maps. Given a pollutant to monitor, this
consists of estimated values of the pollutant concentrations in the whole city for
different time instants. As explained in Sect. 3, these concentrations can be estimated
using atmospheric dispersion modeling based on the locations of pollution sources
and meteorological data. They can be also obtained using interpolation algorithms
based on some measurements established by a set of monitoring stations.

In the following, we denote by T the set of time instants when pollution is
estimated, and I the set of spatial points representing the city. The second set is
defined by applying a high-resolution discretization process. For each time instant
t ∈ T and spatial point i ∈ I , let Ct,i denote the estimated or measured pollution
concentration. In addition to air pollution estimated concentrations, the model also
requires data on sensor potential positions, and this corresponds to positions where
sensors can be deployed. We denote in what follows this set by P .

Before the execution of the ILP model, a spatial clustering algorithm is applied
to the air pollution maps in order to determine pollution zones that are due to the
same pollutant sources. The ILPmodel allows to define amono-sink connected wire-
less sensor network that covers all the pollution zones z ∈ Z while minimizing the
deployment cost. Pollution monitoring is ensured by deploying at least one sensor
in each pollution zone to ensure the coverage constraint. Once the deployment posi-
tions of the connected sensors are determined, the sink location can be defined among
sensor positions in order to optimize energy consumption, end-to-end transmission
delay, etc. The sets used in the ILP model are summarized in Table5.
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Table 5 Summary of the model sets

Notation Description

T Set of time instants of pollution estimations

I Set of discrete points of pollution estimations

P Set of potential positions of sensors and sinks

Z Set of pollution zones

5.1.2 Identification of Pollution Zones

Wepresent hereafter ZSCAN, a clustering algorithmwhich is applied to the estimated
concentrations in order to group points that belong to the same pollution zone.

Algorithm 1 ZSCAN
Inputs: T ,I , {Ct,i ; t ∈ T , i ∈ I }
Output: Z
Z ← ∅
for t ∈ T do

Mark all the points in I as unvisited
repeat

Let i be the unvisited point having the highest
concentration Ct,i
z ← construct (i, t)
Mark all the points in z as visited
z ← f ilter(z,�C)

z ← points_to_polygon(z)
Z ← Z ∪ {z}

until all the points in I are visited

As presented inAlgorithm1,ZSCAN identifies all the pollution zones occurring in
each time instant. To this end, pollution peaks, i.e., points having the highest pollution
concentration, are first identified. A pollution zone is created every time a peak is
identified using the construct function, which starts by adding all the neighbors of
the pollution peak i to the zone under construction. The neighborhood of a point in the
map is defined as the set of closer and unvisited points whose pollution concentration
estimated in t is less. The neighbors of each chosen point are then added to the
current zone. This process stops when it arrives at a point whose neighborhood set is
empty, meaning that its neighbors have higher pollution concentration values. Once
the current pollution zone is completely identified, a filtering function is applied
to keep only points where pollution concentration is sufficiently closer the peak
value, i.e., points where pollution concentration difference with the peak value is
less than a threshold that we denote by �C . This increases the chance that a sensor
deployed in the detected zone is able to monitor the corresponding pollution sources.
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At the end, a geometrical form is given to the found zone by applying the function
points_to_polygon.

Themain difference between DBSCAN and ZSCAN is that this latter visits points
in an ordered way, starting by pollution peaks, and then expands the peak neighbor-
hood to detect pollution zones.

5.1.3 ILP Deployment Model

Let G = {V, A} be a flow-oriented graph where vertices set V corresponds to the
pollution zones and the sensors potential positions, i.e., Z ∪ P . Note that each
zone is considered as a single vertex. Let A(i) denote the neighborhood of i ∈ V .
We define a first set of arcs from each pollution zone z ∈ Z to sensor potential
positions p that are within its region, i.e., p ∈ z. A second set of arcs is defined from
each sensor potential position p ∈ P to positions which are in its communication
range that we denote by �(p).

The idea behind the formulation is that each pollution zone inserts one flow unit
in the network through the first set of arcs. For a given selected positions of sensor
nodes, the latter ensures network coverage and connectivity if and only if the received
units from pollution zones can be forwarded by these nodes through the second set
of arcs so that a chosen pollution zone can recover all the generated units (which
ensures the connectivity of the defined graph). This particular zone does not generate
units but recovers all of them from a sensor that is placed within its region.With these
considerations, the selected sensor positions ensure jointly coverage and connectivity
if the recovering pollution zone gets all the flow units generated by the other pollution
zones and forwarded by the selected sensors. Indeed, flow passing in the first set of
arcs guaranties coverage, and connectivity is verified due to flow forwarded by only
selected positions through the second set of arcs. In what follows, we choose the
first pollution zoneZ 0 to be the one that recovers flow units, meaning that the other
zones generate, each one, a unique flow unit.

We use binary decision variables xp to specify if a sensor should be placed at a
position p or not. Sensors cost may depend on their positions, thus we denote by
costp the cost of deploying a sensor at a position p. We also define the positive
integer decision variables fi j as the flow quantity transmitted from i to j . The flow
domain is set to {0, |Z | − 1} for j = Z 0 in order to ensure that Z 0 recovers the
units from only one sensor.

The proposed model ILP 2 minimizes the overall deployment cost as formulated
in the objective function. Constraints (28) ensure that each pollution zone except
the first one generates exactly a flow unit. Sensors are flow conservative thanks to
constraints (30). Constraints (31) ensure that sensors that are not selected (xp = 0)
do not participate in communication. This means that generated flow units will be
transmitted by only present sensors. Finally, the first pollution zone receives all the
generated units, thanks to constraint (29).
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[ILP 2] Min
∑

p∈P
costp ∗ xp (27)

S.T .

∑

p∈z
fzp = 1, z ∈ Z − {Z 0} (28)

∑

p∈Z 0

f pZ 0 = |Z | − 1 (29)

∑

q∈A(p)

f pq −
∑

q∈A(p)

fqp = 0, p ∈ P (30)

∑

q∈A(p)

f pq <= (|Z | − 1) ∗ xp, p ∈ P (31)

After the execution of the ILP model, one of the selected sensor positions can be
designated as the sink position since the resulting sensor positions form a connected
network. As we are investigating the use of urban facilities in this work, i.e., energy
constraints are alleviated, we will consider in the simulation part the sensor-to-sink
delay as the main metric for the location of the sink position. One way to do that is to
first determine shortest paths between all the pairs of the sensor positions using the
delay metric. Then, an optimization model similar to the works presented in [15, 16]
can be used in order to find an optimal sink location that minimizes the maximum
delay in the network.

5.2 Simulation Results

In this section, we present the simulations that we have performed in order to validate
our model and analyze its performances. We first present the data set that we have
used and the common simulation parameters. Then, we give a proof of concept
showing the use of the ZSCAN algorithm and validating the ILP deployment model.
Finally, we analyze the impact of some parameters on the coverage and connectivity
results.

5.2.1 Simulation Dataset

We evaluate the ILP model on a pollution data set of the Paris city, while we focus
on monitoring NO2 pollutant particles (Nitrogen dioxide). The pollution data set
was provided by Airparif, a French air quality monitoring association. We based
on pollution data measured by 22 monitoring stations to estimate pollutant concen-
trations in the whole city. Because pollution achieved maximum values in Paris in
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March 2014 [37], we decided to base on pollution estimation for some periods of
this month where pollution concentrations were high. Overall, we constructed ten
snapshots of pollution concentrations. We used the kriging interpolation method to
estimate the pollution values with a map resolution of 100 m. A set of 21201 spatial
data records was then obtained for each snapshot. In addition to pollution data, we
used lamppost locations as sensors potential positions P . The lampposts data set
was provided by the open data service of the Paris city. We summarize in Table6 the
common values of simulation parameters.

5.2.2 Proof of Concept

First, we execute the ZSCAN algorithm to identify pollution zones where sensors
will be deployed. Pollution peaks are detected and then expanded to form these zones.
Points in each obtained pollution zone have as maximum concentration difference
with the pollution peak of the zone 5 µg/m3, and this corresponds to the value of the
parameter �C as mentioned in Table6. A number of pollution zones are extracted
from each time snapshot. The execution of the spatial clustering algorithm identified
29 pollution zones that occurred in March 2014; these zones are depicted in Fig. 6.
We notice that some zones occur in different snapshots with a little bit different
shape. This is because these zones correspond usually to the same pollutant sources;
the different shapes are due to the evolution of weather conditions.

In order to alleviate the execution of the ILPmodel, we propose to group pollution
zones that share intersections into a region site where a mono-sink sensor network
will be deployed. In this simulation case, four sites were identified and are illustrated
in Fig. 6.

We now execute the ILP 2 optimization model in order to find sensor optimal
positions based on the generated pollution zones. The ILP model is executed on each
site to locate sensors ensuring coverage and connectivity. The results are depicted in
Fig. 6. The latter shows that sensors are placed in intersections in order to minimize
the financial cost. In addition to sensors placed to ensure the coverage of pollution
zones, Fig. 6 shows that some sensors are deployed to serve as relay nodes and hence
ensure the network connectivity.

Table 6 Default values of simulation parameters

Parameter value

Map discretization resolution (for set I ) 100m

Number of time instants (set T ) 10

�C (used in ZSCAN) 5µg/m3

Sensors communication range (used for
�(p), p ∈ P)

100m

Sensors cost (costp, p ∈ P) 1 unity (constant)
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As mentioned in the previous section, we base on the works of [15, 16] in order
to find the optimal positions of sinks while minimizing the maximum sensor-to-sink
delay. We consider in our tests that the delay is linearly proportional to the hop count
to the sink. Results are depicted in the same Fig. 6. We notice that sinks are placed in
the center of each sub-network, which minimizes the maximum hop count and thus
the maximum sensor-to-sink communication delay.

5.2.3 Evaluation of the Coverage Results

In this section, we assess the coverage of the model ILP 2 while showing a com-
parison to the literature generic formulation presented in Sect. 2 (i.e., coverage and
connectivity are modeled independently, coverage is formulated by analogy to the
set covering problem using a basic detection model, and connectivity formulation is
based on the flow concept).

The coverage formulation of ILP 2 takes into account the nature of the phe-
nomenon based on spatial analysis of pollution data. This is not the case of the
generic formulation given in the literature, which assumes that a sensor is able to
detect pollutants within a detection range; i.e., pollution is homogeneous within the
detection range of a sensor. Even though this assumption is unrealistic since sensors
can only detect pollutants that come into their contact, we compare in this simulation
scenario the coverage cost given by our model and the generic formulation.

We depict in Fig. 7 the coverage deployment cost of sites 2 and 3 obtained using
the generic formulation while considering different values of the detection range
compared to our model. Figure7 shows that our model is at least 5 times better than
the generic approach when the detection range is less than or equal to 500m. The

Fig. 7 Optimal coverage deployment cost given by the generic formulation depending on the
detection range of sensors
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Fig. 8 Optimal deployment cost given by our model depending on the communication range of
nodes

coverage cost computed by the generic approach decreases when the detection range
increases. However, our model remains better since pollution cannot be homoge-
neous, as assumed in the generic approach, especially within very large detection
ranges.

5.2.4 Evaluation of the Network Connectivity

We now analyze the deployment cost given by the model ILP 2 for sites 2 and 3
while considering different values of the communication range of nodes. We plot
in Fig. 8 the obtained results. We recall that the optimum value of deployment cost
when connectivity constraint is not taken into account is equal to 2 as shown in Fig. 8.
We notice that the larger the communication range, the smaller the deployment cost
is. This is expected since using a larger communication range allows to minimize the
number of nodes used to connect sensorswhich are positionedwithin pollution zones.
Figure8 also shows that when the communication range increases significantly, the
overall deployment cost tends to the coverage deployment cost.

6 Model 3: WSN Deployment for Air Pollution Detection
Based on Emission Inventory

In this section, we present an ILP optimization model for the deployment of WSN
for air pollution detection. Based on the pollution dispersion modeling applied to
pollution emission inventory and the ILP related works, we first present pollution
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coverage and network connectivity independently. Then,we showhowboth coverage
and connectivity can be formulated in a joint way using the flow concept. The ILP
model takes into account the probabilistic sensing of pollution sensors and is designed
to handle multiple scenarios of weather conditions. We apply the model on a data set
of the London city in order to assess the impact of themodel inputs on the deployment
results.

6.1 Problem Formulation

6.1.1 Overview

We base our coverage formulation on a pollution dispersion model. For the sake of
clarity, we use the Gaussian dispersion model presented in Sect. 3.1 in order to define
the inputs of the ILP deployment model. However, these inputs can be also provided
by other dispersion models, which may take into account the impact of buildings
and urban structures. Pollution sources include industrial sources as well as traffic
sources such as highways and crossroads. Table7 depicts the main notations used in
the integer programming model.

In the following, we consider a set of a predefined potential positions, denotedP ,
which is obtained by discretizing the deployment field while considering only the
allowed positions. In free space environments without deployment restrictions, that
would be a regular grid.We denoteN = |P| the number of potential positions. The
locations of pollution sources, e.g., factories, sewage treatment plants, crossroads,
highways, are denotedI .M denotes the number of pollution sources. Let the binary
decision variables xp, resp. yp, define if a sensor, resp. a sink, is placed at position
p.

We consider that sinks are equipped with pollution sensors. They are also con-
nected to a backbone network. Deploying a sink is therefore more expensive than
a regular sensor node. The cost of deploying a sensor, resp. a sink, at position p is
denoted csensorp , resp. csinkp .

6.1.2 Objective Function

The optimization model minimizes the sensors and sinks overall deployment cost.
Thus, the objective function is defined as follows:

F =
∑

p∈P
csensorp · xp +

∑

p∈P
csinkp · yp (32)

Since a sink embeds sensing capabilities, a sink and a sensor cannot be deployed
at the same potential position p as formulated in constraint (33).
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Table 7 Main notations used in the deployment model

Sets

P Set of potential positions of sensors and sinks

N Number of sensors and sinks potential positions

I Set of pollution sources

M Number of pollution sources

S Set of weather scenarios

Parameters

Z s
i The pollution zone formed by source i under scenario s

Bs
ip Define whether the position p belongs to the zone Zs

i or not

�(p) The neighborhood of the potential position p

csensorp The cost of deploying a sensor at position p

csinkp The cost of deploying a sink at position p

β Minimum coverage probability to ensure for each zone

W s
ip The probability of detecting the zone Zs

i at position p

δ Percentage of scenarios that have to be taken into account

αs Probability that scenario s is realized

C0 Pollutant concentration threshold

Variables

xp Define whether a sensor is deployed at position p or not
xp ∈ {0, 1}, p ∈ P

yp Define whether a sink is deployed at position p or not
yp ∈ {0, 1}, p ∈ P

t si Define whether the zone Z s
i is covered or not

t si ∈ {0, 1}, i ∈ I , s ∈ S

gpq Flow quantity transmitted from node p to node q
gpq ∈ {0, 1, . . .}, p ∈ P, q ∈ �(p)

f sip Flow quantity transmitted from zone Z s
i to node p

f sip ∈ {0, 1}, i ∈ I , s ∈ S , p ∈ Z s
i

x p + yp ≤ 1, p ∈ P (33)

6.1.3 Coverage

The coverage constraints rely on the modeling of the atmospheric dispersion. We
assume that pollution sources release pollutants independently and may have simul-
taneous release. Our formulation ensures the coverage of threshold crossings in
all cases. As explained in Sect. 3.1, pollution concentrations vary depending on
weather conditions. Hence, we consider a set of possible weather scenarios S
that can be obtained based on statistical data or weather forecast. A scenario corre-
sponds to a tuple of ambient temperature T , wind velocity Vw, and wind direction
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Dw: s = (T s, V s
w, Ds

w). Each scenario s has probability αs to happen. We assume
that S is a partition of the space of weather conditions, i.e.,

∑

s∈S αs = 1 and
s1 ∩ s2 = ∅, ∀s1, s2 ∈ S. Here, s1 ∩ s2 = ∅ if the weather scenario s1 occurs inde-
pendently from s2.

Using an atmospheric dispersion model, we determine the set of generated pollu-
tion zones. Each zoneZ s

i corresponds to the geographical area, i.e., set of positions,
where the pollution threshold is crossed when the pollution source i is releasing
pollutants under the weather scenario s.

Let the binary parameter Bs
ip denote whether a position p belongs to Z s

i or not.
A pollution zone Z s

i is therefore the set {p ∈ P where Bs
ip = 1}. When using the

pointwise Gaussian dispersion model, the value of Bs
ip is calculated using Formula

(34) where σy , σz , Q, and H are the parameters presented in Sect. 3, p = (x, y, z)
and C0 is the threshold of pollutant concentration above which a point is considered
as polluted.

Bs
ip =

{

1 if Q
2πV s

wσyσz
e− y2

2σy (e− (z−H)2

2σy + e− (z+H)2

2σy ) ≥ C0

0 otherwise
(34)

A sensor exposed to a given pollutant will detect its concentration with a proba-
bility depending on the sensing accuracy. We denote W s

ip ∈]0, 1[ the probability of
detecting the pollution source i under the weather scenario s at position p, p ∈ Zs

i .
The W s

ip parameters are mainly due to the technical characteristics of pollution sen-
sors and are not related to the dispersion model.

Once the pollution zonesZ s
i are identified and the probability parametersW s

ip are
computed, we formulate the coverage of each pollution source i under each weather
scenario s with a probability β in constraint (35).

∏

p∈Z s
i

(1 − W s
ip · (xp + yp)) ≤ (1 − β), i ∈ I , s ∈ S (35)

When a sensor or a sink is placed at position p, i.e., xp + yp = 1, 1 − W s
ip · (xp +

yp) is then equal to 1 − W s
ip, the probability that the node deployed at p do not

cover the pollution zone Zs
i at position p. Assuming that the detection events are

independent among all potential positions, constraint (35) ensures therefore that each
zone Zs

i is covered with a probability β ∈]0, 1[.
Constraint (35) ensures that each pollution source is covered with a probability

β under each scenario s. One could want to relax this constraint and ask only for
the coverage of each pollution source under δ percent of weather scenarios, with a
β probability for each scenario. For that, we introduce the binary variable t si that
define whether source i is covered during weather scenario s. Therefore, t si = 1 if
a sufficient number of sensors is placed in the pollution zone Zs

i . The percentage
of weather conditions where i can be detected is the sum of the probabilities that a
scenario in which i is detected happens. As a result, the coverage formulation of the
partial coverage case is given by the constraints (36) and (37).
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∏

p∈Z s
i

(1 − W s
ip · (xp + yp)) ≤ (1 − β · t si ), i ∈ I , s ∈ S (36)

∑

s∈S
t si · αs ≥ δ, i ∈ I (37)

Constraint (36) should be linearized in order to get an ILP formulation. We first
apply the log function.

log
∏

p∈Z s
i

(1 − W s
ip · (xp + yp)) ≤ log(1 − β · t si ), i ∈ I , s ∈ S (38)

∑

p∈Z s
i

log(1 − W s
ip · (xp + yp)) ≤ log(1 − β · t si ), i ∈ I , s ∈ S (39)

Since xp + yp and t si are binary, the log can be rewritten as follows and constraint
(40) is linear.

∑

p∈Z s
i

(xp + yp) · log(1 − W s
ip) ≤ t si · log(1 − β), i ∈ I , s ∈ S (40)

6.1.4 Connectivity

As in [12, 38] and [39], we formulate in this first model the connectivity constraint as
a network flow problem. In contrast to these works, we consider the same potential
positions setP for sensors and sinks andwe do not assume that potential positions of
sinks are known or different from those of sensors. We first denote by �(p), p ∈ P
the set of neighbors of a node deployed at the potential position p. This set can
be computed using any adequate propagation models. Then, we define the decision
variables gpq as the flowquantity transmitted froma node located at potential position
p to another node located at potential position q. We suppose that each sensor of
the resulting WSN generates a flow unit in the network and verify if these units can
be recovered by sinks. The following constraints ensure that deployed sensors and
sinks form a connected wireless sensor network; i.e., each sensor can communicate
with at least one sink.

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp ≥ xp − N · yp, p ∈ P (41)

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp ≤ xp, p ∈ P (42)

∑

q∈�(p)

gpq ≤ N · xp, p ∈ P (43)
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∑

p∈P

∑

q∈�(p)

gpq =
∑

p∈P

∑

q∈�(p)

gqp (44)

Constraints (41) and (42) are designed to ensure that each deployed sensor, i.e.,
such that xp = 1, generates a flow unit in the network. These constraints are equiv-
alent to the following.

∑

q∈�(p)

gpq −
∑

q∈�(p)

gqp

⎧

⎪

⎨

⎪

⎩

=1 i f x p = 1, yp = 0

=0 i f x p = yp = 0

≤ 0, ≥ −N i f x p = 0, yp = 1

The first case corresponds to deployed sensors that should generate, each one
of them, a flow unit. The second case, combined with constraint (43), ensures that
absent nodes, i.e., xp = yp = 0, do not participate in the communication. The third
case concerns deployed sinks and ensures that each sink cannot receivemore thanN
units. The case xp = yp = 1 is not possible because of constraint (33). Constraint
(43) ensures also that deployed sinks cannot transmit flow units and only act as
receivers. Constraint (44) means that the overall flow is conservative. The flow sent
by deployed sensors has to be received by deployed sinks.

6.1.5 ILP Model

Now,we propose to combine coverage and connectivity constraints defined in the two
previous sections using only the flow concept. By considering pollution sources as a
part of the network, we obtain a homogeneous coverage/connectivity formulation as
a network flow problem. Each pollution source i should transmit some flow units to
potential nodes p which are located within the pollution zone corresponding to each
weather scenario s, i.e., p ∈ Z s

i . In addition, sensors are flow conservative, and the
sinks receive the flow units generated by pollution sources. Therefore, the definition
of the joint coverage/connectivity is to ensure that sinks will be informed each time
that a threshold crossing occurs. In this regard, a sensor has to receive at most one
unit from a given pollution zone. We hence define the binary decision variable f sip
as the flow quantity from the pollution source i to the potential node p in the case of
weather scenario s. The following constraints ensure coverage and connectivity for
air pollution detection in a joint way.

∑

s∈S
t si · αs ≥ δ, i ∈ I (45)

∑

p∈Z s
i

f sip · log(1 − W s
ip) ≤ t si · log(1 − β), i ∈ I , s ∈ S (46)
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∑

i∈I ,s∈S :p∈Z s
i

f sip +
∑

q∈�(p)

gqp − gpq ≤ N M |S |yp, p ∈ P (47)

∑

i∈I ,s∈S :p∈Z s
i

f sip +
∑

q∈�(p)

gqp − gpq ≥ 0, p ∈ P (48)

∑

q∈�(p)

gpq ≤ N M |S |xp, p ∈ P (49)

f sip ≤ xp + yp, p ∈ P, i ∈ I , s ∈ S (50)

Coverage is formulated in constraints (45) and (46). Constraint (45) ensures cov-
erage of each pollution source under a δ percentage of weather scenarios. Constraint
(46) is derived from constraint (40) and ensures that each pollution source i gener-
ates a sufficient number of flow units in the network. Constraint (50) enforces that
all the flow units are received by deployed nodes. Thanks to constraints (47) and
(48), when a sensor is deployed on point p (case yp = 0 and xp = 1), we ensure
that the inflow of sensor p is equal to its outflow; i.e., the flow is conservative on
deployed sensors. In addition, constraints (47) and (48) also ensure that the sinks are
allowed to gather all the flow units that are generated in the network (case yp = 1 and
xp = 0). Constraints (49) and (50) combined with constraints (47) and (48) ensure
that absent nodes do not participate in the communication. As a result, the deployed
sensors have to send the flow units gathered from pollution sources to the sinks in
order to get the connectivity constraints verified.

Finally, the ILP optimization model can be written as follows:

[I L P 3]
Minimize (32)
Subjectto. (33), (45), (46), (47), (48), (49) and (50)

6.2 Simulation Results

In this section, we present the simulations that we have performed to evaluate the
ILP 3 deployment model. We first present the data set of Greater London that we
used in simulation. Then, as a proof of concept, we apply the model to the London
Borough of Camden. Finally, we study the impact of the sink/sensor cost ratio,
nodes height, pollution sources density, the probabilistic sensing of sensors, and
weather conditions. This study allows us to derive engineering insights for effective
deployments of air pollution sensors in an urban environment.
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Fig. 9 Pollution sources (squares) and the considered weather station (disk)

6.2.1 Simulation Dataset

We evaluate the deployment model on a data set provided by the Greater London
community [40]. London is one of the most polluted cities in Europe [41]. The data
set corresponds to the locations of urban pollution sources. In this data set, mostly
urban facilities have the potential to affect the air quality such as petrol stations, waste
oil burners, cement works. Figure9 depicts the set of pollution sources, spread over
the 32 boroughs of Greater London. Overall, 1090 pollution sources are considered.
Pollution sources distribution per borough depends on the surface of the borough
and ranges from 6 sources to 161 sources.

In addition to pollution sources locations, we compute the weather scenarios
leveraging statistical data gathered by a weather station of London. The location of
this station is depicted in Fig. 9. We consider weather conditions of each month of
the year averaged over the last past 10 years [42]. The set of weather conditions
is depicted in Table8; each scenario corresponds to values of ambient temperature,
wind direction, and wind velocity. As proof of concept and without loss of generality,
we assume that weather scenarios provided by the considered weather station are
homogeneous in all the area of Greater London.

ILP formulations are implemented using the IBM ILOG CPLEX Optimization
Studio and executed on a PC with Intel Xeon E5649 processor under Linux. The
ILP solver is executed with a time limit of 30 min. The default values of simula-
tion parameters are summarized in Table9. We generate the pollution inputs of our
deployment model using the Gaussian model presented in Sect. 3 while considering
the pollutant characteristics depicted in Table10. We define the nodes neighboring
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Table 9 Summary of default simulation parameters

Parameter Value

Nodes transmission range 100m

Nodes height 10m

Sensors cost (csensorp ) 1 monetary unit

Sinks cost (csinkp ) 10 monetary units

Coverage requirements of pollution zones (β) 0.98

Coverage requirements of weather conditions
(δ)

1.0

Detection sensitivity of sensors (W s
ip) 0.9

Ambient temperature (T ) 7 (◦C)
Wind velocity (Vw) 5m/s

Wind direction (Dw) 225◦

Pollution threshold (C0) 20µg/m3

Table 10 Common values used for simulation of the Gaussian model

Parameter Value

hs 25m

Q 5g/s

V 1.9mm3/s

Ts 30 ◦C
ay 1.36

by 0.82

az 0.275

bz 0.69

� based on a given transmission range. Moreover, we assume that the cost of nodes
is independent of the position of the node, i.e. csensorp = csensor and csinkp = csink .
Furthermore, we investigate the coverage of pollution sources with respect to all the
considered scenarios, i.e., δ = 1.0. In addition, we consider that the probabilistic
sensing value W s

ip is constant and equal to 90%.

6.2.2 Proof of Concept

As a proof of concept, we first execute the deploymentmodel on the LondonBorough
of Camden. We use streetlights as potential positions of sensors in order to allevi-
ate the energy constraints. The streetlights data set was provided by the Camden
DataStore [43]. Camden is spread over an area of around 8km × 6km and contains
19 pollution sources. Figure10 depicts the pollution zones obtained by running of
the Gaussian dispersion model while taking into account weather conditions of the
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(a) Location of Camden in Greater London (b) Pollution sources and zones

(c) WSN obtained by application of deployment
model. Sensors are depicted in green and sinks
in red.

Fig. 10 Application of our deployment model to the London Borough of Camden

month of January. Figure10 also shows the obtained positions of wireless sensor net-
work nodes computed by the deployment model. We notice that sensors are placed
at the intersections of the different pollution zones in order to minimize the coverage
deployment cost. Moreover, the resulting network consists of seven sub-networks, a
sink is deployed in each one, and some sensors are added to ensure connectivity.

The following results have been obtained by running the deployment model on a
hundred of 1200 m × 1200 m blocks extracted from the Greater London map. The
density of pollution sources varies between 3 and 18 sources per block.We discretize
each block with a resolution of 100 m to get a 2D grid of points that we consider as
potential positions of WSN nodes.
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Fig. 11 Average number of sinks and sensors depending on their cost ratio

6.2.3 Evaluation of the Network Connectivity

Evaluation of the number of nodes In this simulation case, we analyze the
number of sinks and sensors in the resulting networks while varying the ratio
between sink cost and sensor cost. We plot in Fig. 11 the impact of the cost
ratio on the optimal number of sensors and sinks. The cost ratio ranges from 1
to 12, and the results are averaged over all the London blocks defined in the
previous section. On one hand, we notice that sensors are less used when their
cost is close to the sinks cost. For instance, only sinks are used when the cost
ratio is equal to 1. On the other hand, when the cost ratio increases, more
sensors are used and the number of required sinks tends to one. As a result,
the network is usually formed by only one sink when the cost ratio is greater
than 10. This is explained by the fact that adding some relay sensor nodes to
ensure connectivity has a less cost than using a lot of sinks that are equipped
with pollution sensors.

In the following simulations, we execute the deployment model with a default value
of sink/sensor cost ratio equal to 10 as shown in Table9. Thus, we use formulations
corresponding to the mono-sink case.

Evaluation of the number of hops to sink nodes In this simulation case, we evaluate
the obtained networks in terms of the number of hops to sink nodes, which is a
measure of the network lifetime and communication delay [44]. As formulated in
our connectivity constraints, the positioning of sink nodes does not take into account
the length of sensor-to-sink paths. However, sinks can be relocated on the obtained
network when the network is mono-sink, which is the case as shown in the previous
subsection. The sink node can be relocated in such a way that the maximum distance
to the sink in terms of hops is minimized. This distance is called the radius of the
network and describes howmuch the network iswell connectedwhen considering the
best position of the sink node. If the sink position is given randomly, the maximum
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Fig. 12 Cumulative distribution functions of the network radius and diameter

distance to the sink is bounded by the diameter of the network, which is the distance
to the sink node when choosing the worst position of the sink.

We depict in Fig. 12 the cumulative distribution functions of the network radius
and diameter. Results show that the network radius is as at most equal to 5 for more
than 96% of the instances. This means that the number of hops to the sink node after
relocation is at most equal to 5 in almost all instances. Moreover, we notice that
the network radius is nearly equal to the diameter of the network for the rest of the
instances, which means that the sink relocation does not improve much the network
connectivity in this case.

6.2.4 Evaluation of the Coverage Results

Impact of nodes height We now study the impact of the height at which are placed
sensors and sinks on the deployment cost. We assume that the height of pollution
sources is equal to 25m, and all the sensors and sinks are deployed at the same height,
which is considered in the range from 5 to 40m. We plot in Fig. 13 the sensors and
sinks overall deployment cost depending on their height when applying two different
weather scenarios, those corresponding to January and December. The results are
averaged over all the London blocks. On one hand, we notice that the deployment
cost is minimal when the nodes height is close to the effective release height of
pollution sources H , which is nearly equal to 25.1 in our case. This is explained by
the fact that pollution concentration gets the highest values when being near to the
pollutant effective release height H . On the other hand, pollutants are more likely
to drop than to increase, which is due to gravitation. Indeed, the deployment cost
at 40 m is much greater than the deployment cost at 5m. Figure13 also shows that
when using different weather scenarios, the deployment cost is not the same. Indeed,
weather conditions impact the disposition of pollution zones allowing for more or
less intersections. As a result, the obtained WSN topology depends on the weather
conditions taken into account.



On the Optimization of WSN Deployment for Sensing Physical … 139

Fig. 13 Deployment cost average depending on nodes height with different weather conditions

Impact of pollution sources density In this scenario, we study the impact of
pollution sources density on the deployment cost. For this purpose, we take
the results of the previous scenario corresponding to January weather
conditions and averaged with respect to the number of pollution sources of
each instance, i.e., the number of pollution sources within each block
instance. We plot in Fig. 14 the deployment cost variations depending on the
nodes height while considering three different densities: four, five, and six
pollution sources per instance. Figure14 shows that more there are pollution
sources in the environment, more there are sensors required and thus higher is
the deployment cost. This can be explained by the number of pollution zones
that increases with the number of pollution sources and thus requires much
sensors to ensure the coverage requirements. In addition, the increasing in the
deployment cost from five sources density to six sources density is less than
the increasing from four sources density to five sources density. This is
because when the number of pollution sources increases, more intersections
between pollution zones appear and affect the increasing of the deployment
cost.

Impact of probabilistic sensing The probabilistic sensing of pollution
sensors is one of the most important factors that affect the topology of sensor
networks used for pollution monitoring. Figure15 depicts the average cost of
the resulting deployments of the block instances while considering two values
of the detection sensitivity of sensors:W s

ip = 0.9 andW s
ip = 0.8. As expected,

using sensors with better detection sensitivity yields less deployment cost. We
notice that the ratio between the two curves is around 1.1. This is explained by
the intersection existence between the different polluted zones, which means
that in some cases a sensor can monitor more than one pollution source.
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Fig. 14 Deployment cost average depending on nodes height and pollution sources density

Impact of the number of weather conditions In this simulation case, we
study the impact of using a small number of weather scenarios on the
deployment results. It is clear that when considering all the possible weather
scenarios, the resulting WSN ensures better pollution monitoring. However,
when there is a huge number of weather scenarios, considering a less number
of these scenarios alleviates the deployment model allowing their application
on large-scale instances.

We recall that S is the set of the monthly weather scenarios presented in Table8.
Given a subset S ′ of S , we define the missed pollution zones percentage as the
percentage of pollution zones that cannot be covered by the WSN resulting from
executing the model under only weather scenarios S′. Figure16 illustrates the varia-
tions of the missed pollution zones percentage depending on the number of weather
scenarios taken into account starting from January weather scenario in the first curve

Fig. 15 Deployment cost average depending on nodes height and probabilistic sensing values
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Fig. 16 Average percentage of missed pollution zones depending on weather scenarios

and starting from December weather scenario is the second one. Figure16 shows
that the percentage of missed pollution zones usually decreases when considering
moreweather scenarios; this is expected since the number of pollution zones depends
on the weather scenarios set. However, in some cases, the missed pollution zones
percentage remains the same when considering additional scenarios of weather con-
ditions. Indeed, additional weather scenarios involve new pollution zones that may
be, in some cases, already included in the set of pollution zones formedwithout taking
into account the additional scenarios. This may happen, for instance, when additional
weather scenarios are slightly different from those already taken into account.

In addition to the impact of the number of weather scenarios, their similarity
has also to be taken into account. As shown in Fig. 16, considering only weather
scenarios from December to May meaning only eight scenarios allows to cover the
whole set of pollution zones in contrary to the scenarios set from January to October
that requires ten scenarios.

7 Discussion and Future Directions

In this chapter, we focused on what the literature lacks in WSN deployment for air
pollution monitoring, which is an appropriate coverage formulation of both regular
mapping and high concentrations detection. We have also shown how connectivity
and coverage can be merged into one constraint in order to make the deployment
models less complex. More details about the three presented models can be found,
respectively, in [45–48].

Since the proposed models are integer linear programs, their complexity mainly
depends on the number of binary variables which represent the potential positions of
sensor nodes. Therefore, the execution time of solvers increases exponentially with
the area of the deployment region (if we keep the same spatial resolution ofmaps). As
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for the number of pollution snapshotswhich characterizeweather scenarios, it mainly
impacts the number of constraints. Hence, the execution time increases linearly with
the number of time frames.

We believe that our models can be extended in order to take into account the
network lifetime and mobile deployment. We provide hereafter some details about
how the extension of our models can be achieved.

Optimization of the network lifetime One possible solution is to base on the work
of [12] where authors define the energy constraints based on the flow concept. This
solution is viable since our models are also based on the flow concept. The idea is
to split the lifetime of the network into a sequence of time frames (a sequence of
minutes for instance) and enforce each sensor node to send a flow unit in each time
frame. Then, a new constraint should be added to the models in order to ensure that
for each sensor, the sum of the energy that is consumed in the set of time frames
is less than the energy of the battery of the sensor. The lifetime objective function
corresponds to the maximum number of time frames where the network is operating.

Mobile deployment Indeed, our models are designed for static networks, which
is argued by the fact that pollution sensors operate well when they are static [49].
However, sinks can be considered as mobile nodes, and this can be integrated into
our models based on existing mobile-sinks formulations such as the work of [12].
The idea is to consider a set of time frames as in the extension of network lifetime.
The mobile sink changes its positions in each time frame. Then, the flow constraints
should be formulated in order to ensure that the flow is conservative in the network
in each time frame. This means that in each time frame, each sensor generates a flow
unit and the sink node receives all the generated units.

8 Conclusion

Air pollution is becoming amajor problem of smart cities due to the increasing indus-
trialization and the massive urbanization. In this chapter, we focused on the use of
wireless sensor networks for the two main applications of air pollution monitoring:
regular mapping and the detection of threshold crossings. We addressed the deploy-
ment issue and presented three optimization models ensuring pollution coverage and
network connectivity with the minimum cost. Unlike the inadequate related works,
which are either generic or rely on a detection model, we based on the nature of the
phenomenon in order to provide realistic models.

We evaluated the impact of the parameters of the different models on the deploy-
ment results while using real data sets. Among our conclusions are the fact that
sensors should be placed at a height close to the one of pollution sources and the
fact that the size of the resulting network depends on the degree of the variations
of pollution concentrations within the deployment region. We also concluded that
the desired monitoring precision impacts well the density of sensors and hence the
connectivity of the network.
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As future work, we are trying to consider the impact of the nature of pollutants and
the urban topography on the coverage results. We are also working on the validation
of our deployment models.
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12. Keskin, M.E., Altınel, İ.K., Aras, N., Ersoy, C.:Wireless sensor network lifetimemaximization
by optimal sensor deployment, activity scheduling, data routing and sink mobility. Ad Hoc
Netw. 17, 18–36 (2014)

13. Rebai,M., Snoussi,H.,Hnaien, F.,Khoukhi, L., et al.: Sensor deployment optimizationmethods
to achieve both coverage and connectivity in wireless sensor networks. Comput. Oper. Res. 59,
11–21 (2015)

14. Sengupta, S., Das, S., Nasir, M., Panigrahi, B.K.: Multi-objective node deployment in wsns: In
search of an optimal trade-off among coverage, lifetime, energy consumption, and connectivity.
Eng. Appl. Artif. Intell. 26(1), 405–416 (2013)

http://www.who.int/phe/health_topics/outdoorair/databases/FINAL_HAP_AAP_BoD_24March2014.pdf
http://www.who.int/phe/health_topics/outdoorair/databases/FINAL_HAP_AAP_BoD_24March2014.pdf
http://www.airparif.fr/en/index/index
http://www.airparif.fr/en/index/index
http://www.etsi.org/deliver/etsi_tr/103000_103099/103055/01.01.01_60/tr_103055v010101p.pdf
http://www.etsi.org/deliver/etsi_tr/103000_103099/103055/01.01.01_60/tr_103055v010101p.pdf


144 A. Boubrima et al.

15. Guney, E., Altinel, I., Aras, N., Ersoy, C.: Efficient integer programming formulations for opti-
mum sink location and routing in wireless sensor networks. In: 23rd International Symposium
on ISCIS’08. IEEE, pp. 1–6 (2008)
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Mobile Coverage

Hyunbum Kim

Abstract In wireless sensor networks, a coverage is largely classified into three
categories: area coverage, barrier coverage, sweep coverage. The area coverage is
to perform a static deployment of sensors with a possible use of mobility of sensors
so as to maximize the total area. The barrier coverage is to construct barriers which
are able to detect penetrations of intruders. The sweep coverage is to monitor specific
points of interests (PoI) periodically where the coverage at each PoI should be time-
variant. This chapter deals with those coverage categories based on the mobility of
sensors. Then, for each coverage, we focus on introducing various research problems
and critical issues by mobile sensors including how mobile sensors can be applied
to the problems in the coverage area in order to achieve specific objectives defined
by systems. Also, we describe various strategies and their solutions by those novel
approaches in the specific area.

1 Area Coverage Using Mobility

The area coverage is to focus on maximizing the total given area in wireless sensor
networks [1–5]. A mobility of sensors can be utilized in the area coverage. We will
review several issues and problems under the area coverage.

1.1 Area Coverage Problem by Mobile Sensor Deployment
Using Potential Fields

Howard et al. [7] introduced the deployment problem of mobile sensors within an
unknown environment. Each mobile sensor has abilities of sensing, computation,
communication, and locomotion. In particular, the locomotion allows various useful
network features including self-deploy, which is starting from initial configuration
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and the sensors in the network can spread out so that the covered area is maximized.
Howard et al. [7] proposed a potential-field-based approach in which sensors are
considered as virtual particles.

1.1.1 Potential Fields

Without global maps, Howard et al. [7] considered the concept of potential fields
which were used in mobile robotics. The fields can be constructed by the way that
each sensor is repelled by obstacles and by other sensors in order to allow sensors to
spread out throughout the environment.

Then, the basic potential field scheme is as follows.
A sensor is subject to a force F which is a gradient of scalar potential fieldU . So,

we have:
F = − �U (1)

Then, we consider the potential field into two parts: one fieldUo for obstacles and
another fieldUn for other nodes. Note that these fields allow repulsive forces Fo and
Fn . It follows thatU = Uo +Un and F = Fo + Fn . Assume that ko is a constant for
the strength of the field Uo and ri is the Euclidean distance between the sensor and
obstacle i . If we consider that each sensor and each obstacle takes an electric change,
then the resultant electrostatic potential can be:

Uo = ko
∑

i

1

ri
(2)

The result is for all obstacles which can be seen by the sensor ko.
Suppose that x is a location of the sensor and xi is a location of obstacle i. ri can

be computed as ri = |xi − x | and r ′
i = xi − x . Then, the total force Fo can be:

Fo = −dUo

dx
= −

∑

i

dUo

dri
· dri
dx

(3)

With this, we can obtain the following derivation:

Fo = −ko
∑

i

1

ri 2
· r

′
i

ri
(4)

Also, we note the force is for the relative positions ri of obstacles rather than their
absolute locations xi .

On the other hand, let us consider the potential field Un for other nodes. Then,
with ri is the relative location of sensor i , we can express the potential Un and force
Fn as follows:
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Un = −kn
∑

i

1

ri
(5)

Fn = −kn
∑

i

1

ri 2
· r

′
i

ri
(6)

1.1.2 The Equation of Motion and the Control Law

Assume that ẍ is an acceleration of the sensor, m is its mass, v is the viscosity
coefficient, and ẋ is the sensor velocity. We describe that a trajectory of the sensor
(subject to force F) is calculated based on Equation of Motion as follows:

ẍ = (F − vẋ)

m
(7)

A virtual physical system can be mapped into a real physical system consisting
of real nodes. These sensors will construct a form of velocity controller. It follows
that the mapping from virtual to real physical system can be performed by a control
law mapping a virtual force onto a velocity control vector. Assume that v′ is the
commanded velocity at some time t and�v′ is the change in the commanded velocity
between t and t + �t . Then, the change in commanded velocity is computed as
follows:

�v′ ← (F − vv′)
m · �t

(8)

With the assumption that amax is the biggest allowable change of velocity, we
can consider that x and y components of �v′ are clipped on condition that −amax ≤
�v′ ≤ amax . Then, the commanded velocity v′ is decided as follows:

v′ ← v′ + �v′ (9)

Similarly, it is clipped on condition that −vmax ≤ v′ ≤ vmax where vmax is the
largest allowable velocity.

1.1.3 Area Coverage with a Time Interval

In [8], Liu et al. studied the area coverage of both stationary and mobile sensor
networks. They defined area coverage, area coverage over a time interval formally
as follows.

Definition 1 (Area coverage) At time t , the area coverage fa(t) is the fraction of
the geographical region which is covered by at least one sensor node.
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Definition 2 (Area coverage over a time interval) During time interval [0, t), fi (t)
is the fraction of the geographical region which are covered by at least one sensor
node within [0, t).

In [8], Liu et al. considered the density of the Poisson point process as λ. Because
a sensor covers a range r , the initial configuration of the network is expressed by a
Poisson Boolean model B(λ, r). Based on the definition and settings, Liu et al. [8]
proposed the following Theorem 1 about the stationary sensor network.

Theorem 1 At any given time instant t > 0, the area coverage for a stationary
network with B(λ, r) is fa(t) = 1 − e−λπr2

For the Theorem 1, the proof is shown by [8, 9] as follows.

Proof Assume we have a bounded area R and the vacancy V within R is the region
in R not covered by sensor nodes.

V =
∫

R
(χ(x)dx,whereχ(x) is 1if x is not covered. Otherwise,χ(x) is 0.

ByFubini’s theorem,weget E(V ) = ∫
R(χ(x))dx .We assume there is an arbitrary

point x within R and the number of sensors that covers x is N . Also, let us assume
that the point x is covered by at least one sensor within r . It follows that N is able to
have Poisson distribution with λπr2. So, we have the following equations.

E{(χ(x))} = P(x is not covered) = P(N = 0) = e−λπr2 .

And, we have E(V ) = ∫
R E{(χ(x))}dx = ‖R‖e−λπr2 .

Since the derivation is independent from R, we have the following area coverage.

fa = 1 − E(V )

‖R‖ = 1 − e−λπr2 .

For stationary sensor networks, a point within a region has two cases: it is covered
or not covered. Note that the area coverage does not change during time.

Liu et al. [8] also considered a sensormobility. Figure1 depicts the effect of sensor
mobility about area coverage. Figure1a represents the initial network configuration
at time 0. The solid disks show the area being covered at the given time instant. Also,
Fig. 1b shows the effect of sensor mobility during time interval [0, t). The union of
the shared area and the solid disks depicts the region being covered during the time
interval [0, t).

Then, for effect by sensor mobility on the area coverage, Liu et al. [8] proposed
the following Theorem 2.

Theorem 2 Assume that we have a sensor network B(λ, r) at time t = 0 such that
sensors are moving by the random mobility model.
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Fig. 1 Coverage of mobile sensor network with a time interval

1. At any given time instant t > 0, the fraction of the covered area is

fa(t) = 1 − e−λπr2 , where ∀t ≥ 0.

2. The fraction of area which has been covered at least once during interval [0, t)
is

fi (t) = 1 − e−λ(πr2+2r E |Vs |t)

To prove Theorem 2, Liu et al. [8] showed the below proof.

Proof Assume that sensor nodes have initial locations and we apply the random
mobility model. At any time instant t , the positions of the sensor nodes generate
two-dimensional Poisson point process. Then, the ration of the region covered at
time t is still equivalent to in the initial setting, fa(t) = 1 − e−λπr2 . By Fig. 1, each
sensor nodes covers a shape of a racetrack whose expected region is

α = E[πr2 + 2rVst] = πr2 + 2r E[Vs]t,

where E[vs] = ∫ Vmax

0 f sV (V )dV is considered as the expected sensor speed.
Moreover, the area coverage depends on the distribution of the random shaped

only by its expected region. Hence, we can derive

fi (t) = 1 − e−αλ = 1 − e−λ(πr2+2r E |Vs |t).
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1.2 Constrained Coverage by Mobile Sensors

The mobile sensors in the network can be used for various objectives such as collec-
tion of data, repairing the static sensors. Also, for those objectives, the deployment
strategy is important because it can provide sensor coverage to meet specific local
constraint (i.e., node degree) and global constraint (i.e., network connectivity). Also,
a constrained coverage is the problem to find a deployment formation thatmaximizes
the collective coverage by sensors such that constraints are satisfied. Based on the
observation, Poduri et al. [10] considered the constrained coverage by autonomous
mobile sensors such that the constraint of node degree is satisfied.

1.2.1 Constrained Coverage Problem

Assume thatwe have no global positioning system (GPS). Also, let us assume sensors
are able to to do omnidirectional motion and each sensor can verify the exact relative
range and its neighbors. Suppose that the quality of sensing (communication) is
constant within Rs (Rc) and is zero outside the sensing range. We also define two
sensors have a neighbor relationship if theEuclidean distance between them is atmost
the communication range Rc. With this setting, we define the constrained coverage
problem as follows.

Definition 3 (constrained coverage) Given a set of mobile sensors N with isotropic
radial sensor range Rs and isotropic radio communication range Rc, the constrained
coverage problem is to deploy sensors so that the deployed formation is to maximize
the sensor coverage of the network satisfying the constraint that each sensor has at
least k neighbors.

Also, the normalized per-node coverage can be defined as:

coverage = (covered area by network)

NπRs
2 (10)

Theorem 3 The OSPP is NP-complete [11].

For Theorem 3, we prove OSPP is NP-complete.

1.3 Cooperative Dynamic Coverage by Static Sensors and
Mobile Sensors

The objective of mobile sensors is to maximize some metric of information such
as monitoring coverage, probability of event detection while we have constraints on
energy or detection time. Lambrou et al. [11] considered the use of mobile sensors
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to enhance the area coverage for the environment of sparse static sensors. With the
mixed use of static sensors and mobile sensors, Lambrou et al. [11] introduced an
OSPP (Optimal Search Path problem) that is to find the optimal path to maximize
the dynamic area coverage.

1.3.1 Dynamic Area Coverage

Suppose that we consider a sparse sensor network with a numerous number of static
sensors and a few mobile sensors, which are deployed in the square-shaped area. Let
us assume that we have a set of static sensors S with Snum = |S| which are randomly
deployed in area A where each sensor is located at x̂i = (xi , yi ), i = 1, 2, ..., Snum .
Also, we have a set of mobile sensors M with Mnum = |M | and its position after
the kth time step is x̂i = (xi (k), yi (k)), i = 1, ..., Mnum, k = 0, 1, .... Also, assume
each sensor has a known sensing range rd and a known communication range rc > rd .
Every sensor is able to own location using a GPS and a localization. Figure2 shows
an example of mixed sensor network model with static sensors and mobile sensors
with a description of rd and rc. In particular, we define the set of all sensor nodes
N = S ∪ M and the total number of sensors is Nnum = Snum + Mnum . And, a sensor
s has neighbors which are positioned at a distance less than or equal to rc from s.
With the assumption that ‖ · ‖ means the Euclidean norm, the neighbors of s can be
denoted as follows:

Hrc(s) = { j : ‖x̂s − x̂ j‖ ≤ rc, j ∈ N , j �= s} (11)

We also define a static point event ê = (xe, ye) in A and the event r emits a signal,
which can be detected by near sensors. Its form is as follows:

se(x̂, t) = I (‖x̂ − ê‖ ≤ rd) · (u(t − t ON
e ) − u(t − t OFF

e )), (12)

Fig. 2 An example of mixed sensor network model
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where x̂ ∈ A and I (‖x̂ − ê‖ ≤ rd) is the indicator function that has 1 if the condition
‖x̂ − ê‖ ≤ rd is satisfied or 0, otherwise; also, u(t) is the step function; and t ON

e ,
t OFF
e are the times at which the event is turned ON and OFF . If the event occurs
within the sensing range of static sensor, it is detected immediately. But, if the event
occurs at a point that is not covered by any sensor, then it should be undetected.
Therefore, the mission of every mobile node is to sample the uncovered areas on
condition that the event within an uncovered area is detected completely with a
possible minimal time.

Then, we define the dynamic area coverage, referred as C , as follows.

Definition 4 (dynamic area coverage) The dynamic area coverage is an objective
function to be maximized by the mobile sensors. At any instant t , suppose I (x̂, t) is
an indicator function which returns 1 if the point x ∈ A is monitored by at least one
static or mobile sensor within the interval [0, t] and returns 0 otherwise. It follows
that I (x̂, t) = 1 if there is a sensor s ∈ S on condition that ‖x̂s − x̂‖ ≤ rd or if a sensor
s ∈ M passes from the point covered by x̂ , then ‖ ˆxs(k) − x̂‖ ≤ rd , where k · δt ≤ t
and δt is the sampling period.

Then, the coverage by the network at t can be expressed as:

C(t) = 1

A

∫

A
I (x̂, t)dx̂ (13)

With the assumption that the event occurs at any point of the area with equal
probability, C(t) defines the probability P(t) that a static event is monitored by at
least one sensor within time interval [0, t], where t ≤ T and T is the needed time of
mobile sensors to provide full coverage of the uncovered areas. The uncovered area
is the set of points which are not covered by any sensor. It can be defined as:

U (t) = {x̂ : I (x̂, t) = 0} (14)

The uncovered area may be composed of one ore more connected subsets. Then,
each connected subset is called as coverage hole.

Because mobile sensor move, they will cover new areas. Hence, a reasonable
objective function to be maximized by mobile sensors is also considered as dynamic
area coverage. It can be formulated as:

C(T ) =
∫ T

0
C(t)dt (15)

It follows that for a given T , C(T ) is to be maximized when the best trajectories
by mobile sensors return the best rate of coverage C(t) over time.
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1.3.2 OSPP Problem

Now, we define OSPP (Optimal Search Path Problem) is as follows.

Definition 5 (OSPP) The OSPP is to find the optimal path which maximizes the
dynamic area coverage C(T ) when T is given.

Theorem 4 The OSPP is NP-complete [11].

For Theorem 4, we prove OSPP is NP-complete.

Proof Firstly, we show that OSPP ∈ NP. Assume that we use the sequence of h
coverage holes found in the path as a certificate. The verification algorithm checks
that the sequence includes every hole and sums up the costs including Euclidean
distance interhole movement and hole searching and calculates if the sum is to be
minimum. This step can be done in polynomial time.

In order to prove that OSPP is NP-hard, we do a reduction from an arbitrary
instance of Euclidean path TSP (EpTSP), which is a well-known NP-hard problem
by [12] to a special instance of OSPP. Given the EpTSP instance (h, di j ) where h is
the number of cities and di j means the matrix for distance between cities, we choose
that M = 1 and this single mobile sensor is positioned in an arbitrary coverage hole
initially. Then, the static sensor deployment is such that it enables a definite number
of h holes and the area of each Ai , i = 1, 2, ..., h is set to Ai = 0 and we have finally
rd = 0. Therefore, the optimal trajectory of mobile sensor is the path that visits every
isolated uncovered points with the minimal distance. Because of these choices, the
optimal solution of the special case of OSPP problem will coincide with the optimal
solution of the EpTSP. So, we prove that OSPP is NP-complete. �

2 Barrier Coverage Using Mobility

A full coverage in wireless sensor networks monitor a whole area continuously. So,
it is guaranteed that any point in the given area is monitored by at least one or k
sensors. On the other hand, barrier coverage is a special type of partial coverage.
The concept of barrier coverage was initially introduced by Gage [6]. In the work,
they considered the barrier coverage based on robotic sensors. Then, in [13], Kumar
et al. introduced the notion of k-barriers using sensor nodes. With the construction
of k-barriers, the system can guarantee that an intruder’s penetration from one side
to the other side is detected by at least k distinct sensor nodes. Since it is proper
for various important applications such as border protection and intrusion detection
[13–15] and it has an advantage of reducing the number of sensors to perform the
detection of the penetration when compared with full coverage, the barrier-coverage
has been one of critical research areas in wireless sensor networks.
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2.1 Barrier Coverage to Detect Mobile Objects

Basically, k-barriers were introduced by Kumar et al. [13]. Those k-barriers are
able to provide that at least k distinct sensors detect any intruders penetration which
moves from one side to the other side in the given square-shaped area. Also, weak
and strong barriers were defined by Liu et al. [16] and Li et al. [17]. Figure3
describes the concept of weak barrier in the given area. Suppose each circle depicts
the sensing range of sensor. Then, most orthogonal crossing paths (dotted lines) from
top to bottom are detected by at least one sensor. But, there is the possibility that
uncovered paths exist (see the solid path in Fig. 3). So, the barrier status is defined as
weak barrier. On the other hand, Fig. 4 shows the strong barrier. Also, suppose each
circle depicts the sensing range of sensor. The constructed barrier by shaded circles
provides a strong barrier such that no penetration of intruders (i.e., dotted lines) can
cross the region undetected.

Also, local barrier was introduced by Chen et al. [18]. Based on the observation
on which movements are highly likely to pursue a shorter path in crossing a given
region, the local barrier guarantees the detection of every intruder movement whose
penetration trajectory is restricted to a slice of the belt region. The proponents showed
that each sensor is able to decide the existence of local barrier that the region of
interest is temporarily curved. And, for some intrusion detection applications, only
one direction of crossing area could be illegal. One-way barrier considers such a
situation. So, if a given area is covered by one-way barrier, the one-way barrier
systems will detect the penetration if and only if an attacker is crossing with pre-
specified direction. Figure5 represents one-way barrier. Suppose the sensing range
of each sensor is depicted as the circle. Then, the shaded one-way barrier can trigger
an alarm for the penetration by pre-specified direction. As seen in Fig. 5, crossing
trajectory (solid lines) from bottom to top is detected as illegal. But, the movement

Fig. 3 An example of weak barrier
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Fig. 4 An example of strong barrier

Fig. 5 An example of one-way barrier

with the opposite direction (dotted lines) is considered as legal and sensor do not
report them.

2.2 Strong k-Barrier Coverage Using Mobility

Ban et al. [20] studied how to build strong k-barrier coverage with energy-efficiency
by minimizing energy consumption for mobile sensors. They defined two research
problems: 1-BCME problem and 1-GBME problem.
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2.2.1 1-BCME Problem

Assume that n mobile sensors have initial random locations in a two-dimensional
rectangular-shaped area A with a width w and the length l. So, we have a set of
sensors, S = {s1, s2, ..., sn}. The initial position of sensor si is represented as (xi , yi )
and its moved location is also defined as (x̂i , ŷi ). Also, assume that each sensor has
an equal sensing range Rs and knows own geographic location information. Note
that using the movements of mobile sensors from their initial locations, the objective
is to construct barrier coverage in the given area. Because the movement of sensors
basically consumes much resource, it is critical how to provide the relocation of
sensors with a minimum energy consumption.

Then, 1-BCME (1-Barrier Coverage ofMinimumEnergy consumption) problem
is defined as follows.

Definition 6 (1-BCME) Given a rectangular strip A and a set of mobile sensors S,
1-BCME problem is to verify a subset Sc of S and the relocating location (x̂i , ŷi ) for
a sensor si within Sc such that the total movement distance of every moving sensor
is minimized and one sensor barrier within A should be formed by those movements
of mobile sensors.

2.2.2 1-GBME Problem

Suppose we divide the area A into N grids where each grid has an equal size. That
is, it is defined as N = nl × nw, nl = l/2Rs�, nw = w/2Rs�. Also, assume that
the set of center positions of grids is G = {g1, g2, ..., gN }, where gi represents the
center position of the ith grid. Since a grid can get 1-barrier coverage if only one
sensor is positioned at its center location, we consider that the relocating position of
each sensor is chosen from G. Also, assume that if the sensor si is moving to the g j ,
then the variable xi j is set to 1, and otherwise, xi j is set to 0. The distance between
si and g j is defined as di j . Based on this setting, a sensor barrier is called as a grid
barrier. In the grid barrier, each sensor is positioned at the center position of the grid
and the distance between two neighbor sensors is at most 2 · Rs . Figure6 shows an
example of grid barrier. Within A, a grid is depicted as a small square and a sensor
is represented as a small shaded circle. As it can been seen in Fig. 6, we can construct
1-barrier coverage after we form a grid barrier by mobile sensors.

Then, we consider the problem how to generate a grid barrier with the mini-
mal movement distance. That is, the 1-GBME (1-Grid Barrier Minimum Energy
consumption) is defined formally as follows.

Definition 7 (1-GBME) Given the set G of central points of grids within a rectan-
gular strip A and a set of mobile sensors S, 1-GBME problem is to decide a subset
Sg in S and the destination location pi from G for each sensor si in Sg on condition
that that the total movement distance of every moving sensor is minimized and a grid
barrier within A should be formed by those movements of mobile sensors.
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Fig. 6 An example of grid barrier

Ban et al. [20] proved the 1-GBME problem is NP-hard by restrictions to the
Knapsack Problem [21].

Theorem 5 1-GBME problem is NP-hard.

Proof We first create two restrictions of 1-GBME problem.
Restriction 1: Let di j = dik , where ∀ j, k ∈ G, ∀i ∈ S. For any sensor si , the dis-

tance from si to any grid is equal.
Restriction 2: The number of mobile sensors consisting of a grid barrier is not

greater than k.
Then, the movement distance of the sensor is only related to own position by

Restriction 1. (e.g., when we choose a sensor, its moving distance is fixed.) It follows
that the total movement distance is only related to the set of chosen sensors.

If we assume that ci is a cost if sensor si relocates to g j , ci increases as di decreases
where ci = 1/di .

Then, it is proved that 1-GBME problem can be reduced to a new problem
which chooses sensors from S with no more than k on condition that the total cost is
maximized. So, the new problem also can be formulated as follows.

Minimize
n∑

i=1

ci · xi (16)

Subject to:∑n
i=1 1 · xi ≤ k

xi = {0, 1} ∀i , i = 1, 2, ..., n
This formulation is equivalent to Linear Programming Model of Knapsack

Problem [21] which is NP-hard. Therefore, we prove 1-GBME problem is
NP-hard. �
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2.3 Minimizing the Maximum Sensor Movement for Barrier
Coverage of a Linear Domain

Chen et al. [22] studied the problem of moving mobile sensors on a line to construct
a barrier coverage of a specified segment of the line on condition that the maximum
movement distance of the sensor is minimized.

2.3.1 BCLS Problem

Assume that B = [0, L] is the barrier which is a line segment from x = 0 to x =
L > 0 on the x-axis. We have the set of mobile sensors, S = {s1, s2, ..., sn}, which
is initially positioned on the x-axis. Also, a sensor si (si ∈ S) has a sensing range,
ri > 0 and each sensor is positioned at the coordinate xi for the x-axis, where x1 ≤
x2 ≤ · · · ≤ xn . We define that if a sensor si is on the location x̂i , then si covers the
interval [x̂i − ri , x̂i + ri ] that is referred as the covering interval of sensor si . With
these settings, we define BCLS (Barrier Coverage on a Line Segment) problem as
follows.

Definition 8 (BCLS) Given a set of sensors S and the barrier B, BCLS problem
is to identify a set of destinations on the x-axis, {y1, y2, ..., yn} for mobile sensors,
where ∀si ∈ S, si moves from xi to yi on condition that every location on the barrier
B is covered by at least one sensor and the maximum movement distance of mobile
sensors is minimized.

So, with the assumption of 2 ·∑n
i=1 ri ≥ L , the BCLS problem also can be

formulated as follows.
Minimize

n
max
i=1

|xi − yi | (17)

The decision version of BCLS problem is to decide if there is a feasible solution
in which the movement distance of each sensor is at most λ, where λ ≥ 0. Then,
according to the ranges of sensors, the decision version of BCLS has two cases:
uniform case and general case.

If we consider the range ri of every sensor is homogenous, then this case is defined
as uniform case. On the other hand, if the sensors have arbitrary ranges, this case is
considered as general case.

2.4 Minimizing the Maximum Movement by Mobile Sensors
for Barrier Coverage in the Plane

Motivated by Chen et al. [22] to solve the 1-D (line segment) MinMax barrier
coverageproblem,Li et al. [23] introduced the2-DMinMax barrier coverageproblem
to move mobile sensors in a two-dimensional plane in order to construct a barrier
coverage of a specified line segment within the plane.
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2.4.1 2-D MinMax Problem

Suppose that we have a barrier B which is a line segment on the x-axis in the two-
dimensional planewith starting point [0, 0] and ending point [L , 0]. Also, assume that
we have a set of nmobile sensors S = {s1, s2, ..., sn} and the sensors are positioned in
the plan with initial positions p1, p2, ..., pn , respectively. Also, a sensing range r of
every sensor is equal. Then, a sensor si has own coordinates of the position pi , which
is denoted by (xi , yi ). Also, suppose that the barrier line B is covered by all sensor
ranges sufficiently. So, we can express it as

∑n
i=1 r ≥ L . Note that any sensor in S

is movable and is able to relocate itself from the initial location to another targeted
location. So, the moving distance of the sensor should be the distance between initial
location and the targeted final location of sensor. With these settings, we define 2-D
MinMax problem as follows.

Definition 9 (2-D MinMax) Given a barrier B and a set of sensors S = {s1, s2, ...,
sn} with initial positions p1, p2, ..., pn , the 2-D MinMax problem is to search for
the final positions p̂1, p̂2, ..., p̂n of the mobile sensors in S on the line segment B
such that the maximum moving distance of the sensors is minimized.

Then, the 2-D MinMax problem is formulated as follows.

Minimize
n

max
i=1

distance(pi , p̂i ) (18)

Also, suppose R = ∑n
i=1 r . If we consider the case R = L , then the 2-DMinMax

problem is equivalent to a linear bottleneck assignment problem [24]. The problem
is to assign n sensors to n grid points on a line segment. If we assume the cost is the
moving distance of sensor from initial location to a grid point, an objective of the
problem is to search for an optimal assignment to minimize the maximum cost.

2.5 Distributed Coordination of Mobile Sensors for Barrier
Coverage

Though mobile sensors have the potential to satisfy the coverage requirements, it
is a critical issue for a distributed approach to meet these requirements. And it is
challenging to meet the required goals for energy consumption, scalability, deploy-
ment time as well as to meet dynamic barrier coverage requirements for recovering
failed sensors. For those issues, Silvestri et al. [25] proposed MobiBar which is
an asynchronous and distributed deployment algorithm for k-barrier coverage using
mobile sensors.

2.5.1 Mobi Bar Problem

Assume that we have N number of mobile sensors which are deployed over a rect-
angular area, BoI with the size L × W , where L ≥ W . Also, assume sensors have
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low-cost GPS so that it is possible for sensors to do localization and positioning
inaccuracies, bounded by a maximum error εLOC . Suppose that Rmin

tx and Rmin
s are

are the minimum communication and sensing range over BoI , respectively. So, it
is set to σ ≤ min{Rmin

tx , 2Rmin
s } − 2εLOC which means that two sensors at a dis-

tance σ between them can communicate and their ranges are overlapped despite of
positioning and localization errors.

Also, the system assumes that a sensor is able to move in any direction within
BoI with a speed of vmax m/s. And the system does not consider any special type
of sensor (i.e., sink) to coordinate the movements.

Definition 10 (Mobi Bar ) Given N number of sensors over a BoI of size L × W
and the consideration of localization inaccuracies,Mobi Bar problem is to reposition
mobile sensors to construct strong k-barrier coverage on condition that every crossing
path from a long edge of the BoI to the another side intersects the sensing ranges of
at least k distinct sensors.

Silvestri et al. [25] also considers a deployment with the maximum number of
barriers, which are parallel to the long edges of the BoI . Then, a lower bound of the
maximum number of barriers is calculated as follows.

The maximum number of sensors which can be located at a distance σ over the
length L of the BoI is  L

σ
+ 1. Hence, a lower bound for the maximum number of

barrier Bmax is calculated as follows.

Bmax = � N

 L
σ
� + 1

� (19)

2.6 Event-Driven Partial Barrier Coverage

In barrier coverage area, Kim et al. [26] introduced a new framework of barriers,
which is referred as event-driven partial barrier-coverage. It supports the event-
driven environment that has several properties. (1) The set of considered multiple
hubs is changed frequently. (2) Whenever a new event occurs or a new hub is added
to the system, a formation of barriers can be updated. Then, the event-driven partial
barrier-coverage guarantees that any moving objects are able to be detected between
hubs in the event-driven environment.

2.6.1 System Model

In the system, let us consider a square-shaped area A and a set of mobile sensor nodes
S with size n have initial random locations in the area A. After their deployments, a
sensor keeps own location to minimize energy consumption. Also, we have a set of
interested hub H with sizem where a hub is considered as a specific point in the given
field. There exists several paths between two hubs. Also, it is possible that the set of
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hubs are updated often (i.e., addition of new hubs). In the system, we assume that
every sensor has an equal amount of resource as well as has an equal communication
radius r .

Define that two sensors s1 and s2 are connected with each other and are considered
as neighbors if the euclidian distance between two sensors is atmost 2 · r . Also, given
Hi, j as a hub pair for the hub hi and h j , we define node-disjoint path is a sequence
of sensor nodes, s1, s2, . . . , sk , between two hubs hi , h j ∈ Hi, j with the following
requirements.

• sp and sp+1 are connected with neighbors, where 1 ≤ p ≤ n − 1.
• s1 is a neighbor of one hub hi and sk is a neighbor of another side hub h j .
• 1 ≤ i, j ≤ m and 1 ≤ k ≤ n, i �= j .

We formally describe the several definition which is used in the system as follows.

Definition 11 (e-barriers) Given the found set of paths connected by sensors
between each hub pair. e-barrier is a subset of sensors on paths between two hubs
hi , h j . With the construction of the e-barrier, at least one sensor of e-barrier is able
to detect any movements of objects on paths.

Definition 12 (event-driven partial barriers) Given the found set of e-barriers for
each hub pair in the network, the event-driven partial barrier is a subset of e-barriers.
Also, k-event-driven partial barriers, called as k-EP barriers, provides a guaranteed
detection of mobile objects on paths by at least k sensors for each hub pair.

Note that there may exist several node-disjoint paths for a hub pair Hi, j . So,
we have a set of node-disjoint paths PHi, j = p1, p2, ..., pa between a hub pair Hi, j ,
where a > 0.Moreover, by Definition 11, multiple e-barriers can be formed between
two hubs on condition that each e-barrier is independent, which means there are no
common sensors with other e-barriers between the hubs hi , h j . That is, we have a
set of e-barriers, Ei, j = e1, e2, ..., eb, where b > 0. And each e-barrier consists of a
sequence of connected sensors, s1, s2, . . . , sa , where s1 ∈ p1, s2 ∈ p2, ..., sa ∈ pa .

2.6.2 MinSkEP Problem

Basically, the term partial in event-driven partial barrier in Definition 12 implies
reduciblewith dependency in the system.Because some sensors are commonmember
among e-barriers at different hub pairs, one critical issue of event-driven partial
barrier indicates how to construct k-event-driven partial barriers (k-EP barriers)
efficiently using the property of dependency among e-barriers.

Based on the above issue, our problem is defined formally as follows.

Definition 13 (MinSkE P) Given a set of wireless sensor nodes S and a set of hubs
H deployed over an square-shaped area A, the minimum number of sensors for k-E P
barriers (MinSkE P) problem is to minimize the number of sensors so as to form
k-EP barriers among given hub pairs.
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Figure7 shows initial status of the proposed system. Suppose that a set of sensors
are randomly deployed in the two-dimensional area A, which a sensor is represented
as a small circle. Also, we suppose a set of hubs H = {h1, h2, h3, h4, h5, h6}, and
then, we have three hub pairs such as H1,2 = {h1, h2}, H3,4 = {h3, h4}, H5,6 = {h5, h6}.
In Fig. 7, a hub is depicted as a small triangle. Then, suppose that we have found
node-disjoint paths (or independent paths) between each hub pair, which each path is
described as a dotted line between two hubs. In Fig. 7, we have PH1,2 = p1, p2, p3, p4,
PH3,4 = p5, p6, p7, PH5,6 = p8, p9, p10, respectively.

Also, Fig. 8 is an example of the constructed k-EP barriers with k = 3. With the
created k-EP barriers with k = 3, we guarantee that at least k (=3) sensors can detect
any movement of objects among hub pairs. To solve the MinSkE P problem, we
choose the set of e-barriers: e1, e2, e3 for H1,2, e4, e5, e6 for H3,4 and e7, e8, e9 for
H5,6, which each e-barrier is depicted as a solid line in Fig. 8. Remind that we should
use the possible minimum number of sensors to solve MinSkE P problem. In Fig.
8, we have used 25 sensor nodes to construct k-EP barriers with k = 3.

2.6.3 Construction of Event-Driven Partial Barriers

For an initial setup, we perform the following steps to search for possible node-
disjoint paths PHi, j for hub pairs.

Step 1.
A flow graph G = (V (G ), E(G )) is generated as follows.

• For every sensor s ∈ S, put two vertices sin and sout into V (G ).
• For each sensor s ∈ S, include a directed edge −−−−→sin, sout to E(G ).

Fig. 7 Initial status with a
set of sensors, a set of hubs,
and a set of node-disjoint
path between hubs
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Fig. 8 Construction of
k-EP barriers with k = 3

• For every pair of sensor nodes s and t in S that are neighbors, add two directed
edges −−−−→sout , uin ,

−−−−→uout , sin into E(G ).
• Add hubs hi and h j to V (G ).
• Add an edge (hi , sin) to V (G ) for a neighbor sensor s of hi
• Also, consider to add an edge (sout , h j ) to V (G ) for a neighbor sensor s of h j .

Step 2.
Assign a capacity of 1 to each edge in the flow graph G = (V (G ), E(G )). Given
a source hi and a destination h j , implement a maximum flow algorithm, such as
Edmonds–Karp algorithm [27]. We note that a flow is equal to a node-disjoint path
from hi to h j . So, we finally get the set of node-disjoint paths PHi, j for every hub pair.
Then, we find a set of e-barriers, Ei, j = e1, e2, ..., eb, where b > 0. Each e-barrier
is independent and it is created by a sequence of sensor nodes on the found PHi, j .
For example, the sensors in e1 cannot be used at e2. For every hub pair hi , h j ∈ H ,
we implement the Step 1 and 2. It follows that we can calculate a different set of
e-barriers Ei, j for every hub pair.
Step 3.
For each sensor, calculate its frequency which is the number of times used in con-
structed e-barriers of different hub pairs.

Then, the pseudocode by Step 1, 2, 3 is represented inAlgorithm 1which is named
as Initial-Setup.

In order to solve MinSkE P problem, Kim et al. [26] introduced two approaches:
Greedy-Shared-Barrier and Greedy-Shared-Sensor. Both approaches returns EPS
which is the number of sensors of consisting of complete k-EP barriers.
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Algorithm 1 Initial-Setup
Inputs: S, H, r, k
1: search for a set of node-disjoint path, PHi, j , for each hub pair Hi, j ;
2: calculate a set of e-barrier, Ei, j , for each Hi, j ;
3: set a frequency of each sensor shared by different e-barriers: fi = 0;
4: for each sensor si , identify if si is utilized as e-barrier in a different hub pair;
5: if there exists then
6: increase a frequency of si as fi++;
7: end if

For Greedy-Shared-Barrier, the above steps are iterated until k-EP barriers are
generated.

• Verify e-barrier emax with the maximum number of shared sensors by other e-
barriers.

• Identify e-barriers affected by sensors emax .
• Activate the identified e-barriers as k-EP barriers.
• Search for a sensor set Sact in the activated e-barriers and then calculate the size
of Sact as |Sact |.

• Add |Sact | into EPS.

Also, the pseudocode is described in Algorithm 2.

Algorithm 2 Greedy-Shared-Barrier
Inputs: S, H, r, k, Output: EPS
1: set EPS = 0;
2: call Algorithm 1 for Initial-Setup;
3: while k-EP barriers are not built do
4: set a set of current activated e-barriers: Eact = ∅;
5: set a sensor set which is affected by Eact : Sact = ∅;
6: choose emax with the largest number of shared sensors by other e-barriers;
7: activate emax as well as e-barriers which are affected by sensors in emax ;
8: add emax and the activated e-barriers to Eact ;
9: update Eact to k-EP barriers;
10: verify Sact that is covered by Eact ;
11: update EPS = EPS + |Sact |;
12: if k-EP barriers are constructed then
13: break;
14: end if
15: end while
16: return EPS

On the other hand, for Greedy-Shared-Sensor, the above steps are repeated until
k-EP barriers are constructed.

• Search for a sensor smax with the largest frequency.
• Verify e-barriers covering smax and then update those e-barriers as k-EP barriers.
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• Identify a sensor set Sact affected by the updated e-barriers and then calculate
|Sact |.

• Increase EPS by adding |Sact |.
Then, the pseudocode of Greedy-Shared-Sensor is described in Algorithm 3.

Algorithm 3 Greedy-Shared-Sensor
Inputs: S, H, r, k, Output: EPS
1: set EPS = 0;
2: call Algorithm 1 for Initial-Setup;
3: while k-EP barriers are not formed do
4: set Eact = ∅;
5: set Sact = ∅;
6: identify a sensor smax with the largest frequency fmax ;
7: active e-barriers affected by smax and add them to Eact ;
8: update Eact to k-EP barriers;
9: find Sact which is covered by Eact ;
10: verify Sact that is included in Eact ;
11: update EPS = EPS + |Sact |;
12: if k-EP barriers are constructed then
13: break;
14: end if
15: end while
16: return EPS

2.7 Resilient Event-Driven Partial Barrier Coverage Using
Mobile Sensors

After k-EP barriers inmobile sensor networks are constructed, theremay exist sensor
failures due to energy exhaustion of sensors. So, the management of those failures
should be considered to support the system continuously. Because of dependency
property of k-EP barriers, a failure of some sensor in k-EP barriers may cause not
only a crack of k-EP barriers but also a demolition of the whole system for event-
driven barrier coverage. Kim et al. [28] deal with this critical issue, and then, we
review which problem is addressed formally and which strategy can be applied.

2.7.1 Resilient Event-Driven Partial Barriers

To handle the sensor failures in k-EP barrier, we simply may consider additional
deployments ofmobile sensors into the network.But, those simple addition of sensors
will increase the cost of maintenance. Therefore, it is highly appropriate to use the
current deployed mobile sensors in the field in order to solve the failures of sensors.
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It follows that the movements by existing mobile sensors are utilized to recover both
the sensor failures and the collapsed k-EP barriers without any addition of sensors.

Now, we formally define a resilient event-driven partial barriers.

Definition 14 (resilient event-driven partial carriers) Given a set of mobile sensors
S and a set of hubs H in a square-shaped area A, assume that k-EP barriers have
been constructed initially.When initial k-EP barriers are collapsed because of sensor
failures, resilient event-driven partial barriers are to remedy those failures bymobile
sensors and to keep complete k-EP barriers continuously.

2.7.2 MinTMove Problem

Note that the mobility of sensors are used to perform various objectives. But, the
energy of mobile sensors is basically limited and also the movement operation of
sensors consumes much more energy than other operations by sensors (i.e., compu-
tation) [29]. Also, since it is difficult for mobile sensor to be recharged after their
initial deployment, minimizing movement of mobile sensors should be an important
issue in wireless sensor networks [30–33].

Similarly, the minimum movement of sensors are desirable to support resilient
event-driven partial barriers. Then, we define this problem formally as follows.

Definition 15 (MinT Move) Given the collapsed initial k-EP barriers by sensor
failures, MinT Move problem is to minimize a total movement of mobile sensors so
as to keep complete k-EP barriers continuously using mobility of sensors without
any additional deployment of sensors.

It has been known that a difficulty of MinTMove problem to provide an efficient
fault management is a dependency property of event-driven partial barriers. We
simply may not apply a strategy that we choose the sensor with a minimal distance
from the failure sensor and locate the sensor to the position of failed sensor becausewe
may have additional serious problem such as an occurrence of another lost connection
within current k-EP barriers by the movement. Furthermore, we should keep current
network status equally when compared with initial network status, i.e., the same
number of node-disjoint paths. Hence, the moving strategy including the selection
of moving sensors should be considered carefully to solve MinT Move problem and
to maximize the network lifetime.

Now, we show several scenarios or cases of moving sensor selections in Figs. 9,
10, 11, and 12. At those figures, suppose that a sensor is represented as a small circle,
a hub is depicted as a small triangle. Also, assume that a node-disjoint path between
two hubs is described as a dotted line and the constructed k-EP barriers with k = 3
are represented as solid lines. Then, we have two hub pairs: H1,2 = {h1, h2}, H3,4 =
{h3, h4}. As k-EP barriers with k = 3, there exist e1, e2, e3 between h1 and h2 and
e4, e5, e6 between h3 and h4.

Figure9 shows an occurrence of sensor failure. Suppose a sensor f in e5 is failed
due to its energy depletion. Such a failure of sensor f will cause a demolition of
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Fig. 9 Occurrence of failure

Fig. 10 Possible sensor movement case 1
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Fig. 11 Possible sensor movement case 2

Fig. 12 Possible sensor movement case 3
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k-EP barriers by lost connections with sensor c, d, j . That is, we have lost edges
f, c, f, d , f, j because of the failure in the network.
To remedy the sensor failure, the sensor a with the minimum distance for f can

move to the position f and then be replaced as Fig. 10. This movement allows us to
recover the failure f . However, we may have an additional lost edge if the moved
position is out of communication range of sensor b. (i.e., the euclidian distance
between the moved position and b is greater than 2 · r ). The lost edge will also cause
the collapse of one node-disjoint path between h3 and h4.

Figure11 describes the selection of next closest sensor cwhich is a part of another
node-disjoint path between h3 and h4. If a sensor c moves to the position of failure
sensor as Fig. 11, the failure will be recovered. However, such a movement of c may
result in additional lost connections with sensor t and u if the moved position is out
of communication range with t and u. What is worse, the node-disjoint path will not
be maintained if t is out of communication range with u.

Then, as Fig. 12, wemay select the next possible closest sensor g, which is located
on the equal node-disjoint path with the failure sensor f . After a sensor f is replaced
by g, we may have lost connection if the new position of g is still within the commu-
nication range of sensor i . If so, this case should provide the case of the appropriate
movement selection.

2.7.3 Construction of Resilient Event-Driven Partial Barriers Using
Movements of Mobile Sensors

Because we simply cannot choose the closest sensor to replace the failed sensor
due to the dependency property of k-EP barriers, the moving strategy should be
considered carefully to solve MinT Move problem. Kim et al. [28] proposed a
heuristic approach, referred as Greedy-Point-Movement, to decide moving sensors
to recover from failures. Before implementing Greedy-Point-Movement approach, it
requires we need to identify the set of failed sensors, F by checking the all deployed
sensors where the number of sensors is n. The Greedy-Point-Movement has the
following steps.

• Select a failed sensor s f from the set of failed sensors, F .
• Search for the closest node with s f .
• Case 1: If the closest sensor sc1 is available on a hub path and is not a part of another
barrier within k-EP barriers, then verify if we have any loss of node-disjoint path
between hubs when the sc1 moves into a position of s f .

– If there exists any lost connection, go to Case 2.
– If not, move the sensor sc1 to the position of s f and add the movement distance
m to a total moving distance totalmove.

• Case 2: If sc1 is a part of of another barrierwithin current k-EP barriers, then search
for the next closest sensor sc2 on the node-disjoint hub path. Also, we verify if we
have any loss of node-disjoint path when sc2 moves to sc1 .
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– If there exists any lost connection, go to Case 3.
– If not, move the sensor sc2 to the position of sc1 and also move sc1 to the position
of s f . And add the movement distance by both movements to a total moving
distance totalmove.

• Case 3: If current closest sensor sc2 for s f is not satisfied by Case 1 and 2, find the
next closest sensor sc3 of s f and verify if the sensor is satisfied by Case 1 or Case
2.

• If all failed sensors are recovered and k-EP barriers are constructed, return
totalmove. Otherwise, return f ailure.

Then, we present the pseudocode of Greedy-Point-Movement in Algorithm 4.

Algorithm 4 Greedy-Point-Movement
Inputs: S, H, F, r, k, n, Output: totalmove or f ailure
1: set totalmove = 0;
2: while k-EP barriers are not formed do
3: choose a failure sensor s f from F ;
4: set current closest rank i = 1;
5: set m = 0;
6: while s f is not recovered do
7: search for the closest sensor sci from s f ;
8: if sci is not exploited at another e-barrier then
9: verify if there exists any lost connection when sci moves to a position of s f ;
10: if there is no lost connection then
11: move sci to the position of s f ;
12: add m to totalmove;
13: break;
14: end if
15: else if sci is a part of another e-barrier then
16: i++;
17: search for the next closest sensor sci from s f ;
18: verify if there exists any lost connection when sci moves to a position of s f ;
19: if there is no lost connection then
20: move sci to the position of s f ;
21: add m to totalmove;
22: break;
23: end if
24: else
25: i++;
26: end if
27: if we cannot find sci to replace with s f without lost connection then
28: return f ailure
29: end if
30: end while
31: end while
32: return totalmove
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2.8 Barrier Coverage of Variable Bounded-Range
Line-of-Sight Guards

Though many studies focused on barrier coverage of the square-shaped region, the
barrier coverage in various shaped areas also has been studied. Kloder et al. [34] for-
malized the problem of barrier which is to prevent undetected intrusion in a particular
region using mobile entity such as mobile sensors, robots.

2.8.1 Problem Statement

Let us consider a mobile object which is called as intruder. The intruder can be
located at some point inside a start region S1 and may try to enter some stop region
S2. A barrier can be defined as the set of sensors (or robots) formation which allows
us to guarantee the penetration of intruders from entering S2 should be detected by at
least one sensor. Kloder et al. [34] defines these robots or sensors as guards. Simply,
they also can be considered as fences.

Suppose that a point of intruder (xI , yI ) ∈ R2 and the intruder can only be in the
obstacle-free space W ⊂ R2. Also, assume that the intruder is located in the start set
S1 ⊂ W and can move to some location in the stop set S2 ⊂ W, where S1 and S2 are
bounded by polygons. Also, we assume that guards can see a straight line until they
go outside of ranges. Figure13 describes a sample of barrier problem domain.

Then, a guard g j can be defined as q j = (x j , y j , θ j , r j ) ∈ R2 × S1 × R+. The
guard is positioned at (x j , y j ) which is with direction θ j up to a distance of its range
ri . And suppose that guards are not able to see through walls. In addition, for a
guard q = (x, y, θ , r), we define that a visibili t yregion V (q) is the set of points

Fig. 13 Sample of barrier
problem domain. The shaded
areas represent obstacles
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which q can check. Because a guard q has a straight-line view, V (q) should be the
maximum connected component of {x + kcosθ , y + ksinθ)|0 ≤ k ≤ r} ∩ W which
includes (x, y). So, these guards are called as segment guards.

Then, we can define that a set of guards {q1, q2, ..., qn} is a barrier if and only
if every path from S1 to S2 in W intersects V (q j ) for at least one j . It follows that
{q1, q2, ..., qn} is a barrier if and only if S1 and S2 are within separate connected
components of W − ⊔n

j=1 V (q j ).
With these settings, our objective is to search for theminimum length barrier. That

is, for a set of guards {q1, q2, ..., qn}, the objective of the problem can be formulated
as follows.

Minimize
n∑

j=1

r j (20)

2.9 Barrier Coverage by Mobile Sensors of Polygon Region

Bhattacharya et al. [35] consider a barrier by mobile sensors in the planar region. It
follows that they considered how to move mobile sensors to the perimeter of a region
delimited by a polygon.

2.9.1 MinSum Problem on a Simple Polygon

Given a geometric planar region, let us assume that each sensor identifies the region
to be barrier covered and sensors are able to move autonomously in the region. Then,
sensors can move from their starting locations to the new locations on the perimeter
of the polygon. It follows that we should decide how tomove those sensors within the
polygon region in order to minimize a total movement distances of mobile sensors.
W call this as theMinSum barrier coverage problem. Figure14 shows themovement
issue in polygon region, where a sensor is depicted as small circle. The left side of
Fig. 14 shows initial locations of sensors in the polygon region and the right side of
Fig. 14 represents the status that sensors move from initial positions to the specific
perimeter locations to repair the possible security hole and prevent the penetrations
of intruders into the polygon.

Suppose P be a simple polygon and PB be the boundary of P . Also, assume that
PB is oriented in the clockwise direction. Let P1, P2, ..., Pm be the vertices of P
ordered in the positive direction and suppose the edges of P be e1, e2, ..., em , where
ei has endpoints Pi and Pi+1, 1 ≤ i ≤ m. Also, we consider n mobile sensors that
are positioned in the interior or on the perimeter of P . And assume that each sensor
knows own geometric coordinates and the simple polygon. In more detail, n sensors
are located at locations L1, L2, ..., Ln . Let L̂ i be the destination location of Li on
PB, where i = 1, 2, ..., n. In the problem, we consider mobile sensors have the only
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Fig. 14 Sensor’s movement from initial location to the location on the perimeter of a polygon
region

straight-line movement trajectory and mobile sensors have unrestricted movements
(i.e., it is possible to move sensors outside the boundary of the polygon).

Then, for ∀i , i = 1, 2, ..., n, the objective of the problem can be formulated as
follows.

Minimize
n∑

i=1

distance(Li , L̂ i ) (21)

3 Sweep Coverage Using Mobility

In this section, we study sweep coverage based on mobility of sensors. The concept
of sweep coverage was introduced by Gage [6] firstly. Then, Cheng et al. [36, 37]
formally defined the system model and problems of sweep coverage. Different from
previous static coverage, the sweep coverageonlymonitors specific points of interests
(PoI) periodically and the coverage at each PoI should be time-variant.

3.1 Sweep Coverage in Sensor Networks

Some applications may have dynamic requirements of the time dimension. For the
application of patrol inspection, instead of monitoring an entire area at any moment,
specific points of interest (PoI) can be monitored periodically, which is defined as
sweep coverage introduced by Cheng et al. [36, 37]. Different from static coverage,
sweep coverage considers that each PoI is time-variant with a guaranteed coverage
interval. Hence, simply apply traditional scheme of static coverage is not appropriate.

Figures15, 16, and 17 show an example of sweep coverage with PoI in area
A. Within those figures, a point of interest is depicted as a small circle. Figure15
describes a set of PoI. So, we have 14 points from a to n within area A. Then, Fig. 16
shows the sweep coverage with one mobile sensor. A trajectory of the sensor is rep-
resented as a directed dotted edge. So, for sweep coverage, the mobile sensor is able
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Fig. 15 An example of
initial PoI

Fig. 16 An example of
sweep coverage with one
mobile sensor

to visit to PoI with the order of {a, b, c, ...,m, n, a}. Also, Fig. 17 explains the case
of sweep coveragewith four mobile sensors. As is is seen in Fig. 17, we consider four
subareas such as A-1, A-2, A-3, A-4, respectively. Each subarea is monitored by one
mobile sensor. Then, for A-1, the visiting order by a mobile sensor is {a, b,m, n, a}.
For A-2, a visiting trajectory of a mobile sensor will will be {c, d, e, c}. For A-3,
a visiting trajectory should be { f, g, h, i, f }. Also, a mobile sensor will do own
movement as { j, k, l, j} to perform sweep coverage.
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Fig. 17 An example of sweep coverage with four mobile sensors

3.1.1 Min-sensor Sweep-Coverage Problem

Let us assume that we have a set of mobile sensors, S = {s1, s2, ..., sn}. Those mobile
sensors are randomly or strategically used to cover m points of interests (PoI), H =
{h1, h2, ..., hm}, in the area. Also let us assume that di, j is the Euclidean distance
between PoI hi and h j and every sensor has the equal moving speed v. And, at a
specific time moment, a PoI is visited by a sensor if and only if the sensor is located
at the PoI. In sweep coverage, it is required that the PoI should be monitored at least
once with a specific time interval to ensure that we provide an event detection in a
certain delay bound. Then, based on these settings, three important definitions, which
are referred as t-sweep coverage, coverage scheme α and global t-sweep coverage,
are represented as follows.

Definition 16 (t-sweep coverage) Given a set of sensors S and a set of PoI H , a PoI
is to be t-sweep covered by a coverage scheme α if and only if it is monitored at
least once with every t time intervals by mobile sensors performed by α.

Definition 17 (coverage schemeα) A coverage schemeα is a schedule of themobile
sensor movement. If a PoI is t-sweep covered, then the time unit r is defined as the
sweep period of the PoI. Also, it is possible different PoI can follow different sweep
periods. So, the PoI hi should be monitored once at every ti time unit.

Definition 18 (global t-sweep coverage) A set of PoI H is to be globally t-sweep
covered by a coverage scheme α if and only if every PoI hi in H is ti -sweep covered
by α.

Note that if ti = t for every PoI, it is said to be a simplified problem referred as
global t-sweep coverage. Based on this definition, we formally define min-sensor
sweep-coverage problem as follows.
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Definition 19 (min-sensor sweep-coverage problem) Given a set of sensors S
and a set of PoI H , the min-sensor sweep-coverage problem is to decide the
minimum number of mobile sensors to meet the desired global sweep coverage
with the constraints of ti -sweep coverage for each PoI.

Based on the Definition of global t-sweep coverage, Du et al. [38] also formally
defined the problem for global t-sweep coverage with minimum mobile sensors.
Given the graph G(V, E) where V is the vertex set with m PoI and E is the edge set
with the straight lines between every pair of PoI. Also, consider that the straight line
between PoI hi and h j has the length di j · Ti as a weight, where Ti is a starting time
of measurement and t is the sweep period of PoI. Then, for ∀[Ti , Ti + t], the integer
variable Xi js can be defined as follows.

Xi js =
{
1, if sensor s passesEi j

0, otherwise.

We formally define the global t-sweep coverage with minimum mobile sensors
as follows.

Minimizem (22)

Subject to:

n∑

i=1

n∑

j=1

Xi js |di j | ≤ L = vt, (∀[Ti , Ti + t], s = 1, 2, 3, ...,m) (23)

n∑

i=1

Xilp ≥ 1, (∃p ∈ {1, 2, 3, ...,m}, l = 1, 2, 3, ..., n) (24)

Equation (23) means that the path trajectory of mobile sensors is no greater than
the length L that is the maximum trajectory by the mobile sensor within t sweep
interval. And the total trajectory should be L = v · t . Equation (24) restricts that
every PoI should be visited by at least one of m sensors during every sweep interval.

3.1.2 Hardness of Min-sensor Sweep-Coverage Problem

Cheng et al. [36, 37] proved the min-sensor sweep-coverage problem is NP-
hard by showing a reduction from the Traveling Salesman Problem (TSP), which is
described at the following Theorem.

Theorem 6 Given a set of sensors S, a set of PoI H and the sweep coverage time
period requirement of PoI, min-sensor sweep-coverage problem is NP-hard.

We reduce the TSP problem to the min-sensor sweep-coverage problem so as
to prove the its NP hardness as follows.
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Proof Given a set ofm sitesU = {u1, u2, ..., um} in the two-dimensional plane. The
TSP problem’s objective is to find the shortest trajectory to visit every site once and
return to the starting location. The decision problem for TSP problem is checking if
there exists a cycle with a length which is not greater than given value L . Then, if
the given TSP problem (U, L) has a solution, L

v -sweep coverage can be supported
by one sensor. That is, all sites can be visited by a sensor at least once with every
L
v time interval. If the min-sensor sweep-coverage problem has a solution by one
sensor, the decision problem of TSP also has a solution. By any interval of t = L

v
time interval, every site should be visited by the sensor at least once by the coverage
scheme α. It follows that the coverage scheme α supports a trajectory on condition
that every site is visited at least once. Hence, the total distance of the trajectory is at
most L

v · v = L . By the reduction, we prove that the min-sensor sweep-coverage
problem is NP-hard. �
Theorem 7 Given a set of sensors S, a set of PoI H and the sweep coverage time
period requirement of PoI, min-sensor sweep-coverage problem cannot be approx-
imated with a factor of 2 unless P = N P.

Proof To show that the problem cannot have any polynomial time algorithm with a
approximation ratio ≤ 2 − ε where ε > 0 unless P = N P , let us assume, by con-
tradiction, that there exists the polynomial time approximation algorithm referred as
APPR. Also, let the decision problem of TSP with L be the distance of the optimal
trajectory of TSP. Then, the corresponding min-sensor sweep-coverage problem
still has an optimal solution by one mobile sensor. And the number of sensors imple-
mented by APPR should be at most (2 − ε) · 1. It follows that the optimal solution
should be 1 and this solution can be performed within polynomial time. So, this
implies that the original TSP has a solution. �

3.2 Area Sweep Coverage

Different from previous sweep coverage problem (or point sweep coverage, Gorain
and Mandal [40] introduced the concept of area sweep coverage that every point of
a bounded area should be covered at least once in a specified time interval. So, same
strategy used in point sweep coverage should not be utilized at area sweep coverage
because we have infinite number of points in the bounded area.

3.2.1 Area Sweep Coverage Problem

Suppose A is a given bounded area of interest (AoI) and we have a set of mobile
sensors S = {s1, s2, ..., sm}. The area A is said to be t-area sweep covered if and only
if every point of A is within the sensing range of at least one mobile sensor in every
t time interval, where t is a sweep period of the A. Then, we formally defined the
area sweep coverage problem as follows.
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Definition 20 (area sweep coverage) The area sweep coverage problem is to search
for the minimum number of mobile sensors on condition that every point of the given
area A is t-sweep covered for a given time interval t .

Now, we show the area sweep coverage problem is NP-complete in [40].

Theorem 8 The area sweep coverage problem is NP-complete.

Proof Given a set of mobile sensors with their corresponding path, it is possible to
check if every point of the AoI is covered at least once by a mobile sensor within
polynomial time. Therefore, the decision version of the area sweep coverage problem
is in NP. Li et al. [41] has shown that the problem of covering a bounded area with
the minimal number of static sensor is NP-hard. It follows that covering a bounded
area is a special case of the area sweep coverage problem if the sweep interval t
= 0. So, the decision version the area sweep coverage problem should be NP-hard.
Hence, we prove that the area sweep coverage problem is NP-complete. �

3.3 Energy Efficient Sweep Coverage

For sweep coverage, Gorain and Mandal [42] have used both static and mobile
sensors instead of using only mobile sensors. They have shown that the combination
of static and mobile sensors is more efficient when we consider the total number
of sensors for sweep coverage problem. With the use of static and mobile sensors,
Gorain and Mandal [42] introduced a concept of t-GSweep coverage, which is a
variation of sweep coverage problem.

Also, Gorain and Mandal [40] introduced an energy efficient sweep coverage
problem referred as EEGSweep coverage problem based on the t-GSweep cover-
age. For a given set of point, the goal of EEGSweep coverage problem is to minimize
energy consumption by a combined set of static and/or mobile sensors with guaran-
teed sweep coverage.

3.3.1 EEGSweep Coverage Problem

Firstly, we define t-GSweep coverage as follows.

Definition 21 (t-GSweep coverage) Suppose that a set of PoIU = {u1, u2, ..., un}
is given. Also, we have a set of static sensors S = {s1, s2, ..., sp} and a set of mobile
sensors M = {m1,m2, ...,mq}. Assume the speed of mobile sensors is equal. And
we define the time interval of t is the sweep period of the set of points U . For a
given time interval t > 0, the PoI ui is t-GSweep covered if an only if either of the
following two cases is satisfied: (1) A static sensor is deployed at ui which monitors
ui continuously. (2) At least onemobile sensor monitors ui with every t time interval.

According to the definition of t-GSweep coverage, we also define an energy
efficient sweep coverage problem, EEGSweep coverage problem, as follows.
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Definition 22 (EEGSweep coverage) Suppose that a set of PoIU = {u1, u2, ..., un}
is given. Also, we have a set of static sensors S = {s1, s2, ..., sp} and a set of mobile
sensors M = {m1,m2, ...,mq}. Assume that the speed of mobile sensors is same and
λ,μ be the energy consumption at every time unit for a static sensor and mobile
sensor. Then, the EEGSweep coverage problem is to find X static sensors (X ≤ p)
and Y mobile sensors (Y ≤ q) such that every point PoI inU is t-GSweep covered
and λX + μY is minimized.

Also, the following Theorem provides the complexity result of the EEGSweep
coverage problem.

Theorem 9 The EEGSweep coverage problem is NP-hard and it cannot be approx-
imated with a factor of 2 unless P = N P.

Proof When λ = μ, the EEGSweep coverage problem is reducible to the sweep
coverageproblembyLi et al. [37]. Thegoal of sweep coverageproblem is tominimize
total number of sensors. In [37], authors showed the sweep coverage problem is NP-
hard and cannot be approximatedwith a factor of 2 unless P = N P . Hence, we prove
that the EEGSweep coverage problem is also NP-hard and cannot be approximated
with a factor of 2 unless P = N P . �

3.3.2 SEEGSweep Coverage Problem

Moreover, Gorain andMandal [40] introduced a special case ofEEGSweep coverage
problem which is called as SEEGSweep coverage problem that every mobile sensor
visits the same subset of PoI to support t-GSweep coverage while static sensors are
applied to guarantee t-GSweep coverage. Then, we formally define the SEEGSweep
coverage problem as follows.

Definition 23 (SEEGSweep coverage) Assume that a set of PoIU = {u1, u2, ..., un}
is given. And, we have a set of static sensors S = {s1, s2, ..., sp} and a set of mobile
sensors M = {m1,m2, ...,mq}. Suppose that the moving speed of mobile sensors is
equal and λ,μ be the energy consumption at every time unit for a static sensor and
mobile sensor. Then, the SEEGSweep coverage problem is to find X static sensors
and Y mobile sensors such that:

(1) X static sensors provide t-GSweep coverage of X number of PoI ,
(2) The remaining PoI, n − X are t-GSweep covered by Y mobile sensors on

condition that each mobile sensor monitors n − X PoI,
(3) λX + μY is minimized.

3.3.3 ERSweep Coverage Problem

Sensors have limited resource such as limited power battery, So, it is difficult to
maintain sweep coverage for long-running applications without any recharge or any
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replacement for batteries in sensors as well as to recharge or replace batteries often.
Without loss of generality, after a specific time interval, those activities including
replacement can be implemented. Until the time interval, the sensors should use their
existing batteries to provide sweep coverage. Based on this observation, in [44],
Gorain and Mandal also defined a restricted sweep (ERSweep) coverage problem.

3.3.4 ERSweep Coverage Problem

In restricted sweep (ERSweep) coverage problem, we consider there is an upper
bound Z of energy utilization by a mobile sensor at every time interval τ . That
is, a mobile sensor consumes maximum energy Z within every time interval [τ ′ +
kτ, τ ′ + (k + 1)τ ], where τ ′ is the starting time of movement of the mobile sensor
and k are visiting points, k ≥ 0. Also, it is noted that when a mobile sensor has the
consumption of the energy Z before it completes a time interval, then the mobile
sensor ceases its activities such as movement, visiting PoI until the forthcoming time
interval.

Now, we formally define the ERSweep coverage problem as follows.

Definition 24 (ERSweep coverage) Suppose that a set of PoIU = {u1, u2, ..., un} is
given.Also,wehave a set ofmobile sensorsM = {m1,m2, ...,mq}. Also, suppose the
speed of mobile sensors is equal and let Z be the upper bound of energy consumption
by a mobile sensor at every τ time interval. Let ηi ≥ 0 be the energy consumption
of a mobile sensor in order to monitor PoI ui , where i = 1, 2, ..., n. Also, let μ be
the energy consumption by a movement of mobile sensor per unit time. Then, the
ERSweep coverage problem is to search optimal (or minimum) number of mobile
sensors on condition that every PoI in U is t-sweep covered when a given t > 0.

Furthermore, we note that when a mobile sensor has less than ηi energy before
monitoring PoI ui , the sensor partially finishes the visit and waits until the forthcom-
ing time period. Also, Gorain and Mandal [44] provided the following Theorem.

Theorem 10 The ERSweep coverage problem is NP-hard and it cannot be approx-
imated with a factor of 2 unless P = N P.

Proof If there is no visiting cost at PoI ui , (i.e., ηi = 0 f or1 ≤ i ≤ n and t = τ ,
μ · t = Z , a mobile sensor’s energy consumption within time t is Z that is the energy
consumption because of the sensor’s movement. In this particular case, the ERSweep
coverage problem is to verify the minimum number of mobile sensors to provide
a guaranteed sweep coverage with the set of PoI U , which it has been proved as
NP-hard and cannot be approximated with a factor of 2 unless P = N P by Li et
al. [37]. Hence, we prove that the ERSweep coverage problem is also NP-hard and
cannot be approximated with a factor of 2 unless P = N P . �
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3.4 Sweep Coverage Problem with the Shorten Trajectory
of Mobile Sensors

At previous research, the sweep coverage using a single mobile sensor is equivalent
to the Euclidean Traveling Salesman Problem (TSP). But, the sweep coverage using
multiple mobile sensor can be performed with the following ideas:

• For given PoI, we divide them into several PoI according to their locations. And,
we compute distinct TSP cycles by each mobile sensor [38, 39, 45, 47].

• We compute a global TSP cycle according to the PoI and then divide it into several
loop for each mobile sensor [48–50].

Feng et al. [51] found those two ideas may have disadvantages and neither of
them do not provide the optimal solutions for sweep coverage. Figures18 and 19
show the counterexamples. Suppose that a small circle is depicted as PoI and a small
triangle represents a mobile sensor. Figure18a shows two mobile sensors cover one
TSP cycle together with a total trajectory length of 6. But, as Fig. 18b, if the mobile
sensors have two separate cycles, then it is possible the trajectory length is reduced to
4. On the other hand, Fig. 19a describes that 6 PoI are sweep covered by two mobile
sensors with 2 distinct cycles. However, as Fig. 19b, we may have a better way with a
collaborate work in only one TSP cycle. From the examples, it is observed that either
working together with one TSP cycle or working separately with distinct cycles may
not give the optimal solution.

Feng et al. [51] considers the sweep coverage in which mobile sensors are able
to move along the equal trajectory or isolated trajectory. If all mobile sensors work
together, then the longest path decides the scanning interval referred as makespan.
Also, if we can reduce the length of the makespan path, then we also can shorten
the scanning interval. Based on this observation, Feng et al. [51] introduce M3SR
problem whose objective is to minimize the makespan of the mobile trajectories.

Fig. 18 A counterexample 1
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Fig. 19 A counterexample 2

3.4.1 ERSweep Coverage Problem

Suppose that we have a set of PoI P = {p1, p2, ..., pn} and a set of mobile sensors
S = {s1, s2, ..., sm} in the given field. Also, suppose the position of each PoI is given.
Then, we can define that PoI pi is covered if an only a mobile sensor s j takes to
pi . Assume the speed of mobile sensor is equal and mobile sensors can move along
the equal or different trajectories with other sensors. Assume also if several sensors
move along the equal path, then the length of sweep route will be divided equally.
Note that our objective is to minimize the sweep coverage duration that is equivalent
to minimize the longest sweep trajectory. Now, we define M3SR problem as follows.

Definition 25 (M3SR) Given the positions of n PoI and m mobile sensors, the
MinimumMakespan of Mobile Sweep Routes problem (M3SR problem) is to decide
the schedule of mobile sweep routes in order to shorten the makespan.

Also, for q ∈ {1, 2, ...,m}, we formulate the M3SR problem as follows.

Minimizeweightq(P) = maxi=1...q(
T SP(Pi

q )

|Siq |
) (25)

Subject to:
q⊔

i=1

Siq = S, (Siq �= 0) (26)

Siq
⋂

i �= j

S j
q = 0, (i, j ∈ {1, 2, ..., q}) (27)

q⊔

i=1

Pi
q = P, (Pi

q �= 0) (28)
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Pi
q

⋂

i �= j

P j
q = 0, (i, j ∈ {1, 2, ..., q}) (29)

We partition every PoI and mobile sensors into q classes (q ∈ {1, 2, ...,m}). Pi
q

and Siq represent the set of PoI and the set of mobile sensors which is related to
ith class. Suppose T SP(Pi

q ) is the lenth of the TSP cycle for PoI within ith class
and weightq(P) means the makespan of mobile sweep trajectories if every PoI and
mobile sensor is related to q distinct routes. Also, for each q, we get oneweightq(P)

and the minimum of those weightq(P) should be a solution of M3SR.
In addition, we show the 2D version of M3SR is NP-hard as follows.

Theorem 11 The 2D version of M3SR is NP-hard.

Proof Let us consider a special case, m = 1. Then, M3SR in 2D case is equivalent
to search for a shortest sweep route for a single mobile sensor to monitor every PoI.
It is a well known TSP which is NP-hard. It follows that the TSP is a special case of
the M3SR in 2D case. Hence, we proved that M3SR is NP-hard. �

It has been known that it is difficult to find aTSPwithin polynomial time.However,
if think the relationship between Traveling Salesman Problem and Minimum Span-
ning Tree Problem, it is possible to replace the T SP(Pi

q ) with MST (Pi
q). Then, the

MST can be converted into TSP cycle. Based on this, we also define a new problem
referred as MST -M3SR as follows.

Definition 26 (MST -M3SR)MST -M3SR is different fromMST -M3SR problem.

The difference is that weight (P) = maxi=1...q(
MST (Pi

q )

|Siq | ) in MST -M3SR problem,

where MST (Pi
q) is the weight of the minimum spanning tree for PoI in Pi

q .

3.5 Target Coverage and Network Connectivity Using Mobile
Sensors

A coverage of interest point and network connectivity can be considered as main
challenging issues in wireless sensor networks. Using the mobility of sensors, Liao
et al. [52] introduced the mobile sensor deployment problem, called as MSD prob-
lem, which requires careful deployment of mobile sensors in order to provide target
coverage and network connectivity with a minimum movement.

3.5.1 System Model

Let us assumewehave the set of targets T = {t1, t2, ..., tm}which are knownpositions
to be covered. Also, we have the set of mobile sensors S = {s1, s2, ..., sn} which are
deployed randomly in the given area. Then, the system model is defined as follows.
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Fig. 20 A example of the straight-line movement of mobile sensor from its initial location and the
target (destination P) for minimizing the moving distance

• Using GPS or a localization algorithm, each mobile sensor can estimate own
location. Also, the control center such as sink collects the information of sensors
and broadcasts the requests of movements to mobile sensors.

• We basically consider the obstacle-free area for the movement. If there exists
obstacles, we assume a sensor can decide an proper shortest trajectory to the
destination so as to bypass the obstacles on the path.

• By Bai et al. [53], the disk model is applied for two types of ranges: a sensing
range rs and a communication range rc. A target is said to be covered if and only
if there is at least one sensor within the sensing range rs centered at the target.

• By Tan et al. [54], the free mobility model is used in the system. So, sensors are
basically able to move to any direction and to stop at any location. A movement
distance of sensor is related to the energy consumption of sensor. So, more move-
ment results in more energy consumption of sensor. The movement distance of
sensor s to monitor target t is defined as dist (s, t) − rs , where dist (s, t) is the
Euclidean distance between s and t . Also, the dist (si , s j ) − rc is considered as the
movement distance for a connection between sensor si and s j .With the assumption
of the obstacle-free area for movement, a sensor has a straight-linemovement from
initial location to the target position until it touches the target’s coverage circle.
Figure20 shows an example of the straight-line movement of mobile sensor from
initial position to the target position in order to minimize the movement distance.

3.5.2 MSD Problem

Based on the system model, Liao et al. [52] defined MSD problem. It is given as
follows.

Definition 27 (MSD) Supposewehavem number of targets andn number ofmobile
sensors have initial random locations in the task area. The MSD problem is to
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minimize the movement of mobile sensors on condition that the following objectives
are performed after mobile sensors visit new locations:

(1) Each target is to be covered by at least one mobile sensor.
(2) By movements of all the moved sensors, the network is connected.

As defined in Definition 27, the MSD problem deals with two issues: target cov-
erage and network connectivity. It follows that the MSD problem can be partitioned
into two sub-problems. So, it is possible we conquer them one by one. To solve the
problems, we first consider how to deploy mobile sensors to cover targets with min-
imal movement distance. We define those sensors are coverage sensors. Then, we
consider the deployment of the rest sensors to support connectivity between coverage
sensors and the control center such as a sink.

Then, we formally define two sub-problems as follows.

Definition 28 (TCOV ) Assume we have m number of targets and n number of
mobile sensors have initial random locations in the task area. the TCOV problem is
to move sensors to new locations on condition that every target is to be covered and
the total moving distance of mobile sensors is minimized.

Definition 29 (NCON ) Suppose that we have a sink, the set of coverage sensors
and the rest mobile sensors after the TCOV problem is conquered. The NCON
problem is to find the deployment of the rest mobile sensors in order to provide
the connectivity between coverage sensors and the sink with a minimum moving
distance.

Now, we show TCOV problem is NP-hard. To do it, we first consider a special
case of TCOV , referred as TCOV ′ and prove TCOV ′ is NP-hard. It follows that we
can induce the NP-hardness of the original TCOV problem. The TCOV ′ problem
can be considered as a special case of TCOV that all the sensors have same positions
initially. That is, mobile sensor has same starting positions. Then, if there exists a
solution of TCOV , the TCOV ′ problem can be solved by locating mobile sensors
with same initial positions, but the converse cannot be followed.

Theorem 12 The TCOV′ problem is NP-hard.

Proof Let the power set of T be P(T ). Note that totally, there are n ∗ 2m number
of potential positions for the n mobile sensors in TCOV ′ problem. Then, it is said
that each potential position corresponds to a subset of T . For each potential position,
a weight W can be assigned as its corresponding element in P(T ), which can be
considered as the moving distance between the mobile sensor and the corresponding
potential position.

Then, the decision version of the TCOV ′ can be converted into the below set
cover problem.

Given the set of targets T and a finite number of weighted subsets of T whose
union consists of the universe, the set cover problem is to decide if there exist some
subsets whose total weight is less than equal to W on condition that the union of
those subsets includes all elements within T .
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It follows that the decision version of TCOV ′ is equivalent to the weighted set
cover problem [55] that has been known as NP-complete. Hence, we prove that
TCOV ′ is NP-hard. �

By the above Theorem 12 and its proof, it is proved that TCOV is also NP-hard
since TCOV ′ is a special case of TCOV .
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Energy-Aware Task Allocation in WSNs

Wanli Yu, Yanqiu Huang and Alberto Garcia-Ortiz

Abstract Complex wireless sensor network applications as those in Internet of
Things or in-network processing are pushing the requirements for energy efficiency
and data processing drastically. Executing the tasks of such complex applications
in a single node may lead it to die soon, since the nodes in WSNs are usually with
limited and generally irreplaceable power sources. How to distribute the tasks across
the network and simultaneously balance the energy consumption of each node to
achieve energy efficiency and to extend the network lifetime are crucial and urgent
requirements in WSNs. Energy-aware task allocation (sometimes also called work-
load distribution) technologies, which have been deeply studied in multiprocessor
systems, grid computing, and system on chip (SoC), are attracting the attention of the
research community inWSNs. Due to the limited energy source and computing capa-
bility as well as the wireless communication, the task allocation problem inWSNs is
different from traditional wired systems. This chapter provides an application-level
taxonomy and an in-depth review of task allocation approaches in WSNs. It enables
the readers to gain a clear view of current task allocation approaches, by taking the
evaluation metrics and the modeling methods of the problem into account.
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1 Introduction

Wireless sensor networks (WSNs) are composed of a larger number of low-cost
and low-power sensor nodes which are spatially distributed to monitor the physical
or environmental conditions. This key technology nowadays has been applied to a
wide variety of applications, such as monitoring of physical environments, enhanced
industrial control, remote health care, logistic, with vastly varying requirements and
characteristics. In almost any WSN application, energy efficiency is considered to
be a primary concern: The sensor nodes in WSNs are usually supplied by the limited
battery power; it is hard to recharge or replace the dying sensor nodes due to large
quantities or the harsh physical environments, which would lead to fragmentations
of the network and loss of potentially critical information. Therefore, many research
and industrial communities are devoted to studying how to achieve energy efficiency
and to extend the network lifetime of WSNs.

In traditionalWSN applications, the workloads are very simple and wireless com-
munication is usually the most energy-intensive process [1]. Specifically, a single-bit
transmission requires 1000 times the energy cost of a 32-bit computation in a classi-
cal architecture [2]. Thus, most of the previous researches mainly focus on reducing
the communication cost at the expense of increasing the computation cost. For exam-
ple, energy-efficient clustering and routing approaches have been proposed to con-
serve communication energy by reducing the transmission distance and balancing
the transmission loads within the clusters [3–5]. Alternatively, there are numerous
compression-based techniques that either focus on reducing the volumes of the trans-
mitting packets [6–8] or aim to decrease the transmission rate to achieve the energy
efficiency [9–11]. Also, a large number of sleep/wake-up schemes have been studied
to reduce the energy spent on idle states of the radio component [12, 13].

However, as more complex applications have been implemented in WSNs during
the past decade, such as Internet of Things or in-network processing, the computa-
tion energy consumption is comparable with or even larger than the communication
cost [14, 15]. Executing those computationally intensive applications may make the
sensor nodes die soon if the workloads of the tasks are not fairly distributed. In order
to achieve energy efficiency and to extend the network lifetime, it is necessary to con-
sider and balance properly the workload of not only the communication tasks but also
the sensing and processing tasks among the sensor nodes. Energy-aware task alloca-
tion, as one efficient solution to solve the energy balance problems, starts to attract
the attention ofWSN research community. Although task allocation approaches have
been deeply studied in multiprocessor systems, grid computing, and system on chip
(SoC), the limited battery power and computing capability of sensor nodes as well
as the wireless communication in WSNs make the problems difficult.

This chapter presents an application-level taxonomy and an in-depth analysis of
the task allocation approaches in WSNs. The structure is organized as follows: It
firstly studies the important evaluation metrics of the task allocation problem in
Sect. 2; then Sect. 3 presents the models of the tasks, networks, and cost functions of
theWSN nodes; the discussion of the classification of the task allocation approaches
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is shown in Sect. 4; the related detailed information of the approaches is presented
in Sects. 5 and 6, respectively; the conclusion is given in the last section.

1.1 Main Objectives and Challenges of Task Allocation
in WSNs

As mentioned earlier, the sensor nodes in WSNs are usually powered by limited
battery sources which are hard to recharge or replace. The straightforward objective
is to prolong the network lifetime. It does not mean just focusing on reducing the
energy consumption of a single node, the energy cost of all of the sensor nodes in the
network should be considered and balanced. If an improper task allocation scheme
is used, some sensor nodes in the network would quickly run out of energy because
of the overload, even if other sensor nodes still have plenty of residual energy. As a
result, the network cannot provide enough information for adequate time duration.
Thus, a good task allocation algorithm should be able to extend the network lifetime
by properly assigning the tasks of the application among the sensor nodes.

In addition to extend the network lifetime, a good task allocation algorithm also
needs to guarantee that the application can be completed before the deadlines. Espe-
cially,when some emergent scenarios appear, e.g., fire hazard ormilitary information,
even very short time delay could lead to an accident. Besides the overall time require-
ment, it is also necessary to consider the individual time requirement of each sensor
node when executing the assigned tasks to better match the media access control
(MAC) and routing protocols. For example, when the time-division multiple access
(TDMA) is applied, each sensor node has to finish its tasks before transmitting at the
settled time slot.

As seen, task allocation in WSNs is a complex process with multiple heteroge-
neous requirements. It needs to conserve the limited resources of the sensor nodes
and to be very energy efficient. Currently, most of the task allocation algorithms
only provide static task allocation solutions, which is not sufficient for the dynamic
networks. For example, when some new sensor nodes are added to the network, a
fast feedback is required to reassign the tasks to the sensor nodes. Therefore, how to
design an online task allocation algorithm with less complexity to adapt the network
changes is a main challenge.

Although the traditional centralized algorithms are easy to implement, a central-
ized decision maker has to collect all of the information of the network, which could
result in a large time delay. Furthermore, the robustness of the algorithms has to be
considered because of the instability of the wireless links and the accidental failure
or block of the sensor nodes. To this end, distributed task allocation algorithm which
is able to provide fault-tolerant mechanism is one of the most important trends in the
future.



196 W. Yu et al.

2 The Evaluation Metrics of Task Allocation Approaches

This section introduces the metrics which are used to evaluate the performance of
the task allocation approaches. The metrics utilized by most research works mainly
include network lifetime, network energy consumption and residual energy distribu-
tion, time requirement and fault tolerance.

• Network Lifetime
Network lifetime is one of the most important characteristics in WSNs. Due to the
energy constraints as analyzed in Sect. 1, the straightforward evaluation metric
is how long the network lifetime can be extended by using the task allocation
algorithms. There are many parameters influencing network lifetime, e.g., the
number of the alive sensor nodes in the network, the coverage and connectivity of
the network. Therefore, the precise definitions of the network lifetime (NL) vary
in relevant literature. The common definitions are presented as follows:

(a) Defining NL according to the number of died sensor nodes: NL is defined as
the time when k (1 ≤ k ≤ K ) out the total K sensor nodes in the network die.

(b) Defining NL according to the network coverage: When the region of interest is
covered by less than k sensor nodes, the network ends.

(c) Defining NL according to the network connectivity: The network is considered
to die when there are less than k sensor nodes which have a path to the sink
node.

(d) Defining NL according to the quality of service: NL is defined as the time until
the network cannot guarantee the application requirements.

Although there are so many different definitions of the network lifetime, the most
frequently used definition in existing literature is k out K sensor nodes die. Espe-
cially when k = 1, which means the network lifetime is defined as the time when
the first sensor node runs out of energy. In this chapter, we mainly focus on the
studies which are using this network lifetime definition.

• Network Energy Consumption and Residual Energy Distribution
In addition to the metric of network lifetime, the overall network energy con-
sumption and residual energy distribution are also preferred by many researches
to estimate the performances of the task allocation approaches. Several studies
assume that a certain amount of energy can be used for the whole network. The
network is out of functionality when this energy is completely depleted [16, 17].
Therefore, minimizing the summation of all sensor nodes’ energy consumption
(termed as network energy consumption) is the main focus. In addition, the stan-
dard deviation of the residual energy of each sensor node is used by a number of
publications to evaluate the task allocation methods [18–21]. A smaller value of
the residual energy distribution represents more balanced lifetime of each sensor
node, which indicates a better performance of the methods.

• Time Requirement
In WSNs, the time requirement is another important metric that needs to be con-
sidered [16, 20–24]. In many WSN applications, it is mandatory to know the
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presence of some events fast to make a quick response. The time requirements
of different applications vary. Typically, the makespan from the first task being
executed to the last one being completed should be no longer than a prescribed
time. Moreover, the time requirement should also be satisfied for specific sensor
network communication protocols.

• Fault Tolerance
The reliability of the performance of sensor nodes in WSNs is mainly subject to
several crucial impact factors, such as the wireless link errors, the hardware (sens-
ing unit or wireless transceiver) failures and malicious attacks. In order to better
understand the monitored physical or environmental scenarios, fault tolerance is
one of the critical issues that needs to be considered in task allocation problem for
WSNs [17].

3 Modeling Application Tasks, Networks and Cost
Functions of Sensor Nodes

The models of the application tasks, networks and cost functions of WSN nodes are
the bases for formulating the task allocation problem. The accuracy of the energy
model especially affects the performance of the approaches when they are used in
reality. This section presents these basic modelings, and the related notations used
for the modelings are listed in Table 1.

3.1 Application Tasks Model

Typically, a WSN application is made up of a set of computationally in-network
processing tasks [15, 16, 23–25]. The corresponding tasks and their relationships

Table 1 Notations used for the modelings

Notation The meaning of each notation

vi The i th vertex (task) of the modeled DAG graph (application)

wi The computational workload of task vi

ei j The communication from task vi to v j

li j The amount of transmitted data from task vi to v j

Nk The kth node

fk , Pk The processing speed and power of node Nk

tp_ki ,ep_ki The execution time and energy cost of node Nk for executing task vi

to_k , eo_k The time duration and energy cost of node Nk for communication
overhead activities

tcmm_k The communication time of node Nk

Etx_k , Erx_k The transmitting and receiving energy cost of node Nk

trel_k , Erel_k The relay time duration and energy cost of node Nk
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Fig. 1 An example of a
directed acyclic graph (DAG)

DAG

can be modeled as a directed acyclic graph (DAG). By analyzing the well-designed
data flow of the specific WSN application, the energy efficiency can be optimized
accordingly.

Figure 1 shows one example of a DAG graph, G = (V , E), where V = [v1, . . . ,
v6] and E = [e12, . . . , e56]. Each vertex vi ∈ V represents a task which is connected
to others by directed edges. The computational workload of vi is the total number of
CPU clock cycles needed to execute the task, which is denoted as wi . Each directed
edge ei j ∈ E stands for the communication from task vi to v j . The weight on ei j , li j ,
usually represents the amount of transmitted data in bits.

Each task vi consumes the data received from its predecessors, generates the data
and transmits to its successors. Given a directed edge ei j , vi is called the predecessor
of v j , and v j is the successor of vi . In this case, task vi has the higher priority than
v j , which means that the successor cannot be executed until it receives the data from
all of its predecessors. In Fig. 1, for example, if task v5 needs to be executed, it
has to firstly receive the data from its predecessors v3 and v4. A task without any
predecessor is called source task, which is typically assumed as the sensing task.1 It
does not have any predecessor and has the highest priority. Note that the requirements
of the sensing assignments vary for different applications. It also should be noted
that only the sensor nodes execute the sensing tasks.

3.2 Network Model

AWSN is composed of a set of sensor nodes (e.g., K sensor nodes) deployed in the
monitoring area. For generality, we consider these K sensor nodes are heterogeneous,
i.e., they could have different processing speeds, battery capacities and transmission
ranges. The sensor nodes are connected by either single hop or multi-hop wireless
communications according to different network structures. For concreteness, we
introduce two typical types of network structures: multi-hop mesh and hierarchical
cluster networks.2

1The number of the source tasks are not limited to one, it is determined by specific applications.
2Note that, the network structures of WSNs are not limited to multi-hop mesh and hierarchical
cluster, there are also other types, such as location-based network structures.



Energy-Aware Task Allocation in WSNs 199

Fig. 2 A multi-hop mesh
WSN (the dotted lines
represent the wireless hops)

• Multi-hop Mesh WSN
Inmulti-hopmeshWSNs, all the sensor nodes are considered equal with respect to
their roles and functionalities. In addition to the abilities of sensing, processing, and
transmitting, each sensor node also can operate as a relay node. The observation
of each sensor node is propagated by multiple wireless hops from the first relay
node to the next one until the observation reaches the destination (sink node). All
of the neighbor nodes within the transmission range of the sender are able to act as
the relay node. The selection of the transmission path depends on the used routing
protocol. A multi-hop mesh WSN is shown in Fig. 2.

• Hierarchical Cluster WSN
In hierarchical cluster WSNs, all the sensor nodes are grouped into different clus-
ters and each cluster is usually made up of one leader node (cluster head) and
several leaf nodes as shown in Fig. 3. The workload of the application is com-
pleted through the cooperation of the leaf nodes and the cluster head. Each leaf
node is in charge of sensing and then either directly transmitting the raw data to the
cluster head or preprocessing the data before the transmission. The cluster head is
in charge of receiving data and executing further processing; after that, it forwards
the processed data to the sink node by either direct transmission or multiple hops
among the cluster heads. Typically, the sink node does not have energy constraints
and each cluster works independently. Many studies mainly focus on the activities
within the cluster [8, 15, 23].

3.3 Cost Functions

Thenetwork lifetimedepends on the energy consumptionof eachnode in the network.
We formulate the energy cost of the activities of the nodes in this section.

In multi-hop mesh WSN, each node performs the execution of the tasks (either
sensing or processing or both of them) and transmitting, also they can work as the
relay nodes to receive the neighbors’ information and forward them. Besides, when
the node completes all of the assigned tasks, it goes to sleep mode to save energy.
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Fig. 3 Ahierarchical cluster-basedWSN (dotted lines represent thewireless hops among the cluster
heads)

For generality, we consider that each node may have different energy parameters.
Assuming there are K nodes (N1, . . . , Nk, . . . , NK ) in the network, the execution
time of node Nk for executing the task vi is:

tp_ki = wi

fk
(1)

where wi is the processing workload of task vi and fk (Hz) is the processing speed
of node Nk . Correspondingly, the energy consumption can be formulated as:

ep_ki = Pk tp_ki (2)

where Pk (unit: J/s) is the average power consumption of node Nk .
As reported in [23], the communication cost of a WSN node includes the energy

cost of not only the data packets communication and but also the overhead activi-
ties. The activities of the communication overhead consist of radio start-up, channel
accessing, control packets, turnaround, idle listening, overhearing, and collision,
which can sometimes have a major impact on the communication consumption.
Thus, the one-hop communication time of node Nk is:

tcmm_k = to_k + L

Bandwidth
(3)

where to_k is the time duration of the overhead activities and L is the amount of the
data to be transmitted. According to the most popularly used communication energy
model [23, 26], the cost of node Nk for transmitting and receiving L bits of data,
Etx_k and Erx_k , can be expressed as:
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Etx_k = eo_k + (eelc + εamp d
α) L = eo_k + etx L

Erx_k = eo_k + eelc L = eo_k + erx L
(4)

where eo_k is the energy consumption of the overhead activities; eelc is the energy
dissipated by the electronic circuits of the transceiver to transmit or receive 1 bit
of data; εamp is the energy cost of the transmitter amplifier for transmitting 1 bit of
data at 1 m distance; and α is the path loss exponent which is typically in the range
2 ≤ α ≤ 4 decided by the different environments [27]. Note that, if there aremultiple
tasks executed in node Nk , the inter-node communications among these tasks can be
avoided.

When node Nk operates as a relay node, it firstly receives the data from the
previous sensor node and then transmits the data to next one. The time and energy
consumption of Nk when it executes the relay workloads, trel_k and Erel_k , can be
expressed as:

trel_k = 2 tcmm_k

Erel_k = Etx_k + Erx_k
(5)

In cluster-based WSNs, the cost functions of each node are the same as in multi-
hop mesh networks except for the following two points:

(a) There is no relay energy consumption among the nodes.
(b) The cluster head has to iteratively receive the data from its leaf nodes and process

the received data.

4 Classification of Task Allocation Approaches in WSNs

This section introduces the taxonomy of the task allocation approaches in WSNs.
Before presenting the classification used in this chapter, somebasic parameters for the
classification are firstly given. In addition to the network structure and the evaluation
metrics, there are also several important parameters worthy to be reportedwith regard
to the whole task allocation procedure in WSNs, i.e., types of the tasks, optimality
of the solutions and the flexibility of the approaches.

• Types of the Tasks
The objective of a WSN is to monitor the physical or environmental conditions. It
typically involves measuring the data, processing the measurements and commu-
nicating the results to the users. Therefore, a WSN application consists of three
main types of tasks: sensing tasks, processing tasks, and communicating tasks.
As widely acknowledged, the communicating tasks require the most energy con-
sumption. This phenomena is changing recently. As more complex applications
in WSNs appear, the sensing tasks and processing tasks need to be considered as
well.

• Optimality of the Solutions
Some approaches are able to provide the optimal solutions, while others only
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can supply the suboptimal solutions. Normally, obtaining the optimal solutions
increases the computational cost dramatically. The task allocation problem in
WSNshas beenproved to beNP-hard [15]. Thus,manyworks focus on the heuristic
algorithms to obtain the suboptimal task allocation solutions with lower complex-
ity. However, for the cluster-based WSNs, the number of the sensor nodes in each
cluster is relatively small, which makes the optimal solutions available for each
cluster. A number of studies formulate the task allocation problem based on the
binary integer linear programming or linear programming to calculate the optimal
solutions.

• Flexibility of the Approaches
Many task allocation approaches inWSNs provide a static solution. In otherwords,
once the approaches have been executed, the obtained solutions are used for the
sensor nodes all the time. The advantage of these kinds of approaches is that the
solutions are easy to implement. In contrast, the dynamic task allocation solu-
tions are able to achieve more balanced task workload by alternatively employing
multiple schedules.

The task allocation approaches inWSNs can be classified by different ways based
on the above-mentioned parameters, see Table 2. By considering the effects of the
network structure and the optimality of the solutions, this chapter groups the task
allocation approaches in WSNs into two main categories:

(a) Optimal task allocation algorithms,
(b) Heuristic task allocation algorithms.

A systematic and detailed view of the presented approaches in each category are
presented in the following sections.

5 Optimal Task Allocation Algorithms

In hierarchical cluster-based WSNs, each cluster can be optimized independently.
The size of a typical cluster, i.e., the number of the leaf nodes in the cluster, is rela-
tively small, so that the complex optimal task allocation algorithms are affordable.
In this section, we firstly present the optimal algorithms that designed for only dis-
tributing sensing tasks. Then, algorithms focus on distributing not only sensing but
also processing and communication tasks are introduced.

5.1 Sensing Tasks Allocation

Since quick response of aWSN couldmake for energy saving, a group ofworks focus
onminimizing the execution time of theWSN sensing tasks tomaximize the network
lifetime [18, 19, 22, 28]. They mainly aim at eliminating transmission collisions and
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idle gaps between two successive data transmissions for cluster-based WSNs. In the
networks, the leaf nodes firstly do the sensing tasks then transmit the collected data
to the cluster head; the cluster head works as a data fusion node and transmits the
processed data to the sink node.

The task allocation and scheduling include two stages: intra-cluster task schedul-
ing and inter-cluster task scheduling. The procedure for the sensing task allocation
can be briefly summarized as follows: Firstly, the sink node distributes the tasks to
each cluster using inter-cluster task scheduling; then, the intra-cluster task scheduling
arranges the subtasks to each leaf node in the cluster. The diagram of the intra-cluster
task scheduling is illustrated in Fig. 4.

Each leaf node in the cluster starts to execute the sensing task at the same time;
however, they are scheduled to finish the sensing tasks and transmit themeasurements
orderly. For example, in Fig. 4, when the leaf node N1 completes the transmission
to the cluster head, the leaf node N2 finishes its sensing task and starts to transmit.
This process iterates until the leaf node NK transmits the measurement to the cluster
head. This iteration process in each cluster can be expressed as:

Tsen_k+1 = Tsen_k + Tcmm_k, k = 1, . . . , K (6)

where Tsen_k and Tcmm_k are the sensing time and transmitting time of leaf node Nk ,
respectively. Let wsen_k denote the length of the sensory data (unit: bit) collected by
the leaf node Nk and tsen_k denote the sensing time for one bit of data. According to
Eq. (3), Tsen_k and Tcmm_k are formulated as follows.

Tsen_k = wsen_k tsen_k

Tcmm_k = to_k + wsen_k

Bandwidth

Thus, Eq. (6) can be rewritten as:

Fig. 4 Intra-cluster task
scheduling: N1, . . . ,

Nk , . . . , NK are the K leaf
nodes in the cluster
(Adapted from [19].)

... ...

Sensing time Transmitting time
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wsen_k+1 = wsen_k αk + βk, k = 1, . . . , K (7)

where

αk = tsen_k + 1/Bandwidth

tsen_k+1
, βk = to_k

tsen_k+1

Once the sink node assigns the sensing task,W , to the cluster head c, it is obvious
that W = ∑K

k=1 wsen_k . Combining Eq. (7), the sensing task w1, assigned to the leaf
node 1, can be calculated by the following equation.

wsen_1 = W − A

1 + B
(8)

where

A =
K∑

k=2

k−2∑

j=1

β j

k−1∏

i= j+1

αi +
K∑

k=2

βk−1 and

B =
K∑

k=2

k−1∏

i=1

αi

For a specific sensor node, the time of sensing one bit of data tsen_k is constant, it is
therefore that the coefficients A and B in Eq. (8) are constants.

After calculatingwsen_1 using Eq. (8), the cluster head computes the sensing tasks
for the rest leaf nodes in the cluster based on wsen_1 using Eq. (7) iteratively. It is
obvious that there is no idle gap between each transmission of the leaf nodes in the
cluster. Moreover, the intra-cluster task scheduling also avoids the transmission con-
flicts among the cluster, which saves the energy consumption of the retransmission,
too.

Since the cluster head acts as a data fusion node, it has to execute further processing
task and then transmit the processed data to the sink node. Figure 5 shows the
procedure of the inter-cluster scheduling. The inter-cluster task scheduling ensures

Fig. 5 Inter-cluster task
scheduling: c1, c2, . . . , cn
represent n cluster heads
(Adapted from [19].)

... ...

Processing time Transmitting time
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that each cluster receives the appropriate tasks by considering the processing and
transmitting time of each cluster head. Like the intra-cluster scheduling, each cluster
head finishes the data fusion task and transmits the processed data to the sink node
orderly. Therefore, the idle gap and the transmission collision among each cluster
head are avoided. The derivation of the calculation of the task assignment for each
cluster head is not illustrated in this section, since it is very similar to the intra-cluster
scheduling computation.

Consequently, by combining the intra-cluster and inter-cluster task allocation
schemes, themakespan from the first sensing task being executed to themeasurement
of the last sensing task received by the sink node is minimized.

5.2 General Tasks Allocation

Only focusing on sensing task allocation to reduce the transmission collisions and
idle gaps is insufficient for current WSN applications. The computation and commu-
nication tasks need to be considered as well. As analyzed in Sect. 3.1, the complete
application including the sensing, processing and communicating activities can be
modeled as a directed acyclic graph (DAG). Therefore, in cluster-based WSNs, the
tasks allocation problem between the leaf nodes and cluster head can be modeled
as dividing the DAG into two subgraphs with a partition solution. One subgraph is
executed in the leaf node and the other one is executed by the cluster head. The
partition solution can be either a static partition cut or multiple partition cuts with
corresponding weights for each leaf node and the cluster head. The whole WSN
application is completed by the cooperation of the leaf nodes and the cluster head,
and the measurements are always transmitted from the leaf nodes to the cluster head.
Therefore, the partition cut has to satisfy two constraints:

(1) There should be at least one task executed in either the leaf nodes or the cluster
head.

(2) It has to guarantee that the data packets are transmitted from the leaf nodes to
the cluster head.

The authors in [23] propose a static partition solution for task allocation based
on integer linear programming (ILP). The partition cut is represented by a binary
vector X = [x(v1), . . . , x(vi ), . . . , x(vNt )], where x(vi ) is a boolean parameter used
to indicate whether task vi belongs to the cluster head or the leaf nodes as formulated
in the following; Nt is the number of the tasks of the given DAG.

x(vi ) =
{
1, if vi ∈ leaf node

0, if vi ∈ cluster head

According to the cost function Eq. (2), the processing energy of the leaf node Nk

and cluster head by executing the tasks, Ep_k and Ep_c, are formulated as functions
of the partition cut X.
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Ep_k =
Nt∑

i=1

ep_ki x(vi ) = Ep_k X
T
k

Ep_c =
Nt∑

i=1

ep_ci
(
1 − x(vi )

) = Ep_c (1 − XT
k )

(9)

where the matrices Ep_k = [ep_k1, . . . , ep_kNt ] and Ep_c = [ep_c1, . . . , ep_cNt ] repre-
sent the processing cost of each task when they are executed by leaf node Nk and the
cluster head, respectively.

In a specific DAG, each task firstly consumes the received data from its predeces-
sors, then generates and transmits to its successors. Let Lnet = [lnet_1, . . . , lnet_Nt ]
denote the net data generated by each task, i.e., the difference between its generated
and received data. The amount of data transmitted from the leaf node Nk to the cluster
head, L , can be expressed as:

L =
Nt∑

i=1

lnet_i x(vi ) = LnetX
T
k

Correspondingly, the energy cost of leaf node Nk and cluster head for transmitting
and receiving L bits of data, Etx_k and Erx_c, are:

Etx_k = eo_k + etx_k L = eo_k + etx_k Lnet X
T
k

Erx_c = eo_c + erx_c L = eo_c + erx_c Lnet X
T
k

(10)

As analyzed in Sect. 3.3, the cluster head has to iteratively receive the data from
its leaf nodes and process the received data. The complete energy consumption of
leaf node Nk and the cluster head, Ek and Ec, are:

Ek(Xk) = Ep_k + Etx_k

= eo_k + (Ep_k + etx_k Lnet ) X
T
k

Ec(X1,...,K ) =
K∑

k=1

(Ep_c + Erx_c)

=
K∑

k=1

(
eo_c + Ep_c 1 + (erx_c Lnet − Ep_c) X

T
k

)

(11)

Note that all of the parameters in Eq. (11) are constant except the partition cut X.
The problem of maximizing the network lifetime is equivalent to minimizing its

reciprocal. When the network lifetime is defined as the time when the first node dies,
its maximization can be expressed as a binary ILP:
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argmin
Xk

max
{ Ec(X1,...,K )

Bc
,
(E1(X1)

B1
, . . . ,

EK (XK )

BK

}

subject to :
constraint (1) 1 ≤ 1 XT

k ≤ Nt − 1

constraint (2) BT XT
k � 0

(12)

where Bc and B1, . . . , BK are the battery of the cluster head and the K leaf nodes,
respectively; 0 is an all zero vector; B is the incidence matrix of the DAG, it has
the row for each vertex and column for each edge: B(v, e) equals 1 if edge e leaves
vertex v, −1 if edge e enters v and 0 otherwise.

By solving the above binary ILP, i.e., Eq. (12), the optimal static partition solution
can be calculated and exploited to maximize the network lifetime.

Instead of using the static partition solution, the use of multiple partition cuts can
achieve a more balanced task allocation. Let us take the following simple scenario as
an example: There are only one leaf node and one cluster head with the same battery
energy in the network. The tasks of the application are modeled as shown in Fig. 6,
executing task v2 costs much more energy than executing task v1 and v3. The static
partition solution using either X1 or X2 will lead to a fast death of the cluster head
or the leaf node, respectively. While the energy consumption of the leaf node and
cluster head can be more balanced by using both the partitions iteratively.

To this end, the work [25] extends [23] and proposes a dynamic task allocation
algorithm using multiple partition cuts. It formulates the task allocation problem as
a linear programming based on the average energy consumption of the leaf node and
cluster head, Ek and Ec. By assuming the network collapses after J rounds, Ek and
Ec can be formulated as:

Ek(`k) = 1

J

J∑

j=1

E j
k (X

j
k )

= eo_k + (Ep_k + etx_k Lnet ) `
T
k

Ec(`1,...,K ) = 1

J

J∑

j=1

E j
c (X

j
1,...,K )

=
K∑

k=1

(
eo_c + Ep_c1 + (erx_cLnet − Ep_c)`

T
k

)

(13)

where E j
k (X

j
k ) is the energy cost of leaf node Nk when it applying the partition

cut X j
k in the j th round; E j

c (X
j
1,...,K ) is the energy cost of the cluster head in the

j th round; `k = 1
J

∑J
j=1 X

j
k = [γk(v1), . . . , γk(vi ), . . . , γk(vNt )], and each element

γk(vi ) = 1
J

∑J
j=1 x

j
k (vi ) satisfies 0 ≤ γk(vi ) ≤ 1. Thus, γk(vi ) can be treated as the

probability of how often the task vi is allocated to the leaf node Nk .
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Fig. 6 An example of the
dynamic scheduling scheme
with 2 partition cuts

As the network lifetime is also defined as the time from the start of the network
until the first sensor node runs out of battery. The Network lifetime, NL , can be
expressed as:

NL = min
{ Bc

Ec(`1,...,K )
,

B1

E1(`1)
, . . . ,

BK

EK (`K )

}
(14)

The maximization of Eq. (14) can be formulated as a standard linear programming
problem as follows:

argmin
`k

max
{ Ec(`1,...,K )

Bc
,
E1(`1)

B1
, . . . ,

EK (`K )

BK

}

subject to :
constraint (1) 1 ≤ 1 `T

k ≤ Nt − 1

constraint (2) BT`T
k � 0

(15)

The optimal solution of the dynamic task allocation can be calculated by solving the
above LP. After obtaining `k , the corresponding partition cuts and the weights can
be easily calculated. Taking the DAG in Fig. 6, for example, assuming the solution
`k = [1 0.6 0] = 0.4[1 0 0] + 0.6[1 1 0], it indicates that the partition cutsX1 and
X2 should be executed 40 and 60% of the time by the leaf node and cluster head to
reach the maximum lifetime.

The performance of the above introduced optimal static and dynamic task alloca-
tion algorithms, in terms of the network lifetime increase for executing MEPS and
spectrum applications,3 is presented in Figs. 7 and 8, respectively. Comparedwith the
no task allocation strategy, in which the leaf nodes directly transmit the measurement
and the cluster head executes all of the rest tasks, the network lifetime is extended
dramatically by task allocation approaches. Moreover, the dynamic task allocation
using multiple partition cuts performs better. Although the above-mentioned algo-
rithms need to be executed off-line, they must know the parameters of the nodes and
the networks in advance.

3MEPS is the maximum entropy power spectrum (MEPS) computation which is adapted from
Ptolemy II design environment and the spectrum computation refers to convert signals from time
domain to frequency domain.
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Fig. 7 The network lifetime
improvements by using the
optimal static [23] and
dynamic [25], and heuristic
[15] task allocation
algorithms with respect to
using no task allocation
algorithm when executing
the MEPS application
(Redraw by combing [15,
23, 25].)
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MEPS application

Fig. 8 The network lifetime
improvements by using the
optimal static [23] and
dynamic [25], and heuristic
[15] task allocation
algorithms with respect to
using no task allocation
algorithm when executing
the spectrum application
(Redraw by combing [15,
23, 25].)
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5.3 Online Distributed Task Allocation

In realistic scenarios, it is hard or even impossible to obtain the detailed network
parameters in advance. Moreover, the networks are not always static: The network
size and the positions of the nodes may change over time. Off-line methods are not
efficient enough to maximize the network lifetime; even worse, they may decrease
the network lifetime.

To this end, a report, [29], presents an in-depth analysis of the optimal task alloca-
tion solution and thenproposes anonline optimal distributed task allocation algorithm
for cluster-based WSNs.
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5.3.1 Composition of the Optimal Partition Solution

Although the work [25] claims that the optimal task partition solution for each leaf
node always consists of two partition cuts with the corresponding weights, it only
supplies simulation results. Based on this phenomenon, an in-depth theoretic analysis
is provided by [29].

Given a specific DAG graph, since the total number of the tasks is not infinite,
the number of the valid partition cuts is limited. According to the cost functions in
Sect. 3.3, each partition cut can be associated with a point, (Ek, Eck), on the energy
plane, which represents the energy consumption of leaf node Nk and the cluster
head, Ek , and Eck . At the same time, the execution time of leaf node i and the cluster
head when exploiting each partition cut can be calculated. Given the thresholds of
the time requirement (depends on specific WSN applications), those points which
cannot satisfy the time constraint are useless andwill be removed. The corresponding
energy points of the rest partition cuts and their combinations construct a convex set
as shown in Fig. 9.

The smaller the energy consumption of the node, the longer it can survive. Thus,
maximizing the network lifetime is equivalent to find the points that minimize the
energy consumption of leaf node Nk under the same energy consumption of the
cluster head, and vice versa. These points correspond to the subset of the boundary
of the convex set, which is called optimal curve in Fig. 9. For any point in the convex
set, there always exists at least one point on the optimal curve that both Eck and Ek

are smaller. It means that the optimal partition solution for leaf node Nk is definitely
on the optimal curve. This line contains some points (important partition cuts) whose
linear combination generates all the optimal solutions. Thus, the optimal solution in

Fig. 9 All combinations of
the valid partition cuts and
the corresponding energy
consumption of leaf node Nk
and the cluster head

Optimal curve
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this example is either one of the important partition cuts, X̂ a
k , X̂

b
k and X̂ c

k, or the

linear combinations of X̂ a
k and X̂ b

k or X̂
b
k and X̂ c

k.
4

To maximize the network lifetime, it only needs to keep the important partition
cuts, while others can be neglected. This lays the foundation for the proposed online
distributed scheduling algorithm.

5.3.2 Online Distributed Scheduling Algorithm

The online distributed workload scheduling algorithm is actually an online negotia-
tion among the leaf nodes and cluster head. It is necessary to analyze and formulate
the energy consumption of the optimal curve before presenting the online algorithm.

The DAG graphs of the applications can be easily modeled before deploying the
networks in realistic scenarios. The important partition cuts and the optimal curve
of leaf node Nk can be obtained off-line based on the binary decision diagram. For
the detailed computation information, please refer to [29]. The relation between Eck

and Ek on this optimal curve can be formulated as Eq. (16), which will be stored in
leaf node Nk before the network is implemented.

Eck =
{
A0Ek + B0, if Ek ∈ [

Ek(X̂ a
k), Ek(X̂ b

k)
]

A1Ek + B1, if Ek ∈ [
Ek(X̂ b

k), Ek(X̂ c
k)

] (16)

where

A0 = Ec(X̂ a
k) − Ec(X̂ b

k)

Ek(X̂ a
k) − Ek(X̂ b

k)
, A1 = Ec(X̂ b

k) − Ec(X̂ c
k)

Ek(X̂ b
k) − Ek(X̂ c

k)
,

B0 = Ek(X̂ a
k)Ec(X̂ b

k) − Ec(X̂ a
k)Ek(X̂ b

k)

Ek(X̂ a
k) − Ek(X̂ b

k)
and

B1 = Ek(X̂ b
k)Ec(X̂ c

k) − Ec(X̂ b
k)Ek(X̂ c

k)

Ek(X̂ b
k) − Ek(X̂ c

k)
.

It is a continuous and monotonically decreasing function.
After the off-line preparation, the online negotiation is started among the leaf

nodes and cluster head to obtain the maximum network lifetime. To clearly illustrate
the internal procedure of the online algorithm, a naive method is presented firstly.
When the network starts to work, the cluster head firstly broadcasts an expected
network lifetime Te. Each leaf node computes its own expected energy consumption
Ee_k = Bk/Te and the corresponding Ee_ck according to (16), and then transmits
them to the cluster head. After receiving the messages from all leaf nodes, the cluster
head examines whether its battery energy is enough to last Te time. If it still has

4The important partition cuts are represented by the binary vectors as the same as the partition cut
X in Sect. 5.2.
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residual battery energy, i.e., Bc > Te
∑K

k=1 Ee_ck , it broadcasts a larger Te, otherwise
a smaller one. The leaf nodes calculate the corresponding Ee_k and Ee_ck again until
Bc = Te

∑K
k=1 Ee_ck . At last, the cluster head broadcasts one confirm message, and

the leaf nodes individually calculate their own partition solutions based on the final
Ee_k . Although this naive method is simple, it may need a large quantity of message
exchange, which results in too much energy consumption.

Fortunately, [29] has proved that when the lifetimes of the leaf nodes and cluster
head equal each other i.e., T1 = · · · = TK = Tc, the maximum network lifetime is
achieved. Based on this proof, [29] proposes the online optimal distributed task
allocation algorithm with dramatically reduced iterations.

Unlike the naive method where the cluster head randomly adjusts Te according
to the received messages, the improved algorithm enables the cluster head to cal-
culate the temporary optimal network lifetime T̂ . After each leaf node receives Te,
it transmits not only its expected energy cost Ee_k = Bk/Te and the corresponding
Ee_ck calculated by Eq. (16), but also the slope, ke_k , of the segment which includes
the point (Ee_k, Ee_ck) as shown in Fig. 10. Let (Êk, Êck) represent the energy point
corresponding to the optimal network lifetime T̂ . Assuming it is still on the current
segment, Êck can be calculated by:

Êck = Ee_ck + ke_k(Êk − Ee_k) (17)

According to proof that the maximum network lifetime achieves when the lifetimes
of the leaf nodes and cluster head equal each other, there exists:

T̂ = Bk

Êk

= Bc
∑K

k=1 Êck

(18)

Since Ee_k = Bk/Te, combining (17) and (18), T̂ can be calculated in the cluster
head by:

T̂ = Bc − Te
∑K

k=1 ke_k Ee_k
∑K

k=1 Ee_ck − ke_k Ee_k

(19)

Then, the cluster head compares T̂ with Te. If they are different, it broadcasts
the current expected network lifetime Te = T̂ . Leaf node Nk repeats the calculation
of Ee_k , Ee_ck and ke_k , and sends them to the cluster head. Once T̂ equals Te, the
cluster head broadcasts a con f irm message. The last received Te is actually the
final maximum network lifetime; leaf node Nk can easily calculate its own optimal
partition cuts and the weights based on it. For instance, assuming T̂ in Fig. 10 is the
final maximum lifetime, the optimal partition solution for leaf node i consists of two
partition cuts, X̂ b

k and X̂ c
k, with the related weights ωb and ωc.
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Fig. 10 The calculation of
the temporary optimal
lifetime based on the
important partition cuts

ωb = Ek(X̂ c
k) − Êk

Ek(X̂ c
k) − Ek(X̂ b

k)

ωc = Ek(X̂ b
k) − Êk

Ek(X̂ b
k) − Ek(X̂ c

k)

(20)

The pseudocodes that executed in the cluster head and leaf node Nk are shown in
Algorithm 1 and Algorithm 2. The simulation result of the network lifetime increase
when applying the online distributed algorithm [29] is demonstrated in Fig. 11. It is
obvious that the online distributed algorithm [29] achieves the same performance as
the off-line dynamic task allocation algorithm [25] in terms of the network lifetime
increase. Moreover, since it is executed online, it can flexibly address the dynamic
changes of the networks.

Algorithm 1 Cluster head algorithm
1: Initialize Te and broadcast it
2: for each calculation round do
3: Receive Ee_ck , ke_k and Ee_k

4: Calculate T̂ using Eq. (19)
5: if T̂ == Te then
6: Broadcast con f irm
7: Break
8: else
9: Te = T̂ , and broadcast Te
10: end if
11: end for
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Algorithm 2 Leaf node algorithm
1: for each received message do
2: if not con f irm then
3: Calculate Ee_k , Ee_ck and ke_k , using Eq. (16), and transmit them
4: else
5: Êk = Bk/Te
6: Calculate partition weights using Eq. (20)
7: Break
8: end if
9: end for

Fig. 11 The network
lifetime improvements by
using the optimal static [23]
and dynamic [25], and online
distributed [29] task
allocation algorithms with
respect to using no task
allocation algorithm when
executing the MEPS
application (Redraw by
combing [23, 25, 29].)
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6 Heuristic Task Allocation Algorithms

As the number of nodes in the network increases, the complexity of the optimal task
allocation algorithms may get too large. Especially for multi-hop WSNs, executing
the optimal task allocation is too complex. Many heuristic algorithms are designed
to reduce the complexity while providing a good suboptimal solution or an optimal
task allocation solution with a given probability.

The category of the heuristic task allocation algorithms could be generally clas-
sified into two main groups: the traditional heuristic and the bio-inspired heuristic
algorithms.

6.1 Traditional Heuristic Algorithms

Traditional heuristic algorithms mainly reduce the complexity by seeking the local
optimal solutions. Since the application tasks can be modeled as a DAG, a variety
of existing heuristic algorithms for graph partitioning are modified for WSNs. The
authors in [15] adopt the ideas from the Kernighan–Lin (K-L) [31] and Fiduccia–
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Mattheyses (F-M) [32] algorithms and develop a heuristic approach for task alloca-
tion. The task allocation problem is defined as the energy-driven partitioning (EDP)
problem, while considering the energy costs associated with computation and com-
munication. As it is also designed for cluster-based WSNs, the EDP problem is also
modeled as dividing the DAG G = (V, E) into two subgraphs, Glea f and Ghead

with a partition cut. Moreover, the partition cut cannot violate the constraint (1) and
constraint (2) as analyzed in Sect. 5.2. In the paper, the authors consider that the
leaf nodes have the same the energy parameters and share one partition cut with the
cluster head. A cost function of a partition cut, CT , is defined as:

CT = max{Elea f , Ehead}

where Elea f and Ehead are the energy cost of each leaf node and the cluster head
when applying one partition cut. By assuming that the battery energy of the leaf nodes
and the cluster head are equal, the problem of maximizing the network lifetime is
formulated as min{CT }.

Given an initial partition cut, the main idea of the heuristic algorithm is to serially
switch the task between Glea f and Ghead according to their gain function δ(v). δ(v)

is the energy reduction or increase of CT when moving the task v from one of
the subgraphs to the other, which can be calculated efficiently based on the cost
functions as analyzed in Sect. 3.3. The pseudocode of the heuristic algorithm is
illustrated in Algorithm 3, and the performance on network lifetime increase and
algorithm executing time are depicted in Figs. 7, 8 and 12, respectively.

It is easy to realize that the heuristic task allocation algorithm needs less compu-
tation time while providing shorter network lifetime extension compared with the
optimal approaches. Surprisingly, the execution time of the binary ILP-based optimal
algorithm [23] is just slightly larger, which indicates the feasibility of the optimal
algorithms in cluster-based WSNs.

In the last few years, a number of new heuristic task allocation algorithms have
been proposed based on game theory [20, 21]. In such works, the task allocation

Fig. 12 The algorithm
runtime comparison of the
heuristic [15], optimal static
[23] and the exhaustive task
allocation algorithms when
executing the synthetic
DAGs (Redraw from [23])
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Algorithm 3 Heuristic task allocation algorithm [15]
Input: a DAG (G = (V, E))
Output: subgraphes Glea f and Ghead

1: Create an initial partition and get the initial Glea f and Ghead

2: Copy them: G̃lea f = Glea f , G̃head = Ghead
3: Computer CT for the initial partition
4: while not break do
5: for each task v ∈ V do
6: if v is unlocked and satisfies constraints 1) and 2) then
7: Mark v free, and compute δ(v)

8: end if
9: end for
10: if free tasks exist then
11: Find task v with the maximum δ(v)

12: Add (v, δ(v)) to the order list: order_L
13: Update G̃lea f and G̃head by switching v

14: CT = CT − δ(v), and mark v locked
15: else
16: Break
17: end if
18: end while
19: Select first k tasks that maximizes

∑
v δ(v) from order_L

20: if
∑

v δ(v) ≥ 0 then
21: Update Glea f and Ghead by switching the k tasks
22: end if

Fig. 13 The market-based
architecture for task
allocation in WSNs
(Modified from [20, 21].)

Application
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Auction

is modeled as a market-based architecture which mainly includes mission manager,
auctioneer,bidders, and service chart as depicted in Fig. 13.

Given a specific application, the mission manager firstly formulates the applica-
tion as aDAGand thendelivers the tasks to theauctioneer according to their priorities.
When the auctioneer receives the task, it transmits a task message, which is made up



218 W. Yu et al.

of task size and task deadline, to the bidders. Typically, the sink node plays the role of
the auctioneer. Note that it is possible to have more than one auctioneers for multiple
applications. The bidders are the sensor nodes. After each bidder receives one task
message from the auctioneer, they calculate their cost price for accomplishing the
task based on the task processing energy consumption, the involved communication
cost, the task deadline and their own residual battery energy. Then, the bidders send
their bids to the auctioneer. According to the cost prices, the auctioneer makes its
decision to choose the winner and assigns this task to it. The cost price of the winning
bidder is recorded in the service chart, which will be accumulated to the winning
bidder when it calculates the cost price of the next task message.

To reduce the communication overhead of the message exchanging among the
auctioneer and the bidders, the work [20] proposes a distributed message exchange
method. When receiving the broadcast of the task message from the auctioneer,
each sensor node sets a waiting time proportional to its own cost price and goes to
a LISTEN mode. Therefore, the winner wakes up earlier than others and broadcasts
its bid. If other nodes receive the winner’s bid, they automatically drop the current
competition do not transmit to the auctioneer. The performance of game theory-based
task allocation algorithm is shown in Fig. 14.

Although the game theory-based task allocation algorithms are able to balance the
energy consumption of the network, the efficiency of this kind of algorithms in large
networks still needs to be validated. Moreover, getting stuck in the local optimum is
a common drawback for most of the traditional task allocation algorithms.
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Fig. 14 The remaining energy comparison after allocating 50 tasks to 15 nodes by using the game
theory-based task allocation algorithm [20] and a modified energy-balanced critical node path tree
algorithm (EBCNPT) [33] (Regenerated from [20].)
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6.2 Bio-inspired Heuristic Algorithms

Compared with the traditional heuristic algorithms which usually get stuck in local
optimum, the bio-inspired heuristic algorithms adopting the bionic intelligence can
obtain the global optimal solutions with high probability. Among the current studies,
genetic algorithm (GA) [24, 30] and particle swarm optimization (PSO) [16, 17, 34,
35] are widely employed.

GAs are the heuristic search and optimization techniques that imitate the biolog-
ical process of natural evolution. They are used to search the “fittest” solutions for
a given maximization or minimization problem. Almost all genetic algorithms have
at least the following common components: genetic representations of the solution
domains (generations of chromosomes), a fitness function for optimization, selection
according to fitness, crossover to produce new generation, and random mutation in
new generation [36].

The authors in [24, 30] adopt GAs to address the task allocation problems in
multi-hop wireless sensor networks. A complete task allocation solution is modeled
as a chromosome, C , which is encoded as a 3-by-Nt matrix, where Nt is the number
of the tasks in the DAG. The elements in the first row of C represent the tasks. The
corresponding places in the second and third rows stand for the nodes ID and the
processing workloads of tasks. In addition, the communication energy cost of the
edges, T R, is encoded as a 3-by-Ne matrix, where Ne is the number of the edges
in the DAG. The three elements of each column in the T R matrix are the sender
task, the receiver task and the communication data packets, respectively. In multi-
hop networks, the sender task and the receiver task could be allocated to nodes that
are several hops away from each other. Therefore, the relay energy cost should be
considered for the nodeswho act as the route nodes. Figure 15 illustrates how to adapt
the chromosome and communication energy cost matrices to multi-hop networks by
adding virtual relay tasks to the DAG. Note that the relay tasks have no processing
workload. Please note that GAs do not guarantee the global optimum, since the
crossover and mutation processes may destroy the best solution of the generation.
However, if both the parents have goodgenes, there is higher probability of generating
better offspring chromosomes.

A hybrid fitness function is designed to perform the optimization while satisfy
the latency requirements as formulated in Eq. (21).

f i tness(Ci ) = NL(Ci )

MAX_NL
− β1

β2 SL(Ci )

MAX_SL

β2 =
{
0, SL(Ci ) ≤ Deadline

1, SL(Ci ) > Deadline

(21)

NL(Ci ) is the network lifetimewhenusing the chromosomeCi .Note that the network
lifetime is also denoted as the time when the first node dies. SL(Ci ) represents
the schedule length of one round execution makespan time of Ci . Deadline is the
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(a) (b)

Fig. 15 An example of chromosome and communication cost in multi-hop network (Modified
from [30].)

application latency requirement. β1 is a tuning parameter decided as the maximum
value that guarantees f i tness(Ci ) ≥ 0.

A slight difference from general GAs, an inheritance progress is used before
the selection. The top m percent of the chromosomes in the current generation are
inherited to the next generation to keep the good genes. The rest is selected as pairs
of chromosomes by using Roulette-Wheel scheme [37], which makes chromosomes
with better fitness values have higher probability to be selected as pairs. Then, a
random single point crossover method is applied. Specifically, the first and third
rows of the chromosomes are fixed, while the nodes ID in the second row is switched
over after the crossover point. Although the selection and crossover keep the genetic
information of fitter chromosomes, they decline the genetic diversity which may
easily lead the GAs stuck at a local optimum. Therefore, the mutation is used to help
protect against this problem. There are two types of mutations employed in [24, 30]:

(1) Each chromosome has a probability of φ (mutation rate) to randomly change an
allocated task to another node.

(2) Each chromosome has a probability of φ being completely replaced by a ran-
domly created chromosome.

The complete GAs start with a randomly created generation of chromosomes.
Then, the multi-hop extension process is executed to take the relay energy cost into
account. According to cost functions in Sect. 3.3, the fitness values are calculated and
ranked. The top m% of the chromosomes are inherited, while the rest generate their
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Fig. 16 The performance
evaluations on algorithm
runtime of ITAS [24], DTAS
[30] and a greedy task
allocation algorithm [38]
(Recreated according to
[30].)
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Fig. 17 The performance
evaluations on network
lifetime of ITAS [24], DTAS
[30] and a greedy task
allocation algorithm [38]
(Recreated according to
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offspring via selection, crossover and mutation processes. The inherited offspring
and the generated offspring constitute the next generation of chromosomes. The
algorithm repeats itself until the predefined maximum iterations or if the best results
are achieved. Finally, the chromosomewith the best fitness value in the last generation
is chosen as the final task allocation solution. The performance evaluations of GAs on
the execution time and network lifetime are depicted in Figs. 16 and 17, respectively.

PSO is another popular heuristic optimization algorithm which is inspired by
social behavior andmovement dynamics of some animals such as the flocking behav-
ior of birds and the schooling behavior of fish. The general idea of PSO is that a
population of particles (candidate solutions) repeatedly move to the next positions
(x , modified solutions), according to the guides of each one’s personal best solution
(p), the global best solution (g) among the population and the current movements of
the particles (velocity v), until g is discovered. Like GAs, a fitness function is needed
in PSO for the optimization to update the better solutions.

The task allocation problem inWSNs can be described as a 0–1 decision problem
where eachbooleanparameter indicateswhether the node is selected for a task. There-
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fore, binary PSO (BPSO) and its modified versions have been commonly employed
[16, 17, 34, 35]. A binary string is used to represent each individual particle. The
position of each bit of the particle is updated by switching the value between 0 and
1 according to the normalized probability values of their velocities. Specifically, for
the d-th bit of the i-th particle in the j-th iteration, its position, x j

id , can be expressed
as:

x j
id =

{
0, if rand() ≥ S(v

j
id)

1, if rand() < S(v
j
id)

(22)

where rand() is a random value uniformly distributed within the interval [0, 1],
S(v

j
id) is a sigmoid transfer function that converts the real valued velocities to prob-

abilities in [0, 1], which is formulated as:

S(v
j
id) = 1

1 + exp(−v
j
id)

(23)

where v
j
id is the velocity of the dth bit; it is updated by:

v
j
id = w v

j−1
id + c1 r1(p

j−1
id − x j−1

id ) + c2 r2(g
j−1
d − x j−1

id ) (24)

where w is the inertia weight and satisfy 0 < w ≤ 1, c1 and c2 are the acceleration
coefficients, r1 and r2 are random variables which follow the uniform distribution
within [0, 1], p j−1

id and g j−1
d are the dth elements of the personal best position of the

i th particle,P j−1
i , and the global best position,G j−1, in j − 1th iteration, respectively.

The pseudocode of the BPSO-based task allocation algorithms used in WSNs is
shown in Algorithm 4.

The fitness function is usually formulated based on the evaluation metric of the
network lifetime. However, the work [16] considers the residual energy distribution
(D) as a evaluation metric as well as the total task execution time (T) and the total
energy cost (E). Thus, a multi-objective fitness function is designed as follows:

f = W1 T + W2 E + W3 D

where W1, W2, and W3 are the weights of T , E , and D, respectively. They satisfy:
W1 + W2 + W3 = 1, and the values can be adjusted according to importances of the
three metrics. A similar multi-objective fitness function is also proposed in [17] by
considering fault-tolerant requirements.

Standard BPSO suffers trapping in the local optimal and hardly converging to
the global optimum [34]. By analyzing the effect of the inertia weight parameter
on BPSO, the authors in [35] propose an adaptive inertia weight scheme. It enables
BPSO gradually coverage by linearly increasing the inertia weight. The work [16]
adopts the idea of mutation operation in GAs to keep the diversity of the particles
and reduce the probability of being stuck in local optimum. After using Eq. (22) to
update the position, each undated position has the probability of φ being placed by
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Algorithm 4 BPSO-based task allocation algorithm
1: Initialize the WSN, the application tasks
2: Initialize the population of particles: positions, velocities, Pi and G
3: Set the iteration number and parameters of the update function
4: for each iteration do
5: for each particle Xi do
6: for each xid ∈ Xi do
7: Update the velocity using Eq. (24)
8: Update the position using Eq. (22) and (23)
9: end for
10: Calculate the fitness function f ()
11: if f (Xi ) < f (Pi ) then
12: Pi = Xi
13: end if
14: if f (Pi ) < f (G) then
15: G = Pi
16: end if
17: end for
18: end for
19: Select the final G as the task allocation solution
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switching between 0 and 1 as expressed in Eq. (25).

x j
id =

{
1 − x j

id , if rand() < φ

x j
id , otherwise

(25)

The performance comparison of adding the mutation operation and the standard
BPSO is demonstrated in Fig. 18.

In contrast to the traditional heuristic task allocation algorithms as presented in
Sect. 6.1, the bio-inspired heuristic algorithms perform better on the network lifetime
improvement and energy balance among the sensor nodes. However, neither the GA
or PSO guarantees the global optimum task allocation solutions. In addition, they
need a large quantity of iterations of the generation to converge,which could consume
longer time.

7 Conclusion

Nowadays, energy-aware task allocation methods are essential to improve the energy
efficiency of complex WSN applications. The appropriate task allocation can effi-
ciently balance the energy consumption of the networks, especially for the WSNs
with complex computation tasks. In order to evaluate the task allocation approaches,
the important metrics, e.g., network lifetime, residual energy distribution of nodes,
time requirement and fault tolerance, need to be considered. The models of theWSN
application tasks also play a fundamental role in the task allocation problem. Among
the summarized task models, the most frequently used is the directed acyclic graph
(DAG) model. Based on the DAG model, a common energy and time cost functions
for the node executing the processes the tasks and the corresponding communications
can be formulated. The presented taxonomy of the task allocation algorithms classi-
fies the existing algorithms into two groups: the heuristic and optimal task allocation.
Based on the evaluation metrics, the advantage and disadvantages of the presented
approaches in each group are analyzed and compared.

In cluster-based WSNs, the optimal task allocation approaches are good choices
in spite of being slightly more complex than the heuristic ones, since each cluster
can be optimized independently and the cluster size is relatively small. In multi-hop
mesh WSNs, heuristic algorithms are preferred. Although the traditional heuristic
approaches are relatively simple, they are usually suffering from getting stuck in
the local optimum. The bio-inspired heuristic algorithms like GA and PSO could
provide high probability to obtain the global optimal solution. Nevertheless, they
cannot guarantee the global optimum and need a large quantity of iterations of the
generation to obtain the final solutions. Therefore, the task allocation approaches in
WSNs still need to be improved to better match the requirements of the applications.
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Sensor Assignment to Missions:
A Natural Language Knowledge-Based
Approach

Alun Preece

Abstract A key problem in managing intelligence, surveillance and reconnaissance
(ISR) operations in a coalition context is assigning available sensing assets—ofwhich
there are increasingly many—to mission tasks. High demands for information and
relative scarcity of available assets implies that assignments must be made taking
into account all possible ways of achieving an ISR task by different kinds of sensing.
Moreover, the dynamic nature of most ISR situations means that asset assignment
must be done in a highly agile manner. The problem is exacerbated in a coalition
context because it is harder for users to have an overview of all suitable assets
across multiple coalition partners. In this chapter, we describe a knowledge-driven
approach to ISR asset assignment using ontologies, allocation algorithms, and a
service-oriented architecture and we analyse the approach of using a representation
based on Controlled English (CE) to improve the interface and human-in-the-loop
aspects of the sensor assignment. An illustration of the use of the system from a
mobile device is presented.

1 Introduction

We live in an age where unprecedented amounts of data are available to inform
human decision-making. In the UK, big data was identified as the first of “eight
great technologies” for economic growth.2 In the USA, the Department of Defence
listed its first science and technology priority for 2013–17 as data to decisions (D2D):
“Science and applications to reduce the cycle time and manpower requirements for
analysis and use of large data sets” [5]. The wording here emphasises that the data
landscape changes rapidly and, to be effective, “big data” techniques—including data
collection, analytics and visualisation—need to be highly agile. The typical model

1https://www.gov.uk/government/publications/eight-great-technologies-infographics.
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Fig. 1 An abstract data-to-decision pipeline

for a D2D pipeline is shown in Fig. 1 where data are collected from one or more data
sources of various kinds, processed by a variety of analysis services and the results
delivered to the decision-maker in some actionable form.

Available data sources—often characterised by the “three Vs”, volume, veloc-
ity and variety [14]—span an enormous range of types, including physical sen-
sors, geospatial and other information systems, social media of many kinds and
human sources. Often it is necessary to combine data from multiple heterogeneous
sources, through some process of information fusion [16]. Analytic services are
equally diverse, including signal processing, statistical, machine learning and infer-
ential systems. Again, often multiple analytic processes are used in combination, for
example signal processing to identify lower-level features, followed by inference to
perform higher-level classification. The optimal form for information retrieval and
delivery to a human decision-maker depends on both human capabilities and system
capabilities. Contrary to intuition, providing more information does not necessarily
improve human decision-making [1, 9, 12]. Thus, a summary-level representation of
information, with the ability to drill-down to see rationale and supporting evidence,
is key to supporting effective human decision-making. The physical hardware for
accessing the system is another consideration for the form of information: for exam-
ple, delivery to a mobile user via a smartphone app or wearable device requires
different human–computer interaction approaches than delivery to a large, conven-
tional display screen.

In addition to work on techniques for data collection, processing and dissemina-
tion, there has also been significant investment in tools and methods to make it easier
and quicker for developers to construct D2D pipelines, including research in mid-
dleware, platforms and automated workflows [6]. However, the majority of work in
this space has taken a data-driven view. A problem that has received less attention is
how to rapidly construct pipelines by working backwards from an intended decision
(or hypothesis or query) and identifying useful analysis services and underlying data
sources that can assist the decision-maker [8, 24]. The collection and availability
of information are necessary, but not sufficient for assisting the decision-maker. For
optimal decision-making, the (human) search costs must be minimised; that is, the
decision-maker must be able to access information in a timely manner [7].

This kind of rapid engineering of data analytics pipelines from sensing sources in
response to urgent information needs can be seen in well-publicised incidents such as
the damage to Japan’s Fukushima nuclear plant in the wake of the 2011 earthquake.
An urgent need arose to monitor radiation leaks—the decision-maker’s intent—
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Fig. 2 Constructing a D2D pipeline dynamically by a “backward chaining” process

leading to the rapid deployment of networked Geiger counters, many of which were
private devices sharedvia Internet of things approaches.3 This “backward chain” from
decision intent to data sources is shown in Fig. 2. Note that the arrows here depict
control flow: the user’s intent frames the problem, leading to the selection of suitable
services and compatible data sources. The result is a dynamically constructed pipeline
as shown in Fig. 1. Building this pipeline on-the-fly through a highly automated
process of service and source selection, and composition is a method to address the
original priority to “reduce the cycle time and manpower requirements” in D2D.

A number of trends seem to point towards an even more flexible and agile view of
D2D systems. Firstly, the data sources are becoming increasingly “smart” and com-
municative. Autonomous vehicles and robotic systems, together with increasingly
computationally capable Internet of things devices operating in peer-to-peer networks
open up greater potential for collective intelligence and self-organisation at what has
traditionally been the edge of the network, where data sources are often located.
At the same time, the rapidly increasing sophistication of mobile devices has freed
decision-makers to operate in contexts much nearer the tactical edge. Mobile users
have become adept at agile, on-the-fly decision-making, able to cope with dynami-
cally changing sets of requirements while simultaneously carrying out actions in the
field. Many activities previously seen as strategic or operational in decision-making
terms, which have been “tacticalised” by mobile technology. Pervasive information
sources have given rise to a new generation of context-aware, assistive technologies
typified by Apple’s Siri4 and Google Now.5 These technologies are changing the
modes of interaction between users and their devices, with the device able to take an
increasingly active role in the interaction, for example, by engaging in conversation
or pushing notifications to the user in an anticipatory manner.

In this context, the traditional D2D pipeline can be re-thought as a collection
of interactions between agents with different specialisms: the data sources, analytic
services and decision-makers can be viewed as engaging in peer-to-peer interactions
with each other, with chains of interaction able to start anywhere in the network
and flow in any direction, from data to decision, or from query to response. This
“conversational D2D” model is shown in Fig. 3. The different styles of “speech

3http://www.wired.com/opinion/2012/12/20-12-st_thompson/.
4https://www.apple.com/ios/siri/.
5http://www.google.com/now/.

http://www.wired.com/opinion/2012/12/20-12-st_thompson/
https://www.apple.com/ios/siri/
http://www.google.com/now/
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Fig. 3 Conversational D2D

bubble” here suggest that the machine participants will tend to communicate in
structured message formats, while the human participants will use a more natural
form of interaction.

In the context of intelligence, surveillance and reconnaissance (ISR) operations,
there are typically multiple ways to achieve a task using sensor-provided data. For
example, the National Imagery Interpretability Rating Scales (NIIRS) framework
characterises various kinds of ISR tasks that can be achieved using visual sensing
data of different types (visible, radar, infrared and multispectral) [13]. Other kinds of
sensor-provided data can be similarly characterised, for example acoustic and seismic
data. Therefore, given an ISR task and a set of sensing assets in a particular area of
interest, theremay bemany options for resourcing that task. In a coalition context, the
problem is more complex, because the assets may be “owned” by different partners.
From the point of view of a user (e.g. an ISR analyst) with a particular information
need (e.g. tracking high-value targets in an area), the problem of identifying suitable
ISR assets is difficult, without a great deal of knowledge about sensing capabilities
and availability of coalition assets.

As part of a solution to this problem, several works have proposed the use of some
form of knowledge base or mapping that relates sensor capabilities to task require-
ments (e.g. [15, 20, 28, 31]), to aid either automatic or semi-automatic identification
of suitable assets for tasks. In this chapter, we present an approach founded on the
Military Missions and Means Framework (MMF) [29] using ontologies of task and
asset types, and an automatic procedure for matching one to the other, through the
capabilities required on one and provided by the other. This approach was intended
to be extensible, and we have shown that additional matching knowledge from the
NIIRS framework can easily incorporated [18].

Our approach—called sensor assignment tomissions (SAM)—is intendedmainly
for automated assignment of assets to tasks, in a context where ISR assets are rel-
atively scarce (demand exceeds supply), and many tasks may be competing for the
same resource. While assets may be shared among tasks, we initially assumed that
resourced tasks would not be shared among users (i.e. while serving a task, an asset is
exclusively assigned to a single user). Because there was competition between tasks,
we studied models for the pre-emption of existing tasks by new tasks [21]. A typical
case would involve a new higher-priority task effectively “stealing” resources from
an existing lower-priority task.
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Going forward, in line with the above ideas of “conversational D2D”, we relaxed
some of those assumptions to support a more interactive SAM approach, where the
human user works in a more cooperative manner with the system. Specifically, we
wanted users to be able to explore the various means of achieving a task and consider
the option of sharing existing (identical or similar) tasks rather than creating a new
request for resources (thus avoiding common cases of pre-emption). The main idea
is to show users—subject to access policies—currently resourced tasks in their area
of interest and to make it easier for them to “join” an existing task (again, subject
to access policies) than to create a new one. For this to work, the representation of
tasks and means of achieving them (combinations of assets) would need to be much
more transparent to users than in our earlier work and other work in this area.

To support this more human-in-the-loop approach, we experimented with the use
of a controlled natural language (CNL) to express the elements of our knowledge
base and allow us to generate human-understandable representations of ISR tasks
and their resourcing. A CNL is a subset of a natural language, commonly English,
with restricted syntax and vocabulary. Often they are used to provide an informa-
tion representation that is easily machine processable (with low complexity and no
ambiguity) while also being human-readable (see, e.g., [32]). Our main goals were:

• to verify whether our MMF-based knowledge base could be expressed in CNL,
with no loss of power to support automated asset-task matching and

• to explore how a CNL-based representation of tasks and their resourcing could be
used to create a human-understandable tool to promote task sharing among users.

The chapter is organised as follows: Sect. 2 reviews our MMF-based approach
to task-asset matching, including the task and asset ontologies and the NIIRS-based
matching procedure; Sect. 3 provides a full exposition of the matching algorithm as a
logic program in Prolog; Sect. 4 describes howwe achieved the goal of re-expressing
our knowledge base and the various facts associated with task-asset assignment in
a CNL; Sect. 5 presents our prototype tool—in the form of a mobile tablet-based
app—that allows users to explore the space of assigned tasks and choose to share
existing tasks; finally, Sect. 6 concludes the chapter.

2 Knowledge-Based Matching of ISR Assets to Tasks

Our original knowledge base and task-asset matching procedure [10, 23] was
based on an ontology derived from the Military Missions and Means Framework
(MMF) [29]. To derive our ontology, we formalised concepts and relationships from
the MMF documentation, the main ones being as shown in Fig. 4. Missions are com-
prised of operations which are in turn comprised of tasks. Tasks require capabilities,
which are provided by assets. Assets include platforms and systems; systems—
including sensors—are comprised of components and mounted on platforms. The
original ontology included a relationship “allocated to” to capture that an asset was
assigned to resource a particular task. The ontology was implemented in OWL DL
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Fig. 4 Military missions and means framework

version 16, and the task-assetmatching procedurewas implemented using a combina-
tion of Pellet7 and Java. Pellet was used to perform classification on the ontology and
to infer all capabilities provided by all assets (sensor and platforms). The remain-
der of the matching procedure was implemented in Java, based on a set-covering
algorithm [10].

Although it is possible to imagine a single all-encompassing “ISR ontology”, we
adhered to the Semantic Web vision of multiple interlinking ontologies covering
different aspects of the domain: sensors, platforms, tasks, etc. This allowed us to
build on a substantial body of pre-existing work but, as we will see, left us with
the problem of relating sensors/platforms to tasks. To fill this gap, we provided an
ontology based on the Military Missions and Means Framework (MMF) [29], which
is essentially a collection of concepts and properties to reason about the capabil-
ities required to accomplish a mission (e.g. mission, task, capability, asset, etc.).
MMF was developed by the US Army Research Laboratory to provide a model for
explicitly specifying a military mission and quantitatively evaluating the utility of
alternative means to accomplish it. Ours were the first attempt to define an ontology
based on the framework, using MMF allowed us to benefit from its familiarity to
users. The way MMF describes the linking between missions and means—shown
in Fig. 5—naturally fitted the notion of matchmaking: on the one hand, we have
missions breaking down into operations, and operations into tasks, where each task
may require different capabilities to be accomplished; on the other hand, we have
the capabilities provided by assets as a result of aggregating the capabilities of its
constituent systems and subsystems.

Figure5 illustrates themain concepts of ourMMFontology. On the left-hand side,
we have the concepts related to the mission: a mission comprises several operations
to be carried out, and each operation breaks down into a number of tasks that must be

6http://www.w3.org/TR/owl-guide/.
7An OWL description logic reasoner, http://clarkparsia.com/pellet/.

http://www.w3.org/TR/owl-guide/
http://clarkparsia.com/pellet/
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Fig. 5 Missions and means framework ontology [10, 23]

accomplished. On the right-hand side, we have concepts related to means: a sensor
is a system that can be attached to a platform; inversely, a platform can mount one
or more systems; both platforms and systems are assets; assets provide capabilities;
a capability can entail a number of more elementary capabilities and is required
to perform certain type of tasks; and inversely, a task is enabled by a number of
capabilities; some sensors can interfere with other sensors, so they cannot be used
simultaneously; and finally, at some point, assets will be allocated to specific tasks
that require the capabilities provided by them.

Note that all concepts shown in Fig. 5 are general MMF concepts with the excep-
tion of sensor, which we introduced (as a refinement of the MMF core concept
system) in order to link the MMF ontology with the ISR domain-specific ontologies.
This is because, while the MMF ontology describes the main concepts used in our
matchmaking framework and is generic to military and military-style missions and
means in the widest sense, in order to describe specific instances of those concepts
we needed domain-specific vocabulary discussed in the next section.

There was already a sizeable amount of work done in providing descriptive
schemas and ontologies for sensors, sensor platforms, and their properties, such as
SensorML [3], OntoSensor [28], CIMA [17], and the MMI Platforms ontology [2]
among others. There were also several well-known structured descriptions of tasks in
the military missions context, most notably the USUniversal Joint Task List (UJTL),
the CALL thesaurus, the US JC3IEDM model and the UK JETL/METL task lists.
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These existing representations provided partial coverage of what we needed tomodel
but, as they originated in either the sensor/platform or task spaces, they lacked knowl-
edge of how capabilities provided by the types of sensors/platforms may satisfy the
capabilities required by tasks. Consequently, our approach was to reuse existing
concept sets and to extend these with representations of capabilities.

During the knowledge analysis and acquisition stage, we found a number of
issues that we have taken into account in our approach to the representation of the
ISR domain, including the following:

• The absence of standardised taxonomies, and the existence of alternative, some-
times inconsistent, classifications for the same concepts.

• Existing attempts to conceptualise the domainwere based on different dimensions,
and more usually, several dimensions were mixed. For example, unmanned air
vehicle (UAV) classifications tended tomix dimensions such as size or weight (e.g.
MicroUAV vs. MiniUAV), performance (e.g. medium altitude vs. high altitude),
task type (maritime reconnaissance, wide area surveillance, etc.) or ad hoc features
such as their landing and take-off capabilities.

• There were fuzzy concepts that were difficult to classify as a single category. For
example, light detection and ranging (LIDAR) is a type of sensor that has properties
of both optical sensors and radars.

• Concepts that were supposed to refer to the same aspect of the domain were
described at different abstraction levels. Closely related to this issuewas the tension
between considering a concept as primitive, or as a composition of more basic
elements; for example, a reconnaissance capability might be seen as implying a
combination of mobility and sensing capabilities.

Figure6 shows an overviewof the SAMapproach. The process operates clockwise
from the top-left of the figure. The system (or user) specifies a task to localise
SUVs in a particular area. Internally the matching procedure uses the models and
knowledge base to determine those assets with a Visible NIIRS rating of 4 (or higher)
or an Acoustic NIIRS rating of 6 (or higher) can achieve this task. These ratings are
provided by: a UAV platform with video camera sensor, or an unattended ground
system platform with an acoustic array sensor. In some cases, a collection of asset
types are needed to fully meet the requirements of tasks; we refer to such collections
as bundle types.

Bundle instances are now identified and ranked with a utility function for this
specific task. A bundle instance may contain more than one instantiation of the
bundle type, where more than one set of deployed assets is needed to achieve the
task. Based on the ranking process, the results are presented back to the user for their
confirmation. This aspect of the process could be automated too, choosing the highest
utility solution, or the first above a certain threshold, but for this demonstration, we
wanted to highlight the power of semi-automatic allocation with the human and
machine agents working together as part of a hybrid team.
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Fig. 6 Overview of the sensor assignment to missions (SAM) approach

2.1 NIIRS-Based Task-Asset Matching Knowledge

A revisedmatching procedure based on theNIIRS frameworkwas introduced in [18].
Here we describe a revised implementation of the procedure in Prolog, for use with
the CNL knowledge base introduced in the following section. The knowledge base
contains a set of intelligence clause tuples of the form: 〈IC, DS, FS,C, I T, N R〉,
where:

• IC is an intelligence capability which include the three capabilities in NIIRS—
detect, distinguish, identify—and also localize;

• DS is a set of detectable things drawn from the NIIRS framework (e.g. kinds of
vehicle or building);

• FS is a set of more specific features of the detectable entities (e.g. the roads or
guard posts of a base, or the runways of an airport);

• C is a context, defining the preconditions that must hold for the intelligence clause
to apply (e.g. detection of a ship in the context of open water);

• I T is a type of sensor-provided data which includes the NIIRS types—visible,
radar, infrared, multispectral—plus other types including acoustic and seismic;
and

• N R is a NIIRS rating on a scale of 0–9 (e.g. visible-6 or radar-4).

These intelligence clause tuples are derived from the NIIRS framework, aug-
mented with others drawn from the sensing literature (e.g. on acoustic sensing).
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2.2 Matching Procedure

We define a task type as a pair 〈IC, DS〉 where IC and DS are defined as above.
Some example task types are detect {tank} and distinguish {tank, jeep}. Note that
task types feature either a single detectable (for detect, identify and localize tasks)
or a pair of detectables (for distinguish tasks).

We say that a given task type T Ti = 〈ICi , DSi 〉 requires a set of capabilities
CTi = {I Tj , N Rj } if there is an intelligence clause fact IC j = 〈IC j , DSj , FSj ,C j ,

I Tj , N Rj 〉 where ICi = IC j and DSi ⊆ DSj .8

We define a bundle type as a pair 〈PT, SS〉where PT is a platform type and SS is
a set of sensor types (according to the ontology in Fig. 5), and the ontology contains
the statement PT mounts STj for each STj ∈ SS—that is, each sensor type in the
set can be mounted on that platform type.9

We say that a given bundle type BTk = 〈PTk, SSk〉 provides a set of capabilities
CBk if, for each Cl ∈ CBk , our ontology includes either the statement PTk provides
Cl or the statement STj provides Cl for some STj ∈ SSk . In other words, each
capability in CBk is provided either by the platform type or a sensor type in the
corresponding bundle type BTk .

We say that a bundle type BTk matches a task type T Ti if CBk ⊇ CTj according
to the above definitions—that is, if the set of capabilities provided by the bundle type
contains the set of capabilities required by the task type. We say that a bundle type
BTk minimally matches a task type T Ti when no sensor type can be removed from
the bundle type such that the matches relationship still holds.

Note that FS and C , while part of the NIIRS-based model for completeness, are
not part of the implemented matching procedure defined here. In principle, it would
be trivial to include themas additionalmatching constraints; in practice, FS is unused
because users to express tasks in terms of detecting entire detectable entities (rather
than specific features thereof) and C is redundant because the context (e.g. river vs.
open water) is determined by the area of interest—see Sect. 3.

2.3 KB Table Generation and Asset Assignment

The types of task and asset are relatively static; for this reason is it reasonable to
pre-generate a lookup table of all possible task type/bundle type minimal matches.
Doing so allows us to deploy the knowledge base on a mobile device as described
in [21], where we compute the size of a realistic complete table to be in the order of

8In some cases, a hierarchy of detectables allows some inference here; for example, any clause
involving detect and a kind of detectable D is considered to cover all more specialised kinds of D
also—so detect { car } covers specialised kinds of car (jeep, SUV, saloon, etc.).
9The ontology contains the additional relationship interferes with to cover cases where types of
sensor are incompatible. No valid bundle type can contain pairs of sensor types involved in an
interferes with relationship.
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20,000 entries, which can comfortably be stored in 12MB on a smartphone or tablet.
Note that the size of the deployed table can easily be reduced by including only task
types and asset types relevant to a particular mission context. It would not make
sense, for example, to include maritime ISR tasks and assets in a land-based context.
We refer to the individual entries in the lookup table as assignment templates. These
are of the form: 〈IC, DS, BT,UF〉, where:
• IC is an intelligence capability, as above;
• DS is a set of detectable things, as above;
• BT is a bundle type, as above, such that BT minimally matches the task type
formed by 〈IC, DS〉;

• UF is a utility function compatiblewith BT and the task type formed by 〈IC, DS〉.
The utility function associated with an entry provides a means of assessing how

effective a particular instance of the bundle type is likely to be in achieving a particular
instance of the task type. Usage of the lookup table in asset assignment is covered in
detail in [21]. In outline, the assignment procedure is as follows:

1. A user creates a task Ti , from which the system derives the corresponding task
type T Ti = 〈ICi , DSi 〉.

2. The system retrieves all entries 〈IC j , DSj , BTj ,UFj 〉 where ICi = IC j and
DSi ⊆ DSj .

3. The system determines all possible bundle instances that conform to all retrieved
bundle types BTj and uses the corresponding utility functions UFj to derive a
utility for each.

4. The preceding step is performed as part of a distributed allocation protocol based
on [30] that attempts tomaximise overall utility in the face ofmultiple competing
tasks. As explained in Sect. 1, this may involve pre-empting one or more existing
tasks to accommodate the new task.

Having reviewed our task-asset matching and assignment procedures at a high
level, we will now look at the matching algorithm in detail, by walking through its
specification and implementation as a Prolog logic program.

3 The SAMMatching Algorithm

This section describes the specification and implementation of the sensor assignment
to missions (SAM) matching procedure. The remainder of the chapter is understand-
able without the details of this section, so readers may choose to skip to Sect. 4.
This implementation includes the generation of the KB lookup table for the mobile
version of SAM shown in Sect. 5. This version of SAM was a development of the
NIIRS-based matcher first published in [18]. The main features of this implementa-
tion are:

1. Tasks are represented as in [25], following the model of NIIRS interpretation
tasks. Each task has four elements, which we capture using properties:
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• hasIntCapability refers to the intelligence capability, which includes
the three NIIRS types10—detect, identify, distinguish—and the
localize type used for 2D-localisation tasks [27];

• hasDetectables refers to the set of target objects, which must contain
at least two types of object for distinguish tasks and at least one type
of object for the other three kinds of int. capability (though these cardinality
constraints are not expressed in the Prolog model);

• hasAreaOfInterest refers to the area of interest for the task;
• hasTimePeriod refers to the required timing for the task.

The latter two properties are not used in the matching procedure, as they are
relevant only to assigning asset instances. They are included for completeness
with respect to [25]. Two sample tasks using these properties are provided in the
“test data” section of the code.

2. The ontology includes the set of detectable things as described in [25].
All platforms—including sensor platforms themselves—are subclasses of
detectable. (Sensors are considered too small to be detectable.) While there
are other kinds of “detectables” in the NIIRS documentation, we focus on vehi-
cles.

3. The “mounts” property from the 2008 published version of SAM [10], which
relates platforms to sensors, has been renamed to carries in line with later
implementations.

4. Tasks are nowmatched to assets by a two-stage process: (1) aNIIRS-style knowl-
edge base (the set of intClauses, similar to [25]) gives the intelligence type
(visible,radar,acoustic, etc.) andNIIRS-style rating (0–9) required for
the task; (2) these capabilities are matched to sensor and platform types using
the providesCapability clauses. The knowledge base of intClauses is
not intended to be complete, but is derived from the set of clauses in the original
rule-based implementation of the NIIRS matching procedure [18].

5. In the NIIRS approach, higher-rated capabilities entail lower-rated ones for the
same type (e.g. radar-6 entails radar-5 and lower).

6. As described in [25], NIIRS-style clauses can carry information on specific
features of an object that can be determined from intelligence of the given type,
and also the context in which the interpretation of the data can occur. We ignore
these in this implementation (the former are irrelevant as we are interested only
in targeting the detectable objects, not specific features of them; the latter could
be used in more complex assignment situations involving use of GIS data as
background information, or sensor cueing, but are outside the scope of this
implementation).

7. Pairs of intelligence type and rating are always matched to platform configu-
rations (a single platform with one or more sensors, known as a bundle type
in our later work), so there is no longer any need for the notion of “package
configuration” from the 2008 version of SAM.

10http://www.fas.org/irp/imint/niirs_c/guide.htm.

http://www.fas.org/irp/imint/niirs_c/guide.htm


Sensor Assignment to Missions … 239

8. As described in [21], the combination of a task type and platform configuration
(i.e. bundle type) determines the choice of joint utility model (JUM). Here we
simplify this choice to three rules:

• any localisation task can use the twoDimensionalLocalization JUM
only;

• any bundle type containing an acoustic sensor can use the
twoDimensionalLocalization JUM;

• any task other than localisation can use the
cumulativeDetectionProbability JUM.

3.1 Sample Queries

• To generate the lookup table described in [21]:

generateKBTable.

This provides a list of 〈task type, bundle type, JUM〉 triples.
• To obtain a single platform configuration that covers the aggregate capabilities for
a task:

matches( Task, PlatformConfig ).

Alternative package configurations will be generated by backtracking.

3.2 Code Walkthrough

See the appendix for the complete source code. Brief explanations of each predicate
used in the matching procedure follow.

• generateKBTable cleans up any previously-asserted tasks and

kbTable( Task, BundleType, JointUtilityModel )

tuples, then proceeds via backtracking to generate all possible tasks, find matches
and JUMs for them and assert any it has not seen before; finally, it lists the
kbTable triples.

• generateIstarTask constructs and asserts anintTask instance comprising
an int. capability and set of detectables.

• intTaskType generates an int. capability and corresponding set of detectables
(a pair of detectables for distinguish tasks; a single detectable for all other
int. capabilities).
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• matches aggregates the required capabilities for a task, generates a platform
configuration (PC), tests if the PC provides the aggregate capabilities and tests
that the PC is minimal in terms of covering the capabilities.

• requiresCapabilities aggregates the capabilities for the given task using
the NIIRS-style intClause knowledge base: a clause is applicable if the set of
detectables for the clause is a superset of those for the task.

• platformConfiguration generates a platform configuration by first choos-
ing a platform type, then generating a list of sensor types that is a subset of all
sensor types that can be carried by that platform, and testing that the subset is actu-
ally configurable (there are no conflicts) for that platform. Note that a platform
configuration is a list where the head is the platform type and the remainder is a
non-empty set of sensor types.

• isConfigurable fails if there is a subset of sensors that is not configurable
for that platform.

• unconfigurable tests if there is an ontology interferesWith clause that
indicates either: a pair of sensor types is always incompatible, or a pair of sensor
types is incompatible for a specific platform type (e.g. because they cannot both
be mounted at the same time).

• providesCapabilities succeeds if each given capability is provided by
some asset in the given platform configuration.

• capabilityProvidedByPlatformConfig succeeds if the given capabil-
ity is providedby someasset in the givenplatformconfiguration, using the ontology
predicate providesCapability.

• minimalConfiguration succeeds if there is no proper subset of the sensors
in the given platform configuration that provides the given set of capabilities.

ThepredicatesassertIfNew,writeKBTable andsubseq0 are trivial “utility”
predicates. The following clauses are part of the ontology andNIIRS-style knowledge
base:

• transitiveSubClassOf defines the transitive subclass relationship.
• carries is a property that relates platform types to the sensor types that platform
can carry. Any asset that can be carried by a parent platform can also be carried
by its children.

• subClassOf defines direct parent–child class relationships; the definitions here
include sensor, platform and detectable classes (where the latter include all plat-
forms).

• intCapability defines the four basic ISTAR task capabilities.
• intClause is theNIIRS-style knowledge base. As described in [25], each clause
has 6 elements:

1. the int. capability;
2. the set of detectables (exactly two for distinguish tasks, one for all other

tasks);
3. an optional list of more specific features of the detectables (not modelled here);
4. an optional context for the interpretation task (modelled but ignored here);
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5. the type of applicable intelligence data; and
6. the required rating for data of the given type.

Some of these clauses are derived from the published NIIRS tables, as described
in [18]. The clauses involving acoustic sensing are not part of published NIIRS
documentation, but are based on ITA literature (e.g. [11]). There are also two
“general” clauses:

– if a class of detectable object can be detected by a given int. type and rating,
then so can subclasses of that detectable;

– if an object of a class can be detected, we assume it can also be localised (given
multiple sensor instances to perform, for example, 2D-localisation).

• providesCapability is a property that relates platform or sensor types to
capabilities (int. types and ratings). Following [18], we associate int. types with
kinds of sensor and ratings with platforms. These definitions include rules for
capabilities that are entailed where one capability entails another, or where a child
inherits its parent’s capabilities.

• entailsCapability defines which capabilities are entailed by other capabili-
ties; specifically, it handles entailment of ratings (e.g.radar-5 entailsradar-4
and lower).

• matchJointUtilityModel defines how int. capabilities and bundle types
(i.e platform configurations) relate to JUMs.

4 Reformulating the Knowledge Base in Controlled English

Several controlled natural languages exist; for our work, we selected a form of Con-
trolled English known as ITA Controlled English, which arose from our research in
the International Technology Alliance (ITA) [19]. ITA CE was chosen to aid knowl-
edge reuse and the potential for system integration, because it was already in use in
a number of related research projects. Hereafter, we refer to ITA CE simply as CE.
The purpose of CE is that it provides a human-friendly information representation
format that is directly processable by machine agents with a clear and unambiguous
underlying semantics. In terms of machine processability, we aimed to demonstrate
that CE can play the same role as OWLDL in formalising our ontology definitions,11

while being more easily understandable by humans (in support of our second goal
in Sect. 1).

Here we introduce CE in the context of reformulating the ontology definitions
introduced in the previous section. All of the CE examples used in this chapter
are directly processable by machine agents and, we hope to illustrate, more con-
sumable by human readers than non-CNL equivalent technical representations. The

11Which in turn is similar to other efforts including SensorML [3], OntoSensor [28] and the W3C
Semantic Sensor Network Incubator Group [15].
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improvement of CE syntax to allow further linguistic variety and expressivitywithout
undermining the unambiguous semantic grounding is a topic of current research.

4.1 A Brief Introduction to CE

CE is used to define both models and instances. Model definitions take the form
of concept definitions. CE conceptualise sentences are intended to define by
concepts by example; that is, they provide generalised examples of how to say things
about concepts. Relationships between concepts are also considered to be concepts,
though we will refer to them in this chapter simply as relationships. A CE model
may also include the definition of logical inference rules (not shown in this chapter)
which are used to express further information about the concepts and relationships
and how they are logically related. Concepts may be specialisations of other concepts
(indicated by is a declarations).

CE is approximately as expressive as the W3C’s Web Ontology Language
(OWL) [34]; its rule language has similar capabilities to the Semantic Web Rule
Language [33].

For illustration, a sample CE model definition from the domain of social media
analytics (adapted from [26]) is shown below.

conceptualise a ˜ twitter account ˜ A that

is an online identity and

is a temporal thing and

has the value L as ˜ location ˜ and

has the value NT as ˜ number of tweets ˜ and

has the web image PP as ˜ profile picture ˜ and

has the value NT as ˜ number of tweets ˜ and

has the value NFR as ˜ number of friends ˜ and

has the value NFO as ˜ number of followers ˜.

A conceptualise sentence defines a new concept in a CE model (ontol-
ogy). New terms in the model—concepts, properties and relationships—are intro-
duced between the tilde (∼) symbols. The example defines the concept twitter
account as being a child of the parent concepts online identity and
temporal thing and having properties such as location, number of
tweets, profile picture. The property definitions include the type of the
value: either a literal value (e.g. for number of tweets) or a concept type (e.g.
web image for the profile picture relationship).

Instances (facts) are defined using a similar syntax. The example below shows
an instance of the concept journalist. (This example was chosen because the
individual is a public figure and the BBC publicly lists the professional Twitter
accounts of its journalists.)
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there is a journalist named ‘Jane Smith’ that

uses the twitter account ‘jsmithbbc’ and

works for the media organization ‘bbc’.

This instance is named Jane Smith and has a uses relationship with an
instance of the concept twitter account (as defined above). The twitter
account is named jsmithbbc. The journalist instance Jane Smith also
has a works for relationship with an instance named bbc of the concept media
organization. The role of CE is to have extensible models with whatever con-
cepts, properties and relationships are needed. So works for is just one relation-
ship that we chose to model, but there can be any of these.

4.2 Representing the Core MMF Ontology in CE

The following sample definitions cover part of the original MMF ontology (Fig. 5):

conceptualise a ˜ capability ˜ C.

conceptualise the mission M

˜ comprises ˜ the operation O.

conceptualise the operation O

˜ comprises ˜ the task T.

conceptualise the task T

˜ requires ˜ the capability C.

conceptualise the asset type A

˜ is rated as ˜ the NIIRS rating R and

˜ provides ˜ the capability C.

conceptualise a ˜ system type ˜ S that

is an asset type.

conceptualise a ˜ sensor type ˜ S that

is a system type.

conceptualise a ˜ platform type ˜ P that

is an asset type.

conceptualise the platform type P

˜ mounts ˜ the system type S.
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Here are some sample platform and sensor type definitions that extend the higher-
level definitions; these are intended to be illustrative and are not complete. CE sen-
tences beginning with “Note:” are annotations referring to terms in the preceding
sentence.

conceptualise a ˜ UAV ˜ U that

is a platform type.

conceptualise a ˜ MALE UAV ˜ M that is a UAV.

Note: MALE = Medium Altitude, Long Endurance.

conceptualise a ˜ Predator A ˜ P that

is a MALE UAV.

conceptualise an ˜ EO camera ˜ E that

is a sensor type.

Note: EO = Electro-optical.

Once the conceptual model is defined subsequent assertions can be made accord-
ing to these concepts and relationships. The CE syntax there is a…is used to
create instances. As an example, here is a “prototypical” instance Predator A
platform type which defines all of the “prototypical” instances of sensor types
that can be mounted on that kind of platform (specified using the mounts relation-
ship):

there is a Predator A named

’Predator A platform type’ that

mounts the sensor type

’EO camera sensor type’ and

mounts the sensor type

’TV camera sensor type’ and

mounts the sensor type

’FLIR camera sensor type’ and

mounts the sensor type

’LADAR sensor type’.

4.3 Representing Task-Asset Matching Knowledge in CE

To support the NIIRS-based matching of tasks to assets, we extend the above def-
inition of task as follows, to include a NIIRS-style intelligence capability and one
or more kinds of detectable thing. We also include a spatial area of interest, a time
period, and a priority to allow tasks to be ranked if assets are scarce:
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conceptualise the task T

˜ requires ˜ the intelligence capability IC and

˜ is looking for ˜ the detectable thing DT and

˜ operates in ˜ the spatial area SA and

˜ operates during ˜ the time period TP and

˜ is ranked with ˜ the task priority PR.

Here are some sample intelligence capabilities and detectable things:

there is an intelligence capability named

detect.

there is an intelligence capability named

identify.

there is an intelligence capability named

localize.

there is a detectable thing named

’wheeled vehicle’.

there is a detectable thing named

’tracked vehicle’.

there is a detectable thing named

’field artillery’.

Here is a sample task instance:

there is a task named t1265 that

requires the intelligence capability detect

and is looking for the detectable thing

’wheeled vehicle’ and

operates in the spatial area r942 and

operates during the time period t1789 and

is ranked with the task priority medium.

The time period t1789 and spatial region r942 are assumed to be defined by
separate instances containing the relevant spatio-temporal values, but these are not
shown here.

As described in Sect. 2.1, the NIIRS-based approach allows automatic matching
of tasks to asset capabilities, by means of encoding NIIRS knowledge as a set of
intelligence clause facts. In CE, these facts are modelled as follows12:

conceptualise the intelligence clause IC

˜ fulfills ˜ the intelligence capability IC and

12Here we show only the 4 elements of the tuple 〈IC, DS, FS,C, I T, N R〉 from Sect. 2.1; FS and
C are outside the scope of this chapter and omitted.
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˜ is looking for ˜ the detectable thing DT1 and

˜ provides ˜ the capability C and

˜ is rated as ˜ the NIIRS rating R.

Here is an example intelligence clause, for the case that wheeled vehicles can be
identified with visible imagery at NIIRS rating 4 or better:

there is an intelligence clause named ic03 that

fulfills the intelligence capability identify

and is looking for the detectable thing

’wheeled vehicle’ and

provides the capability ’visible sensing’ and

is rated as ’visible NIIRS rating 4’.

NIIRS ratings are associated with platform and sensor types, by means of the
provides relationship (as with the mounts example above, instances of the
provides relationship are defined between “prototypical” instances of the rele-
vant sensor and platform types):

there is an EO camera named

’EO camera sensor type’ that

provides the capability ’visible sensing’.

there is a Predator A named

’Predator A platform type’ that

is rated as the NIIRS rating

’visible NIIRS rating 6’ and

is rated as the NIIRS rating

’RADAR NIIRS rating 4’.

4.4 Assignment Representation in CE

Entities associated with the KB lookup table described in Sect. 2.3 are modelled as
follows:

conceptualise the assignment template AT

˜ fulfills ˜ the intelligence capability IC and

˜ is looking for ˜ the detectable thing DT and

˜ can be satisfied by ˜ the bundle type BT and

˜ is ranked by ˜ the utility function UF.
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conceptualise the bundle type BT

˜ is deployed on ˜ the platform type P and

˜ uses ˜ the sensor type S.

Here is an example assignment template (and associated instances) in CE, based
on the earlier examples:

there is an assignment template named at34 that

fulfills the intelligence capability identify

and is looking for the detectable thing

’wheeled vehicle’ and

can be satisfied by the bundle type bt312 and

is ranked by the utility function CDP.

there is a bundle type named bt312 that

is deployed on the platform type

’Predator A platform type’ and

uses the sensor type

’EO camera sensor type’.

there is a utility function named CDP.

Note: CDP = Cumulative Detection Probabilty.

In our earlier ontology, a property allocatedTo was used to link tasks to assets.
This proved inadequate to handle the richer relationship between asset bundles and
tasks. For this purpose, we define the concept of an assignment as follows:

conceptualise an ˜ assignment ˜ A that

has the task T as ˜ task ˜ and

has the bundle B as ˜ bundle ˜ and

has the value US as ˜ utility score ˜.

conceptualise the assignment A

˜ uses ˜ the assignment template AT and

˜ is provided by ˜ the coalition partner CP

and

˜ is owned by ˜ the user UO and

˜ is joined by ˜ the user UJ.

The main relationships between assignment and other concepts are shown
graphically in Fig. 7. Thus, an assignment is a concept that relates a task to a bundle
and has an associated utility score. An assignment uses an assignment template
(which defines the utility function used to generate the utility score). These definitions
use three additional concepts: a sensor bundle (that conforms to a particular bundle
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Fig. 7 Extract of model showing main relationships between assignment and linked concepts

type13), a user (individual person, for example an ISR analyst) and a coalition partner
(which has ownership of particular assets). Incomplete definitions for these are shown
below:

conceptualise the bundle B

˜ conforms to ˜ the bundle type BT.

conceptualise a ˜ user ˜ U.

conceptualise a ˜ coalition partner ˜ CP.

Assignments are generated by the procedure outlined in Sect. 2.3.An example assign-
ment is shown below:

there is an assignment named a43288 that

has the task t1265 as task and

has the bundle b17352 as bundle and

has ’0.7’ as utility score and

uses the assignment template at34.

there is a bundle named b17352 that

conforms to the bundle type bt312.

We also associate “provenance” information with an assignment, in terms of the
coalition partner (typically a country) that provides the assets in the bundle, and the

13A bundle also contains specific asset instances, not shown here.
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user who originated the task (the task “owner”). As described in the next section,
we allow assignments to be shared among users—for this purpose, we define the
relationship “is joined by”. Some example provenance and sharing information on
an assignment is shown below:

the assignment a43288

is provided by the country UK and

is owned by the user Sue41 and

is joined by the user Bill356 and

is joined by the user Tommy9 and

is joined by the user Zack99.

Figure7 can be seen as an extension of our original ontology depicted in Fig. 5,
emphasising concepts of importance in the task-asset assignment process. Originally,
there was no need to explicitly model the new concepts in Fig. 7 because most of
them were internal to the assignment procedure. Having them made explicit allows
us to make the assignment process more transparent, as per our second goal stated at
the end of Sect. 1. In view of this, the next section shows how the CE knowledge base
and instance representations can be used in a tool to facilitate task-asset assignment
and sharing.

5 Task-Asset Assignment and Sharing Using
a Tablet-Based App

Having established the feasibility of using CE to express our task-asset assignment
knowledge base and instances, we now consider how the user in the field may exploit
the capabilities afforded by our knowledge-based system. We created a client inter-
face, implemented as an app on a tablet device, with the following main features:

1. Allow a user to create an ISR task in an area of interest, by means of a convenient
user interface, and submit the task for asset assignment.

2. Achieve a separation between what information the user requires and how the
information is obtained (by which kind of sensing).

3. Allow a user to view all tasks with assigned assets in an area of interest (subject
to access policies).

4. Allow the sharing of tasks among users (again, subject to access policies).

The primary motivation for feature (3) was to give a decision-maker an overview
of how well covered an area is in ISR terms, not just in terms of what tasks are
currently being resourced, but also the likely permanence of these tasks (by allowing
the user to view details of the takes such as their ownership and priority, which affect
the likelihood of a task being pre-empted). The motivation for feature (4) was to
reduce task pre-emption, by making it easier for a user to share an existing task than
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Fig. 8 Sensor assignment to missions (SAM) iPad app

to create a new request for resources (because tasks are only pre-empted when there
is a competing task in the same area of interest).

Figure8 shows the main panel for the iPad app: the task panel, illustrating the
implementation of feature (3). The task list is on the left, and the locations of tasks are
shown as circular regions on the map to the right. The list of tasks is contextualised
by the area of interest, which is by default determined by the iPad’s location (via
GPS) but can be set manually also. This display is from the viewpoint of a logged-in
user: each user belongs to a single coalition partner and sees a list of tasks visible
according to their access policies. Access policies are rule-based and can take account
of factors including the user’s coalition partner membership, their rank, membership
of a particular group within the coalition, and also the partner ownership, rank and
group associated with the task.

The task list is searchable using the box on the top-left allowing users to filter
the displayed list by intelligence capability or type of detectable thing. Tasks are
summarised view with an icon that provides a quick indication of the kind of sensing
capability assigned (e.g. by means of acoustic, visual, infrared, seismic or radar
sensing). Information for this list can be obtained by querying the CE knowledge
base for assignment instances. As noted above, the capability is displayed
both in text and as an icon. The coalition partner is displayed as a “flag”
icon to the right of each item and also at the centre of the task on the map. (These
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Fig. 9 iPad app task input form

could be more fine-grained than country-level—the flags are merely for illustrative
purposes.)

A user may create an ISR task using the form shown in Fig. 9, corresponding to
the task model described in Sect. 4.3. The app allows a user to specify the area of
interest of the task in terms of a point on the map and radius.

The task panel on the left of Fig. 8 shows only a summary of tasks. More detail on
each can be obtained by selecting an individual task, which results in an assignment
view like the one shown in Fig. 10. Assuming the task has assigned sensors, the
display presents a text summary derived from the CE model. With this amount of
detail, the user can understand how the task is currently being resourced. Inclusion
of the NIIRS rating is intended to give an indication of the quality of the data the
resourcing bundle can collect. We are considering other ways to convey quality
information, as it may not be reasonable to assume users are familiar with the NIIRS
scale. As noted above, the task priority is an indication of how likely the task is to
be pre-empted (lower-priority tasks are more prone to this). Information on the task
owner and other users who have joined the task is intended to have a “social” effect,
as the logged-in user is likely to know other users in the region.

Based on this detailed task assignment information, the user may use the buttons
on the bottom left to choose to join or edit the existing task. The intent here is that it
is a more efficient use of network resources for a user to join an existing task than
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Fig. 10 Details of an assigned task

to create a new task which will compete for resources with existing tasks. Currently,
editing an existing task effectively creates a new task (though is a quicker procedure
for the user) though we are considering ways to avoid this in particular cases where
the edited task can still be resourced by the currently assigned bundle.

In summary, as a result of the latest implementation work we have demonstrated
that all information provided by the current user interface can be generated through
processing of the underlying CE sentences as the direct underlying information rep-
resentation format, without the need for conversion to a secondary form such as
OWL. This is achieved through the use of the CE store processing environment
which provides a set of APIs to define and query information in the form of CE
sentences.

The iPad app was demonstrated to subject matter experts from the USA, UK and
NATO communities. Highly positive feedback was obtained, especially concerning
that features (3) and (4) for asset sharing are considered important for a realistic
deployment of our approach.
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Fig. 11 A conversation with Moira and Sam agents using a prototype smartphone interface

5.1 Prototype Conversational Agents

To illustrate the conversational D2D concept, prototype conversational agents have
been implemented and tested in limited experiments [4, 22]. Two distinct agent
functionalities have been identified as useful and reusable:

• A conversational agent whose main purpose is to mediate interactions with human
users (mainly confirm and gist/expand). This agent is calledMoira (Mobile Intel-
ligence Reporting App).

• A conversational agent whose main purpose is to apply knowledge of tasks and
ISR assets to match tasks to available sensing assets. This agent uses the SAM
algorithm presented earlier in the chapter and is therefore named Sam.

One interface to the Moira agent, deployed via a smartphone, is shown in Fig.11.
The sequence of screenshots depicted here reflects the three use cases described
above. The smartphone user (whose name is “Border Patrol”) interacts with Moira
by speech or typing. Their messages are shown in blue. Moira’s messages are in
green. In this case, the user is also permitted to see other conversations in which
Moira is involved (shown in grey), so they see the exchange between Moira and
Sam that initiates the new task request to track the vehicle. Note that the form of the
confirmatory message shown in the second green bubble in the leftmost screenshot
uses a gist form rather than full CE, for the reasons given above (brevity and low
complexity).

A pilot implementation of Moira has also been created for an eyeline-mounted
display such asGoogleGlass.14 Early experiments suggest a gist formof confirmatory
message is even more appropriate here. An example of this is shown in Fig. 12
where the user sees a combination of machine-generated images and compact text.
In general, the style and format (e.g. text and/or graphics) chosen by Moira for

14http://glass.google.com.

http://glass.google.com
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Fig. 12 Experimentation
with a graphical form for
confirmatory messages

confirm and gist/expand interactions can be based on additional contextual factors
such as the user, their role, the current operational tempo and the form factor of the
device they are using.

6 Conclusion

In this chapter, we set out to describe the sensor assignment to missions (SAM)
approach automated asset-task matching in an ISR context. We reviewed the specifi-
cation of the SAM algorithm as a logic program and reformulated our original model
(based on theMilitaryMissions andMeans Framework) intoControlledEnglish (CE)
with no loss of power to support our automated asset-task matching procedure. We
showed how the new model can be used in the context of a user-facing mobile app to
assist understanding of the currently resourced set of ISR tasks and informed choices
on whether to create a new task or share an existing task.

CE provides a good basis for translation between human languages and may offer
advantages in a coalition context. Our tablet app demonstrates how a multi-modal
interface can be driven by underlying CE-based information, with the information
being presented to the user in a manner that is conducive to their task, for example
labelled points on a map rather than CE sentences with lat/long values. Because the
system is based on CE, if a user wishes to go outside the designed scope of the
application, they can contribute CE sentences that conform to the underlying model
in order to interact with the system if required.

We believe that the current form of CE provides a good start and does appeal to
non-technical users, but we wish to invest further into the refinement of the syntax
and an increased expressivity to allow information to be expressed more eloquently
without sacrificing the underlying machine processability. Since the underlying CE
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model is extensible the opportunity for “local knowledge” to be added via the app is
very real (both in terms of new facts and in terms of model refinements/extensions).
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Appendix

This code has been tested in SWI Prolog15 5.10.4 for MacOSX 10.7.

% NIIRS table generation procedure

:- dynamic

intTask/1,

hasIntCapability/2,

hasDetectables/2,

hasAreaOfInterest/2,

hasTimePeriod/2.

generateKBTable :-

retractall( intTask( _ ) ),

retractall( hasIntCapability( _, _ ) ),

retractall( hasDetectables( _, _ ) ),

retractall( kbTable( _, _, _ ) ),

generateIstarTask( Task, IntCap, Detectables ),

matches( Task, [ Platform | Sensors ], _ ),

matchJointUtilityModel( IntCap, [ Platform | Sensors ],

JointUtilityModel ),

sort( Sensors, SortedSensors ),

assertIfNew( [ IntCap, Detectables ],

[ Platform | SortedSensors ],

JointUtilityModel ),

fail.

generateKBTable :-

15http://www.swi-prolog.org/.

http://www.swi-prolog.org/
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findall( [ Task, BundleType, JointUtilityModel ],

kbTable( Task, BundleType, JointUtilityModel ), KBTable ),

sort( KBTable, SortedKBTable ),

writeKBTable( SortedKBTable ).

generateIstarTask( T, IntCap, Detectables ) :-

intTaskType( IntCap, Detectables ),

gensym( t, T ),

assertz( intTask( T ) ),

assertz( hasIntCapability( T, IntCap ) ),

assertz( hasDetectables( T, Detectables ) ).

intTaskType( IntCap, [ Detectable ] ) :-

intCapability( IntCap ),

IntCap \= distinguish,

transitiveSubClassOf( Detectable, detectable ).

intTaskType( distinguish, SortedDetectables ) :-

transitiveSubClassOf( Detectable1, detectable ),

transitiveSubClassOf( Detectable2, detectable ),

Detectable1 \= Detectable2,

Detectables = [ Detectable1, Detectable2 ],

sort( Detectables, SortedDetectables ).

% Matchmaker predicates

matches( Task, PlatformConfig, Capabilities ) :-

requiresCapabilities( Task, Capabilities ),

platformConfiguration( PlatformConfig ),

providesCapabilities( PlatformConfig, Capabilities ),

minimalConfiguration( PlatformConfig, Capabilities ).

requiresCapabilities( Task, [ IntType, Rating ] ) :-

intTask( Task ),

hasIntCapability( Task, IntCap ),

hasDetectables( Task, Detectables ),

intClause( IntCap, DetectableSet, _, _, IntType, Rating ),

subset( Detectables, DetectableSet ).

platformConfiguration( PlatformConfig ) :-

transitiveSubClassOf( Platform, platform ),

findall( Sensor, carries( Platform, Sensor ), Sensors ),

subseq0( Sensors, SensorSubset ),

SensorSubset \= [],

isConfigurable( Platform, SensorSubset ),

append( [ Platform ], SensorSubset, PlatformConfig ).
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isConfigurable( Platform, Sensors ) :-

subseq0( Sensors, [ Sensor1, Sensor2 ] ),

unconfigurable( Platform, Sensor1, Sensor2) , !,

fail.

isConfigurable( _, _ ).

unconfigurable( Platform, Sensor1, Sensor2 ) :-

interferesWith( Platform, Sensor1, Sensor2 ).

unconfigurable( _, Sensor1, Sensor2 ) :-

interferesWith( Sensor1, Sensor2 ).

providesCapabilities( PlatformConfig,

[ Capability | Capabilities ] ) :-

capabilityProvidedByPlatformConfig( Capability,

PlatformConfig ),

providesCapabilities( PlatformConfig, Capabilities ).

providesCapabilities( _, [] ).

capabilityProvidedByPlatformConfig( Capability,

[ Asset | _ ] ) :-

providesCapability( Asset, Capability ), !.

capabilityProvidedByPlatformConfig( Capability,

[ _ | Assets ] ) :-

capabilityProvidedByPlatformConfig( Capability, Assets ).

minimalConfiguration( [ Platform | Sensors ],

Capabilities ) :-

subseq0( Sensors, SensorSubset ),

Sensors \= SensorSubset,

providesCapabilities( [ Platform | SensorSubset ],

Capabilities ), !,

fail.

minimalConfiguration( _, _ ).

% Utility predicates

assertIfNew( Task, BundleType, JUM ) :-

kbTable( Task, BundleType, JUM ), !.

assertIfNew( Task, BundleType, JUM ) :-

assertz( kbTable( Task, BundleType, JUM ) ).

writeKBTable( [] ).

writeKBTable( [ [ Task, BundleType, JUM ] | KBTable ] ) :-
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write_ln( [ Task, BundleType, JUM ] ),

writeKBTable( KBTable ).

subseq0( List, List ).

subseq0( List, Rest ) :- subseq1( List, Rest ).

subseq1( [ _ | Tail ], Rest ) :- subseq0( Tail, Rest ).

subseq1( [ Head | Tail ], [ Head | Rest ] ) :-

subseq1( Tail, Rest ).

% sensor & platform ontology

transitiveSubClassOf( X, Y ) :-

subClassOf( X, Y ).

transitiveSubClassOf( X, Y ) :-

subClassOf( X, Z ),

transitiveSubClassOf( Z, Y ).

carries( maleUAV, eoCamera ).

carries( maleUAV, tvCamera ).

carries( maleUAV, flirCamera ).

carries( maleUAV, ladar ).

carries( packbot510, tvCamera ).

carries( packbot510, flirCamera ).

carries( packbot510, acousticSensor ).

carries( micaZmote, acousticSensor ).

carries( micaZmote, magneticSensor ).

carries( Platform, Asset ) :-

transitiveSubClassOf( Platform, ParentPlatform ),

carries( ParentPlatform, Asset ).

interferesWith( eoCamera, flirCamera ).

interferesWith( packbot510, tvCamera, flirCamera ).

subClassOf( sensor, asset ).

subClassOf( platform, asset ).

subClassOf( eoCamera, sensor ).

subClassOf( tvCamera, sensor ).

subClassOf( flirCamera, sensor ).

subClassOf( acousticSensor, sensor ).

subClassOf( magneticSensor, sensor ).

subClassOf( predatorA, maleUAV ).

subClassOf( reaper, maleUAV ).
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subClassOf( maleUAV, uav ).

subClassOf( packbot510, smallUGV ).

subClassOf( smallUGV, ugv ).

subClassOf( micaZmote, mote ).

subClassOf( aerialPlatform, platform ).

subClassOf( groundPlatform, platform ).

subClassOf( uav, aerialPlatform ).

subClassOf( trackedVehicle, groundPlatform ).

subClassOf( militaryTrackedVehicle, trackedVehicle ).

subClassOf( heavyMilitaryTrackedVehicle,

militaryTrackedVehicle ).

subClassOf( tank, heavyMilitaryTrackedVehicle ).

subClassOf( t62MBT, tank ).

subClassOf( largeRiverCrossingVehicle,

heavyMilitaryTrackedVehicle ).

subClassOf( mediumMilitaryTrackedVehicle,

militaryTrackedVehicle ).

subClassOf( wheeledVehicle, groundPlatform ).

subClassOf( car, wheeledVehicle ).

subClassOf( van, wheeledVehicle ).

subClassOf( jeep, wheeledVehicle ).

subClassOf( lorry, wheeledVehicle ).

subClassOf( militaryWheeledVehicle,

trackedVehicle ).

subClassOf( missileSupportVehicle,

militaryWheeledVehicle ).

subClassOf( sS25MobileMissileTEL,

militaryWheeledVehicle ).

subClassOf( thermallyActivesSS25MobileMissileTEL,

militaryWheeledVehicle ).

subClassOf( militaryGroundPlatform, groundPlatform ).

subClassOf( fieldArtillery, militaryGroundPlatform ).

subClassOf( train, groundPlatform ).

subClassOf( stringOfCarriages, groundPlatform ).

subClassOf( thermallyActiveVehicle, groundPlatform ).

subClassOf( ugv, groundPlatform ).

subClassOf( mote, groundPlatform ).

subClassOf( platform, detectable ).

% NIIRS KB
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intCapability( detect ).

intCapability( identify ).

intCapability( distinguish ).

intCapability( localize ).

% NOTE all acoustic clauses assume acoustic scale aligns

% with visible & radar

intClause( detect, [ wheeledVehicle ], [],

[ motorpool ], radar, radar-4 ).

intClause( detect, [ wheeledVehicle ], [],

[], acoustic, acoustic-4 ).

intClause( identify, [ wheeledVehicle ], [],

[], visible, visible-4 ).

intClause( identify, [ trackedVehicle ], [],

[], visible, visible-4 ).

intClause( identify, [ fieldArtillery ], [],

[], visible, visible-4 ).

intClause( identify, [ largeRiverCrossingVehicle ], [],

[], visible, visible-4 ).

intClause( detect, [ tank ], [],

[ revetment ], infrared, infrared-5 ).

intClause( distinguish, [ wheeledVehicle, tank ], [],

[], radar, radar-6 ).

intClause( distinguish, [ t62MBT, sS25MobileMissileTEL ],

[], [], radar, radar-5 ).

intClause( detect, [ trackedVehicle ], [],

[], visible, visible-4 ).

intClause( detect, [ trackedVehicle ], [],

[], radar, radar-4 ).

intClause( detect, [ trackedVehicle ], [],

[], infrared, infrared-5 ).

intClause( detect, [ trackedVehicle ], [],

[], acoustic, acoustic-5 ).

intClause( identify, [ jeep ], [],

[], visible, visible-6 ).

intClause( identify, [ jeep ], [],

[], radar, radar-6 ).

intClause( identify, [ jeep ], [],

[], infrared, infrared-7 ).

intClause( identify, [ jeep ], [],

[], acoustic, acoustic-7 ).

intClause( identify, [ tank ], [],

[], visible, visible-4 ).

intClause( identify, [ tank ], [],
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[], radar, radar-5 ).

intClause( identify, [ tank ], [],

[], acoustic, acoustic-5 ).

intClause( detect, [ X ], _, _, IntType, Rating ) :-

transitiveSubClassOf( X, Y ),

intClause( detect, [ Y ], _, _, IntType, Rating ).

intClause( localize, [ X ], _, _, IntType, Rating ) :-

intClause( detect, [ X ], _, _, IntType, Rating ).

providesCapability( acousticSensor, acoustic ).

providesCapability( tvCamera, visible ).

providesCapability( eoCamera, visible ).

providesCapability( flirCamera, infrared ).

providesCapability( ladarSensor, radar ).

providesCapability( predatorA, visible-6 ).

providesCapability( predatorA, radar-4 ).

providesCapability( reaper, visible-9 ).

providesCapability( reaper, radar-6 ).

providesCapability( reaper, infrared-6 ).

providesCapability( packbot510, acoustic-9 ).

providesCapability( packbot510, radar-6 ).

providesCapability( packbot510, visible-5 ).

providesCapability( micaZmote, acoustic-9 ).

providesCapability( Asset, Capability ) :-

entailsCapability( Capability1, Capability ),

providesCapability( Asset, Capability1 ).

providesCapability( Asset, Capability ) :-

transitiveSubClassOf( Asset, ParentAsset ),

providesCapability( ParentAsset, Capability ).

entailsCapability( IntType-Rating1,

IntType-Rating2 ) :-

ground( Rating1 ), !, Rating1 > 0,

Rating2 is Rating1 - 1.

entailsCapability( IntType-Rating1,

IntType-Rating2 ) :-

ground( Rating2 ), !, Rating2 < 9,

Rating1 is Rating2 + 1.

entailsCapability( IntType-Rating1,

IntType-Rating2 ) :-

between( 1, 9, Rating1 ), Rating2 is Rating1 - 1.
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matchJointUtilityModel( localize, _,

twoDimensionalLocalization ) :- !.

matchJointUtilityModel( _, [ _ | Sensors ],

twoDimensionalLocalization ) :-

member( acousticSensor, Sensors ).

matchJointUtilityModel( _ , _,

cumulativeDetectionProbability ).
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Abstract The cloud of sensors (CoS) paradigm has emerged from the broader con-
cept of Cloud of Things, and it denotes the integration of clouds and wireless sensor
and actuator networks (WSANs). By integrating clouds with WSAN, some tasks
initially assigned to smart sensors can be off-loaded to the cloud, thus benefiting
from the huge computational capacity of these platforms. However, for time-critical
applications, the high and unstable latency between the sensors and the cloud is
not desirable. Besides low latency, WSAN applications usually require mobility and
location-awareness properties, not often supported by current cloud platforms.More-
over, the indiscriminate off-loading of data/tasks from sensors to the cloud may lead
to an overutilization of the network bandwidthwhile, in some cases, sensor-generated
data could be locally processed and immediately discarded. To overcome these draw-
backs of the integration between WSANs and the cloud, the edge paradigm emerges
as a promising solution. Edge computing refers to enabling the computing directly
at the edge of the network (for instance, through smart gateways and micro-data
centers). Combining the paradigms of cloud/edge computing andWSANs in a three-
tier architecture potentially leverages mutual advantages while posing novel research
challenges. One of such challenges regards the development of solutions for perform-
ing resource allocation and task scheduling for CoS. Both edge and cloud paradigms
strongly rely on the virtualization of physical resources. Therefore, resource alloca-
tion in CoS refers to the process of allocating instances of virtual nodes to perform
the application requests (workload) submitted to the CoS, trying to meet as best
as possible the requirements of applications, while respecting the constraints of the
underlying physical infrastructure. Task scheduling denotes the process of selecting
a group of physical nodes that are suitable for the execution, in a given order, of the
various tasks necessary to meet an application request. The goal of this chapter is to
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overview the state of the art in the development of solutions for these two essential
activities for the construction and efficient execution of CoS infrastructures.

1 Introduction

During the first decades of the twenty-first century, we have been witnessing the
wide spread of a multitude of new paradigms, which are revolutionizing the field
of Information and Communication Technologies [1]. One of such paradigms is the
Internet of Things (IoT). The currently accepted definition for IoT envisions a global
network infrastructure, linking a wide variety of physical and virtual devices, the
so-called smart things, which are endowed with identification, data processing, sens-
ing, and connection capabilities for supporting the development of cooperative ser-
vices and applications [2].

IoT devices (the smart things) are highly heterogeneous, varying from wearables
to sensor-instrumented vehicles, and they can be connected to the Internet via wired
or wireless links and using different communication protocols. Among the highly
heterogeneous set of smart things, the smart sensors have been playing an impor-
tant role in the IoT paradigm [3]. Smart sensors are tiny battery-powered devices,
endowed with processing, storage, sensing, actuation, and wireless communication
capabilities. The communication capability enables grouping smart sensors to com-
pose a Wireless Sensor and Actuator Network (WSAN) [4]. Besides sensor nodes,
WSANs in general include sinks, which are nodes without the resource constraints
(in terms of computation, energy, and communication) typical of smart sensors. Sink
nodes are linked to gateways, thus enabling the connection between the WSAN and
external systems/networks, such as the Internet. MultipleWSANs integrated through
and with the Internet serve as the underpinning for building the IoT ecosystem, as
shown in Fig. 1.

When dealing with the global scale, the sharing of physicalWSANs amongmulti-
ple applications will be the typical case, and the increasing amount of data generated
by the sensors will require high computational power to provide useful and timely
services for the end user [3]. Thus, a growing interest has emerged in the literature
regarding the combination of WSANs with cloud computing [5]. A cloud may host
several virtual instances called cloud nodes (CN), which are instantiated from and run
on typical physical cloud data centers, and provide to users a large pool of resources.
Cloud platforms, with their abundant resources, come naturally hand-in-hand with
WSANs to create complex, large-scale, distributed, and data-oriented ecosystems.

By integrating clouds with WSAN, some tasks initially assigned to smart sensors
can be offloaded to the cloud. However, some time-sensitive tasks may require fast
response. In such cases, a long and unstable latency between the smart sensors and the
cloud is not desirable [6]. Besides low latency, WSAN applications usually require
mobility and location-awareness support [7], which clouds often do not implement.
Finally, the indiscriminate offloading of data/tasks from sensors to the cloud may
lead to an overutilization of the network bandwidth while, in some cases, most of
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Fig. 1 WSANs enabling the IoT ecosystem

the produced data could be immediately and locally processed and discarded. To
overcome these drawbacks of the integration between WSANs and the cloud, the
edge computing [6–8] paradigm emerges as a promising solution.

Edge computing refers to enabling the computing directly at the edge of the
network. As cloud computing, edge computing is a paradigm that proposes the virtu-
alization of physical devices in the form of virtual instances, called edge nodes (EN)
[9]. The edge nodes are instantiated from and run on physical edge devices to provide
end users with computation, storage, and networking capabilities at the edge of the
clouds [9]. Typical physical edge devices can be resource-poor devices such as access
points, routers, switches, base stations, and smart sensors, or resource-rich micro-
data centers and machines, such as cloudlets [7]. The edge nodes perform a number
of tasks. For instance, they collect data from smart sensors and perform preprocess-
ing, filtering, and reconstruction of the data into a more useful form, uploading only
the necessary data to the cloud. In addition, the edge nodes can monitor smart objects
and sensors activities, checking their energy consumption, besides assuring the secu-
rity and privacy of their collected data. Thus, edge computing extends the traditional
cloud computing paradigm to the edge of the network and enables time-sensitive and
location-aware processing of the data collected by sensors.

In face of the exposed features of WSANs and cloud/edge computing, combin-
ing the paradigms of cloud/edge computing and WSANs in a three-tier architecture
potentially leverages mutual advantages. On the one hand, WSANs could bene-
fit from the powerful computing resources, besides the low latency, mobility, and
location-awareness support of a cloud/edge environment to implement service man-
agement and composition for exploiting the smart sensors and their produced data.
On the other hand, the cloud/edge can benefit fromWSANs by extending its scope to
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deal with real-world objects in a distributed and dynamic way, enabling the delivery
of new services in a wider range of real-world scenarios. Moreover, such three-tier
architecture is able to support both delay-sensitive and computation-intensiveWSAN
applications, by allocating such applications to run on, respectively, the edge tier
and the cloud tier. When exploiting the aforementioned synergies, a new paradigm
emerges, called the Cloud of Sensors (CoS) [10].

The CoS infrastructures are built upon the concept of WSAN virtualization [11],
which is expected to provide a clean decoupling between the applications and the
physical WSAN infrastructure. By virtualizing the physical infrastructure of the
WSAN, it is possible to share it between multiple applications simultaneously. At
the same time, the specific requirements of each application can be used to guide
the creation of virtual nodes or networks, thus enabling a cost-effective sharing
and avoiding negative interferences between the various applications. In this sense,
virtualization allows a single physical network to serve multiple missions (one per
application) in order to increase the return of investment (ROI) on infrastructure
(from the owner or provider’s point of view). Thus, the vision of mission-oriented
networks [12, 13] can be efficiently implemented, reconciling the need to tailor the
WSAN to each specific mission on the one hand, and the need for optimizing the
usage of the resources on the other hand.

Essentially, in the CoS paradigm, the cloud/edge acts as intermediate layers
between the physical smart sensors and the applications. It is important to mention
that not all the works described hereafter in this chapter consider the full three-tier
architecture. Some of them adopt a two-tier design, including the cloud but excluding
the edge tier. In either case, these intermediate layers hide the complexity of the phys-
ical infrastructure necessary to implement applications, facilitating their delivery and
allowing the sharing of the physical infrastructure among several applications.

To better illustrate the motivation for WSAN sharing and interface with the cloud
and edge, consider the following example of application scenario. The goal of this
scenario is to monitor the structural health of a smart building, using the method
described in our previous work [14]. Our previous work considered the typical
approach of implementing a WSAN specifically for one application. Within the
four floors of the smart building, the sensor nodes are deployed in key locations
where the shock response of the structure is the highest. The sensor nodes collect
and provide data to applications regarding the damage coefficient of the respective
floor, as described in [14]. In addition, we consider several applications, based in
[14], that request such data, in order to monitor the structural health of the building.
Although such analysis can be carried out for the building, such systemmay collapse
fast when either the amount of applications or the size of the analysis increases. For
instance, if the infrastructure of this smart building is replicated for a whole city or
country, an application user, working for the government, may be interested on the
high-level visualization of the structural health of all buildings in a city. With the
output data of several instances of the application previously described, each one
running in a smart building, it is possible to build a full map of structural health,
requiring the cloud node for complex processing and analytics. Therefore, besides
sensor nodes, gateway nodes can be deployed, each one attached to a local desktop,
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forming the edge nodes (one edge node per floor). The edge nodes connect all the
floors through the building LAN. The LAN connects to the Internet by using exist-
ing cable or wireless broadband internet connections (for instance, ADSL, VDSL,
Satellite) in the building, thus being able to reach the cloud node when necessary.
According to our previous work [8], the edge tier is chosen as the best location in
our three-tier CoS architecture to run the virtual nodes. The sensor nodes can for-
ward their data to the edge tier, where such data will be shared among applications
through the virtual nodes. Moreover, several other virtual nodes can be instantiated
and applications can be composed from them, to compute a myriad of structural
damage indicators for each building. Since a smart city has several smart buildings,
each one with several floors, the data regarding structural damage indicators should
not be transmitted integrally to the cloud. In line with the edge computing paradigm,
we suggest the intensive use of the processing of virtual nodes at the edge tier, to
reduce this data and responding with actuations faster.

Despite the potential advantages offered by the CoS, there are still several chal-
lenges to deal with in the design of such infrastructures, to fully enable the CoS
paradigm. One of such challenges regards the development of solutions for perform-
ing resource allocation [15, 16] and task scheduling [17, 18] in the CoS environment.
Hereafter, the goal of this chapter is to overview the state of the art in the develop-
ment of solutions for this challenge. To achieve this goal, we organize this chapter
as follows. Section 2 depicts the background concepts of resource allocation and
task scheduling in CoS. In Sect. 3, we briefly describe several solutions found in the
literature that we consider being of utmost importance for understanding the context
of task scheduling and resource allocation in CoS. In Sect. 4, we briefly overview
our own approach for resource allocation and task scheduling in CoS. Finally, Sect. 5
portrays the concluding remarks and draws future research directions, guiding further
studies in resource allocation and task scheduling in CoS. We believe this chapter
is a useful reference for everyone who wishes to start his/her studies in this novel
domain of CoS.

2 Background Concepts

In this section, we provide further information about the CoS architecture (Sect. 2.1)
and virtualization model (Sect. 2.2). Moreover, we provide formal definitions for
task scheduling (Sect. 2.3) and resource allocation (Sect. 2.4) in CoS.

2.1 The CoS Architecture

In this work, we consider the CoS architecture shown in Fig. 2. Three tiers compose
this architecture: sensors tier (ST), edge tier (ET), and cloud tier (CT).

The sensors tier comprises the physical wireless sensor and actuator network
infrastructures (WSANIs), each of which is owned and administered by an infras-
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tructure provider (InP). EachWSANI comprises a set of physical sensor and actuator
nodes (PSANs) deployed over a geographical area and connected by wireless links,
so that every PSAN pertains to a singleWSANI. Per Eq. (1), we describe each PSAN
in terms of processing speed PS, total memory TM, list of sensing units LS, list of
actuation units LA, remaining energy EN, identification of the WSANI to which it
pertains WI and information about its location coordinates LC.

psani � 〈PS,TM ,LS,LA,EN ,WI ,LC〉 (1)

In addition, we define that S_PSAN, in Eq. (2), is the set of α PSANs existing in
the sensors tier.
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SPSAN � {psani|i ∈ N0 and i < α} (2)

The InPs define the physical and administrative (logical) boundaries of their
respective WSANIs. In our architecture, we assume that the physical boundaries
of WSANIs (defined by the geographical area of deployment) may overlap, without
influencing the administrative boundaries (defined by InP logic). Thus, the admin-
istrative boundaries may differ to the underlying physical boundaries, whose man-
agement is not in the scope of our work. Moreover, each PSAN has the knowledge
of a valid communication path to reach the sink node within the WSANI. These
communication paths are defined by underlying networking protocols chosen by the
InP, such as [19, 20] and are not in the scope of our model.

The edge tier comprises the edge nodes, which are typical physical edge devices.
Such devices can be resource-poor devices such as access points, routers, switches,
base stations, and smart sensors, or resource-rich micro-data centers and machines,
such as cloudlets [7]. Per Eq. (3), we describe each edge node in terms of processing
speed PS, total memory TM, bandwidth BW, and its physical host identification HI.

eni � 〈PS,TM ,BW,HI〉 (3)

In addition, we define that S_EN, in Eq. (4), is the set of β edge nodes existing in
the edge tier.

S_EN � {eni|i ∈ N0 and i < β} (4)

The cloud tier comprises the cloud nodes, which aremultiple physical data centers
(more powerful than physical edge devices) responsible for a global view of the CoS
system. Cloud physical data centers are able to perform data-intensive computation,
time-based data analysis, and permanent storage of huge amounts of valuable data.
The InPs can combine multiple physical data centers for providing services in the
global scale, and each physical data center has a heterogeneous cost for providing its
services. According to Eq. (5), we describe each cloud node in terms of processing
speed PS, total memory TM, bandwidth BW, and its physical host identification HI.

cni � 〈PS,TM ,BW,HI〉 (5)

Finally, we define that S_CN, in Eq. (6), is the set of γ cloud nodes existing in
the cloud tier.

S_CN � {cni|i ∈ N0 and i < γ } (6)

In our CoS architecture, we consider the existence of three main entities, namely
the PSANs at the sensors tier, the edge nodes at the edge tier, and the cloud nodes at
the cloud tier. In our work, we choose to model PSANs as being the physical devices
of the sensors tier themselves, while we consider the edge and cloud nodes as being
virtual instances hosted by the physical devices of edge and cloud tiers, respectively.
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This choice allows us to consider that the deployment of each edge and cloud node on
their respective physical hosts is transparent to our CoS architecture and is handled
by typical cloud and edge computing virtualization models. In addition, each edge
and cloud node has information about the physical device that hosts it, so that we can
associate the physical location of an edge or cloud node to the location of its physical
host. In Sect. 2.2, we discuss issues on CoS virtualization, which is performed over
the CoS architecture considered in this subsection.

2.2 CoS Virtualization

The capabilities of the CoS architecture, described in Sect. 2.1, are provided to users
and their applications through a CoS virtualization model. Several works such as
[11, 21–24] correlate the virtualization of physical devices in CoS to the resource
allocation and task scheduling problems, suggesting that the design of solutions to
these problems needs to be investigated together to enable the CoS virtualization
itself. It is important to mention that by CoS virtualization, we mean the decoupling
between the physical infrastructure of the WSAN and applications via an abstract
representation of the former, with the main purposes of sharing the physical infras-
tructure of WSANs. In our point of view, a full CoS virtualization model comprises
the instantiation of virtual nodes (VNs) and at least two sub-processes, one for per-
forming resource allocation and the other for task scheduling. Figure 3 summarizes
the relation between both resource allocation and task scheduling in CoS.

In theCoS paradigm, application users, with any given level of application domain
expertise, define and implement applications. An application is similar to a work-
flow that describes interactions among the services provided by VNs. In addition, we
call each activity of the application workflow as a request, because its main goal is
to request (demand) the services of VNs. Thus, each application consists of a set of
requests (activities ofworkflows) that demand the resources of theCoS infrastructure.
A request is a set of abstract commands defined by users, which represent the appli-
cation functional requirements, representing an abstract service. In addition, applica-
tion requests have functional and non-functional requirements. Among the possible
non-functional requirements, the data freshness is one of the most important in a
distributed system based on sensing data, such as the CoS [25]. This importance
increases particularly in the context of systems composed of a set of autonomous
data sources, where the data integration with different freshness values can lead to
semantic problems, hindering the execution of applications. There are several def-
initions of data freshness in literature [25]. Among these definitions stands out the
one that quantifies the freshness of a given data based on the time elapsed since its
acquisition.

Applications typically access the CoS through the edge and/or cloud tiers. During
the operation of the CoS, several applications access the CoS, probably simulta-
neously, posing their requests. To meet such requests, the CoS infrastructure must
provide the outputs (data, in case of sensing, or controls, in case of actuation) as
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specified by the requests. Therefore, the CoS physical infrastructure has to perform
tasks (generating a certain processing load on physical nodes) to provide such outputs
with maximum data freshness. To avoid the re-execution of processing loads by the
physical infrastructure, it is possible to meet other future requests by simply re-using
outputs from previous executions, if they meet the data freshness requirement of the
request.Moreover, these outputs could be stored at different tiers of the CoS architec-
ture (sensors, edge, and cloud tiers). Therefore, it is necessary tomake a first decision
to meet a given request in the CoS environment: is it possible to meet the request
using the data stored in the CoS environment (without engaging physical nodes),
or is it necessary to dispatch tasks to run directly on the physical infrastructure? In
the latter case, a second decision follows, regarding how to distribute the processing
load among physical nodes that make up the CoS physical infrastructure. The first
decision directly relates to the resource allocation process. Since this is a data acqui-
sition process (either from real or virtual nodes), in our work we investigate it under
the prism of data provisioning [26, 27]. The philosophy behind data provisioning
consists of abstracting, from applications, data acquisition/access, and allowing data
sharing among applications, while meeting respective application requirements. The
second one is a task-scheduling decision. Traditional task scheduling algorithms in
typical devices of the CoS [28] are responsible for selecting a group of physical nodes
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that are suitable for the execution, in a given order, of the various tasks necessary to
meet an application request.

In line with the concept of WSAN virtualization, the CoS system comprises the
several VNs to perform the abstraction foreseen by data provisioning. Based on our
previous work [10], throughout this chapter we define the VN as a computational
entity (a software instance). The VN has the main goal of abstracting to users not
only the data, but also the computation and communication capabilities provided
by a set of underlying nodes. Thus, as a single virtual entity, the VN simplifies
the representation of its underlying infrastructure to users. The underlying nodes are
abstracted as services that the VN provides to applications. In the CoS, such software
services mediate the interaction between applications and physical entities. Services
expose resources, defined as software components that provide data from or control
the actuation on physical entities [29]. In addition, the VN has the secondary goal of
coordinating the execution of tasks by the underlying nodes, required to perform its
first main goal. Thus, the implementation, the scheduling, and the execution of tasks
in the physical infrastructure is the responsibility of VNs.

Therefore, we consider that every VN has a VN program, whose objective is to
perform a series of tasks on the PSANs to update the data further provided by the
VN through its data provisioning service. We consider that a VN program does not
change during the existence of the VN. Thus, in CoS, task scheduling refers to the
process, performed by the VN, of scheduling tasks of each VN program to a given
set of nodes from the underlying physical infrastructure of the CoS. We consider the
existence of a service at each VN that is responsible for running the task scheduling
process. Moreover, we consider another service at each VN that implements the
process of execution and supervision of the execution of the tasks, scheduled by
the former process, on the underlying physical infrastructure. Similarly, a VN has
a process for performing resource allocation and a process to execute applications
requests on VNs allocated by the former process.

Finally, a process to instantiate the virtual nodes is first necessary, in order to
select and prepare the underlying subordinated physical infrastructure for use. In the
context of CoS, resource provisioning refers to this process of instantiating virtual
nodes. The term “provisioning” often refers to the action of equipping or preparation
of an infrastructure for some purpose. As in traditional cloud computing systems,
the process of resource provisioning [30] is responsible for managing the association
of physical computational capacities to counterpart virtual entities. This associa-
tion, in the CoS, must maximize the utilization of physical computational (and data)
capacities to virtual nodes, while respecting the physical computational (and data)
capacities constraints of the physical CoS infrastructure. Based on [30], proactive
resource provisioning denotes the caseswhere the instantiation of aVNoccurs before
the allocation of the VN to an application request. VNs are instantiated by the infras-
tructure providers at a time prior to the execution of the CoS infrastructure and the
arrival of applications. In case of reactive resource provisioning, the instantiation
of a VN may also occur (in addition to the reuse of existing instances) in response
to the need of its allocation to an application request (i.e., the requirements of a
new VN are tailored to meet a specific allocation). Thus, VNs are instantiated on
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demand, by a dynamic (real-time) and automated resource provisioning algorithm.
Generally, resource provisioning and adjustment according to demand should occur
dynamically, in an elastic and transparent way.

It is important to mention that in our previous work [8], we concluded that the best
theoretical position for positioning VNs is the edge tier. Among PSANs, edge nodes,
and cloud nodes, we chose the edge nodes to run VNs for the following reasons. The
edge nodes have greater computation and communication capabilities than PSANs
and thus are able to manage VNs instances more efficiently. Moreover, edge nodes
are in the edge of the network, closer to WSANIs and to the end users than the cloud
nodes. Thus, edge nodes are in a privileged position, in relation to the cloud nodes,
for linking PSANs from different WSANIs under the same VN, and for reducing
the latency for time-sensitive applications. In addition, the cloud nodes store the
registries of existing VNs in the whole CoS. Thus, we consider that edge nodes are
the possible hosts for the VNs instantiated by the resource provisioning process.

As the result of the resource provisioning procedure, we formally define the VNs
and the set of VNs. Per Eq. (7), we describe each VN in terms of its list of underlying
PSANs LU, services description SE and its host EN identification HI.

vni � 〈LU , SE,HI〉 (7)

Per Eq. (8), we define a set S_VN containing all the θ VN instantiated by Infras-
tructure Providers (InPs).

S_VN � {vni|i ∈ N0 and i < θ} (8)

In Sect. 2.3, we will discuss the process of task scheduling in depth, in the context
of the CoS.

2.3 Task Scheduling

In this section, we propose a formal definition of the task scheduling problem in
CoS. We base our definition mainly on the definition of task scheduling for parallel
programming presented by Sinnen [18].

Firstly, we define a task as a primitive and atomic (finest-grained, non-divisible)
unit of execution of a program implemented by the VN. Thus, each task denotes a
computing function in a VN program, capable of commanding a given physical node,
such as the PSANs at the sensors tier. An example of a task is the collection of data
(the reading operation performed by a sensing unit) regarding a given environmental
variable at a moment in time. Another example of task is the processing of collected
data to provide a more accurate or complete result on a given phenomenon.

TheVNprograms considered in task scheduling can have arbitrary task structures,
with dependencies among the tasks of the same VN program. Thus, tasks have
precedence relations and are dependent on each other (a data can only be processed
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after it was collected). We represent a VN program as a Directed Acyclic Graph
(DAG) G, described by Eq. (9).

G � (V,E,w, c) (9)

In this DAG G, a vertex (in set V) reflects a task and a directed edge (in set E)
is a precedence constraint between the incident nodes. Thus, the origin vertex must
be executed before the destination vertex. Moreover, we associate weights (positive
values) in w and c with the DAG nodes and edges, respectively. The weights in w
and c represent the computation and communication costs of each task, respectively.

We consider that the DAGs from all the VN programs are connected to a unique
DAG called UG. The objective of the UG is to provide a global view of all VN
programs that run during the time window to which the scheduling occurs. The UG
is created through a function f sUG, as shown in Eq. (10).

UG � f sUG(G1,G2, . . .) � (UV,UE,Uw,Uc) (10)

The function f sUG must implement the basic procedures required to build UG, but
also offers the opportunity to implement other procedures to preprocess the DAGs,
such as finding tasks in common amongDAGsG, andmerging such common tasks in
UG, as shown in [31]. We describe the basic procedures to connect all VN programs
and thus build the UG as follows. Besides the vertices and edges of the DAGs G,
the UG has two additional vertices called start and end vertices, which are dummy
vertices (having no costs). The start vertex of UG is connected through additional
edges to the start vertices of each DAG G. Similarly, the end vertex is connected to
the end vertices of each DAG G. Thus, formally, the challenge of task scheduling
is to find spatial and temporal assignments of the vertices (UV) from UG onto the
PSANs, which result in the best possible execution (evaluated through costs Uw and
Uc), while respecting the precedence constraints expressed by the edges in UE.

It is important to mention that the spatial and temporal assignment resulting from
task scheduling fundamentally determines the efficiency of the execution of the
whole set of VN programs, which may share the same PSANs. This efficiency can
be defined, for instance, in terms of reducing the costs (weights Uw and Uc), or
several other types of costs, such as energy, or time used for performing the set of
applications.Moreover, themost general scheduling problem imposes no restrictions
on the DAGs; i.e., they may have arbitrary computation and communication costs
as well as an arbitrary structure, and the number of PSANs is limited. Several other
scheduling problems (special cases) arise by restricting the DAGs, for example,
by having unit computation or communication costs, or by employing an unlimited
number of PSANs. Thus, for the most general scheduling problem (and every special
case), we formally define a spatial assignment function and a temporal assignment
function.

As shown in Eq. (11), a spatial assignment S of the UG on a finite set S_PSAN
of all PSANs is the function f sspatial of the nodes of UG to the PSANs of S_PSAN.
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S � f sspatial : UV → S_PSAN (11)

As shown in Eq. (12), temporal assignment T of the UG on a finite set S_PSAN
of all PSANs is the function f stemporal , which is the start time of the nodes of UG.

T � f stemporal : UV → Q
+
0 (12)

Therefore, a full schedule (FS), which is the output of the task scheduling process
of a VN, refers to the pair of both S and T, as shown in Eq. (13).

FS � (S,T ) (13)

Finally, the task scheduling solution should be designed to make the best deci-
sions, aiming to achieve two potentially conflicting objectives: (i) maximize the
meeting of requirements posed by the tasks, while (ii) seeking the lowest possible
consumption of PSANs resources. In several aspects, the process of task scheduling
in CoS resembles the process of resource allocation in CoS. However, both processes
differ mainly with respect to the nature (physical or virtual) of the resources to be
allocated. Task scheduling must deal with the interface between physical and virtual
devices, while resource allocation deals with the relations fully within the virtual
realm (among VNs and software CoS applications). Moreover, the tasks are defined
as atomic units run by physical nodes, therefore at a finer grained level than applica-
tion requests. Finally, an analogy can be made between VN programs and software
CoS applications. Section 2.4 provides further detail on this aspect, on software CoS
applications and on the whole process of resource allocation.

2.4 Resource Allocation

In this section, we propose a formal definition of the resource allocation problem
in CoS. This definition is similar to the definition of task scheduling presented
in Sect. 2.3; thus, we focus on describing the differences of context from both defi-
nitions.

Resource allocation is a subject addressed in many computing areas, such as oper-
ating systems, grid computing, and data center management. As the authors in [32]
defined for cloud computing, the problem of resource allocation aims to guaran-
tee the correct meeting of application requirements by the physical infrastructure,
abstracted through virtual machines, while minimizing the operational cost of the
cloud environment. Resource allocation in CoS has a similar goal. It refers to the
process of allocating theVN instances to perform the application requests (workload)
submitted to the CoS by users, attempting to maximize the meeting of applications
requirements, while respecting the constraints of VNs and, therefore, the constraints
of the underlying physical infrastructure. It differs from resource allocation in cloud
computing by dealing with the specificities of the three-tier CoS physical infrastruc-
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ture (comprising the sensor, edge, and cloud tiers). In the CoS, the main resource
provided byVNs to applications is the data obtained from the physical infrastructure,
in contrast to computational, storage, and communication capabilities in traditional
cloud computing. Therefore, the resource allocation solution should be designed to
make the best decisions, aiming to achieve two potentially conflicting objectives: (i)
maximize the meeting of requirements posed by the application requests, while (ii)
seeking the lowest possible consumption of resources exposed through VNs.

Regarding objective (i), the resource allocation process should take into account,
mainly, the requirements of data freshness, data processing complexity, and response
time required by the application [33, 34]. Applications demanding fresher data than
currently stored in a virtual node will require the direct engagement of the physical
nodes. On the other hand, applications wishing information resulting from complex
processing, often involving the use of historical data and trends or the result of
calculation of time series, are preferably met by the cloud. Finally, applications that
demand the detection of events involving one or more types of sensing data, and that
need immediate response when these events occur, usually do not tolerate the high
latencies resulting from sending data to the cloud and further processing. In this case,
performing the processing at the edge tier is the best option.

Regarding objective (ii), considering that in the CoS there are many requests
arriving, there are applications that can share outputs of the current run (or previous
runs) of a given service in a virtual node. By leveraging such sharing, it is possible
to avoid that the service runs every time a new request arises, thus saving CoS
infrastructure resources. Any existing physical node in one of the CoS tiers (sensors,
edge, and cloud tiers) can store and make available the data related to the execution
of the services. This physical node may belong to the virtual node that performed
the service in question, or eventually not, belonging to the set of physical nodes
subordinate to another virtual node. Thus, certain future requests may never demand
the execution (in fact, in physical nodes) of a service, relieving the respective load
of tasks in physical nodes. This decision regarding the resource allocation in CoS
[35] should aim for solutions in which the data are provided for applications with
minimal costs, but without harming the requirements of data freshness and response
time.

Regarding a formal definition of the resource allocation problem in CoS, firstly,
we consider that nodes from graph G in Eq. (9) comprise requests that form an
application, instead of tasks that form a VN program. Next, in Eq. (14) we consider
a function f rUG, which forms the Unique DAG of requests for all applications, with
similar rules to the ones described for task scheduling in Sect. 2.3.

UG � f rUG(G1,G2, . . .) � (UV,UE,Uw,Uc) (14)

Formally, the challenge of resource allocation is to find spatial and temporal
assignments of the vertices (UV) from UG onto the VNs, which result in the best
possible execution (evaluated through costs Uw and Uc), while respecting the prece-
dence constraints expressed by the edges in UE. For the most general resource allo-
cation problem (and every special case), we formally define a spatial assignment
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function and a temporal assignment function. As shown in Eq. (15), a spatial assign-
ment A of the UG on a finite set S_VN of all VNs is the function f rspatial of the nodes
of UG to the VNs of S_VN.

A � f rspatial : UV → S_VN (15)

As shown in Eq. (16), temporal assignment T of the UG on a finite set S_VN of
all VNs is the function f rtemporal , which is the start time of the nodes of UG.

T � f rtemporal : UV → Q
+
0 (16)

Therefore, a full allocation (FA), which is the output of the resource allocation
process of a VN, refers to the pair of both A and T, as shown in Eq. (17).

FA � (A,T ) (17)

Finally, considering all the steps involved in the task scheduling and in the
resource allocation processes for CoS, solutions are required to tackle these chal-
lenges. Section 3 reviews the state of the art in such solutions.

3 State of the Art

In subsections (Sects. 3.2 and 3.3), we review the state of the art on solutions for
task scheduling and resource allocation, respectively, highlighting how each solution
approaches the challenges involved in such activities. Initially (Sect. 3.1),we describe
the criteria to be used throughout the text to organize the solutions that will be
presented. As task scheduling and resource allocation share several characteristics
and objectives, the same criteria are used to analyze the proposals for both activities.
We conclude with Sect. 3.4, in which we present a summary of the results of our
review from the state of the art in task scheduling and resource allocation applied to
CoS.

The concepts of resource allocation and task scheduling are not new in the liter-
ature. Several areas of research closely correlated to CoS, such as IoT and WSANs,
study these conceptswith slight differences of context. Such differences relatemainly
to the nature of the resources to be scheduled or allocated. In the following sec-
tions, we chose, mainly, to depict the works that pertain to our area of research,
the CoS. However, since the area of CoS is recent, only few studies exist proposing
task scheduling and resource allocation solutions. Therefore, we will discuss task
scheduling and resource allocation solutions under a broader perspective, including
the areas of IoT and WSAN. We choose the most recent solutions from other areas
than the CoS that require little or no adaptation when applied to operate in the CoS.

It is important to mention that several resource allocation and task scheduling
solutions exist for the area of cloud computing [36], which is also closely related to
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CoS. Such solutions ignore the specificities of the CoS environment. In traditional
cloud computing, the physical infrastructures contain several data centers with high
computing capacity servers, where the most important is simply to provision their
processing capabilities, storage, and communication data. When operating in a CoS
environment, the need for provisioning sensing and actuation, the heterogeneity
and the computational resource constraint nature of devices pose new challenges to
perform the resource provisioning. However, the area of resource allocation and task
scheduling for cloud computing has already been extensively surveyed, and thus, we
excluded this area from our review of the state of the art.

Finally, based on the background provided in Sect. 2, and that the best theoretical
position for positioningVNs is the edge tier [8], we assume that task scheduling refers
to the relation between the sensors tier and the VNs, while resource allocation refers
to the relation between VNs and the edge/cloud tiers of the CoS. All the reviewed
proposals are developed considering one of these relations. Thus, our first macro-
criterion to classify proposals is to divide them into “proposals for task scheduling
that can be applied at the sensors tier” and “proposals for resource allocation that can
be applied at cloud and edge tiers.” Within these two macro-categories, we identify
and classify the existing proposals based on a set of additional criteria, described in
the following subsection.

3.1 Classification Criteria

As a first criterion for classifying proposals for task scheduling and resource allo-
cation, we consider the decentralization degree of solutions. In general, although
centralized solutions are simpler to implement and have a global view of the net-
work, they are well known as being more susceptible to failures and less scalable.
In centralized task scheduling algorithms, a single VN placed at the sink node in
the WSAN or a manager node in the cloud is responsible for deciding how, when,
and where to perform the tasks. In turn, in decentralized task scheduling algorithms,
multiple PSANs, known as the local schedulers, determine the scheduling. The local
schedulers do not need to perform scheduling for all nodes, because different nodes
may have different areas of interest, contributing to the scalability of the solution.
Kaur Kapoor et al. [37] show that, among the several centralized and decentral-
ized algorithms they proposed, the performance of the best-centralized algorithm
is comparable to that of the best-decentralized algorithm for smaller systems. For
medium and high system loads, the decentralized algorithms demonstrate a signif-
icantly higher performance in comparison to the centralized algorithms. Moreover,
a hybrid approach can be adopted (partially decentralized), sharing characteristics
of both centralized or decentralized solutions, sometimes combining two decision
phases, one centralized and the other decentralized.

As a second criterion to classify existing solutions, we consider the ability of
considering priorities during the task scheduling or the resource allocation process.
Priorities can be considered among different application requests, tasks of VN pro-
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grams, VNs, or PSANs. In the context of resource allocation, there may be applica-
tions requests with higher priority, concerning their degree of criticality (response
time). For instance, a HVAC application may be less critical than a fire detection
application. This priority can also concern the amount of resources provided to the
applications (VNs and PSANs), compared with other applications that are sharing
the physical infrastructure. Regardless the kind of priority, such information regard-
ing priority, possibly provided by users, could be used to rank tasks, requests, VNs,
and the PSANs, which should be assigned first during task scheduling or resource
allocation. For instance, in resource allocation, if a more priority application arrives,
the VNmust stop the request currently running and queue the requests of the highest
priority application according to its priority.

As a third criterion to be usedwhen analyzing and classifying existing proposals,
we consider their ability to handle precedence relationships (dependencies between
inputs and outputs) among requests and among tasks. Most works, such as [12], con-
sider applications/VN programs that comprise a single request/task regarding data
acquisition. This is a common approach, for instance, in task scheduling algorithms
for traditional WSANs. In such algorithms, the VN programs have the interest on
mere data acquisition (represented as a single data acquisition task), without consid-
ering the actuation, computation, and communication capabilities of WSAN nodes.
In traditionalWSANs, the task scheduling algorithm decides only about which nodes
will perform each single task, and at which time such execution will occur. Thus,
since tasks have no precedence relationships, there is no need to model VN pro-
grams through, for instance, the usual representation of a DAG mentioned in Sect.
2.3. However, in scenarios where VN programs consider multiple tasks (possibly
mixing data acquisition, actuation, computation, and communication tasks) with
precedence relationships, it is very important to model such relationships, in order to
make a proper decision. This applies to either task scheduling or resource allocation,
because PSANs or VNs must perform first the requests or tasks whose inputs are
satisfied and are free to start being processed. It is important to mention that the
representation of requests and tasks through a DAG and handling the precedencies
among them is a feature explored by few works. Moreover, it is one first step toward
another feature not explored by any work so far, which is representing an application
or VN program as a complex structure of standard information fusion procedures
(each request or task as being an information fusion procedure).

We consider the ability of sharing the results of execution among requests or tasks
as a fourth criterion, which is relevant to analyze the proposals and their benefits.
Some solutions for task scheduling share the results of tasks that are common among
multiple VN programs. These proposals perform the tasks in common (i.e., tasks that
will serve different VN programs) only once, sharing the results to further improve
the resource utilization of PSANs.

As a fifth criterion for classifying proposals, we consider the adoption of what
we call a full device virtualization model by these proposals. A full virtualization
model is defined as a process to virtualize the data and computational/communication
capabilities from PSANs through the instantiation of VNs, also comprising task
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scheduling and resource allocation procedures (mostly adopted by the proposals for
the areas of CoS and IoT).

As a sixth criterion, we consider the ability of supporting time-based (pull) and
event-based (push) applications (or VN programs) simultaneously. A time-based
(TB) application is the one for which the application decides the exact moment in
time for demanding the VN (or PSANs) resources. Thus, the pull model attends
time-based applications (or VN programs). For instance, in the context of a pull
model in resource allocation, a VN demands its underlying physical infrastructure
and responds to the application at the time defined by the application. This is themost
conventional type of application, and it is perfectly suited to the context of resource
allocation due to the temporal aspect; i.e, VNs can have full control about the time
duration of each request, and do not need to wait for events with random occurrence
times in future (interrupts), to finish their processing. Thus, pull applications (VN
programs) are supported by all resource allocation (task scheduling) proposals to be
discussed in Sects. 3.2 and 3.3. An event-based (EB) application (VN program) is
the one that demands the VN (PSAN) resources only when it detects the occurrence
of a specific event of interest by the application (VN program). Thus, a push model
attends event-based applications (VNprograms). For instance, in the context of a push
model in resource allocation, the VN demands its resources at a moment in time that
is unknown, previously to the occurrence of the event of interest by the application.
The pushmodel is a typical publish/subscribemodel, in which applications subscribe
their interests to a VN, which, in turn, waits until an event occurs to publish its results
respective to this event. The ability to support both models simultaneously makes
the approach for resource allocation or task scheduling more general, thus fitting
well in a high-scale deployment of a CoS infrastructure, meeting a broader range of
applications.

As a seventh criterion, we classify proposals according to the characteristics
of the optimization problem formulated to meet the resource allocation and task
scheduling objectives. There are several methods in the literature that can be used
to mathematically formulate the resource allocation and task scheduling problems
[38, 39]. In most cases, the optimization problem is referred as an integer program,
in which the decision variable (with respect, for instance, to which PSAN will be
allocated to which task) is a binary variable. Some other real-valued criteria may
also be of use, and thus could be included in the problem formulation, such as when
defining the start times of tasks. When including real-valued decision variables,
the optimization problem is referred as a linear program. Another commonly used
option is to formulate the problem as a multi-objective optimization problem [39]. In
contrast to the previous cases of single-goal problems, themultiple goals conflictwith
each other, i.e., to maximize the attendance to application requirements results in an
increased consumption of resources, and vice versa. That is, it is not possible to find
a single solution that minimizes an objective and maximizes another simultaneously.
In themulti-objective approach, it is obtained an optimal solution set (Pareto-optimal
solutions) with numerous solutions indifferent to each other, according to some pre-
established criteria, leaving the analyst to decide which solution to use, according to
its own established criteria.
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As an eighth criterion, we classify proposals according to the characteristics of
the algorithm/heuristic used to solve the formulated optimization problem. To solve
optimization problems in order to seek the optimal solution, there are a number
of methods in the literature [39, 40]. One example is the linear programming and
its variants [40]. However, when considering the typical approach of representing
requests and tasks as DAGs, the optimization problem becomes more difficult as
the size of the DAG increases. In fact, finding a schedule of minimal length for a
given DAG is, in its general form, an NP-hard problem [18, 38], i.e. problems whose
explosive combinatorial nature hinder the quick search for optimal solutions when
they grow [41]. That is, an optimal solution cannot be found in polynomial time
(unless NP�P). Because of this kind of problem, an entire area emerged that deals
with quick search of solutions, ranging from the theoretical analysis to heuristics and
approximation techniques that produce near-optimal solutions. Thus, the problems
tackled in resource allocation and task scheduling fit the class of NP-hard problems,
justifying the application of heuristic techniques.

Heuristic techniques approach the optimal solution, solving the problem by
obtaining sub-optimal solutions in reduced computation time, once the search for the
optimal solution is much more computationally intensive. Heuristic-based proposals
can follow, for instance, traditional graph theory, evolutionary, game/auction, greedy,
machine learning, Voronoi diagrams, or probabilistic approaches [36]. Evolutionary
algorithms are typically used to provide good approximate solutions to problems
that cannot be easily solved using other techniques. Due to its random nature, it is
not guaranteed that evolutionary algorithms find an optimal solution to the problem,
but they will often find a good solution, if any. Genetic algorithms have proven to be
a successful way to produce satisfactory solutions to many problem formulations.
Finally, game theory is increasingly being used as a modeling and design framework
in decentralized algorithms. A distributed game-theoretic approach to task alloca-
tion provides autonomy to sensor nodes, which can decide the best scheduling in
actual neighboring context. In solutions following such approach, communications
are made only between certain sensors in a neighborhood, which is a potentially
energy-efficient and scalable solution.

As a ninth criterion, we consider the presence of the edge tier in the proposed
architectures [42]. In such proposals, the devices in the edge tier (edge nodes, sinks,
gateways, for instance) play an active role in the resource allocation or task scheduling
process, allowing solving the problem in a distributed way.

Finally, the tenth criterion regards considering physical devices (sensors/ things)
as active resource providers, providing to applications (VNprograms) computing and
actuation capabilities, and not being mere passive sensing data sources.

3.2 State of the Art on Task Scheduling at the Sensors Tier

In this section, we describe relevant works found in literature that represent the state
of the art on task scheduling at the sensors tier of the CoS architecture. The described
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works present proposals either tailored for the specific field of CoS [42–45], or for
the broader field of IoT [46–50], or for the more traditional field of WSAN [12, 28,
31, 37, 51–57].

Among theworks that propose task scheduling for CoS, Zhu et al. [43] is an exam-
ple of a centralized solution. In their work, the authors analyze the characteristics of
task scheduling with respect to integrating cloud computing andWSANs, proposing
two novel task scheduling algorithms. Their algorithms follow a heuristic, greedy-
based approach and are able to handle priorities among tasks. In their algorithms,
the main goal is to divide tasks into two groups: tasks to be performed in the WSAN
(G1) and tasks to be performed in cloud (G2). For all tasks submitted in group G1,
with higher priority, the algorithm uses a set of rules to decide (based on the costs
of using the resources available) for the best schedule. After, the same procedure is
performed for group G2, with lower priority.

Phan et al. [42] is another example of a centralized solution. They proposed a
cloud-integrated WSAN architecture and studied the optimization of a push-pull
communication scheme among the three layers of their architecture using a genetic
algorithm. Therefore, they are among the proposals that can support both time-
based and event-based applications, which guarantees they cover a broad spectrum
of application domains. In addition, in this proposal the devices in the edge tier
(edge nodes, sinks, gateways, for instance) play an active role in the task scheduling
process. Moreover, their proposal includes a full device virtualization model. At the
sensor layer, several heterogeneous WSANs embedded in the physical environment
exist, using a tree topology. Nodes periodically read sensors and push data to the sink
node. The edge layer is a collection of sink nodes, each of which participates in a
certain sensor network and stores incoming sensor data in its memory, pushing them
periodically to the cloud layer. Sink nodes maintain the mappings between physical
sensors and virtual sensors. In addition, each sink receives a “pull” request from
a virtual sensor when the virtual sensor does not have the data that an application
requires. If the sink node has the requested data in its memory, it returns that data.
Otherwise, it issues a pull request to a sensor node that is responsible for the requested
data. The cloud layer operates on one or more clouds to host end-user applications
and management services for the applications. Applications are operated on virtual
machines in clouds, and always access physical sensors through virtual sensors.
Users are assumed to place continuous sensor data queries on virtual sensors via
cloud applications in order to monitor the physical environment. If a virtual sensor
already has data that an application queries, it returns that data. If a query does not
match, the virtual sensor issues a pull request and sends it to a sink node. Phan et al.
focus on two services in their virtualization model. The first is the sensor manager,
which virtualizes physical heterogeneous sensors in a unified way by abstracting
away their low-level operational details. The second is the communication manager,
responsible for push-pull hybrid communication between different layers. The key
component in the communication manager is the communication optimizer, which
solves an optimization problem to seek the optimal data transmission rates for sensor
and sink nodes with respect to multiple optimization objectives (maximize sensor
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data yield for applications, minimize bandwidth consumption between the cloud and
edge layers and minimize energy consumption in the sensors layer).

Dalvi [44] proposed a centralized task scheduling scheme tominimize energy con-
sumption in CoS, which is based on TDMA, spatial correlation, and on the Voronoi
diagram. The Voronoi diagram is used for representing WSANs in a CoS. In the
diagram, a rectangular region represents the area from which the user needs data.
The area covered by theWSAN is divided into small cells that are centered at points.
Each point in the cell represents a wireless sensor in a WSAN. The edges of each
cell are formed by connecting perpendicular bisectors of the segments joining all
neighboring points. The sensor located at the center of a cell can sense data for the
area covered by cell. This data is more accurate as compared to the data sensed by
other sensors for that region. This Voronoi diagram is built when WSN is initialized.
A calculation is performed to find the minimum number of nodes required to cover
the area selected by the user. The allocation scheme is based on the concept that
sensors in densely deployed zones will have more number of neighbors compared
to sparsely deployed zones and hence more number of edges in Voronoi diagram.
As the previously discussed work [42], the solution presented in [44] also supports
both pull and push communication models and includes a full device virtualization
model, similar to the one in [42]. In the virtualization model proposed by Dalvi,
there are three layers: client centric, middleware, and sensor centric. The client cen-
tric layer connects end users to the CoS, managing a user’s membership, session,
and GUI. Middleware is the heart of the CoS, managing virtual sensors with help
from components such as provision management, image life cycle management, and
billing management. The sensor centric layer connects the middleware to the physi-
cal WSNs. It also registers participating WSNs, maintains participating WSNs, and
collects data.

Yao et al. [45] proposed a centralized and adaptive task scheduling mechanism to
schedule optimally the transmissionopportunities of devices, consideringmultimedia
distortion reduction, hidden node problem, transmission interference, and signal
coverage. Their proposed mechanism adopts a heuristic-based, greedy approach for
performing the task scheduling.

Among the works that propose task scheduling solutions for IoT, Kim and Ko
[47] present a centralized task scheduling approach based on genetic algorithm to
minimize the amount of data transmissions between mobile devices in IoT. They
transformed the task scheduling problem into a variant of the degree-constrained
minimum spanning tree problem and applied a genetic algorithm to reduce the time
needed to produce a near-optimal solution.

Li et al. [46, 49] and Billet et al. [50] are also examples of centralized solutions for
task scheduling in IoT. Li et al. [46] proposed a genetic algorithm based on a teaching
and learning technique for scheduling tasks with multiple restrictions of relations in
processing sequences in IoT. In their genetic algorithm specification, the crossover
operator is used in the swarm intelligent algorithms to learn information from other
solutions, thus converging to the optimal search space faster. Li et al. [49] proposed
a QoS scheduling model for IoT, which explores optimal QoS-aware services com-
position at application layer, heterogeneous network environment at network layer,
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and the information acquisition for different services at sensing layer. Billet et al.
[50] proposed a binary programming problem formulation for task scheduling for
IoT, along with an efficient heuristic for solving it, based on location, capabilities,
and QoS constraints.

Among the works that propose task scheduling solutions for WSANs, de Farias
et al. [31] proposed a framework for Shared Sensor and Actuator Networks (SSAN),
including an energy-efficient centralized task scheduling algorithm. A major feature
of their work is that the algorithm performs tasks in common to multiple applica-
tions only once. In other research, Li et al. [28] introduce a task scheduling algorithm
exploiting the fact that different applications may share the same sensing data with
commonQoS requirements, as well as spatial and temporal characteristics. Both pro-
posals promote the cost-effective utilization of the resources available in the shared
infrastructure, aiming to increase the return of the investment (ROI) for the owners.
They support different priorities and precedence relationships among tasks. Further-
more, both support time-based (pull) and event-based (push) applications simultane-
ously. Also in the context of SSANs, Bhattacharya et al. [56] proposed an integrated
application deployment system that performs task scheduling based on their Quality
of Monitoring (QoM) of physical phenomena due to the close coupling of the cyber
and physical aspects of distributed sensing applications. Therefore, the task schedul-
ing algorithm deals with the inter-node Quality of Monitoring (QoM) dependencies,
typical in cyber-physical applications. The QoM of a distributed sensing application
usually depends on the set of nodes allocated to it. Moreover, the measurements of
different sensors are often highly correlated resulting in inter-node dependency; i.e.,
the QoM contributed by a node to an application is dependent on the other nodes
allocated to the same application. Since the SSN paradigm aims at fully exploiting
the deployed sensing infrastructure for executing multiple applications with distinct
requirements, it is a desirable feature that all possible communication patterns are
support. Therefore, the work described in [56] schedules both time-based and event-
based applications. However, the authors do not mention the handling of different
priorities, which is another desirable feature for SSNs.

Our research group, in [28, 31], proposed centralized algorithms for scheduling
tasks in WSANs. These algorithms, in addition to being concerned about saving
energy by choosing the best node for a particular task, also perform tasks in com-
mon for different applications only once, sharing the results of these applications to
improve the use of the limited resources of physical nodes. This sharing takes advan-
tage of the fact that the same physical infrastructure is used by multiple applications,
as is the case in virtualized environments. These tasks in common are identified by
preprocessing the DAGs of applications, before starting the task scheduling process.
These two works also include a full device virtualization model, in which the sensors
play an important role as service providers. In their virtualization model, three major
elements exist, namelyWeb server, sink nodes, and sensor nodes, organized in a hier-
archical manner. The Web server acts as a frontier to handle arrivals of applications
and performing task scheduling. Final users, through applications, request different
services from the system and the Web server acts as a service provider to reply those
requests. After receiving requests from the Web server, the sink node of each WSN
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schedules these tasks to individual sensor nodes. Sensor nodes send the descriptions
of their services to sink nodes, which keep them in a repository.

Dai et al. [51] propose a multi-objective algorithm for centralized task schedul-
ing in WSANs, seeking to optimize the total make span of tasks, but meanwhile,
also paying attention to the probability of node failure (related to unsuccessful task
performing) and the lifetime of network.

Hu et al. [54] propose three different greedy-based centralized algorithms to opti-
mize data fusion parameters in the WSAN task scheduling problem, modeled as
an Integer Linear programming problem. Their proposal includes a full device vir-
tualization model. In their model, a given virtual sensor is instantiated and cannot
change during a given time slot. They assume a common sensing period, with each
sensor generating samples and making a local decision as to whether an interesting
event occurred. Event arrival times are independent, and their distribution is known
in advance. The events of interest are, in theory, detectable by the available physi-
cal sensors. Their virtualization model comprises two pre-deployment-independent
functions: a function for forming information fusion rules, and a function for assign-
ing optimal virtual sensors and their scheduling. Fusion rules are formulated through
either synthetic or experimental data. The intuition is that the fusion rules define the
optimal set of sensors for each event as well as the algorithm to combine the sensor
readings.

Rowaihy et al. [12] proposed centralized and decentralized energy-aware solu-
tions to the problem of optimally scheduling multiple missions to WSANs, in which
each mission uses its specific and exclusive subset of sensor nodes. The problem
of mission-sensor scheduling is modeled as a weighted bipartite graph to optimally
schedule the sensors formissions. Their proposed solutions build on traditional graph
theory and are able to handle priorities among missions, relating priority with mis-
sion profit; i.e., these solutions schedule missions that have higher profit first than
other missions (missions are sorted in order of decreasing profit). In the proposed
weighted bipartite graph, the vertex sets consist of sensors and tasks. A positively
weighted edge means that a sensor is applicable to a task. The weight of the edge
indicates the utility that the sensor could contribute to the task. The authors seek a
semi-matching of sensors to tasks, so that (ideally) each task is satisfied. Their pro-
posed solutions perform graph manipulation to represent different problem variants,
with different constraints. Moreover, they propose several greedy algorithms, jointly
with the graph theory approach. One of their greedy algorithms considers tasks in
decreasing order of profit. For each task, the algorithm assigns available sensors in
decreasing order of offered utility, until the mission is satisfied.

Li et al. [57] and Edalat et al. [55] are examples of hybrid approaches, meaning
that they inherit features of both centralized and decentralized solutions. In Li et al.
[57], the authors proposed a heuristic-based three-phase algorithm for allocating
tasks to multiple clusters in hierarchical WSANs, seeking to minimize the overall
energy consumption and balancing the workload of the system while meeting the
applications deadlines. The task scheduling problem is referred as an integer program
and solved as a multi-objective problem. The proposal considers tasks with different
priorities and dependencies among the data input and outputs of tasks, represented
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through DAGs. Moreover, the sensors are considered as active resource providers,
instead of being mere passive data sources. Edalat et al. [55] proposed a heuris-
tic two-phase winner determination protocol to solve the task scheduling problem
modeled as a distributed reverse combinatorial auction, seeking to maximizeWSAN
lifetime while enhancing the overall application QoS, in terms of deadlines. They
also consider tasks with different priorities and dependencies among the data input
and outputs of tasks, represented through DAGs.

In termsof distributed solutions,Wuet al. [52] present a distributed game-theoretic
approach for task scheduling in SSANs based on the correlation among sensor read-
ings from different nodes. Their approach supports time-based and event-based com-
munications.

Wang et al. [53] propose a cluster-based task scheduling algorithm based on a
greedy approach that balances the node energy consumptions,where the sensor nodes
are classified into different ranking domains and that supports requirements of real-
time, heterogeneity, flexibility, and scalability. Different priorities among application
tasks are supported and the precedence relationships of tasks are considered in their
scheduling decisions.

Kim [48] proposed a task scheduling solution to optimize bandwidth in IoT based
on a cooperative game and on the concept of Shapley value. They adopt a fully
decentralized approach and leverage the collaboration among the devices to achieve
the application goals. Their approach is able to handle tasks with different priorities.

Finally, besides comparing proposals for task scheduling regarding their decen-
tralization degree, Kaur Kapoor et al. [37] proposed their own greedy-based decen-
tralized task scheduling algorithms. They proposed the random allocation algorithm,
which does not use any information about the application or the network while mak-
ing a scheduling decision. They proposed the CPU Load Balanced Allocation and
Data Load Balanced Allocation algorithms, which schedule tasks making decisions
to balance the CPU usage and data transmissions, respectively, among nodes. They
also proposed the Balanced Metric Allocation algorithm, which aims to balance
the energy consumption, both due to the CPU component and the radio component
among all the sensor nodes. Finally, they also proposed the Maximum Energy First
algorithm, which selects first, from the set of available nodes, the sensor nodes that
have the highest available energy, for execution of the tasks.

Table 1 presents a summary with the task scheduling proposals classified accord-
ing to the 10 criteria considered in this chapter. In the following section, we present
the state of the art on resource allocation at edge and cloud tiers, and we classify the
respective proposals according to the same 10 criteria used in this section.
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3.3 State of the Art on Resource Allocation at Edge
and Cloud Tiers

In this section, we describe relevant works found in literature that represent the state
of the art on resource allocation at the edge and cloud tiers of the CoS architecture.
The described proposals were developed either for the field of CoS [15, 16, 58, 59]
or IoT [60–67]. We will analyze the proposals in the light of the same criteria used
for task scheduling solutions. Almost all works, with a single exception, propose
centralized solutions for the resource allocation problem.

Among the works that propose resource allocation in CoS, Delgado et al. [15, 16]
proposed an heuristic algorithm and optimization framework to perform resource
allocation, seeking to maximize the number of applications sharing the CoS, while
accounting for the limited storage, processing power, bandwidth, and energy con-
sumption requirements of sensors tier. Their resource allocation algorithm follows a
traditional linear programming technique.

Misra et al. [58] present a mathematical formulation of CoS, with a thorough
evaluation of the cost effectiveness of CoS by examining the costs of sensor nodes
due to deployment, maintenance, and rent by users, as well as the profits in terms
of the service acquired from the sensed data, always from the perspective of every
user of the CoS. In the full device virtualization model used by Misra et al., there
are three tiers (users/applications, virtual nodes, and sensors). The communication
interface of a user is primarily aWeb interface running at the site of the cloud service
provider. It is aWeb portal, through which the user requests the CoS. The user is kept
abstracted from the underlying complex processing logic required due to perform
resource allocation, application-specific aggregation, and virtualization. Moreover,
sensor nodes are heterogeneous; thus, the sensor nodes are standardized using a
Sensor Modeling Language. Every physical sensor node reports its sensed data to
the CoS storage. Within the cloud environment, the sensed data are aggregated in
real time.

Dinh et al. [59] propose an interactive model for the CoS to provide on-demand
sensing services for multiple applications with different requirements, designed for
both the cloud and sensor nodes to optimize the resource consumption of physical
sensors, as well as the bandwidth consumption of sensing traffic. Dinh et al. con-
sider requests in common in their solution. Their approach formulates a unique
DAG of requests, merging requests in common for multiple applications. In their
approach, requests in common are merged by considering the more restrictive appli-
cation requirements.

Among the works that propose resource allocation in IoT, Narman et al. [60]
propose a dedicated server allocation for heterogeneous and homogeneous systems,
to provide efficiently the desired services by considering priorities of applications
requests. Yu et al. [61] proposed a cloud-based vehicular network managed by a
strategy based on game theory to optimally allocate resources, together with virtual
machine migration. Both proposals include a full device virtualization model. The
first work [60] also includes mechanisms to handle priorities among application
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requests, using this priority value to decide the next request to be served and allocate
the amount of resources for each request.

Angelakis et al. [63] presented a mathematical formulation of assigning services
to interfaces with heterogeneous resources in one or more rounds and developed two
algorithms to approximate the optimal solution for big instance sizes.

Zeng et al. [62] proposed an edge computing supported software-defined embed-
ded system, together with the formulation of a resource allocation problem as a
mixed-integer nonlinear programming problem, and a computation-efficient solu-
tion. Vögler et al. [64] propose an infrastructure that provides elastic provisioning
of application components on resource-constrained and heterogeneous edge devices
in large-scale IoT deployments, which supports push-based as well as pull-based
deployments. Moreover, their infrastructure also manages time precedence restric-
tions among application tasks. Aazam et al. [65], in their proposed methodology for
resource estimation and management through edge computing, formulate resource
management based on the fluctuating relinquish probability of the customer, ser-
vice type, service price, and variance of the relinquish probability. In their paper,
they extended their previous model to include a customer probabilistic resource esti-
mation model, to manage the resources for IoT devices. Different priorities among
application tasks are considered in their solution. Abedin et al. [67] provide an effi-
cient IoT node pairing scheme between the same domains of IoT nodes in edge
paradigm, based on the Irving’s matching algorithm, and model the problem as a
one-sided stable matching game with quota. All these works [62, 64, 65, 67] con-
sider the presence of the edge tier in their proposed architectures.

Aazam et al. [66] present a service-oriented resource management model for IoT
devices, using edge computing. Theirwork ismainly focused on considering different
types of services and providing device-based resource estimation and pricing, even
in presence of mobility. In their proposed model, sensors, IoT nodes, devices, and
cloud service customers (CSCs) contact the edge to acquire the required service(s)
at best price. CSCs perform the negotiation and service-level agreement (SLA) tasks
with the edge. The edge is in charge of estimating the consumption of resources, so
that they can be allocated in advance.

Only the work described in [61] proposed a decentralized approach to resource
allocation. The authors proposed to integrate cloud computing into vehicular
networks such that the vehicles can share computation resources, storage resources,
and bandwidth resources. Their proposal includes a full device virtualization model,
including a vehicular cloud, a roadside cloud, and a central cloud. The authors study
resource allocation and virtual machinemigration for effective resourcemanagement
in this cloud-based vehicular network. A game-theoretical approach is presented to
optimally allocate cloud resources.Virtualmachinemigration due to vehiclemobility
is solved based on a resource reservation scheme.

Table 2 presents a summary with the resource allocation proposals classified
according to the 10 criteria considered in this chapter. In the following section,
we present a summary of both the state of the art on resource allocation and task
scheduling. We present a macro-classification of all works reviewed in this chapter,
under the same 10 criteria described in Sect. 3.1, and highlight the open issues in the
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state of the art in task scheduling and resource allocation applied to CoS based on
this classification.

3.4 Open Issues

In this section, we present a summary of the results of our review from the state of
the art on task scheduling and resource allocation applied to CoS. We categorized all
the relevant proposals found in literature by their key differentials. We present this
categorization in Table 3.

Regarding task scheduling, we can notice some open issues in existing works.
First, despite the inherently distributed nature of CoS, IoT, and WSN, more than
half of the proposals for task scheduling are centralized. Although decentralized
scheduling algorithms have been proposed, they still lack an important feature that is
to promote the sharing of common tasks among the VN programs. We believe this is
a key requirement to achieve an efficient solution mainly in large-scale deployments.
In addition, besides sharing the tasks of VN programs, we claim that efficient and
suitable solutions for CoS must take into account the priorities and precedencies
among tasks, representing tasks and their precedencies through aDAG.Other relevant
issue that is still poorly exploited in existing works is the proposal of a full device
virtualization model, considering devices as active resource providers, other than
passive data sources.

Regarding proposals for resource allocation, only one work found in the cur-
rent literature proposed a decentralized solution, while all the others are centralized
approaches. Moreover, only one proposal [59] was found on resource allocation
for CoS that shares the results of tasks in common among multiple applications.
We identify only one proposal that considers time precedence restrictions among
applications’ tasks [64], which is also the only one supporting time-based (pull) and
event-based (push) applications simultaneously [64]. Three proposals [60, 65, 66]
manage priorities among applications tasks, so this is also an underexploited feature
in resource allocation. We believe this issue requires further investigations; since in
a CoS scenario of large dimension and serving multiple applications, it is crucial
to assure that more critical applications receive their required resources with some
priority. As expected, a fair number of proposals consider the edge tier in their archi-
tectures [62, 64, 65, 67]. Based on all the benefits such tier can bring, we believe this
will be a trend, mainly for time critical applications and for scenarios with mobile
devices. Finally, five proposals [63–67] consider the physical devices as actively
engaging as the resource providers, instead of being mere passive data sources. We
claim that fully utilizing the resources provided by the sensors tier is the best strategy
to build cost-effective CoS systems. However, this feature is still poorly exploited in
the proposals.

Regarding all task scheduling and resource allocation proposals, it is important
to mention that most solutions are either fully static, or handle partially the dynamic
characteristic of the CoS environment when running the scheduling decision in
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Table 3 Criteria for classifying proposals

Criteria Works on task
scheduling

Works on resource
allocation

1 Degree of
decentralization

1.1 Centralized [28, 31, 42–47, 49, 50,
51, 54, 56]

[15, 16, 58–60, 62–67]

1.2 Hybrid [55, 57]

1.3 Decentralized [12, 37, 48, 52, 53] [61]

2 Handles priorities [12, 28, 43, 48, 49, 53,
55, 57]

[60, 65, 66]

3 Handles precedencies [28, 31, 46, 50, 53, 55,
57]

[64]

4 Shares requests/tasks in common [28, 31, 55] [59]

5 Full device virtualization model [28, 31, 42, 44, 49, 54] [15, 16, 58–60, 61, 63,
64]

6 Type of application 6.1 Time based [12, 28, 31, 37, 42–57] [15, 16, 58–60, 62–67]

6.2 Event based [28, 31, 42, 44, 48, 50,
52, 55, 56]

[64]

7 Optimization
problem formulation

7.1 Integer [12, 50, 52, 54–57] [15, 16, 62, 63]

7.2 Linear [12, 49, 50, 57] [15, 16, 59, 63]

7.3 Nonlinear [62]

7.4 Multi-objective [28, 42, 51, 57]

8 Approach of the
algorithm
proposed/used to
solve the problem

8.1 Graph theory [12, 28, 31, 47, 57]

8.2 Evolutionary [42, 46, 47, 51]

8.3 Game /auction [48, 52, 55] [61, 67]

8.4 Greedy [12, 28, 31, 37, 43, 45,
49, 50, 53, 54, 56, 57]

[60, 63]

8.5 Machine learning [46]

8.6 Voronoi Diagram [44]

8.7 Lin. programming [15, 16, 59, 62]

8.8 Probabilistic [65, 66]

9 Considers the edge tier [42] [62, 64, 65, 67]

10 Devices as active resource providers [28, 57] [63–67]
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cycles. In such partially dynamic approaches, the state of the system (acquired at
the beginning of each cycle and used for making the scheduling/allocation decision)
is assumed to remain the same during the entire duration of that cycle. This is not
adequate when considering applications that handle continuous data streams [50].
To support this kind of application, it is necessary to model the state of each resource
as a function that varies continuously in time, thus fully handling the dynamic and
continuous characteristic of the CoS environment, as in [50].

Therefore, there are several open issues in the current literature not fully addressed
by any of the proposals. There is a lack of a decentralized full device virtualization
model, with devices playing an active role as resource providers and considering
the edge tier in its architecture. In addition, this virtualization model should per-
form resource allocation and task scheduling, formulated as optimization problems,
through effective, fast, and lightweight algorithms. Finally, this virtualization model
should handle priorities and precedencies among requests and tasks, share requests
and tasks in common among multiple applications and VN programs, and support
time-based and event-based applications simultaneously. In the following section, we
present a brief overview of our own approach of a full device virtualization model,
to perform both resource allocation and task scheduling in CoS. This approach is
based on the Olympus virtualization model, described in our previous work [10].

4 Resource Allocation and Task Scheduling in Olympus

In this section,we present a brief overviewof our own approach of a device virtualiza-
tion model, to be used as part of an integrated solution for both resource allocation
and task scheduling in CoS. First, we briefly describe the Olympus virtualization
model [10], presenting a general view of our virtualization model. Next, we discuss
how Olympus addresses some of the open issues raised in this chapter.

Olympus is a decentralizedWSAN virtualization model for CoS. It seeks to make
the best use of the cloud and the physical WSAN environments by finding a balance
between two possible approaches for running services: centrally, inside the cloud,
and locally, within the physical sensors. Olympus leverages the use of information
fusion to ensure that the system will provide data at a given abstraction level more
suitable to user applications. Olympus is a decentralized virtualization model since
the physical nodes can locally perform the necessary procedures for creating and
running the virtual sensor. Therefore, in Olympus, application decision processes
are performed partly within physical sensors and partly within the cloud. Olympus
abstracts the physical world, by abstracting issues regarding the spatial/geographical
distribution of each sensor at the physical layer. Over the physical layer, there is
the information fusion layer, based on the information fusion levels according to the
classifications of the data-feature-decision (DFD) information fusion model [68].

In Olympus, wemake use of the data-feature-decision (DFD) model that provides
a classification for information fusion techniques according to the abstraction of the
input and output data. In Data In–Data Out (DAI-DAO), information fusion deals
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with measurement level data as input and output. In Data In-Feature Out (DAI-FEO),
information fusion uses data at the measurement level as input to extract attributes
or characteristics that describe more summarized information for a given monitored
area. In the Feature In-Feature Out (FEI-FEO) category, information fusion works
on a set of features to improve or refine an existing characteristic or attribute, or to
extract new ones. In the Feature In-Decision Out (FEI-DEO) category, information
fusion uses a number of features extracted for generating a symbolic representation
(or a decision). In the Decision In-Decision Out (DEI-DEO) category, decisions
can be merged to obtain new decisions. Finally, in the Data In-Decision Out (DAI-
DEO), either a decision is made directly over raw data, as an atomic procedure, or
the information fusion process under this category can be broken into several atomic
parts pertaining to other categories.

In Olympus, an application is considered as a set of services that must be per-
formed to accomplish the application goals. Each application has a finite life span
and it is interested in a particular geographical area. An application defines a set
of QoS requirements, described in terms of maximum end-to-end delay, maximum
percentage of packet loss, and energy consumption. Moreover, applications require
a set of services provided by the physical WSAN nodes that are described in terms
of the following provided services: (i) Data collection, (ii) Processing, (iii) Decision,
(iv) Routing, and (v) Actuation. Such capabilities must be published within the cloud
in a central repository through a publish/subscribe mechanism. However, physical
sensors connected to the CoS must have the minimal capability of locally (in its
physical location) providing continuous raw data at a periodic rate. This premise is
less restrictive than the works proposing centralized CoS infrastructures support, in
which the physical nodes must provide such raw data directly to the sink node.

For connecting applications to physicalWSAN nodes, one or more virtualWSAN
must be created. A virtualWSAN is created by providing logical connectivity among
the physical nodes. Such physical nodes are grouped into different virtual WSANs
based on the phenomenon being monitored or the service being provided. A virtual
WSAN node in Olympus is an abstraction of a set of physical nodes, from which the
virtual node obtains data. Such a virtual node is considered a computational entity
capable of performing a set of information fusion techniques at a given level of DFD
model, as shown in Fig. 4. Virtual nodes may also form logical neighborhoods. In
contrast with physical neighborhoods, usually defined in terms of radio ranges, the
nodes included in a logical neighborhood are specified by the application based on
specific requirements.

In Olympus, there is a computational entity, which we term the Virtualization
Manager. This entity runs within the cloud and has several responsibilities regard-
ing the model execution management. Our model is said to be partly decentralized
because the services allocated by this entity will run within the physical nodes.

Each VN in Olympus represents the implementation of an information fusion
procedure, which can be reused by several applications. In Olympus, the VNs depend
not only on the information fusion level of the input/output data, but also on the source
of such datawithin the physical network.Olympus supports traditional (i) one-to-one,
(ii) one-to-many, and (iii) many-to-one virtualization schemes. Moreover, it supports
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primary virtualization (a virtualization performed when a first VN is instantiated
directly from a PSAN), as well as composed virtualizations (in which the virtual
sensors are created from another VN).

Olympus operation model comprises both sequential phases: (i) VN creation
(instantiation) and (ii) VN operation. In the first phase, Olympus considers a pub-
lish/subscribe mechanism to choose the proper PSANs that meet the requirements
of the applications requesting the creation of the VN. The Virtualization Manager
is responsible to read the application requirements (through subscriptions) and the
PSAN capabilities published in cloud, for deciding if a new instance of a VN should
be created, or an existing instance should be reused. The PSANs, on receiving any
request (sent by the Virtualization Manager) to start the instantiation of a VN, are
elected as leaders. It is the responsibility of such leader nodes (elected by the Virtu-
alization Manager) to search for and establish routes for communicating with other
physical sensors (possibly in other separate physical WSAN) required by a given
virtual sensor to be created. Leader nodes will be the reference nodes for the Virtual-
izationManager to communicatewithwhen retrieving data or performing procedures
for VN creation and operation management. Leader nodes are the ones that perform
the information fusion techniques at the highest level required by the instantiated
VN. Therefore, VN creation is performed partly within the cloud and partly within
the PSANs.

When the second phase starts, all PSANs are ready for performing any application
request allocated to the respective VNs. In this phase, the Virtualization Manager
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allocates the execution of the application requests within the PSANs (service alloca-
tion). During operation, if an undesired state is detected, the Virtualization Manager
will issue warnings to the application users through push communication. How-
ever, every physical sensor must be ready to perform pull communication during
the virtual sensor operation management. This is because the application users may
want to stay up to date with the current execution status of the allocated services.
Olympus supports both time-based and event-based applications simultaneously. If
any PSAN pertains to a separate WSANI, then the routing among the PSANs must
go through the sink nodes of both WSANIs to enable passage through the cloud.
One first approach to resolve this issue in Olympus is to treat the issue as a routing
problem. The second possibility is equivalent to the approach of a centralized CoS
virtualization model. That is to say, that the PSANs send data to the cloud through
the sink nodes, and the VN creation takes place only within the cloud. Finally, the
VN operation is more prone to run within PSANs than VN instantiation. VN may
even operate without any communication with the cloud. However, there are still
procedures of VN operation that may be performed partly within the cloud, such
as the case of many-to-one virtualization comprising nodes physically separated in
different WSANs. In face of the presented discussions, Olympus is considered a
hybrid (partly decentralized) WSAN virtualization model.

By analyzing the first version of Olympus, we identified some open issues, and
several aspects that were not described in depth in our previous paper [10]. Olympus
is not a fully decentralized virtualization model; however, it is a full device virtual-
ization model, with devices playing an active role as resource providers. Moreover,
Olympus does not consider the edge tier in its architecture. Although sink nodes
play an important role in Olympus for performing communication among PSANs
and VNs, there is no clear scheme proposed for using the computation capabilities
at the edge of the network. In addition, Olympus has no description of mechanisms
for performing resource allocation and task scheduling, formulated as optimization
problems, through effective, fast, and lightweight algorithms. Moreover, Olympus
does not handle priorities and precedencies among requests and tasks and does not
share requests and tasks in common among multiple applications and VN programs.
Finally, there is support to time-based and event-based applications simultaneously
in Olympus, but these kinds of applications are not modeled in depth in Olympus.
In future works, we aim at providing solutions to tackle each of the open issues
mentioned in this section.

5 Final Remarks

In this chapter, the challenges regarding the development of solutions for performing
resource allocation and task scheduling in the CoS environment were discussed. We
depicted the background concepts of resource allocation and task scheduling in CoS.
Moreover, we described several solutions found in the literature that we consider
being of utmost importance for understanding the context of task scheduling and
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resource allocation in CoS. In addition, we pointed out several open issues in the
state of the art and presented our own solution for CoS virtualization, assessing it
in face of each open issue. We consider that the CoS paradigm is of great relevance
and deserves discussions, because it is going to be the future trend for large-scale
WSAN deployments integrated to the Internet. Finally, in the context of mission-
oriented WSANs, the CoS architecture shows great potential of contribution. The
CoS is a generic and shared infrastructure, in which several virtualWSANs can exist.
In this scenario, each virtual WSAN can be oriented to a mission and, thus, can be
created on demand, providing the scalability and flexibility required by the typical
mission-oriented paradigm.
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Target Detection, Localization,
and Tracking in Wireless Sensor
Networks

Jing Liang, Xiaofeng Yu, Xiaoxu Liu, Chengchen Mao and Jie Ren

Abstract This chapter will investigate target detection approaches, sensor node
localization algorithms, and target tracking schemes in wireless sensor network
(WSN). WSN is a self-organized distributed network composed of a large quan-
tity of small, inexpensive sensor nodes. They are employed to capture information
of the target, which is similar to humans’ sense of hearing, sight, smell, and touch.
The integration of a plurality of homogeneous or heterogeneous sensors will result
in more accurate target detection, node localization, and target tracking than that
of a single sensor, and thus WSN plays an important role in military, environment,
medical, and industrial fields.

1 Target Detection in Wireless Sensor Networks

In a target detection application, sensor nodes transmit waveforms of known shapes
and receive the echoes from targets and various obstacles. Some researchers name this
type of nodes “radar sensor,” and their corresponding network “radar sensor network
(RSN)” [1–8]. RSNs can be utilized to combat the performance of signal degradation
in wireless channels. They are arranged to survey a large area and observe targets
from a number of different angles.

A RSN not only provides spatial resilience for target detection and tracking com-
pared to traditional radars, but also alleviates inherent radar defects such as the blind
speed problem. This interdisciplinary area offers a new paradigm for parallel and
distributed sensor research.
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1.1 Coherent and Noncoherent WSN Detection Systems

In this section, we mainly focus on both coherent and noncoherent RSN detection
systems applying selection combination algorithm (SCA) performed by a leading
sensor to take the advantage of spatial diversity. We will also analyze the impact
of Doppler shift on both coherent and noncoherent RSN detection systems at the
presence of clutter.

1.1.1 Distributed Model and Problem Formulation

A RSN incorporates N radar sensors working in a self-organizing fashion. Each
sensor can detect targets and provide the detected signals to their clusterhead (CH)
sensor, which combines these waveforms and makes the final decision of target
detection. We assume there is no information loss when transmitting signals to the
CH. The propagation and target model of a RSN are illustrated in Fig. 1. Complex
target signals are constructed from distinct scatterers. The radar cross section (RCS)
fluctuates when the target changes relatively to the radar antenna [9]. In this case,
the RCS is usually presented by Rayleigh probability density function [10, 11]. As
the amplitude of each pulse is statistically independent, the “Swerling II” model can
be applied for a pulse-to-pulse fluctuating target.

For clarity and simplicity, we apply a constant frequency (CF) impulse fc with
the same pulse duration Tp to each sensor. Every transmitted impulse consists of a
sinusoidal waveform that is typically expressed as

S̃i(t) = Ati ·
√

2

Tp
cos

[
2π(fc + Δi)(t + ti)

]
. (1)

Fig. 1 Propagation and
target model for RSNs
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Assume ti seconds after transmitting the pulse, the received combined back-scattered
signal can be modeled as

R̃i(t) = S̃ri(t) + Ĩi(t) + C̃i(t) + nri(t), (2)

where S̃ri(t) is the expected back-scattered radiation

S̃ri(t) = Ai ·
√

2

Tp
cos

[
2π(fc + Δi + fdi)t)

]
. (3)

Ai represents the amplitude of the returned radar waveform, and fdi denotes the
Doppler shift in the returned signal compared to the transmitted waveform.

As the Swerling II model is applied, |Ai| is a random variable that follows a
Rayleigh distribution, which can be denoted as Ai = AI

i + jAQ
i , and both I and Q

subchannels of Ai are Gaussian distributed with zero mean and variance γ 2/2.
Assume the target is moving at a speed v, as each sensor provides a unique carrier

frequency and location to the same target, fdi can be given as

fdi = 2 · v(fc + Δi)

c
· cosφ = fdimax · cosφ, (4)

where c is the speed of light, and φ is the elevation angle between each sensor and the
target. Normally, a RSN can be deployed on high mountains or low ground, therefore
a target can be above or below a RSN.Wemay consider a RSN uniformly distributed
around the target, and thus φ is a random variable that follows a uniform distribution
within [0, 2π ], owning to the uncertainty of this angle.

When all of radar sensors are working, sensor i not only receives its own back-
scattered waveform, but also scattered signals generated by other sensor. These inter-
fering waveforms received by sensor i can be modeled as

Ĩi(t) =
N∑

k=1,k �=i

Bk ·
√

2

Tp
cos

[
(fc + Δk + fdk)t

]
. (5)

where Bk = BI
k + jBQ

k is the interference from radar k. BI
k and B

Q
k can be effectively

approximated by two zero-mean Gaussian distributions, each with variance ρ2/2.
Therefore, similar to |Ai|, |Bk | also follows Rayleigh distribution, and fdk is the
Doppler shift based on geometric configuration of sensor i, sensor k, and the target.

As far as the clutter is concerned, C̃i(t) can be given as

C̃i(t) = Mi ·
√

2

Tp
cos

[
2π(fc + Δi)t

]
. (6)
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Similarly, Ci = CI
i + jCQ

i , where C
I
i and CQ

i subchannels are Gaussian distributed
with zero mean and variance η2/2, respectively. Apart from the clutter, the radar i
also receives additive white Gaussian noise (AWGN) nri(t) = nIri(t) + jnQri(t), where
I and Q subchannels follow zero-mean Gaussian distributions with variance σ 2/2.
After introducing our propagation and target model, further analysis on coherent and
noncoherent RSNs is carried out.

1.1.2 Coherent Detection

In coherent RSNs, radar members are smart enough to obtain the knowledge of the
exact Doppler shift introduced by moving targets. The output of the ith branch Yi(t)
is

Yi =
∫ Tp

0
R̃i(t) ·

√
2

Tp
cos

[
2π(fc + Δi + fdi)t

]
dt = Si + Ii + Ci + ni. (7)

where Si, Ii, Ci, and ni denote the output of useful signal, interference, clutter, and
noise, respectively. Similarly, the output envelope of sensor i can be represented as

|Yi| ≈
∣∣∣∣∣∣Ai +

N∑
k=1,k �=i

Bk sin
[
2π(fdk − fdi)Tp

]
2π
[
(k − i) + (fdk − fdi)Tp

] + Mi + ni

∣∣∣∣∣∣ , (8)

where Si = Ai and Ci ≈ Mi. ni follows Gaussian distribution with variance σ 2/2.
To simplify the expression, we define

e = E

{
sin
[
2π(fdk − fdi)Tp

]
2π
[
(k − i) + (fdk − fdi)Tp

]
}

. (9)

Here E {} denotes the expectation. Therefore, (8) becomes

|Yi| ≈
∣∣∣∣∣∣Ai +

N∑
k=1,k �=i

eBk + Mi + ni

∣∣∣∣∣∣ =
∣∣∣∣∣∣Ai +

N∑
k=1,k �=i

eBI
k + j

N∑
k=1,k �=i

eBQ
k + Mi + ni

∣∣∣∣∣∣ , (10)

∑N
k=1,k �=i eB

I
k and

∑N
k=1,k �=i eB

Q
k follow Gaussian distributions with the same vari-

ance β2

2 = (N − 1) e
2ρ2

2 . Therefore,
∣∣∣∑N

k=1,k �=i eBk

∣∣∣ follows a Rayleigh distribution.

Since |Ai|, Mi and |ni| are also Rayleigh random variables, |Yi| follows a Rayleigh
distribution with the parameter

α =
√

γ 2 + β2 + η2 + σ 2. (11)

To this end when there is a moving target, the p.d.f for |Yi| is
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fs(yi) = yi
α2

exp

(
− y2i
2α2

)
. (12)

The mean value of yi is α
√

π
2 , and the variance is

(
2 − π

2

)
α2. The variance of useful

radar signal, clutter, and noise are
(
2 − π

2

)
γ 2,

(
2 − π

2

)
η2,

(
2 − π

2

)
σ 2, respectively.

Therefore, SNR is γ 2

σ 2 and signal-to-clutter ratio is γ 2

η2 .
Before making a final decision, the RSN CH applies a selection combination

algorithm to take the advantage of spatial diversity. Of course, other combining
schemes, such as the equal gain combining algorithm (EGCA), can also be applied.
The combining schemes are out of the scope of this subsection. Readers may refer to
[32] for more details. The combiner selects the sensor with the maximum envelope.
This is equivalent to choosing the sensor with highest γ 2

σ 2 and γ 2

η2 . Therefore, the
output of the combiner has an SNR equal to the maximum SNR of all the sensors.
With SCA, since only one branch output is used, co-phasing of multiple branches is
not required and therefore, it can be used in both coherent and noncoherent RSNs.

On account of independence of each |Yi|, the p.d.f. of the output from diversity
combiner is

fs(y) =
N∏
i=2

yi
α2

exp

(
− y2

2α2

)
. (13)

In case of no target, i.e., there exist only clutter and noise, the p.d.f. of output from
diversity combiner becomes

fcn(y) =
N∏
i=1

yi
ζ 2

exp

(
− y2i
2ζ 2

)
. (14)

where ζ = √
η2 + σ 2.

In light of the p.d.f. for the above two cases, we apply Bayesian rule to decide the
existence of targets based on y

fs(y)

fcn(y)

target exisits
≷

no target

Pcn

Ps
(15)

where Pcn denotes the probability of no target but noise, and Ps represents the prob-
ability of target occurrence.

1.1.3 Noncoherent Detection

As far as a noncoherent RSN is concerned, its difference from the above system is
that radar sensors have no knowledge of exact Doppler shift in back-scattered signals,
so each matched filter applies the same frequency as that of transmitted waveforms,
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and finally leads to more ambiguity in target detection. In spite of its complexity, this
system is more practical.

Consider the sensor i, the output of inphase branch and quadrature branch are

Y I
i =

∫ Tp

0
R̃i(t) ·

√
2

Tp
cos

[
2π (fc + Δi) t

]
dt = SI

i + I Ii + CI
i + nIi , (16)

YQ
i =

∫ Tp

0
R̃i(t)

√
2

Tp
sin
[
2π (fc + Δi) t

]
dt = SQ

i + IQi + CQ
i + nQi , (17)

where R̃i(t) is given in (2).
Based on the above equations,

|Yi| =
√(

SI
i + I Ii + CI

i + nIi
)2 +

(
SQ
i + IQi + CQ

i + nQi

)2
. (18)

Define
θi � π fdiTp, (19)

we could get

|Yi| =
√

A2
i sin

2 θi

θ2
i

+∑N
k=1,k �=i

2AiBk sin θi sin θk cos(θi−θk )

[π(k−i)+θk ]θi

+
(∑N

k=1,k �=i
Bk sin θk cos θk
π(k−i)+θk

)2 +
(∑N

k=1,k �=i
−Bk sin2 θk
π(k−i)+θk

)2 + M 2
i + n2i

. (20)

There are two special cases as follows:

1. If there is no Doppler shift, then fdi = fdk = θi = θk = sin θi = sin θk = 0 and
sin2 θi

θ2
i

= 1, and thus (20) is simplified to

|Yi(t)| =
√
A2
i + M 2

i + n2i . (21)

Because the RSN waveforms provide orthogonality under the circumstances of
zero Doppler effect, all interferences among any sensor are eliminated.

2. If there is only one sensor, interferences no longer exist, then (20) becomes

|Yi| =
√
A2
i sin c

2(θi) + M 2
i + n2i . (22)

From the definition of θi (see (19)), we know that if fdiTp = k, where k =
±1,±2,±3 . . ., then Yi is composed of only clutter and noise. In this case,
the performance of single noncoherent radar is severely terrible. To simplify

(20), we define ξ = E
{
sin θi

θi

}
, Ψ = E

{
sin θk cos θk
π(k−i)+θk

}
, ω = E

{
− sin2 θk

π(k−i)+θk

}
. Then
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it can be approximated to

|Yi| ∼=
∣∣∣∣∣∣Aiξ +

N∑
k=1,k �=i

BkΨ +
N∑

k=1,k �=i

Bkω + ni

∣∣∣∣∣∣ . (23)

|Yi| approximately follows Rayleigh distribution with parameter

α =
√

γ 2ξ 2 + (N − 1)ρ2(Ψ 2 + ω2) + η2 + σ 2. (24)

Similarly, we apply the SCA diversity scheme and Eqs. (12)–(15) to analyze the
detection performance in noncoherent RSNs.

1.1.4 Performance Analysis of Coherent and Noncoherent RSN

In this section, we analyze the detection performance versus SNR and the detection
versus Doppler shift, respectively, for both coherent and noncoherent RSN viaMonte
Carlo simulations. We assume each fdimax is the same for different i. Other parameters
are Tp = 1 ms and Pn = Ps. The mean value and variance of Bk are equal to those
of Ai. Clutter-to-noise ratio (CNR) is 6 dB. We perform 106 times Monte Carlo
simulations.

Figure2 andFig. 3 illustrate detectionperformances for differentmaximalDoppler
shifts when the SNR is fixed. Figure2 is for coherent RSN, respectively, while Fig. 3
is for noncoherent system respectively.

These figures reveal a general tendency, that is in the same RSN, at the same SNR,
the larger Doppler shift, the worse detection performance. The single coherent radar
is an exception because the exact Doppler shift is known to the demodulation system,
and thus the performance is exact the same in spite of different Doppler shift.

Comparing the subfigures in Fig. 2, we may see that at lower SNR, Doppler
uncertainty results in larger variance in performance. When SNR increases to higher
value, it would better combat Doppler uncertainty.

In noncoherent RSN system, although it is the same tendency that the larger
Doppler shift, the worse detection performance, the variance of performances are
much larger than those of coherent system. Also, the degradation of RSN perfor-
mance is larger than single radar as the Doppler shift increases. This implies that for
noncoherent RSN, more radars are needed to combat the Doppler shift ambiguity.

In summary, Sect. 1.1 shows that the proposed RSN can provide much better
detection performance than that of a single radar sensor for fluctuating targets, in
terms of probability of false alarm and miss detection. Meanwhile, the coherent
system is more robust to the noncoherent RSN with the impact of Doppler shift on
both coherent and noncoherent RSN detection systems at the presence of clutter, and
more details are discussed in [12–16].
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Fig. 2 Performance versus Doppler shift for coherent RSN, a probability of detection when SNR
= 1 dB, b probability of false alarm when SNR = 1 dB, c probability of detection when SNR = 10
dB, and d probability of false alarm when SNR = 10 dB

1.2 Distributed-RSN and MIMO-RSN in Fading Channels

In this Section, we compare distributed-RSN with multiple-input-multiple-output
radar sensor network (MIMO-RSN) in terms of target detection performance.
Section1.1 has demonstrated the advantage of both coherent and noncoherent RSN
in target detection. MIMO radar sensor systems have also been a popular research
area starting from the beginning of the century due to its excellent performance in
target detection compared to traditional radar sensor systems [17–21]. Therefore, we
are interested in the question: Is a distributed-RSN system superior to a MIMO-RSN
for target detection, or vice versa? The following content will offer some clues.

1.2.1 Channel Models

Wemodel the wireless propagation of RSN under small multi-path fading since RSN
sensors are powered by a battery with small ranges of the detection [22, 23].

The model of distributed-RSN is showed in Fig. 4a. ρ1i and ρ2i are the complex
channel gain of the signal transmitted and received by sensor i, respectively.
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Fig. 3 Performance versus Doppler shift for noncoherent RSN, a probability of detection when
SNR = 1 dB, b probability of false alarm when SNR = 1 dB, c probability of detection when SNR
= 10 dB, and d probability of false alarm when SNR = 10 dB

(a) (b)

Fig. 4 a Distributed-RSN model and bMIMO-RSN model

Thus,
Ari = G1 · α · ρ1i · ρ2i · Ati, (25)

where Ati and Ari are the transmitted and the received signals of sensor i. G1 is the
product of the transmitting antenna gain and the receiving antenna gain, and α is the
RCS parameter. The average received power of sensor i is

E
[
A2
ri

] = E
{
[ρ1i · ρ2i]

2
} · A2

ti = 4η4A2
ti, (26)

assuming that ρ1i and ρ2i are independent and have the same Rayleigh parameter η.
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The model of MIMO-RSN is shown in Fig. 4b. The transmit signal of antenna t1
obtains complex gain ρ1 and ρ11, ρ12,…, ρ1N before being received by antenna r1,
r2, . . . , rN , respectively. The channel gain matrix H of MIMO-RSN is modeled as

H = G1α

⎡
⎢⎢⎢⎢⎢⎢⎣

ρ1ρ11 . . . ρ1ρ1j . . . ρ1ρ1N
...

...
...

ρiρi1 . . . ρiρij . . . ρiρiN
...

...
...

ρNρN1 . . . ρNρNj . . . ρNρNN

⎤
⎥⎥⎥⎥⎥⎥⎦

. (27)

1.2.2 Signal Combinations and Target Detection

Diversity combining of the independent signal path is an important technique for
mitigating the negative effects of signal fading on the wireless propagation, since the
randomness of wireless channel induces a power penalty on the performance of RSN
systems. For distributed-RSN, we apply maximal ratio combining (MRC) and equal
gain combining (EGC) in this book. EGC only applies co-phasing to the signals by
multiplication of αi = e−jθi . MRC not only co-phases the signals, but also weight
the signals by choosing the αi = ri√

N0
e−jθi to maximize the output SNR γ∑.

InMIMO-RSN,wemay obtain several parallel channels with known channel gain
σi via singular value decomposition(SVD). Water-filling, equal-power, and channel
inversion are frequently used power allocation methods to evaluate the performance
of MIMO-RSN. For more details, readers may refer to [24].

At the presence of a target in the sensor detection region, the measurement can be
assumed the result of noise only (denoted as I ), or the combined result of noise and
echoes from a target (denoted as E). The two hypotheses can also be expressed as:

(1) I : Y =
N∑
i=1

ni

(2) E : Y = R +
N∑
i=1

ni

(28)

where Y is the received signal measurement and R is the combination of echoes from
a target.
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In a distributed-RSN,

R =
N∑
i=1

αirie
jθi , (29)

where α = e−jθi for EGC and αi = ri√
N0
e−jθi for MRC.

In the MIMO-RSN,

R =
N∑
i=1

σixi, (30)

where σi is the eigenvalue generated by SVD, and xi is the signal amplitude on the
ith channel. Thus, x2i is the power allocated on the ith channel.

The likelihood ratio test leads to the decision rule:

PE(y)

PI (y)

target exist
≷

no target
−λ (31)

where λ is a constant number chosen to get the maximum Pd while Pfa does not
exceed a limitation.

The noise ni follows normal distribution. As for a distributed-RSN, it is hard to
get the function of Pd , but we can obtain the system performance by determining the
threshold of detection:

Pfa = 1

2

[
1 − erf

(
T√
2Nβ2

)]
. (32)

Therefore, threshold T = √
2Nβ2erf−1(1 − 2Pfa). A decision that the target is

present if Y > T and there is no target vice versa.
In order to get the SNR at the receiver, the relationship between transmit signal

amplitude and the average SNR needs to be obtained.
In a distributed-RSN with MRC:

At =
√
E {SNR} · N0

4η4 · N (33)

In a distributed-RSN with EGC:

At =
√√√√ E {SNR} · N0(

4 + π2

4 (N − 1) η4
) (34)

As for MIMO-RSN, we derive the formula of Pd :
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Fig. 5 Detection performance of distributed-RSN

Pd =
∫ +∞

T
P (R|E) dR = 1

2
erfc

[
erfc−1(2Pfa) −

∑N
i=1 σixi√
2Nβ2

]
, (35)

where xi varies with the power allocation method.
The detection method above is under the assumption of one moving target. The

multi-target performance in respect of statistics can also be analyzed.Wemay assume
a RSN knows there are m targets within the range. To make the problem tractable,
we assume these m targets are independent, then the probability that all targets can
be detected turns out to be Pm

d . Also, the probability that at least one target has been
false alarmed is 1 − (1 − Pd )

m.

1.2.3 Performance Evaluation

The target detection performance of distributed-RSN is plotted in Fig. 5, which shows
characteristics ofMRCandEGC. The data imply that the increase of SNRhas a better
improvement in MRC than in EGC, which is because the EGC only utilizes phase
information and MRC sets weighting coefficients to take full advantage of good
channel.

Figure6 compares distributed-RSN with MIMO-RSN. It can be seen that there
exits a point where they get the same Pd and Pfa at the same SNR. MIMO-RSN
performs better when Pfa is higher than this point, and the distributed-RSN performs
better when Pfa is lower.

In summary, this section mainly illustrates the channel models of distributed-
RSN and MIMO-RSN. The optimal fusion scheme for distributed-RSN is MRC
while the optimal power control for MIMO-RSN is water-filling. Distributed-RSN
is superior than MIMO-RSN in Pd at both the same SNR and Pfa. More details of
the performances can be seen in [22, 23].
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Fig. 6 Detection
performance of
distributed-RSN and
MIMO-RSN

1.3 Nodes Deployment, Clustering Techniques, and
Information Fusion

In this section, we investigate the node deployment, clustering, and fusion schemes
in WSN. Node deployment is a major challenge to a successful implementation of
WSN. The goal of the deployment is to ensure that theWSN can achieve the expected
detection performance with high-energy efficiency. Clustering and fusion have also
been extensively studied in WSN to extend networks’ lifetime, as well as improve
energy efficiency. In the following subsection, we shall first analyze two deployment
strategies, namedHexagonalDeployment Strategy (HDS) andDiamondDeployment
Strategy (DDS), respectively, combined with two multi-hop decision fusion rules:
binary transmission (BT) and no binary transmission (NBT) [25]. Then two fuzzy
clustering schemes with a graphical optimal routing selection (GORS) algorithm for
multi-hop WSN [26] will be presented.

1.3.1 Node Deployment Strategies and Multi-hop Fusion

Hexagonal Deployment Strategy (HDS)

The HDS is a strategy that place finite sensors to form mutually mosaic hexagons in
the monitoring plane area. The following processes are taken.

1. Take the vertex K of bottom left margin of this rectangle as a starting point and
R as the length of each segment, dividing equally the rectangle hemline. Starting
with these equal division points, make rays with 60◦ and 120◦ until they intersect
with the boundary of this rectangle.
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Fig. 7 Array N = 30 sensors
in the area using the HDS
strategy
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2. TakeK as a starting node and
√
3
2 R as the length of each segment, dividing equally

the rectangle left boundary. Starting with these equal division nodes, make rays
with 60◦ and rays paralleling to the hemline of this rectangle until they intersect
with the boundary of this rectangle.

3. We need to select the proper points to place radar sensors there to form hexagons.
First, pick out the points in the rectangle from these crossing points obtained
according to above process. Second, in each odd row, respectively, taking the
first point as the starting point, pick out every third point, and then taking the
third point as the starting point, pick out every third point. Third, in each even
row, respectively, taking the first point as the staring point, pick out every third
point and then taking the second point as the starting point, pick out every third
point.

4. Select the node which is closest to the geometric center of this rectangle to place
a fusion center of WSN from nodes composing these hexagons and nodes in the
center of these hexagons.

The number of sensors in the WSNs monitoring rectangular area for HDS is

N1 ≈ 2
3 × [

L
R

]×
[

W√
3
2 R

]
, whereN1 is a approximate number of sensors rather than an

accurate one, [∗] is an integerwhich is not less than∗. After the above placing process,
a whole nodes placement diagram is completed. Here, we use a 400 × 300m2 area
(notice that the square is a special case of rectangle) as an example to exhibit the
HDS. Figure7 shows the graphical deployment of N1 = 30 nodes in a 400 × 300 m2

area using HDS.

Diamond Deployment Strategy (DDS)

The DDS is a strategy that places finite radar sensors to form mutually mosaic
diamonds in the monitoring plane area. The following processes are used to deploy
sensors in DDS.
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Fig. 8 Array N = 30 sensors
in the area using the DDS
strategy
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1. Take the vertex K of bottom left margin of this rectangle as a starting point and R
as the length of each segment, dividing equally the rectangle bottom boundary.
Starting with these equal division points, make rays with 45◦ and 135◦ until they
intersect with the boundary of this rectangle.

2. Take K as a starting point and
√
3
2 R as the length of each segment, dividing

equally the rectangle left boundary. Starting with these equal division points,
make rays with 45◦ and rays paralleling to the hemline of this rectangle until
they intersect with boundary of this rectangle.

3. Select the nodes in the rectangle from these crossing nodes to place radar sensors
there to form diamonds.

4. Select the node which is closest to the geometric center of this rectangle to place
a fusion center of WSN from nodes composing these diamonds and nodes in the
center of these diamonds.

The number of sensors in the WSNs monitoring rectangular area for DDS is

N2 ≈ [
L
R

]×
[
W
R
2

]
, where the N2 is not an accurate one, but an approximate number

of sensors instead. After the above placing process, a whole array nodes diagram is
completed. Here, we use a 400 × 300m2 area as example to exhibit theDDS strategy.
Figure8 shows the graphical deployment of N2 = 30 nodes in a 400 × 300m2 area
using DDS.

Decision Fusion Rules with Binary Transmission (BT)

In this decision fusion rule, each relay node tries to retrieve the decision sent from its
source node in spite of fading and noise distortion. These relay nodes make a binary
decision when receiving signals. Assume all the channels are independent of each
other and each of them can be modeled as a path-loss channel. Noise in all channels
are Gaussian with zero mean and variance σ 2 and are independent of each other.

The signal amplitude that every radar sensor send for detection is Aa and for relay
is Ab. Assume Mk denotes the number of relay nodes between the kth local radar
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sensor and the fusion center, with k = 1, 2, . . . ,N − 1. The hik is the corresponding
channel gain and i = 0, 1, . . . ,Mk is the hop index. The process of target detection
in BT is described below.

1. Every sensor sends a signal with amplitude Aa out for detection and receives an
echo from the target, independently.

2. According to the echoes, each sensor individually makes a binary decision (local
decision) : u0k = +1 is made if H1 is decided, and u0k = −1 is made otherwise.
They each send the signal v0k = Abu0k out for relay.

3. Local decisions made at N − 1 sensors are transmitted over path-loss fading
channels to the fusion center through several relay nodes. Every relay node
makes a binary decision which uik is either +1 or −1 and sends signal vik out.
There

uik = sign(vi−1
k hi−1

k + ni−1
k ) (36)

vik = Abu
i
k (37)

4. The decisions are sent to the fusion center, finally. Let yk denotes the input signal
of the fusion center from the kth sensors, thus,

yk = Abu
Mk
k hMk

k + nMk
k (38)

When uMk
k is determined, yk obey the Gaussian distribution with mean Abu

Mk
k hMk

k
and variance σ 2. Based on the received data yk for all sensors, the fusion center
decides whether having a target or not.

Define P(c)
dk and P(c)

fk as the probability of detection and probability of false alarm,
respectively, at the last relay.

P(c)
dk = P(uMk

k = +1|H1) (39)

P(c)
fk = P(uMk

k = +1|H0) (40)

They are different from the local performance indices Pdk and Pfk .
The optimal likelihood ratio (LR)-based fusion statistics for themulti-hop systems

with BT is denoted by Λ1. Given P(c)
dk and P(c)

fk , the LR with the fusion statistic can
be written as

Λ1 = f (Y |H1)

f (Y |H0)
=

N−1∏
k=1

f (yk |H1)

f (yk |H0)
=

N−1∏
k=1

P(c)
dk + (1 − P(c)

dk )e−(2ykh
Mk
k Ab)/σ 2

P(c)
fk + (1 − P(c)

fk )e−(2ykh
Mk
k Ab)/σ 2

(41)

Decision Fusion Rules with No Binary Transmission (NBT)

In this fusion rule, we assume that relay nodes do not make binary decision when
transmitting data. They simply forward the information from source nodes to the
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fusion center. Other conditions are the same as BT case. The process of target detec-
tion in NBT is described as follows.

1. The first two steps are the same as the fusion rule of BT.
2. Local decisions made at N − 1 sensors are transmitted over path-loss fading

channels to the fusion center through several relay nodes. Every relay node
simply forwards the information vi2k from source sensor.

vi2k = vi−1
2k hi−1

k + ni−1
k (42)

3. The decisions are sent to the fusion center, finally. The input signal of the fusion
center from the kth sensor is

y2k = hMk
k vMk

2k + nMk
k = hMk

k [. . . h2k(h1k(h0kv02k + n0k) + n1k) + n2k . . .] + nMk
k (43)

On account of that nik is additiveGaussian noise, when the u
0
k is fixed, y2k obeys the

Gaussian distribution. We set μk = hMk
k . . . h2kh

1
kh

0
kAb and σ 2

k = [(hMk
k . . . h2kh

1
k)

2 +
(hMk

k . . . h2k)
2 + · · · + (hMk

k )2 + (1)2]σ 2. When u0k = 1 at the kth local sensor, y2k
obeys the Gaussian distribution with mean μk and variance σ 2

k and when u0k = 0 at
the kth local sensor, y2k obeys the Gaussian distribution with mean−μk and variance
σ 2
k .
Due to (43), f (y2k |H1) and f (y2k |H0) are decomposed into

f (y2k |H1) = Pdk f (y2k |u0k = 1,H1) + (1 − Pdk)f (y2k |u0k = −1,H1) (44)

f (y2k |H0) = Pfk f (y2k |u0k = 1,H0) + (1 − Pfk)f (y2k |u0k = −1,H0) (45)

Therefore, in NBT situation, the LR can be written as

Λ2 =
N−1∏
k=1

Pdk + (1 − Pdk)e−(2y2kμk )/σ 2
k

Pfk + (1 − Pfk)e−(2y2kμk )/σ 2
k

(46)

Performance Evaluation

Figure 9 shows the performances of HDS, DDS, and random deployment strategy
(RDS) in terms of probability of detection with BT and NBT decision fusion rules.
Three conclusions can be drawn here. First, the performance for BT fusion rules is
better than that for NBT fusion rules. Second, both HDS and DDS are better than
RDS in terms of detection probability. Third, DDS is superior to HDS no matter in
BT or NBT. More reference for sensor deployment and fusion schemes can be found
in [27–38].
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Fig. 9 Probability of
detection versus channel
SNR using HDS/DDS/RDS
and BT/NBT for pass-loss
fading channels, N = 20
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1.3.2 Fuzzy Clustering and Multi-hop Fusion

ForWSNwith a large number of sensors, the data set received by the system terminal
is huge. These data contain a lot of redundancy. Information fusion technology can
reduce the redundancy and improve the accuracy of the information. However, the
data transmission bandwidth is limited, and there is a collection of errors or distortion
of the data received by the sensors.

Clustering algorithms can effectively reduce the energy consumption of wireless
networks, prolong the network life cycle, enhance the network coherence, and reduce
the development of data [39–41]. Its basic idea is dividing thewireless sensor network
into different areas, called clusters. And then, set the central control node in the
clusters, which is the CH.

The energy is primarily consumed for detection and data transmission. We imple-
ment the free space and the multi-path fading channel models. The transmitter dis-
sipates energy to run the radio electronics and the power amplifier, and the receiver
dissipates energy to run the radio electronics.

Fuzzy Clustering

Fuzzy clustering has been an efficient tool for data science. This section presents
two fuzzy clustering schemes in WSN data processing for target detection. Small-
scale fading is considered in fuzzy logic system (FLS) design (FLS with three-
antecedents, F3) to compute the likelihood to be aCH for each sensor at the first stage.
In case of single-hop routing, fuzzy c-means with singular value decomposition-QR
(FCMSVDQR) approach is proposed to decide thefinalCH.As formulti-hop routing,
firstly the sensor with the highest FLS likelihood will be elected a CH. Secondly, a
graphical optimal routing selection (GORS) algorithm is applied for multi-hop data
transmission.

FCMSVDQR: NCHs directly transmit the decision results to the correspond-
ing CH without any relay. In order to improve the detection performance of CHs,
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FCMSVDQR approach is proposed to select the optimal CHs based on the likelihood
of a sensor being elected to be a CH, which is derived from F3.

Step 1: Using FCM clustering to choose temporary CHs based on the output of F3.
Assume the likelihood of a sensor being elected to be a CH of N sensors
in a cluster is x = (x1, x2, . . . , xN ), we use FCM to part the vector x toM
clusters, and choose the cluster with the largest center as the temporary
CH cluster. M is an integer and can be computed by

M = floor(Cprob ∗ N ) (47)

where Cprob (say 30%) is a constant ratio.
Step 2: Suppose hi,j is the channel gain from the ith sensor to the jth sensor in

a cluster with N sensors, where 1 ≤ i, j ≤ N and i �= j, the vector hj
is expressed as hj = (h1,j, h2,j, . . . , hi,j, . . . , hN ,j)

T , and the channel gain
matrix H(N−1)×N is

H = (h1,h2, . . . ,hj, . . . ,hN) (48)

Assume Nt(Nt > 1) is the number of temporary CHs elected by FCM
and the index set of temporary CHs is the vector y = (y1, y2, . . . , yNt ), the
channel gainmatrix of temporaryCHs isHt = H (:, y) and r = rank(Ht) ≤
Nt .

Ht = (hy1 ,hy2 , . . . ,hyNt ) (49)

Step 3: Calculate the SVD of Ht ,

Ht = U�V T (50)

We choose σ1 and V = (v1, v2, . . . , vk, . . . , vNt ), where σ1 is the largest
singular value of Ht and vk is the kth vector of V .

Step 4: Using QR decomposition with column pivoting, determine E such that

v1TE = QR (51)

whereQ is a unitary matrix; and E is the permutation matrix. The position
of 1 in the first column of E corresponds to the final CH.

GORS: NCHs transmit the decision results throughmulti-relay to the correspond-
ing CH. Here we choose the sensor with the largest output of FLS as the CH in a
cluster. The GORS algorithm is proposed to utilize the highest fading path from each
NCH to the CH in a cluster. The input is a completed graph: associated with each
directed edge (ni, nj) is the fading hi,j to traverse arc from the ith node to the jth
node. The pseudocode for GORS algorithm is shown in Algorithms 1 and 2 (more
details are shown in [26]).
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Algorithm 1 Initialize for GORS
1: n_cur = cluster head
2: Struct Node ni

{
ni.known = false
ni.next = cluster head
ni.mark = i
ni.fading = hi,cur
}

3: Vector Vnode ←− {ni ∈ Vnode}
4: Sort the elements of Vnode based on ni. fading in descending order

Algorithm 2 Repeat Phase for GORS
1: while existing unknown element in Vnode do
2: Vnode[1].known = TRUE
3: n_cur = Vnode[1]
4: Put Vnode[1] in the last position of Vnode
5: Vector VselectNode ←− {nj ∈ Vnode&&hj,cur > nj. fading}
6: if ( thenVselectNode is empty)
7: continue
8: end if
9: Erase the element of VselectNode from Vnode
10: for each element nj in VselectNode do
11: nj.next = n_cur.mark
12: nj.fading = hj,cur
13: end for
14: Sort the elements of VselectNode based on nj. fading in descending order
15: Vnode=[VselectNode, Vnode]
16: Clear VselectNode
17: end while

Multi-hop Fusion

LetMk,i denote the number of total hops between the kth sensor and theCHwithin the
ith cluster. Particularly, ifMk,i = 0, the data from kth NCH are directly transmitted to
the ith CH. u0k,i is the detection decision of the kth sensor. If 1 ≤ Mk,i ≤ Ni − 1, umk,i
(1 ≤ m ≤ Mk,i) denotes the retrieved decisions made by the mth relay node, where
m is the hop index. ym−1

k,i means the input signal of the mth relay node corresponding
to the kth sensor. Thus,

ymk,i = umk,ih
m
k,i + nmk,i, 0 ≤ m ≤ Mk,i (52)

where hmk,i is the fading channel. And nmk,i is additive Gaussian noise.

Let P(r)
dMk,i

and P(r)
f Mk,i

denote the detection and false alarm rate of the last relay
nodes, for 1 ≤ m ≤ Mk,i,
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P(r)
dm = P[umk,i = +1|H1], (53)

P(r)
fm = P[umk,i = +1|H0]. (54)

Suppose Tm
k,i is the decision threshold of mth relay node to achieve the constant

false alarm rate (CFAR). Hence, given that the noise is Gaussian, we have

umk,i =
{

+1, ymk,i > Tm
k,i,

−1, ymk,i ≤ Tm
k,i.

(55)

Therefore, in the low SNR case, the multi-hop fusion statistic of CHs can be
expressed as

Λci =
Ni∑

k=1,Mk,i>0

(P(r)
dMk,i

− P(r)
fMk,i

)hMk,i

k,i y
Mk,i

k,i +
Ni∑

k=1,Mk,i=0

(Pdk − P(l)
f )h0k,iy

0
k,i. (56)

Our goal is to derive P(r)
dMk,i

and Tm
k,i using prior information. Here we define

Cm
k,i = P[umk,i = +1|um−1

k,i = +1], C̄m
k,i = P[umk,i = +1|u0k,i = +1], (57)

Dm
k,i = P[umk,i = +1|um−1

k,i = −1], D̄m
k,i = P[umk,i = +1|u0k,i = −1]. (58)

Assume P(r)
f denotes the CFAR of relay nodes, if m ≥ 2,

P(r)
fm =

∑
um−1
k,i

P[umk,i = +1|um−1
k,i ,H0]P[um−1

k,i |H0]

= P(r)
f Q

(
Tm
k,i − hm−1

k,i

σ

)
+ (1 − P(r)

f )Q

(
Tm
k,i + hm−1

k,i

σ

)
. (59)

Given P(r)
f and P(l)

f , we can derive the Tm
k,i using formula (59). Thus, P(r)

dm can be
computed by

P(r)
dMk,i

= P[uMk,i

k,i = +1|H1] =
∑
u0k,i

P[uMk,i

k,i = +1|u0k,i,H1]P[u0k,i|H1]

= PdkC̄
Mk,i

k,i + (1 − Pdk)D̄
Mk,i

k,i (60)

Performance Evaluation

This section presents how different cluster numbers influence the clustering per-
formances of the proposed schemes, F3&FCMSVDQR and F3&GORS. Figure10
illustrates the network’s energy consumption of F3&FCMSVDQR and F3&GORS
at different cluster number by using the number of round when the first sensor dies.
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Fig. 10 The number of
round when the first sensor
dies in WSN in
F3&FCMSVDQR and
F3&GORS versus different
cluster number
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Fig. 11 The Pd of the WSN
in F3&FCMSVDQR,
F3&GORS, CHEF-S,
CHEF&GORS at fixed
CFAR (10−3) and cluster
number versus different
SNRs
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Figure11 presents the Pd of the whole WSN in F3&FCMSVDQR, F3&GORS,
CHEF-S, and CHEF&GORS at different SNRs. The ROC curves are generated using
106 Monte Carlo runs. From this figure, we can obtain that:

(1) F3&FCMSVDQRprovides the robust detection performances,while F3&GORS
takes the second place in improving the detection performances at moderate-to-
high SNRs.

(2) The Pd of F3&FCMSVDQR and F3&GORS are higher than that of CHEF-S
and CHEF&GORS, respectively.

In summary, this section presented two deployment strategies, namely HDS and
DDS to deploy finite sensors to achieve a higher expected detection probability with
low energy consumption to satisfy the target detection performance in WSN. Under
same channel SNR, the DDS achieves highest probability of detection, the HDS
gets a lower one, and the random deployment strategy (RDS) is lowest no matter in
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BT and NBT. Also, two fuzzy clustering schemes in WSN for target detection are
presented, F3&FCMSVDQR and F3&GORS. F3&FCMSVDQRprovides the robust
detection performances and offers the longest lifetime at large amount of residual
alive sensors, while F3&GORS takes the second place in improving the detection
performances at moderate-to-high SNRs and the energy efficiency at small amount
of residual alive sensors. More references in WSN fuzzy clustering and routing can
be seen in [42–49].

2 Node Localization

Apart from target detection, node localization has also been a popular research area
in WSN. Node localization means that sensor nodes obtain their own position infor-
mation in various environments. Localization is of great importance in many appli-
cations, such as data routing, target tracking and environment monitoring, and the
like. In theory, each wireless sensor can be equipped with a global positioning sys-
tem (GPS) receiver. However, it is impractical for each sensor to contain a GPS due
to many factors including cost, size, and energy efficiency. Therefore, a number of
algorithms independent fromGPS have been proposed. They are mainly divided into
two categories, range-based algorithms and range-free algorithms, as illustrated in
Fig. 12.

Range-based algorithms, as shown in its name, are the algorithms based on rang-
ing techniques. Firstly, it needs some beacon nodes aware of their location infor-
mation accurately. Then, other nodes estimate their distances to these beacon nodes
so that their positions can be computed by ranging algorithms, such as trilateration.
The implementation of these algorithms will be discussed in this section. Although
range-based algorithms can provide high localization accuracy, the cost including
the communication and the computation cost can be huge. Moreover, they also have
high requirements on hardware.

Localization schemes

Range-
based Range-free

TOA TDOA AOA Centroid Convex DV-
Hop APIT ... MCL

For mobile 
WSNs

Fig. 12 Localization overview
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As a consequence, range-free algorithms are more popular for their low power
consumption and low cost in recent years. Different from ranging, range-free algo-
rithms mainly utilize the connectivity information between nodes to estimate the
position information. They also need some beacon nodes whose positions are known
as the references. Although at present they have not achieved the same level of local-
ization accuracy as that of range-based algorithms, in general, their performances
are acceptable for common WSN applications.

2.1 Range-Based Algorithms

In range-based algorithms, the accuracy of distance and angle measurements are
critical. Notice that the localization accuracy varies with different ranging scheme.
The performance can be influenced by the conditions of wireless channels. There are
three typical range-based localization methods that are used most frequently. They
are time of arrival (TOA), time difference of arrival (TDOA), and angle of arrival
(AOA).

2.1.1 Time of Arrival (TOA)

Time of arrival techniques [50] calculate the distance between two nodes by the
measurements of transmit and receive times of signals. It is shown in Fig. 13, where
S is the sensor whose position is to be determined, and B1,B2,B3 are beacon nodes.
They are all synchronized. Assuming that B1,B2,B3 all send signals at time t0, and S
receives signals at time ti. The distance between S to B1,B2,B3 can be calculated as
ri = (ti − t0)c, i = 1, 2, 3, respectively, and c is the speed of light. Then, the position
of S can be estimated by the trilateration algorithm, which is the intersection of the
range circles in Fig. 13

Fig. 13 TOA algorithm
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Fig. 14 TDOA algorithm
(adapted from [51])
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TOA needs very accurate hardware to measure the receive time ti. Because even
very small deviation of time can lead to a large distance error due to the high speed of
RF signals. TOA may be acceptable for environments where the speed of RF signal
is low.

2.1.2 Time Difference of Arrival (TDOA)

Time difference of arrival algorithm [51] utilizes the difference of the times when
separate signals are received to calculate the distance between nodes. A typical
approach named multi-signal TDOA is shown in Fig. 14.

At first, node A sends an ultrasound signal with a speed of v1 at t1, and node B
receives the signal at time tv1. After a while, A sends a RF signal again and its speed
is v2(larger than v1). The transmitting and receiving time of the RF signal are t2 and
tv2, respectively. The distance of A and B can be calculated as the formula below:

dAB = (v2 − v1)[(tv1 − t1) − (tv2 − t2)] (61)

TDOA is widely used in practice. Since TDOA uses the time discrepancy of dif-
ferent signals to estimate the distance, time synchronization is not needed. TDOAcan
tolerate small errors of time measurements, and therefore has less requirements for
the hardware. Furthermore, the TDOA algorithm can achieve high accuracy in line-
of-sight (LOS) conditions. As for NLOS conditions, the performance may degrade
significantly. That is the challenge to TDOA.

2.1.3 Angle of Arrival

The angle of arrival (AOA) [52] algorithm locates the nodes by the angle measure-
ments of received signals. In order to obtain the angles of arrived signals from beacon
nodes, each node uses two receivers placed at specific distances. In Fig. 15, A is a
node whose position is to be estimated. B is a beacon node. A1 and A2 are the two
receivers. Their distances to A are both L/2. x1 and x2 can be easily calculated by
some ranging techniques. Then, the angle of arrived signals θ can be inferred by x1,
x2, and L.
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Fig. 15 Basic principle to
obtain the angle of arrival
(adapted from [52])
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Fig. 16 The AOA algorithm
(adapted from [52])
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Knowing how to get the angles of arrived signals, Fig. 16 shows the AOA localiza-
tion, A,B,C are beacon nodes, D is a sensor node whose position is to be estimated.
∠BDC,∠CDA, and ∠ADB can be easily calculated by the angles of arrived sig-
nals θA, θB, θC . Then the position of node D can be obtained using the triangulation
scheme. The triangulation scheme tries to find three circles determined by the beacon
nodes and the angle measurements (illustrated by the dashed curves in Fig. 16). The
intersecting point of the three circles is the estimated position of node D.

The localization accuracy of AOA algorithm largely depends on the angle mea-
surements. As a consequence, it needs complex antenna arrays which may introduce
a high communication cost. Moreover, the performance of AOA algorithm is also
influenced by the multi-path and NLOS conditions just as the TDOA algorithm.

2.2 Range-Free Algorithms

Acknowledging that range-based algorithms require huge cost of hardware, e.g.,
TOA needs high bandwidth and AOA needs many antennas, they may be inappropri-
ate to be used in some applications ofWSN. Range-free algorithms are an alternative
to achieve accurate node localization. They are characterized by their low commu-
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nication cost and computation cost with more nodes needed. In this part, firstly
four range-free algorithms are presented: centroid, convex optimization localization,
DV-Hop, and approximate point-in-triangular test (APIT). They all show satisfy-
ing performances in static WSNs (all sensors remain at the original position after
deployment). However, the localization accuracy may degrade significantly once the
nodes can move after the deployment. In applications of moving sensors, Monte
Carlo localization (MCL) is a promising technique for node localization. It will be
described in detail after APIT algorithm. There are a lot of subbranches based on
MCL, such as Monte Carlo box (MCB), weighted MCL (WMCL). Both of them
can improve the performance of MCL in terms of sampling efficiency and beacon
density requirement. They will also be introduced along with MCL in the end of this
section.

2.2.1 Centroid Algorithm

The centroid algorithm [53] introduces two idealized radio assumptions which are
simple and useful:

• The same transmitted power (distance r) of each node.
• Each node incorporates isotropic antenna.

Firstly, there are some beacon nodes with overlapping communication regions in
the network. They are denoted asB1 toBn. Their positions are (X1,Y1) to (Xn,Yn) and
they form a regular grid. After deployment, the beacon nodes send radio frequency
(RF) signals periodically. Each sensor collects the beacon signals that it receives
during a time period t, which is predefined as:

t = (S + 1 − ε)T (0 < ε  1) (62)

where S is the sample size of signals sent by each beacon. T is the interval between
two consecutive signals. The information of a beacon node Bi is called a connectivity
metric CMi, represented as:

CMi = Nrecv(i, t)

Nsent(i, t)
(63)

where Nsent(i, t) represents the number of beacon signals sent by Bi during the time
period t, and Nrecv(i, t) are the received number of beacon signals sent by Bi within
the same period. The sensor node infers a collection of beacon nodes in which each
beacon has a connectivity metric exceeding a threshold CMthresh. The threshold is a
constant that is predefined (90% is appropriate). Therefore, the collection of beacon
nodes is denoted asBi1,Bi2, . . . ,Bik . Finally, the sensor node that receives the beacon
signals determines its position (Xest,Yest) as the centroid of these beacon nodes:
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Fig. 17 Graph illustrations
of constraints (adapted from
[54])

Known position

Unknown position

Connectivity

Xest = Xi1 + · · · + Xik

k
(64)

Yest = Yi1 + · · · + Yik
k

(65)

The centroid algorithm is simple and needs only low-cost devices. It utilizes
the proximity to localize the sensor nodes with unknown positions. Even so, it can
achieve promising performance as is shown by experimental results. In outdoor
environments, the estimated positions of sensors can be nearly 90% as the reality.
Moreover, the centroid algorithm is also suitable for the large distributed networks.

2.2.2 Convex Optimization Localization

Theconvexoptimization localization algorithm [54] is basedon connectivity-induced
constraints. It collects the communication information of neighbor nodes as the
geometric constraints to estimate the unknown positions of sensor nodes in net-
works. It assumes that a proximity constraint exists when one node can communicate
with another. Geometrically, the sensor nodes are within the radio range if they can
communicate with each other. The convex optimization algorithm is illustrated in
Fig. 17

• Given: positions of some beacon nodes (black dots in the figure)
• Find: the possible positions of the sensor nodes (the hollow dots in the figure)
• Subject to: the proximity constraints inferred from the communication informa-
tion.

Since the positions of nodes are constrained by the radio range of neighbor beacon
nodes, all the constraints together show that the feasible positions are the intersection
of the constrained regions, as illustrated in Fig. 18. The shadow area stands for the
potential position set of the hollow node, restricted by its neighboring beacon nodes.
(The radio coverage area of each node is assumed to be a circle.) It is seen fromFig. 18
that the shaded area becomes smaller as more neighbor beacon nodes involved. As a
result, the estimation accuracy will be higher. Finally, once the shaded area is small
enough to estimate the position, it is bounded by a minimal rectangle. The center of
the minimal rectangle is chosen as the position of the hollow dot.
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Fig. 18 Combination of constraints (adapted from [54])

The convex optimization algorithm can obtain a good performance with tight
constraints. Moreover, experimental results show that the solution can be obtained
quickly for a sensor network of several hundred nodes. Although the localization
accuracy can be improved by the increase of connectivity constraints, the commu-
nication cost may increase significantly at the same time. That is a problem to be
settled.

2.2.3 DV-Hop Algorithm

DV-hop [55] is a hop-by-hop positioning algorithm based on ad hoc positioning
systems (APS). It is a combination of distance vector routing and GPS positioning
to provide estimated positions for all the nodes in network. APS is suitable for
indoor localization applications in which the main feature of the network is ad hoc
deployment rather than the unpredictable topology. The following part will explain
the APS scheme.

Ad Hoc Positioning System (APS)

Assume that WSN nodes are vertexes in a graph. They are connected efficiently, and
the lengths of edges are known. Thus, the topology of this graph is known. Those
nodes that stay still may act as beacon nodes, constituting a reference system of the
network. The other nodes can locate themselves by the reference system using the
trilateration techniques.

It is possible for the device to estimate the distance to its neighbors via received
signal strength. The APS algorithm employs hop-by-hop propagation to obtain the
distance between a sensor node to a beacon node. The immediate neighbors of the
beacon nodes estimate their distance to the beacon nodes by signal strength measure-
ments. The second hop neighbors are also able to obtain their distance to the beacon
nodes via its one-hop neighbors, and the rest nodes of the network follow as a flood
manner in control. Once a node in the network knows its distance to more than three
beacon nodes, its position can be obtained by the trilateration techniques. However,
APS is vulnerable to signal strength measurements.
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DV-Hop Scheme

APS applies the DV-hopmethod in hop-by-hop distance propagation. In this scheme,
firstly all nodes obtain their distance to the the beacon nodes in hops via vector
exchange. Each node is represented by a table (xi, yi, hi), where hi is the hop count
of the node from a specific beacon node, and it communicates and updates its table
merely with its neighbours. Secondly, every beacon node estimates the average dis-
tance of one hop, which is defined as a correction of the whole network, when it
knows its distance to the other beacon node. Finally, the sensor node can estimate its
distance to the beacon node in meters according to the correction and the hop infor-
mation. The correction that obtained by a beacon node (xi, yi) is shown as below

ci =

∑
j �=i

√
(xi − xj)

2 + (yi − yj)
2

∑
j �=i

hj
j �= i (66)

where both i and j are beacon nodes. The sensor node in the whole network chooses
the correction of the nearest beacon node as the average distance of one hop to
estimate its position.

Figure19 illustrates the DV-hop scheme. The goal is to estimate the position of
sensor node A on a basis of beacon nodes L1,L2,L3 of the network. As is seen from
the figure, the distances between L1,L2,L3 are known. Then, each correction of
L1,L2,L3 (estimated average distance of one hop in meters) can be calculated as:

c1 = 75 + 150

2 + 5
= 32.1 c2 = 75 + 60

2 + 2
= 33.8 c3 = 60 + 150

2 + 5
= 30 (67)

L2 is the closest beacon node to A, and therefore c2 is chosen as the correction for
A to estimate its position. As a consequence, the distances from A to L1,L2,L3 are
33.8 × 2, 33.8, 33.82 × 3, respectively. Finally, A’s position can be obtained by the
trilateration techniques just as GPS does.

Fig. 19 The DV-hop scheme
(adapted from [55])
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Fig. 20 The APIT test (adapted from [56])

The DV-hop algorithm is simple and hop-based. That is why it is invulnerable
to measurement errors. Moreover, it does not require centralized computation that
leads to a huge cost. The DV-hop scheme is fit to isotropic networks very well,
but in irregular environments and networks with low density of beacon nodes, the
localization accuracy may degrade significantly.

2.2.4 Approximate Point-in-Triangular Algorithm

The approximate point-in-triangular (APIT) algorithm [56] is a novel range-free
scheme dividing the deployment area intomany triangular regions to localize a sensor
node, which estimates its possible position area by judging whether it is inside or
outside of the triangles. The APIT algorithm mainly has two steps: (1) APIT test
and (2) APIT aggregation. These two steps are implemented on an individual sensor
node and will be described as follows.

APIT Test

In the APIT test, a sensor node first collects signals of beacon nodes. Then, three
beacon nodes are randomly chosen from the collection to form a triangle. The basic
idea of APIT test is that it tests the node’s position via neighboring information. The
inside and outside cases are shown in Fig. 20.

In Fig. 20a, it presents the case that none of the neighbor of node N (say, node
1, 2 and 3) reports close to or far away from all the three beacon nodes A, B, C at
the same instant. In this case, sensor node N considers that it is inside the triangle.
On the contrary, Fig. 20b shows another scenario that neighbor 2 claims to node N
that it has longer distance to the three beacon nodes than N . As a consequence, N
considers itself outside the triangle. The sensor node whose position is to be decided
can collect signals from any beacon node within its communication range. Any three
of these beacon nodes can form a triangle with each beacon node as the vertex.
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Fig. 21 The APIT
aggregation approach
(adapted from [56])

APIT Aggregation

Before the APIT aggregation, the APIT test is repeated until all the beacon nodes of
the collection mentioned in section “APIT Test” are involved. Then, the results are
aggregated by a grid scan approach that applies a grid to represent the area in which
the sensor node is most likely to be. As shown in Fig. 21, for the inside decision of
the APIT test, that is to say, the region inside an overlap of two triangles, the values
of the region increase by one. Meanwhile, the values for the outside decision regions
decrease. After all the triangles are taken into consideration, the grid regions with
the maximum values (the grids with values of 2 in Fig. 21) are chosen as the final
regions, and their center of gravity is decided as the the localization of the sensor
node.

Different from theDV-hopalgorithm,APITcan achievehigh localization accuracy
in anisotropic networkswhere irregular radio pattern exists. Also, the communication
cost is low. However, it needs high density of beacon nodes due to the exchange of
neighboring information. The localization accuracy of APIT can reach 0.5r under the
conditions that nb = 16, nd = 8, where r is the communication range of the sensor
node, nb is the average number of beacon nodes in communication with the sensor
node, and nd is the number of sensor nodes on average per node radio area.

2.3 Range-Free Localization for Mobile Networks

The range-free algorithms mentioned in Sect. 2.2 work well for a WSN where all the
nodes keep static after deployment. However, the performance may degrade largely
alongwith themobility of the nodes. Due to this problem, there aremany localization
algorithms for mobile networks that have been proposed. Monte Carlo localization
(MCL) is one of the most popular algorithm among them.
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2.3.1 Monte Carlo Localization

TheMonteCarlo localization (MCL) [57] is based on probabilisticmodels ofMarkov
chains. It was firstly used in localization for robots. In MCLmethods, time is divided
into discrete units. The position of a node at a specific moment is estimated based
on the previous moment. During the estimation, the sequential Monte Carlo (SMC)
method is utilized. It applies a set of weighted samples to represent the posterior
distribution of a sensor’s location and updates the samples recursively. The main
steps of MCL algorithm are shown as follows:

• Initialization: Selecting Nsample samples from the deployment area as the initial
set of the possible positions for the sensor node. Nsample is a constant that is preset.

• Prediction: The new possible position set Lt is obtained by the previous position
lt−1 which is also estimated.

Lt = {lt i|lt i is selected from p(lt|lt−1, 1 ≤ i ≤ Nsample)}

• Filtering: Observations are obtained by the sensor nodes from their neighboring
beacon nodes as filtering conditions. The samples satisfying the filtering condition
get a weight value of 1, while other samples obtain a weight value of 0. Finally,
the samples with the weighted value 0 are discarded by Lt .

Lfiltered = {lt i|lt i that lt i ∈ lt and wi > 0,wi is the weighted value}

• Resampling: After the filtering, the sample number may be less than Nsample.
Repeating the prediction and filtering steps until the sample number reaches
Nsample.

Prediction

In the prediction step, the possible position samples at time unit t are collected
based on the location estimated in the previous time unit, lt−1. It is assumed that the
maximum speed of the node is vmax, and its unit is meters per time interval. Then, the
possible position area at time unit t is a circle with the origin lt−1 and radius vmax. If
the speed of the node is uniformly distributed in [0, vmax], the posterior probability
of lt is uniformly distributed in the circle, as (68) shows (Fig. 22):

Fig. 22 Sampling of
prediction

1tl
maxv
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p(lt|lt−1) =
⎧⎨
⎩

1

πv2max

d(lt, lt−1) < vmax

0 d(lt, lt−1) ≥ vmax
(68)

Filtering

In this step, each sample will get a weighted value 0 or 1 based on the filter condition.
Then, the impossible position samples with weighted values 0 are filtered out. It is
assumed that any node in communication with the beacon is in the radio range of the
beacon node. For a sensor node, there are four types of beacon nodes to be considered.

• outsiders: beacon nodes whose signals were not received in both the previous and
the current time unit.

• arrivers: beacon nodes whose signals were not received in the past time unit, but
in the current.

• leavers: beacon nodes whose signals were received in the past time unit, but not
in the current.

• insiders: beacon nodes whose signals were received in both the previous and the
current time unit.

The filtering condition is mainly based on the information of arrivers and leavers
because they provide the position changes of the sensor node. The arrivers within
distance r (radio range) of a sensor node is called one-hop beacon nodes to the sensor
node. Similarly, for the outsiders whose signals are received by the sensor node’s
neighbors (not the node) are called two-hop beacon nodes. The distance between the
sensor node and two-hop beacon node is in the interval (r, 2r). The filter condition
of l is shown as follows:

wi = ∀b ∈ S, d(l, b) ≤ r ∧ ∀b ∈ T , r < d(l, b) ≤ 2r (69)

where b represents a beacon node, l is a sample of the location set Lt . S and T denote
the one-hop and two-hop beacon neighbors of the sensor node, respectively. If the
filter condition meets, the weighted value of the sample wi = 1 , otherwise, wi = 0.

After iteratively repeating the prediction and filtering steps, the number of samples
will reachNsample.MCL algorithm achieves an estimation of the location of the sensor
node at time t:

lt =

N∑
i=1

lit

Nsample
(70)

Simulation results show that the performance of MCL depends on the density
of beacon nodes sd (sd is the number of beacon nodes on average within one hop
communication range). When sd = 3, vmax = 0.2r, and Nsample = 50, the localiza-
tion accuracy can achieve 0.3r. However, there are two shortcomings of the MCL
algorithm. One is its low sampling efficiency, this may lead to more computation
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cost. The other one is that it needs high beacon density to achieve high localiza-
tion accuracy. Therefore, we also provide weighted MCL (WMCL) as an alternative
algorithm.

2.3.2 Weighted MCL

The weighted MCL algorithm [58] is based on the MCL algorithm. It incorporates
the same steps from MCL, but it improves the accuracy of localization when nodes
move fast. In the prediction step, WMCL builds a bounding-box of the sampling
area to improve the sampling efficiency. In the filtering step, WMCL introduces the
information of one-hop sensor neighbors (not only beacon neighbors) to restrict the
filter condition.

Constructing the Bounding-Box

The bounding-box is a sampling area that is restricted by a rectangle. Assuming that
there are n one-hop beacon neighbors of a sensor node s, and the radio range of each
sensor node is r. Then, the bounding box can be initiated as follows:

xmin = maxni=1{xi − r}, xmax = minni=1{xi + r}
ymin = maxni=1{yi − r}, ymax = minni=1{yi + r} (71)

After the initiation of the bounding-box, it can be further reduced according to
the information of its one-hop neighbors. Firstly, as shown in Fig. 23, suppose that
p is the two-hop beacon neighbor of s. The area in shadow can be removed from
the sampling area. Otherwise, p will be the one-hop of s if the shadowed area is
contained.

Furthermore, assuming that the maximum localization error of each sensor node
in x-axis is ERx, similarly, ERy represents the maximum localization error in y-axis.
p is assumed to be the one-hop sensor neighbor of s which is denoted as p ∈ US(s),
then we have:

Fig. 23 Reduce of the
bounding-box (adapted from
[58])

sp
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|rt,p − rt,s| ≤ r

|rt,s − rt−1,s| ≤ vmax
|x(rt−1,s) − x(et−1,s)| ≤ ERx,t−1(q)

|y(rt−1,s) − y(et−1,s)| ≤ ERy,t−1(q) (72)

where rt,s and et,s represent the real position and estimated position of sensor s in
the time unit t, respectively, and x(rt,s) and y(rt,s) denote the x and y values of rt,s in
the coordinate system, respectively. The bounding box built by (71) can be reduced
further as (x′

min is taken as an example, notice that in (71) we have four parameters):

x′
min = max{xmin,maxp∈US(s){x(et−1,p) − vmax − r − ERx,t−1(p)}} (73)

Weighting the Samples

In the filtering step inWMCL, each sample also obtains a weighted value as inMCL.
The major difference is that WMCL also considers one-hop sensor node neighbors,
not only beaconneighbors.As a result,WMCLcanachievehigh localization accuracy
even with low density of beacon nodes. In WMCL, the weighted value of a sample
is computed as:

wi
t =

∏
s∈S

p(s|lit )
∏
s∈T

p(s|lit )
∏
s∈US

p(s|lit ) (74)

where S and T are the one-hop and two-hop beacon neighbor sets,US is the one-hop
neighbor set. In (74), the first two parts are easy to compute just as MCL do. If s ∈ S,
then we have:

p(s|lit ) = [d(lit , s) ≤ r] (75)

If s ∈ T , we also have:
p(s|lit ) = [r < d(lit , s) ≤ 2r] (76)

Nevertheless, the last part of the (74) is not easy to compute because the obser-
vation is not the real position of node s in this case. There is an approximate method
to compute it. The method is shown in Fig. 24. It gives an approximation that the
probability of rt,s in area B can be represented as the probability of rt−1,s in area A.

Fig. 24 The illustration of
the approximate method
(adapted from [58])
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If s ∈ US, then we have:

p(s|lit ) = Pr{l ∈ Lst−1 ∧ l ∈ A} (77)

Furthermore, suppose that there are N samples in Lst−1, N
′ of the samples are in area

A. The (77) can be simply computed as:

p(s|lit ) ≈ N ′

N
(78)

Different from other localization algorithms based on SMC, The WMCL algo-
rithm works well both in static and mobile networks, especially when nodes move
very fast. Moreover, it outperforms other algorithms with its high sampling effi-
ciency and both low communication cost and computation cost. The sampling effi-
ciency can be improved by 95% compared toMCL.When sd = 10, vmax = 0.2r, and
Nsample = 50, the localization error is about 0.2r less than that of MCL [57].

Notice that Sect. 2mainly discusses localization approaches for cooperative sensor
nodes within the WSN. Although the target is noncooperative in most cases, these
approaches can still be applied (however modification is needed more or less) for
target localization.

3 Target Tracking in Wireless Sensor Networks

Target tracking has always been an inherent purpose of WSN design. Both target
detection (see Sect. 1) and node localization (see Sect. 2) provide a basis for target
tracking to some extent. Recent years have seen the boom in various approaches of
target tracking. In this section, typical tracking methods in WSN will be presented
from two aspects. First, we summarize four categories of target tracking protocols,
and then we propose three point track fusion approaches on a basis of prior target
detection and localization approaches.

3.1 Target Tracking Protocols

This section investigates four major types of tracking protocols: (1) tree-based, (2)
prediction-based, (3) hybrid methods, and (4) cluster-based. Of course, although this
book only describe four categories due to the page limit, other types of protocols, for
example, mobicast-message-based, are not included. Interested readers may refer to
[59].
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Fig. 25 The network graph
(adapted from [62])
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3.1.1 Tree-Based Tracking

In tree-based tracking, the topology of the network is represented as a graph, and
all the nodes and their links are organized in a tree. The deviation avoidance tree
(DAT) tracking protocol [62] is one of the examples. It develops a data aggregation
model considering the physical topology of the sensor network and requires less
total communication cost. There are two stages in the DAT protocol: DAT algorithm
and query cost reduction (QCR). The first stage employs both deviation-avoidance
principal and highest-weight-first principal to reduce the location update cost. The
second stage tries to reduce the query cost by adjusting the tree built in the first stage.

DAT Algorithm

As illustrated in Fig. 25, the topology of a network is represented by aweighted graph
G = (VG,EG), where VG stands for sensor nodes, and EG is the set of edges between
them. The weight on each edge is denoted by wG(u, v), (u, v) ∈ EG . wG(u, v) is the
sum of the target’s event rates from u to v and v to u. The goal of DAT is to build an
object tracking tree T = (VT ,ET ) such that the location update cost is the lowest. In
DAT algorithm, VT = VG , each sensor node in VT is initiated as a singleton subtree
and ET = ∅. Then, EG is rearranged in a decreasing order according to the weight,
the new set is denoted by LG . For each link (u, v) in LG , it is chosen into ET when
the conditions meet:

Condition 1 = (u = root(u)) ∧ (distG(u, sink) = distG(v, sink) + 1)

Condition 2 = (v = root(v)) ∧ (distG(v, sink) = distG(u, sink) + 1) (79)

There is a restriction in (79) that root(u) �= root(v), where root(x) is the root of
the subtree containing x, and distG(x, y) denotes the minimum hop count in x and y.
Sink is the root node of the whole tree.

Query Cost Reduction

After the object tracking tree is built, the QCR method is used to achieve a low
query cost. It examines all the nodes in T from bottom to top. For a nonleaf node
v, its children nodes will be cut and connected to p(v) (p(v) is the parent of v). The
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new tree is denoted by T ′, and the amount of cost reduction can be represented as
ΔC = C(T ) − C(T ′). If ΔC is positive, T will be replaced by T ′. If not, T will
stay unchanged. For a leaf node v, the goal is to make p(v) closer to the sink. It can
be achieved by change node v′s link from its current parent p(v) to its grandparent
p(p(v)). Similarly, T ′ denotes the new tree, T will turn into T ′ when the amount of
cost function ΔC is positive. Otherwise, T stays the same.

The DAT tracking protocol is an efficient energy-saving method for object track-
ing. It shows how to build a logical tree for a sensor network to reduce the total com-
munication cost in tracking objects. Simulation results showbetter performance com-
paring to other tracking protocols, such as the naive and drain-and-balance schemes.
Interested readers may refer to [60, 61] for other tree-based target tracking protocols.

3.1.2 Prediction-Based Tracking

The prediction-based tracking methods predict the movement of an target with
reduced energy consumption. Typical protocols are prediction-based energy sav-
ing (PES) [63] and dual prediction-based reporting (DPR) [64]. In this section, we
will describe the former. PES provides the balance between energy consumption and
data missing rate. It incorporates a prediction model, a wake-up mechanism, and a
recovery mechanism.

Prediction Model

In PES, only one sensor called current node is needed to monitor the target (other
nodes will sleep). The current node predicts the movement of the target and chooses
some other sensors, namely target nodes, to help track the target collaboratively.
Suppose that the speed and direction of a target is constant during a small period,
the network needs X seconds to sense the target and report its location every T
seconds. As a consequence, the current node will take T − X seconds to predict the
movement of the target, and the sensor node that the target finally reaches is known
as the destination node. Since the previous positions of a target may reflect its future
tendency of movement, the prediction model assigns a weight to each of the previous
positions, and future positions of the target are predicted according to these previous
positions and their weights.

Wake-Up Mechanism

If the prediction errors lead to a missing target, the PES will apply a wake-up mech-
anism illustrated in Fig. 26. The dashed arrow represents the predicted path of the
target.

Figure26 illustrates how a number of target nodes are woken up to conduct the
target tracking simultaneously in order to avoid missing a target. There are three
nodes of the wake-up mechanism:

1. The target node only contains the destination node.
2. The target nodes consist of both destination node and the nodes on the route

from the current node to the destination node.
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Fig. 26 The wake-up
mechanism (adapted from
[63])

The current node

The destination node

The node on the path

The neighbor node of the
above 3 types of nodes

3. The target nodes include the neighboring nodes surrounding the route, current
node, and the destination.

The first and the second nodes consume less energy than that of the third; however,
the third is more accurate in tracking performance.

Recovery Mechanism

The recovery mechanism is designed for relocating the target when it is missing.
Firstly, the target nodes are woken up by the current node. If one sensor node finds
the target, the current node will be notified and the recovery state finishes. If it fails,
the flooding recovery begins so that all the nodes in the network are woken up to find
the target. This ensures zero possibility of missing.

The PES protocol saves energy by minimizing the number of sensors involved,
as well as the time of the active mode. Simulation results [63] show that PES can
reduce the energy consumption of the microcontroller units efficiently. However, the
assumed moving patterns are simple and not applicable in complex environments.

3.1.3 Hybrid Methods for Tracking

The hybridmethod for tracking [65] assumes that the network is two-tier hierarchical.
The nodes of the network are categorized into two levels: CHs and Normal Nodes
(NNs). NNs can collect information of the environment and send it to their CHs
without the capability of communicating with each other. CHs can send orders to
NNs directly, and different CHs can communicate with each other.

The clusters have two states: Active and Idle. When the target appears or the
future trajectory predicted by a neighborCH intersectswith its own coverage area, the
cluster switches from Idle toActive. As forNNs, the additional states areProbabilistic
Active and Sleep. The CH will assign Probabilistic Active or Sleep to NNs based on
the estimated target location when the cluster is Active.

Let Li be the location of node i and LH stands for the positions of CHi. Assume
that the NNs are binary sensing models. r is the identical sensing range of NNs. If a
target X appears at LX , the sensing result Ri of i is:

Ri =
{
1, ||Li − LX || ≤ r
0, ||Li − LX || > r

(80)
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The centroid localization algorithm is used in the binary sensing model. Assume that
the number of activated NNs is k, and the location of l (l < k) NNs which detect the
target is Li(xi, yi), i = 1, . . . , l. The estimated location is

Le(t) =
(∑l

i=1 xi
l

,

∑l
i=1 yi
l

)
(81)

The rest of the NNs that fail to detect the target do not transmit the results to their
CHs.

After localization, themovement prediction is carried out. It proposes a prediction
algorithm by means of the recursive least square (RLS) technique [66]. At each
sensing circle Tsc, the prediction procedures are as follows:

1. NN(t − 1) and NN(t) calculate local results and send them to their CH(t)
(NN(t − 1) and NN(t) represent the previous and current active NNs respec-
tively);

2. CH(t) fuses the results and calculates Le(t);
3. Predict the next location Lp(t + 1) by means of RLS;
4. Assign a new leader CH(t + 1) based on Lp(t + 1);
5. Deactivate NN(t − 1);
6. Activate NN(t + 1) with the probability of P;
7. Assign Subleaders according to the activated NNs.

The simulation shows that the larger the radius within which we activate the NNs
near the predicted location, the lower the tracking error. The hybrid method can
provide a nice balance between tracking accuracy and energy cost.

3.1.4 Cluster-Based Tracking

It has been proved in [43, 67] that node clustering in WSN offers advantages in both
energy efficiency and lifetime extension. Sensors in a network can form clusters to
perform tracking collaboratively. There have been a number of cluster-based tracking,
such as DELTA [68], and distributed adaptive multi-sensor scheduling [69]. We shall
describe them as follows.

DELTA Algorithm

The DELTA algorithm is a distributive approach via light measurements to dynam-
ically build clusters for target tracking. The whole process of DELTA is shown in
Fig. 27. There is a leader in a tracking cluster, i.e., CH. The function of the CH is to
communicate with the base station, locate the target, and keep the coherence of the
cluster, which is similar to the CH described in Sect. 1.3.2. Cluster members are the
one-hop neighbors of CH. They need to report their tracking data to CH.

At first, all the sensor nodes are idle. When a target appears, the whole network
turns into the election running mode immediately and a timer is set. Before the timer
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Fig. 27 Data flow of
DELTA (adapted from [68])

Base station

Cluster head

Cluster member

Cluster communication
Report
Handover

ends, clusters and CHs are formed according to the light measurements. Then, the
CH broadcast messages to inform their existence. At the same time, CHs mark state
variables to ensure the update of a new cluster. Once the target is out of the sensing
area of the cluster, the CH will broadcast a reelection message and turn to idle mode.

Different from other existing tracking protocols, the DELTA algorithm applies a
passive heartbeat mechanism to overcome the restriction that all sensors’ commu-
nication range should be higher than their sensing range. In the passive heartbeat
mechanism, CH broadcasts heartbeat messages periodically to its cluster members.
Then, the cluster members respond with the messages required by the CH. At the
same time, these messages are heard by all the two-hop neighbors of CH so that
they are aware of the existence of CH. When sensor nodes’ sensing range is larger
than communication range, the passive heartbeat mechanism avoids the forming of
concurrent tracking clusters, otherwise it may incur confusion.

The DELTA algorithm is propitious to smart dust environments, in which the
sensor has shorter radio range than sensing range. The CH election mechanism of
DELTA is very fast and precise, providing an accurate tracking rate. However, the
limitation is that the DELTA algorithm only works well in tracking a target with
constant speed.

Distributed Adaptive Multi-sensor Scheduling

Distributed adaptive multi-sensor scheduling is an energy-saving algorithm based on
the extended Kalman filter (EKF) and PES. The goal is to select sensors to perform
target tracking task (tasking sensors) with reduced energy. Figure28 describes a
target tracking scenario in a WSN.

The distributed adaptive multi-sensor scheduling process can be described as
follows.

1. Set the node deployment density to ensure a high probability of successful detec-
tion of a target. The target will be detected if the detection probability is larger
or equal than the detection probability threshold.

2. Select the sampling interval. Calculate the optimal sampling interval via time
update. The maximum sampling interval can be calculated from φ(k + 1|k) =
φ0, where φ0 is the given tracking accuracy and φ(k + 1|k) is the predicted
position uncertainty.
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Cluster Head

Target Node
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Fig. 28 Target tracking in the network (adapted from [69])

3. Select the tasking sensors. After selecting the next time steps sampling interval,
tasking sensors will be also selected. the sensor with the maximum predicted
detection probability (PDP) at the next time step is selected as the first member
of the tasking cluster at time step k + 1.

4. Select the next CH. A CH energy measure (CHEM) for each selected tasking
sensor is calculated by the current CH, and the tasking sensor with the lowest
CHEM will be assigned next CH.

5. ApplyMonte Carlomethod to generate random samples of Gaussian distribution
to simulate the random distribution of the predicted target state. PDP and joint
detection probability (JDP) are estimated for selected tasking sensors.

Simulation results [69] show that this distributed adaptive multi-sensor schedul-
ing saves the energy and achieves both tracking reliability and accuracy compared
to single-sensor scheduling and multi-sensor scheduling with a uniform sampling
interval.

3.2 Point Track Fusion

Apart from protocols in Sect. 3.1, there is an alternative methodology to investigate
the tracking problem via WSN. Suppose sensor nodes are distributed, and each of
them can independently localize a track point of the target. How to fuse all the points
to obtain an accurate track? In this section, we propose three approaches: least norm
(LN) algorithm, truncate Gaussian maximum likelihood (TGML) algorithm, and
Gaussian maximum likelihood (GML) algorithm to answer this question.

Figure29 illustrates the trackingmodel. Suppose two sensors i and j aremeasuring
the location information of a target. These two sensors are at the location of (ui, vi)
and (uj, vj), respectively. Tm(xm, ym) denotes the real coordinate of mth target track
point. Then {ri,m, θi,m} and {rj,m, θj,m} are the true values of ranges and angles between
the target and sensors, respectively. {Δri,m,Δθri,m} and {Δrj,m,Δθrj,m} denote the
measurement deviations of {ri,m, θi,m} and {rj,m, θj,m}, respectively.
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Fig. 29 Geometry model of point tracking fusion

3.2.1 Least Norm Algorithm

The LN algorithm assumes that the measurement deviations of different sensors are
different. Moreover, the target tracking can be separated into a series of target track-
point fusions. Based on approximations limx→0 cos(x) = 1 and limx1,x2→0 x1x2 = 0,
the location formulas measured by different sensors can construct the following
equations.

r′
i,m cos(θ ′

i,m)Δθi,m + sin(θ ′
i,m)Δri,m − r′

j,m cos(θ ′
j,m)Δθj,m − sin(θ ′

j,m)Δrj
= (r′

i,m sin(θ ′
i,m) − ui) − (r′

j,m sin(θ ′
j,m) − uj)

−r′
i,m sin(θ ′

i,m)Δθi,m + cos(θ ′
i,m)Δri,m + r′

j,m sin(θ ′
j,m)Δθj,m − cos(θ ′

j,m)Δrj,m
= (r′

i,m cos(θ ′
i,m) − vi) − (r′

j,m cos(θ ′
j,m) − vj)

(82)
where r′

i,m, θ ′
i,m, r′

j,m, θ ′
j,m denote the range and angle measured by sensors i and j

(i, j = 1, 2 . . .K), respectively. Consequently, if we have K sensors, we will obtain
2(K − 1) linear equations with 2K unknown variables, which can be represented by
a matrix expression

Lmηm = xm (83)

where ηm = [Δθ1,m,Δr1,m,Δθ2,m,Δr2,m, . . . , ΔθK,m,ΔrK,m]T ,
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xm =

⎡
⎢⎢⎢⎢⎢⎣

r′
1,msin(θ

′
1,m) − r′

2,msin(θ
′
2,m) + u2 − u1

r′
1,mcos(θ

′
1,m) − r′

2,mcos(θ
′
2,m) + v2 − v1

...

r′
1,msin(θ

′
1,m) − r′

K,msin(θ
′
K,m) + uK − u1

r′
1,mcos(θ

′
1,m) − r′

K,mcos(θ
′
K,m) + vK − v1

⎤
⎥⎥⎥⎥⎥⎦ . (84)

Here we define the LS,m and Li,m(i = 1, 2, . . . ,K) as LS,m =[
r′
1,mcos(θ

′
1,m) sin(θ ′

1,m)

−r′
1,msin(θ

′
1,m) cos(θ ′

1,m)

]
Li,m =

[−r′
i,mcos(θ

′
i,m) −sin(θ ′

i,m)

r′
i,msin(θ

′
i,m) −cos(θ ′

i,m)

]
. Then Lm can be

expressed as

Lm =

⎡
⎢⎢⎢⎢⎢⎣
LS,m L2,m 0 0

... 0

LS,m 0 L3,m 0
... 0

...
...

...
...

. . .
...

LS,m 0 0 0 · · · LK,m

⎤
⎥⎥⎥⎥⎥⎦ (85)

Notice that ηm can be solved via the minimum norm because LN assumes the
deviation is small. Thus, after obtaining the deviation of each sensor, themeasurement
error can be compensated. The mean of the estimation of K sensors is represented
as the track of the target.

ηm = LT
m(LmLT

m)−1xm (86)

3.2.2 Truncate Gaussian Maximum Likelihood Algorithm

TGML algorithm assumes the system deviations follow a truncated Gaussian dis-
tribution, and the range Δrk,m and the angle Δθk,m are independent. The truncated
Gaussian distribution means that the variable has a normal distribution within a
truncated interval. Suppose the deviation obeys Δrk,m ∼ N (0, σ 2

k ) in [−rk,m, rk,m],
and Δθk,m ∼ N (0, σ 2

k ) in [−θk,m, θk,m], the joint probability density function can be
expressed as:

f (Δrk,m,Δθk,m) = f (Δrk,m)f (Δθk,m)

=
⎧⎨
⎩ ck,rck,θ

1
2πσk

2 e
− Δr2k,m+Δθ2k,m

σk
2 , |Δrk,m| ≤ rk,m, |Δθk,m| ≤ θk,m

0, otherwise
(87)

where ck,r = 1
2ϕ(

rk,m
σk

)−1
, ck,θ = 1

2ϕ(
θk,m
σk

)−1
.

Suppose the kth sensor measures the coordinate of the mth target track point and
obtains (xk,m, yk,m). Δrk,m and Δθrk,m can be expressed as
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Table 1 Parameters selection of αk,m

Sign(yk,m − vk ) Sign(xk,m − uk )

+ −
+ 0 2

− 1 1

Δrk,m = s1(xk,m, yk,m) =
√

(xk,m − uk )
2 + (yk,m − vk )

2 −
√

(xm − uk )
2 + (ym − vk )

2

Δθk,m = s2(xk,m, yk,m) = (atan(
xk,m−uk
yk,m−vk

) + αk,mπ) − (atan( xm−uk
ym−vk

) + βk,mπ)

(88)
where the values of αk,m and βk,m are, respectively, listed in Tables 1 and 2.

Applying themethod in [71], the joint probability density function can be obtained
as

f (xk,m, yk,m) = f (Δrk,m,Δθk,m)|J | = f (s1, s2)|J | (89)

where J = det

[ xk,m−uk√
(xk,m−uk )

2+(yk,m−vk )
2

yk,m−vk√
(xk,m−uk )

2+(yk,m−vk )
2

yk,m−vk
(xk,m−uk )

2+(yk,m−vk )
2 − xk,m−uk

(xk,m−uk )
2+(yk,m−vk )

2

]
.

The objective optimization function which employs the maximum likelihood esti-
mation is deduced in (90).

max
xm,ym

−
K∑

k=1

1

2σk
2
(s21 + s22) (90)

Though optimum solutions of parameters xm and ym cannot be solved directly, the
rising gradient method in (91) is applied to find the approximate ones.

x(i+1)
m = x(i)

m + λgx
y(i+1)
m = y(i)

m + λgy

gx =
K∑

k=1

1
σk

2 (s1
xm−uk√

(xm−uk )
2+(ym−vk )

2
+ s2

ym−vk√
(xm−uk )

2+(ym−vk )
2
)

gy =
K∑

k=1

1
σk

2 (s1
ym−vk

(xm−uk )
2+(ym−vk )

2 − s2
xm−uk

(xm−uk )
2+(ym−vk )

2 )

(91)

Table 2 Parameters selection of βk,m

Sign(ym − vk ) Sign(xm − uk )

+ −
+ 0 2

− 1 1
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3.2.3 Gaussian Maximum Likelihood Algorithm

In theGML algorithm, suppose bothΔrk,m andΔθk,m obey the independent Gaussian
distribution. Their joint probability density function is

f (Δrk,m,Δθk,m) = f (Δrk,m)f (Δθk,m) = 1

2πσk
2
e
− Δr2k,m+Δθ2k,m

σk
2 (92)

The GML algorithm can be considered as the special situation of TGML with trun-
cated normal distribution in [−∞,∞]. Applying similar derivations in TGML, we
find that GML cannot obtain the optimum solution with the likelihood estimation
either. Similarly, applying the rising gradient method to find the approximate solu-
tions we obtain the same expressions as (91).

3.2.4 Performance Evaluation of Point Track Fusion

In order to evaluate the target tracking performances of LN, TGML, andGML, firstly,
the root mean square error (RMSE) between the fused estimated track and the real
track is defined.

RMSEX =
√∑N

n=1 (x̂ − x)2

N
RMSEY =

√∑N
n=1 (ŷ − y)2

N
(93)

In simulations, suppose all deviations of angles and ranges have the same nor-
mal distribution, i.e., Δrk,m,Δθk,m ∼ N (0, σ 2). Because RMSEY has similar perfor-
mances to RMSEX , here we merely compare the performance of RMSEX for various
sensor numbers in Fig. 30.

Figure30 implies that increasing the number of available sensors gradually
improves theRMSEs of LN, TGML, andGML.However, theRMSEof LN expresses
a lower decline compared to those of TGML and GML when the sensors increase.
This is because LN is deduced based on the first-order approximation with little
derivations.

Figures31 and 32 show theRMSEX overσ 2 when the sensor number is 5. Figure31
illustrates that the RMSE of TGML is robust to truncated interval, and it is almost
unchanged along with the increase of the truncated interval. On the other hand, the
RMSE of LN tends to increase. Figure32 shows that the larger the variance of the
deviation, the larger the RMSE in GML. However, the RMSE of LN fluctuates along
with the variance of the deviation.

Generally, simulations show that LN is robust in variances of the measurement
deviation by sensors, and TGML is robust in the change of punctuated interval. For
more details, interested readers can refer to [70].
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Fig. 30 The relationship
curves of three algorithm
between sensor number and
RMSE. a LN algorithm in
the condition of the
deviation’s variance
σ 2 = 10, truncated interval
[−0.06, 0.06]. b GML
algorithm in the condition of
σ 2 = 10. c TGML algorithm
in the condition of σ 2 = 10,
truncated interval
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Fig. 31 TGML versus LN
algorithm when WSN
contains five sensors
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Fig. 32 GML versus LN
algorithm when WSN
contains five sensors

5 10 15 20

Variances of the deviation

0

2

4

6

8

R
M

S
E

 o
f x

 

LN
GML

4 Conclusion

This chapter presents a comprehensive view of methods for target detection, sensor
node localization, and target tracking inWSNs. Among the three applications, target
detection and sensor node localization are the prerequisites for target tracking to
some extend. We summarize the three parts as follows:

1. In the target detection part, coherent and noncoherent detection systems for
distributed-RSNs are firstly introduced. Then, we compare the detection per-
formance of two typical RSNs: distributed-RSN and MIMO-RSN. Simulation
results show that distributed-RSN is superior to MIMO-RSN in Pd at both the
same SNR and Pfa. To achieve the expected detection performance with low
energy consumption, two nodes deployment strategies and two fuzzy cluster-
ing schemes are discussed. Under the same channel SNR, the DDS achieves
higher probability of detection than HDS. Considering the two fuzzy cluster-
ing schemes, the F3&FCMSVDQR outperforms the F3&GORS in detection
probability and the network’s lifetime.



358 J. Liang et al.

2. As for the sensor node localization, we categorize it into range-based and range-
free approaches. The range-based schemes have higher localization accuracy;
however, the cost including the communication and the computation cost can
be huge. Thus range-free algorithms are more and more popular in recent years.
The centroid, convex optimization localization, DV-hop, and APIT approaches
are only suitable for localization in static WSNs. The localization of them may
degrade significantly once the nodes in the network move. MCL and WMCL
are promising techniques in applications of moving nodes. However, they do not
perform well in harsh environments with some obstacles.

3. Four typical tracking protocols are discussed in the target tracking part. In the
tree-based tracking, the topology of the network is represented as a graph, and
all the nodes and their links are organized in a tree. Cluster-based approaches
track the target by dynamically building clusters according to the movements of
the target. Prediction-based algorithms depend on two schemes in addition that it
needs to predict the target’s movements. The hybrid can make a balance between
tracking accuracy and energy cost. Besides, three point track fusion methods are
introduced for the distributed WSNs when each node can get a track point of
the target. Simulations show that LN is robust in variances of the measurement
deviation by sensors, TGML is robust in the change of punctuated interval. The
RMSE in the GML scheme increases with the variance of deviation.

Although we have given insights on the methods of target detection, sensor node
localization, and target tracking, there still exist some problems for future research.
Future work should be concentrated on application-oriented algorithms in these
fields. Moreover, the real-time property and harsh environments should be taken
into consideration.
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Regularization-Based Location
Fingerprinting

Duc A. Tran

Abstract Location fingerprinting is an approach to GPS-free localization. This
approach requires a prior training set of fingerprints sampled at known locations,
by comparing to which the locations of future fingerprints can be determined. For
good accuracy, the training set should be large enough to appropriately cover the area.
However, in practice, a quality training set is not easy to obtain and as such recent
studies have resorted to utilizing fingerprints that are available without location infor-
mation; these are called unlabeled fingerprints. This chapter presents several ways
one can use regularization to learn from unlabeled fingerprints. Regularization is a
mathematical framework to learn a function from data by enforcing regularizers to
improve generalizability. The following scenarios are discussed: (1) how the train-
ing set can be enriched with unlabeled fingerprints, (2) how a trajectory of a moving
device can be computed given its sequential fingerprints, labeled or unlabeled, col-
lected during the trajectory, and (3) how a device can be tracked in an online manner
as it moves using real-time fingerprints.

1 Introduction

Location information is valuable to a myriad of applications of wireless networks.
In a surveillance sensor network, it is crucial to know the location of an incident
caught by a sensor, such as fire in a building or oil spill in a coastal water. The
demand is also high for mobile apps providing navigation and other location-based
services in hospitals, shopping malls, airport terminals, and campus buildings, to
name a few. GPS is the most effective way to get location information but does not
work indoors. Even for outdoor environments where this service is available, it is
not energy-efficient to have to turn it on continuously all the time.
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Consequently, numerous efforts have been made toward GPS-free localization
solutions. A popular approach is to leverage a model correlating received signal
strength (RSS)with distance [1]; this is called “ranging.”Given a number of reference
points (RPs), e.g., Wi-Fi access points [2] or FM broadcasting towers [3], we can
locate a device by estimating its distances to these RPs based on RSS ranging and
then usingmulti-lateration to compute the device’s location.RSS ranging, however, is
highly sensitive to noise interference [1]. Furthermore, radio propagates differently in
different directions due to obstacles such as walls, people, and furniture. Positioning
based on LED lighting [4] has also been proposed with promising accuracy, but as
visible light does not penetrate physical obstacles, this technique is suitable only for
short-range applications.

Location fingerprinting is a viable range-free localization alternative. An early
adopter of this approach is RADAR [2], perhaps the world’s first Wi-Fi RSS-based
indoor positioning system. This system relies on a radiomap, a lookup table thatmaps
locations inside the building under localization to the RSS fingerprints empirically
observed at these locations, respectively. The reference points are the Wi-Fi access
points in the building. To locate a user, the radio map is searched to find the closest
sample RSS reading and its corresponding location will be used as the estimate
for the user’s location. RADAR represents the fingerprint approach that uses kNN
for comparison to the map [2, 5, 6]. One can also employ a model-based learning
approach to relate a fingerprint to a location, for example, probabilistically using
Bayesian inference [7] or non-probabilistically using Artificial Neural Networks [8]
or Support Vector Machines [9–11].

To generalize, a fingerprint at a specific location is a vector of location-sensitive
measurements observed about the mobile device at this location. For indoor environ-
ments, such a measurement can be a RSS reading from a nearby Wi-Fi access point
[2], a FM broadcasting tower [3], or a cellular tower [12]. For underwater environ-
ments, a measurement can be a profile of echo-sounding signals transmitted from the
device (e.g., an AUV) to the seafloor or ping signals to the surface buoys. In theory,
any sensor information that is sensitive to location change, including sound [13],
light [4], and geomagnetic field [14], can be included in the fingerprint vector. Com-
bining different sensor data where applicable can lead to a rich set of discriminative
features for the fingerprint information.

The fingerprint approach works on the basis that if fingerprint information is
obtained for sufficiently many sample locations, then the device’s location given a
new fingerprint can be computed by comparing to these samples. Specifically, there
are two phases: the training phase, which is often done offline, and the positioning
phase, which is done online. In the training phase, a number of sample locations
are surveyed to build a map pairing each location to a fingerprint. In the positioning
phase, when we need to compute a location in real time, the fingerprint of the device
is compared against the fingerprint map to find the best location match.

Despite its simplicity, the fingerprint approach is limited by the quality of the
training data. The training data should be sufficiently large to be well-representative
of the environment, both spatially and temporally; see example in Fig. 1. For a large
area, many locations need to be surveyed to ensure good spatial coverage and many
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Fig. 1 Example of surveyed area:Wi-FiRSSIfingerprint datawere obtained at 208 sample locations
(shown as dots) on the computer science department floor (68m × 63m) at UMass Boston. There
are in total 138 Wi-Fi access points, and from those unreachable, the corresponding RSSI is set to
−100db.At each sample location, the correspondingfingerprint is the average of theRSSIs observed
at this location. RSSI was measured by a person carrying an Android phone in no particular heading
direction

fingerprint readings need to be measured at each sample location to ensure good tem-
poral coverage (the signal characteristics of the environment are not time-invariant).
Consequently, the calibration task can be tedious and labor-intensive, causing bot-
tleneck to localization accuracy.

To circumvent this problem, one can apply semi-supervised learning [15] to aug-
ment the (small) training dataset of fingerprints with non-training fingerprints (those
available but without known location) [16–20]. Here, training fingerprints serve as
labeled data and non-training fingerprints as unlabeled. Unlabeled fingerprints are
abundant because they can easily be obtained for a mobile device without manual
location labeling. In practice, fingerprints should have similar values at similar loca-
tions and differ at different locations. This spatial property can be useful to regulate
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the learning. In Sect. 3, we present two different ways how location fingerprinting
can be cast into a semi-supervised learning framework using regularization.

Another problem discussed in this chapter is location tracking of a mobile device
based on its sequentially obtained fingerprints. As the device is moving, more finger-
prints, labeled or unlabeled, may be obtained on the spot and we should utilize them
to better locate the device beyond mere reliance on the prebuilt/enriched training
data. Since these fingerprints are that of a trajectory, a useful observation is that if
two fingerprints are measured in proximate times then so should their correspond-
ing locations. Section4 presents the formulation of fingerprint-based tracking as a
regularization problem incorporating this kind of temporal smoothness to compute
a moving device’s trajectory from its sequential fingerprint history.

Any computing framework is meaningful only if it can be implemented efficiently
in a real system. For fingerprint-based localization and tracking in real time, since
the fingerprint stream can go to infinity, it is impossible to store and process all the
fingerprints observed in the past due to storage and computation limits. It is therefore
desirable to have an algorithm that can compute the location in an online manner
using a manageable amount of memory and compute resources. One idea is to store
and compute based on only a small set of representative fingerprints instead of all
the observed fingerprints. The rationale is as follows. Since the location matrix of a
mobile device over a time window exhibits a low-rank structure, as substantiated in
[21], we conjecture that the fingerprintmatrix over time should also be sparse because
of the tight correspondence between a fingerprint and its location. Consequently, the
fingerprint stream can be approximated by a sparse set of representative fingerprints
with minimal loss of information. Section5 presents an online algorithm based on
this idea.

There are already numerous research works on mobile localization and tracking,
but they make additional assumptions such that those about special sensors built in
the device (e.g., gyroscope, accelerometer, compass, light sensor) [22], those about
mobility-specific constraints (e.g, speed, predefined map) [6], and those that are
network-specific (e.g., vehicular [23] or wireless sensor networks [24]). In contrast,
the regularization frameworks presented in this chapter are aimed at universal appli-
cability in the sense that they are orthogonally applicable to any type of fingerprint
space; i.e., applicable where fingerprint information can be of radio signals, acoustic,
visible light, or geomagnetic, etc., and can contain any other information so long as
it is location-sensitive.

The remainder of this chapter is organized as follows. Section2 presents some
background about fingerprint localization, its state-of-the-art formulation, and solu-
tion using a training dataset. Section 3 discusses how to enrich the training data with
unlabeled fingerprint information. Section4 is focused on the trajectory reconstruc-
tion problem. Section5 is about how a trajectory can be computed in a sequential
manner. Finally, the chapter is concluded in Sect. 6.
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2 Preliminaries

Denote the fingerprint space by X ⊂ R
m , where m is the number of fingerprint

features, each taking a real-valued number; e.g., RSSI from different Wi-Fi APs,
readings from inertialmeasurement units (accelerometer, gyroscope,magnetometer),
and/or any other location-discriminative feature that is obtainable for the device. A
fingerprint is said to be “labeled” if its ground-truth location is knownand “unlabeled”
otherwise. For a fingerprint x, which is a point in this m-dimensional space, let h(x)
be the function indicating whether x is labeled (h(x) = 1) or not (h(x) = 0). Denote

y(x) =
{
ground-truth location of x, if x is labeled
0, if x is unlabeled.

For the sake of presentation, we assume that the location space is 1D; hence, y(x) ∈
R. The case for higher dimensions is a trivial extension (where each coordinate is
computed separately). The unknown in our formulation is a function f : X → R

that returns the location estimate for a given fingerprint. Ideally, f (x) should equal
its ground-truth location y(x) for every labeled x.

Given a training set of labeled fingerprints, T = {x1, x2, . . . , xl}, one can use
supervised learning to learn the location estimate f . For example, supervised learning
can be formulated as a Tikhonov regularization problem minimizing the following
regularized empirical risk

f ∗ = argmin
f ∈H K

l∑
i=1

( f (xi ) − y(xi ))2 + λK‖ f ‖2K . (1)

Here, the solution space for the location estimator f is the reproducing kernel Hilbert
space (RKHS) HK associated with a kernel function

K : X × X → R

(x, x′) �→ exp

(
−|x − x′|2

2γ2

)
(2)

for some constant γ. The first term,
∑l

i=1( f (xi ) − y(xi ))2, represents the deviation
compared to the ground truth, using the squared loss as an example. The second term,
λK‖ f ‖2K , is added to enforce some property; in our case, f is preferred to be smooth
with respect to kernel K . The notation ‖.‖K denotes the norm in HK . Coefficient
λK > 0 represents the enforcement weight of the regularization.

In our context, the RKHSHK is a Hilbert space of real-valued functions defined
on the fingerprint space X , with the following properties. First, for every x ∈ X ,
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the function Kx ≡ K (x, .) ∈ HK . Second, which is referred to as the reproducing
property, for every x ∈ X , we have f (x) = 〈 f, Kx〉. In general, any symmetric
positive definite function can be used for the kernel K , not just the Gaussian function
defined in Eq.2.

BecauseHK is a vector space whose dimension can be infinite, trying to directly
solve the minimization problem (1) is not computationally feasible. Fortunately,
thanks to the beautiful theorem below, called the Representer Theorem [25], we can
convert this problem to a minimization problem in a finite-dimensional space, which
can be solved easily.

Theorem 1 (Representer Theorem) Suppose we are given a non-empty set X , a
positive definite kernel K : X × X → R, a set of training samples {(x1, y(x1)),
(x2, y(x2)), …, (xl, y(xl))}, a strictly increasing function g : [0,∞) → R, an arbi-
trary cost function c : (X × R

2)l → R ∪ {∞}. Then any f ∈ HK minimizing the
regularized risk functional

c ((x1, y(x1), f (x1)), (x2, y(x2), f (x2)), . . . , (xl, y(xl), f (xl))) + g (‖ f ‖K ) (3)

must lie in the subspace spanned by {Kx1 , Kx2 , …, Kxl }.

Proof Project f onto the subspace spanned by the vectors {Kx1 , Kx2 , …, Kxl} to
obtain

f =
l∑

i=1

αi Kxi + v

where v ∈ HK is the orthogonal component; i.e,. 〈v, Kxi 〉 = 0 ∀i = 1, 2, . . . , l.
Because of the reproducing property,

f (x j ) = 〈 f, Kx j 〉

=
〈

l∑
i=1

αi Kxi + v, Kx j

〉

=
l∑

i=1

αi 〈Kxi , Kx j 〉 + 〈v, Kx j 〉

=
l∑

i=1

αi K (xi , x j )

which is independent from v. Thus, the cost function c(.) does not depend on v.
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Next, we have

‖ f ‖2K =
〈

l∑
i=1

αi Kxi + v,

l∑
i=1

αi Kxi + v

〉

=
〈

l∑
i=1

αi Kxi ,

l∑
i=1

αi Kxi

〉
+ 〈v, v〉

=
∥∥∥∥∥

l∑
i=1

αi Kxi

∥∥∥∥∥
2

K

+ ‖v‖2K

and so, as g is strictly increasing,

g(‖ f ‖) ≥ g

⎛
⎝
√√√√‖

l∑
i=1

αi Kxi ‖2K
⎞
⎠;

the equality holds when v = 0. It becomes obvious that for f to minimize the risk in
(3) we must have v = 0. It follows that f must lie in the subspace spanned by {Kx1 ,
Kx2 , …, Kxl}.

Applying this theorem to our problem, where

c((x1, y(x1), f (x1)), (x2, y(x2), f (x2)), . . . , (xl , y(xl ), f (xl ))) =
l∑

i=1

( f (xi ) − y(xi ))
2

and g(x) = λK x2 (a strictly increasing function on [0,∞)), hence

g(‖ f ‖K ) = λK‖ f ‖2K ,

we will look for a solution of the form

f =
l∑

i=1

αi Kxi

or

f (x) =
l∑

i=1

αi K (xi , x) ∀x ∈ X
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where the coefficients α1, α2, …, αl ∈ R are the only unknown to be found. Let us
denote the following matrices:

• The location estimator vector

f =

⎡
⎢⎢⎣
f (x1)
f (x2)
. . .

f (xl)

⎤
⎥⎥⎦

• The kernel coefficient vector

α =

⎡
⎢⎢⎣

α1

α2

. . .

αl

⎤
⎥⎥⎦

• The label vector

y =

⎡
⎢⎢⎣
y(x1)
y(x2)
. . .

y(xl)

⎤
⎥⎥⎦

• The identity matrix I = diag(1, 1, . . . , 1︸ ︷︷ ︸
l

)

• The kernel matrix

K =

⎡
⎢⎢⎣
K (x1, x1) K (x1, x2) . . . K (x1, xl)
K (x2, x1) K (x2, x2) . . . K (x2, xl)

. . .

K (xl , x1) K (xl, x2) . . . K (xl, xl)

⎤
⎥⎥⎦

We have

l∑
i=1

( f (xi ) − y(xi ))2 = (f − y)ᵀ(f − y) = (Kα − y)ᵀ(Kα − y)

and

‖ f ‖2K = 〈 f, f 〉

=
〈

l∑
i=1

αi Kxi ,

l∑
i=1

αi Kxi

〉

=
l∑

i=1

l∑
j=1

αiα j 〈Kxi , Kx j 〉
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=
l∑

i=1

l∑
j=1

αiα j K (xi , x j )

= αᵀKα

The minimization problem in (1) can be expressed in matrix form as

α∗ = argmin
α

(Kα − y)ᵀ(Kα − y) + λKαᵀKα.

AssumingK is invertible, using gradient descent to solve this minimization prob-
lem, we can easily obtain

α∗ =

⎡
⎢⎢⎣

α∗
1

α∗
2

. . .

α∗
l

⎤
⎥⎥⎦ = (λK I + K)−1 y.

In the positioning phase, given a new fingerprint x, its predicted location will be

f ∗(x) =
l∑

i=1

α∗
i K (xi , x).

The localization error of this prediction depends on the quality of the training set T .

3 Enrichment of Training Data

Suppose that, in addition to the original training set T = {x1, x2, . . . , xl}, whose
ground-truth location is known, we have a supplemental set of unlabeled fingerprints,
U = {xl+1, xl+2, . . . , xl+u}, whose location is unknown. In practice, u � l. If we can
somehow learn the locations of the unlabeled fingerprints, the extended fingerprint
map {y(x)}x∈T∪U with n = l + u samples, instead of the original map {y(x)}x∈T
with only l samples, should be used for training purposes. Since the extended map
is richer, it is highly likely that the localization quality during the positioning phase
will be better.

One way to learn the locations of these unlabeled fingerprints based on the labeled
is by applying Bayesian inference [26]. This method, called the generative method,
consists in two steps. First, we estimate a distribution for the probability p(x|y) of
observing a fingerprint x at a given location y. Second, the location corresponding
to a fingerprint x is determined based on the probability

p(y|x) ∝ p(x|y)p(y)



372 D. A. Tran

where p(y) is the probability of location y. The location distribution is assumed
known.

The generative method relies on choosing the right model for the distribution
p(x|y), which is not easy. Alternatively, one can use the regularization method to
propagate the location labels for the unlabeled fingerprints based on their similarity
with the labeled. This makes sense because of the spatial smoothness in the finger-
print space. The de facto regularization framework for semi-supervised learning is
Manifold Regularization proposed by Belkin et al. [27]. Pan et al. [16, 17] apply this
framework to fingerprint localization, in which a Laplacian regularization term is
added to regulate the intrinsic manifold structure of the fingerprints; here, the man-
ifold is a weighted graph of fingerprints in which the weight of an edge connecting
two fingerprints represents their similarity. Total Variation Regularization, which is
an alternative framework for semi-supervised learning [28], has been explored for
location fingerprinting in the work of Tran and Truong [19]. We present below the
formulations using Manifold Regularization and Total Variation Regularization.

3.1 Manifold Regularization

TheManifold Regularization method for semi-supervised learning extends the regu-
larization formulation (1) by introducing a Laplacian regularization term to enforce
the smoothness with respect to an intrinsic manifold. To apply this framework to
location fingerprinting, as in [16, 17], we need to solve the following problem:

min
f ∈H K

l∑
i=1

( f (xi ) − y(xi ))2 + λK‖ f ‖2K + λMR

n∑
i, j=1

w(xi , x j )( f (xi ) − f (x j ))
2.

(4)

Here, the intrinsic manifold is a similarity graph W of n = l + u vertices, each
representing a fingerprint. W can be constructed as a kNN-graph or an ε-ball-graph.
As a kNN-graph, each vertex is connected to its k nearest vertices, i.e., those at
smallest distances (distance in the fingerprint space). As an ε-ball-graph, each vertex
is connected to every vertex within a distance bounded by ε. The distance can be
defined based on any metric such as Euclidean or Manhattan, and the value k or ε
chosen must ensure that the graph is connected. Once the edges are formed, each
edge (xi , x j ) is associated with a weightw(xi , x j ) to represent the similarity between
the fingerprints xi and x j . The similarity measure is most often based on a Gaussian

Radial Basis Function; i.e., w(x, x′) = exp
(
−|x−x′|2

2σ2

)
for some σ. The weight is set

to zero for non-edges.
The additional regularization term in (4) is called the Laplacian regularizer

because we can express



Regularization-Based Location Fingerprinting 373

n∑
i, j=1

w(xi , x j )( f (xi ) − f (x j ))
2 =

⎡
⎢⎢⎣
f (x1)
f (x2)
. . .

f (xn)

⎤
⎥⎥⎦L

[
f (x1) f (x2) . . . f (xn)

]

where L is the Laplacian matrix of the similarity graph W ,

L =
[
li j =

{−w(xi , x j ) if i �= j∑n
k=1 w(xi , xk) otherwise

]
n×n

Let us denote f = [ f (x1), f (x2), . . . , f (xn)]ᵀ, y = [y(x1), y(x2), . . . , y(xn)]ᵀ,
H = diag (h(x1), h(x2), . . . , h(xn)), the identity matrix I = diag(1, 1, . . . , 1︸ ︷︷ ︸

n

), and

the kernel matrix K = [
ki j = K (xi , x j )

]
n×n . Then, we can write

l∑
i=1

( f (xi ) − y(xi ))2 = (f − y)ᵀH(f − y).

Because we just need to find the best values for { f (xl+1), f (xl+2), . . . , f (xn)}, it
suffices to solve the following minimization:

min
f

{
J (f) = (f − y)ᵀH(f − y) + λK‖f‖2K + λMRfᵀLf

}
. (5)

Proposition 1 The minimizer of risk J(f) in (5) admits the following solution:

f∗ = (λK I + KH + λMRKL)−1 KHy. (6)

Proof Because f belongs to the RKHSHK , according to the Representer Theorem,
we look for a solution in the form f = Kα for some column vector α ∈ R

n . There-
fore, ‖f‖2K = αᵀKα and the risk J (f) in Eq. (5) becomes: (note thatK is symmetric
and so Kᵀ = K)

J (f) = (f − y)ᵀH(f − y) + λKαᵀKα + λMRfᵀLf

= fᵀ(H + λMRL)f − 2yᵀHf + yᵀHy + λKαᵀKα

= αᵀK(H + λMRL)Kα − 2yᵀHKα + yᵀHy + λKαᵀKα

= αᵀ K (λK I + (H + λMRL)K)︸ ︷︷ ︸
Q

α − 2yᵀHKα + yᵀHy

= αᵀQα − 2yᵀHKα + yᵀHy.

To minimize J (f), set its derivative with respect to α to zero,
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∂ J

∂α
= (Q + Qᵀ)α − 2KHy = 0.

Since K, H, and L are symmetric, we have Qᵀ = Q and so 2Qα − 2KHy = 0 or
(λK I + K(H + λMRL))Kα − KHy = 0. Because f = Kα, we obtain

f = (λK I + KH + λMRKL)−1 KHy,

assuming the matrix inverse is possible.

3.2 Total Variation Regularization

Total Variation (TV) Regularization is a widely used regularization framework for
restoring images in the area of image processing [28]. TV permits sharper edges
near the decision boundaries, whereas the Laplacian regularization penalizes too
much gradients on edges. The former’s effectiveness as an alternative framework
for semi-supervised learning has been demonstrated, for example, by Bresson and
Zhang [29]. TV can be used to enrich the training quality for location fingerprinting,
as first reported in the work of Tran and Truong [19].

In the TV framework for semi-supervised learning, the minimization problem is

min
f

l∑
i=1

( f (xi ) − y(xi ))2 + λT V T VW , (7)

where T VW is the TV of the function f on the similarity graph W described earlier.
By definition, the TV of a continuous function f is

T V [ f ] =
∫
X

‖∇ f ‖ dx,

where X is the domain (continuous) of f , ∇ f is its gradient, and dx is the area
element of Ω of f . This concept can be extended for weighted graphs as follows.
On graph W , the TV of a real-valued scalar function f defined on its vertices is the
sum of the local TV at each and every vertex,

T VW =
n∑

i=1

‖∇ f (i)‖L p(w).

The local TV at vertex xi is the weighted L p-norm of the gradient at this vertex. The
gradient of function f at vertex xi is
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∇ f (xi ) =

⎛
⎜⎜⎜⎜⎜⎜⎝

f (x1) − f (xi )
f (x2) − f (xi )

. . .

f (x j ) − f (xi )
. . .

f (xn) − f (xi )

⎞
⎟⎟⎟⎟⎟⎟⎠

and so,

‖∇ f (xi )‖L p(w) =
⎛
⎝ n∑

j=1

w(xi , x j )| f (x j ) − f (xi )|p
⎞
⎠

1/p

.

The graph TV above is a generalization of that defined in [29] and [30]. Note that
the case p = 1 corresponds to the graph TV used by Bresson and Zhang [29],

T VW =
n∑

i, j=1

w(xi , x j )| f (x j ) − f (xi )|,

and the case p = 2 corresponds to the graph TV used by Elmoataz et al. [30],

T VW =
n∑

i=1

√√√√ n∑
j=1

w(xi , x j )( f (x j ) − f (xi ))2.

The minimization in (7) becomes

min
f

l∑
i=1

( f (xi ) − y(xi ))2 + λT V

⎛
⎝ n∑

j=1

w(xi , x j )| f (x j ) − f (xi )|p
⎞
⎠

1/p

. (8)

This problem can be solved generally using the algorithm in [30]. Alternatively,
there is a simpler algorithm [19] which fixes the locations for the labeled (setting
f (xi ) = y(xi ) for labeled xi ) and iteratively adjusts the location estimates for the
unlabeled as long as the value of the TV regularization term continues to decrease.
This algorithm works as follows:

1. Initial step: for i, j ∈ [1, n]

f (0)
i =

{
y(xi ) if i ≤ l
0 otherwise

γ(0)
i j = w(xi , x j )

2. Iterative step t = 0, 1, 2, . . .: for i, j ∈ [1, n]
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f (t+1)
i =

⎧⎨
⎩

f (t)
i if i ≤ l∑n
j=1 γ(t)

i j f (t)
j∑n

j=1 γ(t)
i j

otherwise

γ(t+1)
i j = w(xi , x j )

‖∇ f (t)(i)‖L2(w)

+ w(xi , x j )

‖∇ f (t)( j)‖L2(w)

3. Stop when
∑n

i=l+1 | f (t+1)
i − f (t)

i | < τ (a predefined threshold). When stopped,

the value of f (t)
i is used as the estimated location for each unlabeled fingerprint

xi .

3.3 Manifold Versus Total Variation Regularization

We present below the results of an evaluation to assess the effectiveness of Manifold
Regularization and Total Variation Regularization for enriching the training finger-
print set. This evaluation, published in [19], uses aWi-Fi fingerprint dataset obtained
from an indoor experiment, courtesy of [9] (University of Trento), containing 257
RSSI fingerprints at 257 sample locations in a WLAN with six Wi-Fi access points
(see floor plan in Fig. 2). The sample locations are regular-grid points of the floor.

Fig. 2 Trento dataset’s map: 30m × 20m. (courtesy of [9])
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Each fingerprint is measured at a sample location by a person carrying a PDA to
receive Wi-Fi signals from the access points. The PDA always points north.

A random half Train of this collection (128 samples) is used for training and the
other half T est (129 samples) for testing purposes. Out of the training samples, we
randomly create two groups of samples: the labeled group T (with the location labels
intact) and the unlabeled groupU (with the location labels removed). It is noted that
T,U ⊂ Train and T ∩U = ∅. The size of T is set to be 10, 20, …, or 70% of
|Train|, and given T , the size of U is set to be 10, 20, …, or 100% of |Train\T |.
For each combination of these sizes, the average location when tested with T est is
averaged over 10 times running the simulation (with random generations of T and
U ). 1-NN is used for testing; that is, given a test fingerprint, its estimated location is
the location of the nearest fingerprint in the fingerprint map.

Figures3 and 4 plot the average error for various cases of |T | and |U |, comparing
the following techniques.

• Original: Only the labeled set T is used as the training fingerprint map.
• Combine: The set T ∪U , where the ground-truth label is provided for every
fingerprint, is used as the training fingerprint map.

• TV: The Total Variable Regularization method is used to estimate the label forU ,
and then, T ∪U is used for training.

• Manifold: The Manifold Regularization method is used to estimate the label for
U , and then, T ∪U is used for training.

The following patterns are observed:

• Regardless of the size of the labeled set, Manifold and TV tend to be increasingly
effective as the size of the unlabeled set increases.

• When the labeled set is small (e.g., 10, 20% in Fig. 3), regularization does not help.
Only when the labeled set gets sufficiently large (e.g., 60, 70% in Fig. 4), we start
to see its effect. This finding is understandable because a small labeled set offers
too little information to be useful for the training.

• Manifold is consistentlymore accurate thanTV. This is different from the observa-
tion in the area of image processing where TV is known to be better. This suggests
that, unlike images which often have edges, the fingerprint space may not exhibit
“edges” of fingerprints (i.e., a path in the fingerprint graph) located at a small
cluster of locations isolated from the rest of locations. This could be due to the
penetrableness of the Wi-Fi signal in the indoor area.

That said, these findings are meant to be suggestive rather than conclusive as the
dataset used is small. Nevertheless, they show the potential effectiveness of both
Manifold Regularization and TV Regularization in enriching the training dataset for
fingerprint-based localization.
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Fig. 3 Effectiveness of Manifold Regularization and Total Variation Regularization: showing aver-
age location error for the case of low label rate. The unit for y-axis is 0.1m [19]
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Fig. 4 Effectiveness of Manifold Regularization and Total Variation Regularization: showing aver-
age location error for the case of high label rate. The unit for y-axis is 0.1m [19]
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4 Trajectory Computation

Suppose that a mobile device is moving along a trajectory, during which we obtain a
sequence of fingerprints, x1, x2, . . . , xn , at times 1, 2, . . . , n, respectively. Some of
them may be obtained with location information, but most without. Note that this is
a sequence of fingerprints whose time order matters, not a set of fingerprints as for
enriching the training data in the previous section. We need to compute the location
at the current time n.

In a study on trajectory tracking, Rallapalli et al. [21] confirmed that real-world
mobility of a device often exhibits its moving at a constant velocity for a long period
of time before changing speed. Consequently, the quantity

|( f (xi ) − f (xi−1)) − ( f (xi−1) − f (xi−2))| = | f (xi ) + f (xi−2) − 2 f (xi−1)|

formost i should be close to zero.We refer to this property as the temporal smoothness
in the fingerprint space, in contrast to the spatial smoothness discussed in the previous
section.

Tran and Zhang [31] showed that temporal smoothness is more effective than
spatial smoothness for trajectory construction if one property is exclusively enforced
in the regularization. As an illustration, given the ground-truth trajectory of a moving
device shown in Fig. 5, in all three cases where 10 or 50 or 90% of the fingerprint
sequence is labeled (at random), a better trajectory estimate is obtained by enforcing
temporal smoothness than by enforcing spatial smoothness; see Figs. 6, 7, and 8 for
the case of 10% labeled, 50%, and 90%, respectively. In these figures, we show the
location estimated for a fingerprint instantly at the time it is observed. The first point
is always put at the center because in the fingerprint sequence under evaluation it
happens to be unlabeled and there is no labeled fingerprint available for learning. As
can be seen, in all cases of label rate, the temporally regularized trajectory resem-
bles the ground-truth trajectory more closely than the spatially regularized trajectory
does. Even in the case only 50% of the fingerprints are labeled, temporal regulariza-
tion results in a trajectory (Fig. 7) comparable to the trajectory produced by spatial
regularization for the case 90% labeled (Fig. 8).

Tran et al. [32] proposed a unified regularization framework combining both
properties as follows:

min
f ∈H K

{
J ( f ) =

n∑
i=1

h(xi )( f (xi ) − y(xi ))2 + λK‖ f ‖2K + λS S( f ) + λT T ( f )

}
,

(9)
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Fig. 5 A test trajectory visiting 185 locations on the computer science department floor (68m ×
63m) at UMass Boston

where

S( f ) =
n∑

i, j=1

w(xi , x j )( f (xi ) − f (x j ))
2

T ( f ) =
n∑

i=3

( f (xi ) + f (xi−2) − 2 f (xi−1))
2

are the regularizers to enforce spatial smoothness and temporal smoothness, respec-
tively. This framework extends the manifold regularization framework of Belkin
et al. [27] (by setting λT = 0) with the temporal regularizer T ( f ). The weights λK ,
λS , λT ∈ [0,∞) are to tune the importance of the smoothness terms (kernel, spatial,
temporal). Recall that h(.) is the label indicator function.

Let D be the second-order difference matrix of size n × n,
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Fig. 6 Effect of spatial regularization versus temporal regularization for the case 10% of the
fingerprints is labeled: showing the estimated trajectory, where red-colored points are location
estimates for unlabeled fingerprints and blue-colored points are the ground-truth locations of the
labeled fingerprints; the numbers represent the ID of the fingerprints sorted in time of measurement.
The ground-truth trajectory is shown in Fig. 5 [31]
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(b) Temporal: 50% labeled

Fig. 7 Effect of spatial regularization versus temporal regularization for the case 50% of the
fingerprints is labeled: showing the estimated trajectory, where red-colored points are location
estimates for unlabeled fingerprints and blue-colored points are the ground-truth locations of the
labeled fingerprints; the numbers represent the ID of the fingerprints sorted in time of measurement.
The ground-truth trajectory is shown in Fig. 5 [31]
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(a) Spatial: 90% labeled
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(b) Temporal: 90% labeled

Fig. 8 Effect of spatial regularization versus temporal regularization for the case 90% of the
fingerprints is labeled: showing the estimated trajectory, where red-colored points are location
estimates for unlabeled fingerprints and blue-colored points are the ground-truth locations of the
labeled fingerprints; the numbers represent the ID of the fingerprints sorted in time of measurement.
The ground-truth trajectory is shown in Fig. 5 [31]
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D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 . . . . . . . . . . . . 0
0 0 0 0 0 . . . . . . . . . 0
1 −2 1 0 0 0 . . . . . . 0
0 1 −2 1 0 0 0 . . . 0
0 0 1 −2 1 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . 0 1 −2 1 0 0
0 . . . . . . . . . 0 1 −2 1 0
0 . . . . . . . . . . . . 0 1 −2 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

n×n

Using the same matrix notations, f , y, H, L, and K, as earlier, we have

Df =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 . . . . . . . . . . . . 0
0 0 0 0 0 . . . . . . . . . 0
1 −2 1 0 0 0 . . . . . . 0
0 1 −2 1 0 0 0 . . . 0
0 0 1 −2 1 0 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . 0 1 −2 1 0 0
0 . . . . . . . . . 0 1 −2 1 0
0 . . . . . . . . . . . . 0 1 −2 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

n×n

⎡
⎢⎢⎣
f (x1)
f (x2)
. . .

f (xn)

⎤
⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0

f (x1) − 2 f (x2) + f (x3)
f (x2) − 2 f (x3 + f (x4)

. . .

f (xn−2) − 2 f (xn−1) + f (xn)

⎤
⎥⎥⎥⎥⎥⎥⎦

and so

T ( f ) =
n∑

i=3

( f (xi ) + f (xi−2) − 2 f (xi−1))
2 = (Df)ᵀDf = fᵀDᵀDf = fᵀBf

where

B = DᵀD =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 −2 1 0 . . . . . . . . . . . . 0
−2 5 −4 1 0 . . . . . . . . . 0
1 −4 6 −4 1 0 . . . . . . 0
0 1 −4 6 −4 1 0 . . . 0
0 0 1 −4 6 −4 1 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . . . . . . 0 1 −4 6 −4 1
0 . . . . . . . . . 0 1 −4 5 −2
0 . . . . . . . . . . . . 0 1 −2 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

n×n

.
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Also, S( f ) = fᵀLf . We now minimize the following regularized risk:

min
f

{
J (f) = (f − y)ᵀH(f − y) + λK‖f‖2K + λSfᵀLf + λT fᵀBf

}
. (10)

Proposition 2 The minimizer of risk J (f) in (10) admits the following solution

f∗ = (λK I + K(H + λSL + λTB))−1 KHy. (11)

Proof A proof can be derived in a way similar to the proof of Proposition 1. The
complete proof is provided in [32].

A comparison of this framework to the nearest neighbor (NN) framework has
been conducted in [32]. For example, for the same ground-truth trajectory in Fig. 5,
using a sequence of 185 fingerprints with 10% labeled, the corresponding estimate
resulted from each framework is visualized in Fig. 9; the regularization framework
is the better. Figure10 gives the location error comparison for other cases of label
rates.

5 Online Algorithm

Assuming the problem setting in the previous section and using the same notations,
wenowdiscuss how the location of amoving device can be computed from its sequen-
tially obtained fingerprints in an online manner. Note that to compute the solution f∗
as in Eq. (11) requires a O(n3)-time and O(n2)-space algorithm. As such, when the
fingerprint stream goes larger, it will become infeasible to compute the location of
the device in real time. Fortunately, as aforementioned, the fingerprint space should
be sparse in both time and space. This implies the possibility to approximate the
growing set of fingerprints with only a sparse representation which we can use to
estimate location in real time.

5.1 Sparse Representation

Let us represent the set of fingerprints x1, x2, . . . , xn compactly as a multi-set

{(x̄1,m1), (x̄2,m2), . . . , (x̄k,mk)}

where the representative elements are x̄1, x̄2, . . . , x̄k and their respective multiplici-
ties m1,m2, . . . ,mk (

∑k
i=1 mi = n). In other words, there are m1 fingerprints with

value x̄1,m2 fingerprints with value x̄2, etc. Denote the corresponding compact vector
for estimated locations by
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Fig. 9 Regularization versus
nearest neighbor for
computation of mobile
trajectory: showing the
estimated trajectory
(red-colored) given the same
fingerprint sequence with
10% labeled; the
ground-truth trajectory is
black-colored. The
ground-truth trajectory is
shown in Fig. 5 [32]

(a) Nearest-neighbor

(b) Regularization
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Fig. 10 Regularization versus nearest neighbor for computation of mobile trajectory: showing
location error as more fingerprints are available as labeled

f̄ =

⎡
⎢⎢⎣
f (x̄1)
f (x̄2)
. . .

f (x̄k)

⎤
⎥⎥⎦ .

Similarly, let

ȳ =

⎡
⎢⎢⎣
ȳ1
ȳ2
. . .

ȳk

⎤
⎥⎥⎦

be the compact vector for ground-truth locations. If no ground-truth information is
available for fingerprint x̄i and neither for any fingerprint that x̄i represents, then
ȳi is set to 0; otherwise, ȳi is the ground-truth location associated with x̄i . We can
transform the original minimization problem in (9) to a more compact version using
only the representative fingerprints.

Since we are looking for f ∈ HK , let f (x) = ∑n
i=1 αi K (xi , x). We have
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f (x̄i ) =
n∑
j=1

α j K (x j , x̄i )

=
k∑
j=1

K (x̄ j , x̄i )
∑

p|xp=x̄ j

αp

︸ ︷︷ ︸
ᾱ j

=
k∑
j=1

ᾱ j K (x̄ j , x̄i ),

and so f̄ = K̄ᾱ where K̄ = [
k̄i j = K (x̄ j , x̄i )

]
k×k

and ᾱ = [ᾱ1, ᾱ2, . . . , ᾱk]ᵀ. It fol-
lows that the kernel regularization term can be expressed as ‖f‖2K = ᾱᵀK̄ᾱ.

Next, the estimation error with respect to the labeled fingerprints can be rewritten
as follows:

n∑
i=1

hi ( f (xi ) − yi )
2 =

k∑
i=1

h̄i ( f (x̄i ) − ȳi )
2 = (f̄ − ȳ)ᵀH̄(f̄ − ȳ)

where H̄ = diag(h̄1, h̄2, . . . , h̄k) such that h̄i = ∑
j |x j=x̄i h(x j )which is the number

of labeled fingerprints represented by x̄i .
The spatial regularization term S( f ) can be rewritten as

S( f ) = fᵀLf̄

=
n∑

i=1

i∑
j=1

w(xi , x j )( f (xi ) − f (x j ))
2

=
k∑

i=1

i∑
j=1

mim jw(x̄i , x̄ j )︸ ︷︷ ︸
w̄(x̄i ,x̄ j )

(
f (x̄i ) − f (x̄ j )

)2

=
k∑

i=1

i∑
j=1

w̄(x̄i , x̄ j )
(
f (x̄i ) − f (x̄ j )

)2 = f̄ᵀL̄f̄

where L̄ is the Laplacian matrix of the similarity graph with vertices x̄1, x̄2, . . . , x̄k ,
constructed as discussed earlier in Sect. 3.1, except that the edge weight function is
w̄(x̄i , x̄ j ) = mim jw(x̄i , x̄ j ).

The temporal regularization term T ( f ) can be rewritten as
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T ( f ) = fᵀBf̄

=
n∑

i=1

f (xi )
n∑
j=1

f (x j )bi j

=
n∑

i=1

f (xi )
k∑
j=1

f (x̄ j )
∑

q|xq=x̄ j

biq

=
k∑
j=1

f (x̄ j )

t∑
i=1

f (xi )
∑

q|xq=x̄ j

biq

=
k∑
j=1

f (x̄ j )

k∑
i=1

f (x̄i )

⎛
⎜⎜⎜⎜⎜⎜⎝

∑
p|xp=x̄i

∑
q|xq=x̄ j

bpq

︸ ︷︷ ︸
b̄i j

⎞
⎟⎟⎟⎟⎟⎟⎠

=
k∑

i=1

k∑
j=k

f (x̄i ) f (x̄ j )b̄i j = f̄ᵀB̄f̄

where B̄ = [b̄i j ]k×k . Intuitively, B̄ is a compact version of B by merging (summing
up values of) all the entries inBwhose row/column indices correspond to fingerprints
having identical values.

Therefore, the risk J (f) in (10) can be expressed as

J (f) = (f̄ − ȳ)ᵀH̄(f̄ − ȳ) + λK ᾱᵀK̄ᾱ + λS f̄ᵀL̄f̄ + λT f̄ᵀB̄f̄ .

meaning that the minimization problem in (10) can be reduced to an exact same
minimization problem except that

• The input fingerprints are {x̄i } instead of {xi }.
• The weight function is w̄(x̄i , x̄ j ) = mim jw(x̄i , x̄ j ).
• The matrices L̄, H̄, B̄, and K̄ are used in place of the matrices L, H, B, and K,
respectively.

Applying Proposition 2 on this compact problem, we obtain the following result.

Corollary 1 The minimizer of risk J (f) in (10) admits the following solution f∗ =
[ f ∗(x1), f ∗(x2), . . . , f ∗(xn)] where f ∗(xi ) is the jth entry of vector

f̄∗ = (
λK Ī + K̄(H̄ + λSL̄ + λT B̄)

)−1
K̄H̄ȳ. (12)

such that xi = x̄ j .

As a result of this corollary, instead of using a O(n3)-time and O(n2)-space algorithm
for computing the solution f∗ as in Eq. (11), we can obtain an exact solution by
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computing f̄∗ in Eq. (12) which involves matrices of size k × k, hence O(k3)-time
and O(k2)-space complexities. Therefore, if k is small, we have amuchmore efficient
algorithm.

In practice, however, it is rare to obtain two identical fingerprints even at the
same location due to noise and so if we use the exact multi-set representation for the
fingerprint sequence, the value of k can be as large as n. In what follows, we present
an approximate algorithm that uses a fixed-size buffer of up to k representative
fingerprints where k is set to a predefined constant.

5.2 Representative Buffer

Hereafter, we assume that k is a constant. At any time n, we maintain a buffer

Bn = {(x̃i , m̃i , h̃i , ỹi )}i
of up to k representative fingerprints x̃1, x̃2, . . . , x̃k ∈ {x1, x2, . . . , xn}, where there is
a count m̃i for x̃i for the number of fingerprints represented by xi , and another count
h̃i for the number of labeled fingerprints therein. Each fingerprint is assigned to its
closest representative. Here, ỹi is the location of x̃i if it is labeled and zero otherwise.
We use the notation (˜) to mean “approximate” to distinguish from (¯) which means
“exact.”

Natural candidates to be the representative fingerprints in the buffer are the k-
centers (as in the well-known metric k-center clustering problem),

[x̃1, x̃2, . . . , x̃k] = argmin
[x̃1,x̃2,...,x̃k ]

(
max
1≤ j≤n

(
min
1≤i≤k

‖x j − x̃i‖
))

.

The k-center representatives are a good compact representation of the fingerprint
graph in terms of spatial representativity (unlikely for two fingerprints with similar
values to be both selected centers) and temporal representativity (unlikely for two
fingerprints observed in similar times to be both selected centers).

For a fingerprint stream, its k-centers can be computed, and updated incremen-
tally upon receipt of each new fingerprint, by an incremental k-center clustering
algorithm. In particular, we use Charikar et al.’s Doubling Algorithm [33]. The Dou-
bling Algorithm guarantees that the distance between a fingerprint and its assigned
representative is always less than the distance between any pair of centers. When
applying the Doubling Algorithm, the details being listed in Algorithm 1, we enforce
two rules: (1) when the new fingerprint needs to join an existing cluster, it prefers to
be represented by a center that is labeled; see lines 6–11, and (2) in the re-clustering
processwhen the number of centers exceeds k, labeled fingerprints are selected first to
serve as center whenever needed; see line 23. More presence of labeled fingerprints
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in the representative set should result in more information useful for the location
prediction.

Algorithm 1: Incremental Update of Representative Buffer

/* run at time n after obtaining fingerprint xn */
Input: fingerprint xn , representative buffer Bn−1 = {(x̃i , m̃i , ỹi )}i
Output: new representative buffer Bn

1 if (n equals 1) then
2 B1 = {(x1, 1, h(x1), y(x1)};
3 Initialize R to a small value, e.g., 0.0001;
4 return;
5 end
6 Find the labeled center x̃i in Bn−1 s.t. ‖xn − x̃i‖ < R and ‖xn − x̃i‖ is minimum;
7 if (that x̃i is found) then

/* Assign xn to center x̃i */
8 m̃i ++;
9 Bn = Bn−1;

10 return;
11 end
12 Find the unlabeled center x̃i in Bn−1 s.t. ‖xn − x̃i‖ < R and ‖xn − x̃i‖ is minimum;
13 if (that x̃i is found) then

/* Assign xn to center x̃i */
14 m̃i ++;
15 Bn = Bn−1;
16 return;
17 end

/* If we get here, xn is too far, at least R away, from any
center; create a new center */

18 Bn = Bn−1 ∪ {(xn, 1, h(xn), y(xn))};
19 while (|Bn | > k) do

/* Need to re-cluster */
20 R = 2 × R;
21 Btemp = ∅;
22 repeat
23 Choose one center x̃i in Bn , preferably labeled;

24 Bn = Bn \ {(x̃i , m̃i , h̃i , ỹi )};
25 for (each center x̃l in Bn s.t. ‖x̃l − x̃i‖ < R) do

/* Collapse center x̃l into center x̃i */
26 m̃i = m̃i + m̃l ;

27 Bn = Bn \ {(x̃l , m̃l , h̃l , ỹl )};
28 end
29 Btemp = Btemp ∪ {(x̃i , m̃i , h̃i , ỹi )};
30 until (Bn = ∅);
31 Bn = Btemp;
32 return;
33 end
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It is possible that the buffer consists of k ′ < k centers, for example, during the
initial phase of the fingerprint stream or as a result of the re-clustering using the Dou-
bling Algorithm; in this case, location estimation is computed using these k ′ centers.
For simplicity of presentation, we assume below that the buffer has k representative
fingerprints.

5.3 Location Estimation

Similar to howwe define the matrices H̄, L̄, B̄, and K̄ for the exact multi-set, we have
the corresponding matrices H̃, L̃, B̃, and K̃ for the representative fingerprints in Bn .
When each new fingerprint is available, the buffer needs be updated and, accordingly,
so do these matrices. Matrices H̃, L̃, and K̃ can be computed easily after the buffer
is updated, as follows:

H̃ = diag(h̃1, h̃2, . . . , h̃k)

L̃ =
[
l̃i j =

{−m̃i m̃ jw(x̃i , x̃ j ) if i �= j∑k
p=1 m̃i m̃ pw(x̃i , x̃p) otherwise

]
k×k

K̃ =
[
k̃i j = exp

(
−|x̃i − x̃ j |2

2γ2

)]
k×k

Let “�→” denote the assignment of a fingerprint to a representative. Matrix B̃ is the
following matrix

B̃ =
⎡
⎣b̃i j =

∑
p|xp �→x̃i

∑
q|xq �→x̃ j

bpq

⎤
⎦

k×k

. (13)

The entries {b̃i j }k×k are incrementally updated during the same time as the buffer is
being updated. Initially, at time zero, b̃i j is set to 0 for every i, j ≤ k. Suppose that
the current buffer is {x̃1, x̃2, . . . , x̃k} when we receive a new fingerprint xn . Because
we use the Doubling Algorithm for updating the k-centers, the buffer update consists
in two steps: (1) assign a representative to the new fingerprint and (2) re-cluster the
representatives if necessary (when there are more than k of them).

In the first step, as a result of using the Doubling Algorithm, suppose that xn is
assigned to some representative x̃i (see line 7 or line 13 in Algorithm 1). Because
of this new assignment, only the values of b̃i j and b̃ j i for j = 1, 2, . . . , k need to be
updated such that
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b̃i j+ =
∑

q|xq �→x̃ j

bnq

b̃ ji+ =
∑

q|xq �→x̃ j

bnq .

Recall that in matrix B entry bpq is zero everywhere except when |p − q| ≤ 2.
Therefore, b̃i j (and b̃ j i ) can be efficiently computed as follows:

b̃i j + =

⎧⎪⎪⎨
⎪⎪⎩

bn−1,n if xn−1 �→ x̃ j ∧ xn−2 � �→ x̃ j

bn−2,n if xn−1 � �→ x̃ j ∧ xn−2 �→ x̃ j

bn−1,n + bn−2,n if xn−1 �→ x̃ j ∧ xn−2 �→ x̃ j

0 otherwise.

For this computation to be possible, we need to keep track of which fingerprints in
the buffer represent the two latest fingerprints, xn−1 and xn−2.

It is also important to note that at each new step n, the entry bn−1,n−1 changes
value from 1 (value at time n − 1) to 5 (value at time n). Similarly, bn−2,n−2 changes
value from 5 to 6, and bn−1,n−2 and bn−2,n−1 both from −2 to −4. The values of the
other entries of matrix B are intact. Consequently, supposing that xn−1 �→ x̃ j1 and
xn−2 �→ x̃ j2 , we need to make the following updates:

b̃ j1 j1+ = 4

b̃ j2 j2+ = 1

b̃ j1 j2− = 2

b̃ j2 j1− = 2.

The time complexity for updating B̃ in this step is O(k).
In the second step, which takes place only if there are more than k representative

fingerprints in the buffer, we need to re-cluster them. This step involves merging
of the representatives. Each time when a representative x̃l is collapsed into another
representative x̃i (see line 25 in Algorithm 1), we make the following update:

∀ j : 1 ≤ j ≤ k ∧ j �= l :
b̃i j+ = b̃ jl

b̃ j i+ = b̃ jl

∀ j : 1 ≤ j ≤ k :
b̃l j = 0

b̃ jl = 0.
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Algorithm 2: Online Algorithm
/* run at time n after fingerprint xn is observed */
Input: fingerprint xn
Output: location of xn

1 Update buffer Bn = {(x̃i , m̃i , h̃i , ỹi )}ki=1 according to Algorithm 1 and at the same time

update matrix B̃;
2 if ( xn is labeled) then
3 Location of xn is the given yn ;
4 return;
5 end
6 Compute H̃, L̃, and K̃;
7 Let ỹ = [ỹ1, ỹ2, . . . , ỹk ]ᵀ where ỹi is the given location of representative fingerprint x̃i if it
is labeled and set to zero otherwise; Ī be the n × n identity matrix;

8 Compute f̃ =
(
λK Ī + K̃(H̃ + λSL̃ + λT B̃)

)−1
K̃H̃ỹ;

9 Location of xn is the element in f̃ that corresponds to the representative fingerprint of xn ;
10 return;

The time complexity for updating B̃ in the re-clustering step, if it occurs, is also
O(k).

Aftermatrices H̃, L̃, B̃, and K̃ have been updated, the location estimation is simply
an application of Eq. (12) in Corollary 1 where we use H̃, L̃, B̃, and K̃ instead of
H̄, L̄, B̄, and K̄. This is summarized in Algorithm 2. The total time complexity for
estimating the location of each fingerprint is dominated by the time to compute the
inverse matrix; hence, O(k3).

The promise of this online algorithm has been substantiated by Tran and Zhang in
[34]. Figure11 shows an example where given a sequence of 124 fingerprints, 50%
of which labeled, the estimated trajectory using a buffer storing only 20% of the
sequence length can closely approximate the trajectory computed using an infinite
buffer. For this result, only temporal regularization is applied and the ground-truth
trajectory is shown in Fig. 12; the parameters are temporal regularization coefficient
λT = 10−4, kernel regularization coefficient λK = 10−6, and Gaussian parameters
γ = 1 and σ = 0.1 for the kernel function and weight function, respectively.

In terms of computation time, Fig. 13 provides an illustration of the time advan-
tage of the online algorithm for this trajectory. The time to locate each individual
fingerprint exhibits a cubic growth until the buffer reaches its capacity (k in the online
algorithm and no limit in the batch algorithm). Regardless of how large the buffer is,
as long as its size is fixed, eventually the computation time will converge to a stable
value, which does not increase even when the fingerprint stream gets longer. The
cubic growth in time renders the batch algorithm extremely inefficient in practice
where the tracking is required for an extended period of time.
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(a) Buffer size: 20% sequence length
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(b) Buffer size: infinite

Fig. 11 Example of the estimated trajectory for a fingerprint sequence with 50% of the fingerprints
labeled. Red-colored points are location estimates for the unlabeled fingerprints, and blue-colored
points are the ground-truth locations of the labeled fingerprints. The numbers represent the IDs of
the fingerprints sorted in time of observation. The ground-truth trajectory is shown in Fig. 12 [34]
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Fig. 12 A test trajectory visiting 124 locations on the upper level (185m × 113m) in the Campus
Center at UMass Boston
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Fig. 13 Localization time (in log scale) to locate each individual fingerprint. Buffer size k is
expressed as a percentage of the length of the fingerprint sequence [34]
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6 Conclusions

Fingerprint-based localization and tracking can be made more effective by enriching
the set of training fingerprints and by utilizing real-time fingerprints obtainable on the
spot. To realize this potential, a regularization approach has been presented, which,
by incorporating spatial and temporal characteristics of the fingerprint space into the
regularization framework, can offer promising estimation accuracy. Also discussed
is an algorithm with constant-bounded computational complexities which can be
used to track the location of a moving device in real time.

Potential applications of the presented regularization frameworks are plentiful. A
GPS-equipped smartphone, say, when being used in an urban shopping outlet, does
not need to turn GPS on continuously; instead, it can be set to switch on once in a
while and our algorithm can be used to compute the smartphone location during the
GPS-free gaps. This results in great energy saving. In an indoor building,we can place
location labels (e.g., RFID tags) at popular locations such as info desks, which the
phone can read automatically when passing nearby; this labeled location information
can be used to infer location at any other place. In tracking of autonomous underwater
vehicles (AUVs) deployed in underwater environments, the AUV while submerged
is tracked using a built-in inertial navigation system that has to dead reckon with
GPS each time the AUV surfaces; it is desirable to improve the localization accuracy
of the AUV between these GPS fixes. It is noted that in all these applications, the
training data comes sequentially in real time.

Although theoretically interesting, there exist challenges when implementing a
regularization framework. For example, how to find the best regularization coeffi-
cients, or in the case of online tracking, what should be the best fingerprint buffer
size? Assuming a sparse fingerprint matrix, we conjecture that the best fingerprint
buffer size should be logarithmic to the length of the fingerprint sequence. Another
challenge is to determine the best label rate, i.e., the amount of labeled fingerprints
relatively to the amount of unlabeled, as too high or too low a rate may degrade
the effectiveness of the regularization. Also, in practice, there are other constraints
regarding the mobility of the moving device that should be incorporated into the
framework for better accuracy. Consequently, there is much more room for future
research. In the mean time, the presented techniques can be used to provide bench-
mark for evaluation of location fingerprinting.
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Sense-Through-Foliage Target Detection
Based on UWB Radar Sensor Networks

Qilian Liang

Abstract In this chapter, we study sense-through-foliage target detection using
ultra-wideband (UWB) radar. We propose a discrete cosine transform (DCT)-based
approach for sense-through-foliage target detection when the echo signal quality is
good, and a radar sensor network (RSN) and DCT-based approach when the echo
signal quality is poor. A RAKE structure which can combine the echoes from dif-
ferent cluster members is proposed for clusterhead in the RSN. We compared our
approach with the ideal case when both echoes are available, i.e., echoes with target
and without target. We also compared our approach against the scheme in which 2-D
image was created via adding voltages with the appropriate time offset as well as the
matched filter-based approach. We observed that the matched filter-based could not
work well because the UWB channel has memory. Simulation results show that our
DCT-based scheme works much better than the existing approaches, and our RSN-
and DCT-based approach can be used for target detection successfully while even the
ideal case fails to do it. We also apply human-inspired mechanism to sense-through-
foliage target detection. One of the great mysteries of the brain is cognitive control.
How can the interactions between millions of neurons result in behavior that is coor-
dinated and appears willful and voluntary? There is consensus that it depends on
the prefrontal cortex (PFC). Many PFC areas receive converging inputs from at least
two sensory modalities. Inspired by human’s innate ability to process and integrate
information from disparate, network-based sources, we apply human-inspired infor-
mation integration mechanisms to target detection in cognitive radar sensor network.
Humans’ information integration mechanisms have been modeled using maximum-
likelihood estimation (MLE) or soft-max approaches. In this chapter, we apply these
two algorithms to cognitive radar sensor networks target detection. DCT is used to
process the integrated data from MLE or soft-max. We apply fuzzy logic system
(FLS) to automatic target detection based on the AC power values from DCT. Sim-
ulation results show that our MLE–DCT–FLS and soft-max–DCT–FLS approaches
perform very well in the radar sensor network target detection.
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1 Introduction and Motivation

UWB radars are used nowadays for different applications such as subsurface sensing,
classification of aircraft, collision avoidance. In all of these applications, the ultra-
high resolution of UWB radars is essentially used [59]. UWB radar emissions are
at a relatively low frequency typically between 100MHz and 3GHz. Additionally,
the fractional bandwidth of the signal is very large (greater than 0.25). In this defini-
tion, bandwidth means the difference between the highest and lowest frequencies of
interest and contains about 95% of the signal power [50, 51]. Such radar sensor has
exceptional range resolution that also has an ability to penetrate many commonmate-
rials (e.g., walls). Law enforcement personnel have used UWB ground penetrating
radars (GPRs) for at least a decade. In this chapter, we will study sense-through-
foliage target detection using UWB radars.

Like the GPR, sense-through-foliage radar takes advantage of UWB’s very fine
resolution (time gating) and low frequency of operation. In [18], Kapoor et al. stud-
ied the detection of targets obscured by a forest canopy using a UWB radar. They
observed that the forest clutter observed in the radar imagery is a highly impul-
sive random process that is more accurately modeled with the alpha-stable pro-
cesses as compared with Gaussian, Weibull, and K-distribution models. With this
more accurate model, segmentation was performed on the imagery into forest and
clear regions. Further, a region-adaptive symmetric alpha-stable (SαS) constant false-
alarm rate (CFAR) detector was introduced and its performance is compared with the
Weibull and Gaussian CFAR detectors. The approach in [18] is a statistical model-
based approach. In this chapter, we are interested in a non-statistical model-based
approach for UWB sense-through-foliage target detection, and we will apply our
expertise in signal processing, data fusion, sensor networks, etc. to achieve effective
sense-through-foliage technology. In [32], sense-through-wall human detection was
studied based on UWB radar sensors using standard deviation approach. In [34],
multistep information fusion was applied to sense-through foliage target detection,
and information theoretical approach [24] was applied to opportunistic sensing in
sense-through foliage target detection. In [23], some preliminary work on sense-
through-foliage based on discrete cosine transform was proposed. In this chapter, we
are interested in investigating more features from sense-through-foliage signals and
extracting as much information as possible for data fusion in radar sensor networks.

The data fusion in radar sensor networks needs waveform diversity combining.
Most existing works on waveform design and selection are focused on single radar or
sonar system. In 1974, Fitzgerald [16] demonstrated the inappropriateness of selec-
tion of waveforms based on measurement quality alone: The interaction between the
measurement and the track can be indirect, but must be accounted for. Since then,
extensive works on waveform design have been reported. Bell [4] used information
theory to design radar waveforms for the measurement of extended radar targets
exhibiting resonance phenomena. In [3], the singularity expansion method was used
to design discriminant waveforms such as K-pulse, E-pulse, and S-pulse. Sowelam
and Tewfik [47] developed a signal selection strategy for radar target classification,
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and a sequential classification procedure was proposed tominimize the average num-
ber of necessary signal transmissions. Intelligent waveform selection was studied in
[2, 17], but the effect of Doppler shift was not considered. In [39], time-frequency-
based generalized chirpswere used aswaveform for detection and estimation. In [37],
the performance of constant frequency (CF) and linear frequency modulated (LFM)
waveform fusion from the standpoint of the whole system was studied, but the effect
of clutter was not considered. In [48], a new time-frequency signal decomposition
algorithm based on the S-method was proposed and evaluated on the high-frequency
surface-wave radar (HFSWR) data, and demonstrated that it provided an effective
way for analyzing and detecting maneuvering air targets with significant velocity
changes, including target signal separation from the heavy clutter. In [49], CF and
LFM waveforms were studied for a sonar system, but it was assumed that the sen-
sor is non-intelligent (i.e., waveform cannot be selected adaptively). All the above
studies and design methods focused on the waveform design or selection for a single
active radar or sonar system. In [60–64], some cognitive radio-based approach was
proposed for waveform design. In [45], cross-correlation properties of two radars
were briefly mentioned and the binary-coded pulses using simulated annealing [9]
are highlighted. However, the cross-correlation of two binary sequences such as
binary-coded pulses (e.g., Barker sequence) is much easier to study than that of two
analog radar waveforms. In [31], waveform design and diversity was studied with
clear performance gain. In this chapter, we focus on the waveform diversity and
design for radar sensor networks, as well as information fusion for target detection.

In radar sensor network (RSN), interferences among radars can be effectively
reduced when waveforms are properly designed. In [25, 56], we firstly performed
some theoretical studies on coexistence of phase-codedwaveforms in RSN. Then, we
gave the definition of new kind of triphase-coded waveforms optimized punctured
zero correlation zone sequence pair set (ZCZPS) and analyze their properties, espe-
cially their optimized cross- correlation property of any two sequence pairs in the set.
Besides, we applied our newly provided triphase-coded waveforms and equal gain
combination technique to the system simulation and study the performances versus
different number of radars in RSN under the condition of either Doppler shift or time
delay. Simulation results showed that detection performances of RSN (applying our
optimized punctured ZCZPS and equal gain combination) with or without Doppler
shift are superior to those of single radar. In [21], similarly to the RSN, we extended
our design to underwater sonar sensor networks. Sensing-through-wall will benefit
various applications such as emergence rescues and military operations. In order to
add more signal processing functionality, it is vital to understand the characteriza-
tion of sense-through-wall channel. In [28], we proposed a statistical channel model
on a basis of real experimental data using UWB noise radar. We employ CLEAN
algorithm to obtain the multipath channel impulse response (CIR) and observe that
the amplitude of channel coefficient at each path can be accurately characterized
as T location-scale distribution. We also analyzed that the multipath contributions
arrive at the receiver are grouped into clusters. The time of arrival of the clusters
can be modeled as a Poisson arrival process, while within each cluster, subsequent
multipath contributions or rays also arrive according to a Poisson process. However,
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these arrival rates are much smaller than those of indoor UWB channels. Inspired
by recent advances in MIMO radar, in [58], we introduced orthogonal pulse com-
pression codes to MIMO radar system in order to gain better target direction finding
performance. We proposed the concept and the design methodology for the opti-
mized triphase-coded waveforms that is the optimized punctured zero correlation
zone (ZCZ) sequence pair set (ZCZPS). The method is to use the optimized punc-
tured sequence pair along with Hadamard matrix in the ZCZ. According to codes
property analysis, our proposed phase- coded waveforms could provide optimized
autocorrelation and cross- correlation properties in ZCZ. Then, we presented a gen-
eralized MIMO radar system model using our proposed codes and simulates the
target direction finding performance in the system. The simulation results showed
that diversity gain could be obtained using our orthogonal pulse compression codes
for MIMO radar system. The more the antennas used, the better target direction
finding performance provided. Based on the zero correlation zone (ZCZ) concept,
in [29] we presented the definition and properties of a set of new triphase- coded
waveforms ZCZ sequence pair set (ZCZPS) and proposed a method to use the opti-
mized punctured sequence pair along with Hadamard matrix in the zero correlation
zone in order to construct the optimized punctured ZCZ sequence pair set (opti-
mized punctured ZCZPS). According to property analysis, the optimized punctured
ZCZPS has good autocorrelation and cross-correlation properties whenDoppler shift
is not large. We apply it to radar target detection. The simulation results showed that
optimized punctured ZCZ sequence pairs (optimized punctured ZCZPs) outperform
other conventional pulse compression codes, such as thewell-known polyphase code.

In [57], we presented new developed triphase code in punctured binary sequence
pair. The definitions and the autocorrelation properties of the proposed code are
given. Doppler shift performance is also investigated. The significant advantages of
punctured binary sequence pair over conventional pulse compression codes, such
as the widely used Barker codes, are zero autocorrelation sidelobes and the longer
length of the code which can be as long as 31 so far. Applying the codes in the radar
target detection system simulation, punctured binary sequence pair also outperforms
other conventional pulse compression codes. Therefore, our proposed code can be
used as good candidates for pulse compression code. In [20, 21], we applied bio-
logically inspired approach to RSN-based target detection and used a fuzzy logic
system [22] to make final decision. In [27], we performed a number of theoretical
studies on constant frequency (CF) pulse waveform design and diversity in radar
sensor networks (RSNs): (1) the conditions for waveform coexistence, (2) interfer-
ences among waveforms in RSN, (3) waveform diversity combining in RSN. As an
application example, we apply the waveform design and diversity to automatic target
recognition (ATR) in RSN and propose maximum-likelihood (ML)-ATR algorithms
for non-fluctuating target as well as fluctuating target. Simulation results show that
our waveform diversity-basedML-ATR algorithm performs much better than single-
waveformML-ATR algorithm for non-fluctuating targets or fluctuating targets. Con-
clusions are drawn based on our analysis and simulations. In [26], we designed a
network of distributed radar sensors that work in an ad hoc fashion, but are grouped
together by an intelligent clusterhead. This system is named radar sensor network
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(RSN). A RSN not only provides spatial resilience for target detection and track-
ing compared to traditional radars, but also alleviates inherent radar defects such
as the blind speed problem. This interdisciplinary area offers a new paradigm for
parallel and distributed sensor research. We propose both coherent and noncoherent
RSN detection systems applying selection combination algorithm (SCA) performed
by clusterhead to take the advantage of spatial diversity. Monte Carlo simulations
show that proposed RSN can provide much better detection performance than that
of single radar sensor for fluctuating targets, in terms of probability of false alarm
and miss detection. We also analyze the impact of Doppler shift on both coherent
and noncoherent RSN detection systems at the presence of clutter. The result is that
the coherent system is more robust to the noncoherent RSN. In [34], we proposed a
multistep information fusion scheme for target detection through foliage and wall,
using ultra-wideband (UWB) radar sensor networks.We apply an information theory
to detect target with poor signal quality in dynamic forest environment. This method
is motivated by the fact that echoes from the stationary target that is obscured by
foliage have strong random characteristics. This is resolved by three steps of infor-
mation fusion. For the first step of information fusion, we use Kullback–Leibler
divergence-based weighting and generated a modified histogram. In the second step,
we use entropy- and mutual information-based information fusion. Finally, we use
three different fusion methods: (1) Dempster and Shafer theory of evidence; (2)
proportional conflict redistribution rule 5; and (3) Bayesian network for decision
fusion. Results show that when echoes are in poor quality, accurate detection can
be achieved by applying our method. To demonstrate that our algorithm could be
applied to other scenarios, we apply it to sense-through-wall human detection using
different UWB radars, and simulation results show that our approach works well.
Recently, we applied cylindrical arrays to target detection [53–55].

The rest of this chapter is organized as follows. In Sect. 2, we summarize the
measurement and collection of data we used in this chapter. In Sect. 3, we propose
a discrete cosine transform (DCT)-based approach for sense-through-foliage target
detection with good signal quality. In Sect. 4, we propose the theory on waveform
design and diversity for radar sensor networks. In Sect. 5, we propose a radar sensor
network (RSN) and DCT-based approach for sense-through-foliage target detection
when the signal quality is poor. In Sect. 6, human-inspired target recognition for
sense-through-foliage is proposed. Section7, fuzzy logic system is applied to auto-
matic target detection. Section8 concludes this chapter and discusses some future
research topics.

2 Sense-Through-Foliage Data Measurement
and Collection

The experiments were performed by virtual machines company supported by Air
Force Research Laboratory via FOPEN Phase 2 Field Test project, and the mea-
surements were taken on the grounds of Virtual Machines Company in Holliston,
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Massachusetts [8]. The foliage experiment was constructed on a seven-ton man lift,
which had a total lifting capacity of 450kg. The limit of the lifting capacity was
reached during the experiment as essentially the entire measuring apparatus was
placed on the lift. The principle pieces of equipment secured on the lift are listed
below:

• Dual Antenna mounting stand
• Two antennas
• Rack system (2)
• Barth pulser
• Tektronix model 7704 B oscilloscope
• IBM laptop
• HP signal generator
• Custom RF switch and power supply
• Weather shield (small hut)

Figure1 shows the experiment under a weather shield that was constructed on the
lift. The weather shield was needed to protect the equipment hoisted up with the lift.
A negative side effect of this weather shield was to provide a significant sail area
at the maximum lever arm relative to the lift stabilizing jacks on the ground. Lift
stabilization was achieved using cables and anchor points. A system of four tethers
was used under gusty conditions. The transmit and receive rotating platform systems
were built using heavy gauge Unistruts, thrust bearings, and roller bearings for the
multiple axes of freedom. The importance of the rigidity of the antenna mounts
and the axis of rotation was in the establishment and maintenance of the antenna
alignment during the measurement.

The experimental target was a trihedral reflector with a slant length of 1.5m (as
shown in Fig. 2). Throughout this work, a Barth pulse source (Barth Electronics,
Inc. model 732 GL) was used. The pulse generator uses a coaxial reed switch to
discharge a charge line for a very fast rise time pulse outputs. The model 732 pulse
generator provides pulses of less than 50 picoseconds (ps) rise time, with amplitude
from 150V to greater than 2KV into any load impedance through a 50� coaxial line.
The generator is capable of producing pulses with a minimum width of 750 ps and a
maximum of 1 µs. This output pulse width is determined by charge line length for
rectangular pulses, or by capacitors for 1/e decay pulses. The data collections were
extensive. Twenty different positionswere used, and 35 independent collectionswere
performed at each position.

For the data we used in this chapter, each sample is spaced at 50ps interval,
and 16,000 samples were collected for each collection for a total time duration of
0.8 µs at a rate of approximately 20Hz. We considered two sets of data from this
experiment. Initially, the Barth pulse source was operated at only 1 KW peak power
and the system was not sufficiently loaded for repeatable charge control pulse to
pulse. Significant pulse-to-pulse variability was noted for these collections. In this
set of experiments, 35 pulses reflected signal were averaged for each collection. The
scheme for the sense-through-foliage target detection with “poor” signal quality will
be presented in Sect. 5.
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Fig. 1 This figure shows the lift with the experiment. The antennas are at the far end of the lift from
the viewer under the roof that was built to shield the equipment from the elements. This picture
was taken in September with the foliage largely still present. The cables coming from the lift are a
ground cable to an earth ground and one of four tethers used in windy conditions
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Fig. 2 The target (a trihedral reflector) is shown on the stand at 300 ft from the lift

This problem was remedied by running the pulser at higher power while pro-
tecting the radiating antenna using a non-distorting attenuator Barth 3dB attenuator
model number 142-NMFP-3. Pulse production stability was very important to this
measurement effort. Pulse-to-pulse differences, if any were observed, should be due
to changes in the foliage or changes in the transmitter–receiver positions relative to
the foliage and target. When operated at the higher amplitudes, it was noted that
the pulse source was very stable. In this set of experiments, 100 pulses reflected
signals were averaged for each collection to average the variation because of the
movement of foliage. The scheme for target detection with “good” signal quality
will be presented in Sect. 3.

3 Sense-Through-Foliage Target Detection with Good
Signal Quality: A DCT-Based Approach

In Fig. 3, we plot two collectionswith good signal quality, onewithout target on range
(Fig. 3a) and the other one with target on range (Fig. 3b and target appears at around
sample 13,900). To make it more clear to the readers, we provide expanded views of
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Fig. 3 Measurement with very good signal quality and 100 pulses average. a No target on range,
b with target on range (target appears at around sample 13,900)
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traces (with target) from sample 13,001 to 15,000 for the above two collections in
Fig. 4a, b. Since there is no target in Fig. 4a, it can be treated as the response of foliage
clutter. It is quite straightfoward that the target response will be the echo difference
between Fig. 4a, b, which is plotted in Fig. 4c. However, it is impossible to obtain
Fig. 4a (clutter echo) in practical situation if there is target on range. The challenge
is how to make target detection based on Fig. 4b (with target) or Fig. 4a (no target)
only?

Observe Fig. 4b, for samples where target appears (around sample 13,900), the
sample strength changes much abruptly than that in Fig. 4a, which means echo from
target containsmoreACvalues than that without target.Motivated by this, we applied
discrete cosine transform (DCT) to the echoes x(iM + n) (n = 0, 1, 2, . . . , N − 1)
where N is the DCT window length, M is the step size of each DCT window, and i

is the window index. Let x(n, i)
�= x(iM + n)

X (K , i) =
N−1∑

n=0

x(n, i) cos(
2π

N
nK ) (1)

then we cumulate the power of AC values (for K > 2)

P(i) =
N−1∑

K=3

X (K , i)2 (2)

For N = 100 and M = 10, we plot the power of AC values P(i) versus iM (time
domain sample index) in Fig. 5a, b for the above data sets in Fig. 4a, b respectively.
Observe that in Fig. 5b, the power of AC values (around sample 13,900) where the
target is located is non-fluctuating (monotonically increase then decrease). Although
some other samples also have very high AC power values, it is very clear that they
are quite fluctuating and the power of AC values behave like random noise because
generally the clutter has Gaussian distribution in the frequency domain [1]. Based
on our simulations, the window length N in DCT affects the performance of the
target detection. The appropriate N should be the length of target impulse response
with strong signal strength (see Fig. 4c). This depends on target size, UWB signal
resolution, and propagation environment.

We compared our DCT-based approach to the scheme proposed in [52]. In [52],
2-D imagewas created via adding voltageswith the appropriate time offset. In Fig. 6a,
b, we plot the 2-D image created based on the above two data sets (from samples
13,800 to 14,200). However, it is not clear which image shows there is target on
range.

We also compared our approach to the matched filter approach. The matched
filter is by definition a filter in the radar receiver designed to maximize the SNR at its
output. The impulse response of the filter having this property turns out to be a replica
of the transmitted waveform’smodulation function that has been reversed in time and
conjugated [43]. Assume the transmitted waveform is s(t), then the matched filter
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Fig. 4 Measurement with
very good signal quality and
100 pulses average. a
Expanded view of traces
(with target) from samples
13,001 to 15,000. b
Expanded view of traces
(without target) from
samples 13,001 to 15,000. c
Echo differences between (a)
and (b)
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Fig. 5 The power of AC values versus sample index. a No target. b With target in the field
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Fig. 6 2-D image created via adding voltages with the appropriate time offset. a No target. bWith
target in the field
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Fig. 7 The matched filter output a no target, and b with target
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Fig. 8 UWB radar
transmitted pulse (averaged
over 100 pulses)

0 2000 4000 6000 8000 10000 12000 14000 16000
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2 x 10
4

Sample Index

impulse response h(t) = s∗(TM − t) The time TM at which the SNR is maximized
is arbitrary; however, TM ≥ t is required for h(t) to be causal. Given the received
echo x(t) consisting of clutter, target, and noise components, the output y(t) of the
matched filter is given by the convolution between x(t) and h(t)

y(t) =
∫ ∞

−∞
x(τ )h(t − τ)dτ (3)

=
∫ ∞

−∞
x(τ )s∗(τ + TM − t)dτ (4)

In this chapter, we choose TM = 16001, and the matched filter outputs for received
signal in Fig. 3a (without target) and signal in Fig. 3b (with target) are plotted in
Fig. 7a, b respectively. Since the received echoes plotted inFig. 3a, b are averagedover
100 pulses, the transmitted pulse s(t) in (4) is obtained via averaging corresponding
100 transmission pulses and is plotted in Fig. 8. Observe Fig. 7a, b, it is impossible
to perform target detection based on the matched filter output.

Why the matched filter approach does not work for UWB radar-based target
detection? We further studied the UWB channel using CLEAN algorithm [6, 13,
46]. Based on the transmit pulse in Fig. 8 and received echo in Fig. 4a, we applied
CLEAN algorithm and obtained the UWB channel (plotted in Fig. 9). Observe Fig. 9,
the UWB channel has memory because it is a linear filter. However, the matched
filter is derived based on the assumption that the radar channel has no memory. The
memory in UWB radar channel causes inter-symbol interference of transmit pulse
and makes the matched filter approach perform poor.
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Fig. 9 The channel impulse
responses for UWB channel
using CLEAN method
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4 Waveform Design and Diversity in Radar Sensor
Networks

4.1 Coexistence of Radar Waveforms

In radar sensor networks (RSNs), radar sensors interfere with each other and the
signal-to-interference ratio may be very low if the waveforms are not properly
designed. In this chapter, we introduce orthogonality as one criterion for waveform
design in RSN to make radars coexistence. In addition, since the radar channel is
narrowband, we will also consider the bandwidth constraint.

In our radar sensor networks, we choose the CF pulse waveform, which can be
defined as

x(t) =
√

E

T
exp( j2πβt) − T/2 ≤ t ≤ T/2 (5)

where β is the RF carrier frequency in radians per second. In radar, ambiguity func-
tion (AF) is an analytical tool for waveform design and analysis, which succinctly
characterizes the behavior of a waveform paired with its matched filter. The ambigu-
ity function is useful for examining resolution, side lobe behavior, and ambiguities
in both range and Doppler for a given waveform [43]. For a single radar, the matched
filter for waveform x(t) is x∗(−t), and the ambiguity function of CF pulse waveform
is

A(τ, FD) =
∣∣∣∣
∫ T/2

−T/2+τ

x(t) exp ( j2πFDs)x
∗(t − τ)dt

∣∣∣∣

=
∣∣∣∣
E sin[πFD(T − |τ |)]

TπFD

∣∣∣∣ − T ≤ τ ≤ T (6)
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We can simplify this AF in the following three special cases:

1. When τ = 0,

A(0, FD) =
∣∣∣∣
E sin(πFDT )

Tπ(FD)

∣∣∣∣ ; (7)

2. when FD = 0,

A(τ, 0) =
∣∣∣∣
E(T − |τ |)

T

∣∣∣∣ ; (8)

3. and when τ = FD = 0,
A(0, 0) = E (9)

Note that the above ambiguity is for one radar only (no coexisting radar).
For radar sensor networks, the waveforms from different radars interfere with

each other. We choose the waveform for radar i as

xi (t) =
√

E

T
exp[ j2π(β + δi )t] − T/2 ≤ t ≤ T/2 (10)

whichmeans that there is a frequency shift δi for radar i . Tominimize the interference
from one waveform to another, optimal values for δi should be determined to make
the waveforms orthogonal to each other, i.e., let the cross-correlation between xi (t)
and xn(t) be 0,

∫ T/2

−T/2
xi (t)x

∗
n (t)dt = E

T

∫ T/2

−T/2
exp[ j2π(β + δi )t] exp[− j2π(β + δn)t]dt (11)

= Esinc[π(δi − δn)T ] (12)

If we choose

δi = i

T
(13)

where i is a dummy index, (12) can be written as

∫ T/2

−T/2
xi (t)x

∗
n (t)dt = E (14)

if i = n; or ∫ T/2

−T/2
xi (t)x

∗
n (t)dt = 0 (15)

if i �= n.
Therefore, choosing δi = i

T in (10) yields orthogonal waveforms; i.e., the wave-
forms can coexist if the carrier spacing is a multiple of 1/T between two radar
waveforms. In other words, orthogonality among carriers can be achieved by
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separating the carriers by a multiple of the inverse of waveform pulse duration.
With this design, all the orthogonal waveforms can work simultaneously. However,
there may exist time delay and Doppler shift ambiguity which may interfere with
other waveforms in RSN.

4.2 Interferences of Waveforms in Radar Sensor Networks

4.2.1 RSN with Two Radar Sensors

We are interested in analyzing the interference from one radar to another if there exist
time delay and Doppler shift. For a simple case where there are two radar sensors (i
and n), the ambiguity function of radar i (considering the interference from radar n)
is

Ai (ti , tn, FDi , FDn ) =
∣∣∣∣
∫ ∞

−∞
[xi (t) exp( j2πFDi t) + xn(t − tn) exp( j2πFDn t)]x∗

i (t − ti )dt

∣∣∣∣

≤
∣∣∣∣∣

∫ T/2+min(ti ,tn)

−T/2+max(ti ,tn)
xn(t − tn) exp( j2πFDn t)x

∗
i (t − ti )dt

∣∣∣∣∣

+
∣∣∣∣
∫ T/2

−T/2+ti
xi (t) exp ( j2πFDi t)x

∗
i (t − ti )dt

∣∣∣∣ (16)

=
∣∣∣∣∣

∫ T/2+min(ti ,tn)

−T/2+max(ti ,tn)
xn(t − tn) exp( j2πFDn t)x

∗
i (t − ti )dt

∣∣∣∣∣

+
∣∣∣∣
E sin[πFDi (T − |ti |)]

TπFDi

∣∣∣∣ (17)

To make the analysis easier, it is generally assumed that the radar sensor platform
has access to the global positioning service (GPS) and the inertial navigation unit
(INU) timing and navigation data. In this chapter, we assume that the radar sensors
are synchronized and that ti = tn = τ . Then, (17) can be simplified as

Ai (τ, FDi , FDn ) ≈ ∣∣Esinc[π(n − i + FDn T )]∣∣ +
∣∣∣∣
E sin[πFDi (T − |τ |)]

TπFDi

∣∣∣∣ (18)

We have the following three special cases:

1. If FDi = FDn = 0, and δi and δn follow (13), (18) becomes

Ai (τ, 0, 0) ≈
∣∣∣∣
E(T − |τ |)]

T

∣∣∣∣ (19)

2. If τ = 0, (18) becomes
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Ai (0, FDi , FDn ) ≈ ∣∣Esinc[π(n − i + FDn T )]∣∣ +
∣∣∣∣
E sin(πFDi T )

TπFDi

∣∣∣∣ (20)

3. If FDi = FDn = 0, τ = 0, and δi and δn follow (13), (18) becomes

Ai (0, 0, 0) ≈ E (21)

4.2.2 RSN with M Radar Sensors

Our analysis on an RSN with two radar sensors can be extended to the case of M
radars. Assuming that the time delay τ for each radar is the same, then the ambiguity
function of radar 1 (considering interferences from all the other M − 1 radars with
CF pulse waveforms) can be expressed as

A1(τ, FD1 , . . . , FDM ) ≈
M∑

i=2

∣∣Esinc[π(i − 1 + FDi T )]∣∣ +
∣∣∣∣
E sin[πFD1(T − |τ |)]

TπFD1

∣∣∣∣
(22)

Similarly, we have the following three special cases:

1. FD1 = FD2 = · · · = FDM = 0, and the frequency shift δi in (10) for each radar
follows (13), then (22) becomes

A1(τ, 0, 0, . . . , 0) ≈
∣∣∣∣
E(T − |τ |)]

T

∣∣∣∣ (23)

Comparing it against (8), we notice that a radar may exist that can get the same
signal strength as that of the single radar in a single radar system (no coexisting
radar) when the Doppler shift is 0.

2. If τ = 0, then (22) becomes

A1(0, FD1 , FD2 , . . . , FDM ) ≈
M∑

i=2

∣∣Esinc[π(i − 1 + FDi T )]∣∣ +
∣∣∣∣
E sin(πFD1T )

TπFD1

∣∣∣∣

(24)
Comparing to (7), a radar in RSN has higher interferences when unknown
Doppler shifts exist.

3. FD1 = FD2 = · · · = FDM = 0, τ = 0, and δi in (10) follows (13), then (22)
becomes

A1(0, 0, 0, . . . , 0) ≈ E (25)
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4.3 Radar Sensor Network for Collaborative Automatic
Target Recognition

In RSN with M radars, the received signal for clusterhead (assume it is radar 1) is

r1(u, t) =
M∑

i=1

α(u)xi (t − ti ) exp( j2πFDi t) + n(u, t) (26)

whereα(u) stands for radar cross section (RCS),which can bemodeled using nonzero
constants for non-fluctuating targets and four Swerling target models for fluctuating
targets [43]; FDi is the Doppler shift of the target relative to waveform i ; ti is the
delay of waveform i , and n(u, t) is the additive white Gaussian noise (AWGN).
In this chapter, we propose a RAKE structure for waveform diversity combining,
as illustrated by Fig. 10. The RAKE structure is so named because it reminds the
function of a garden rake, each branch collecting echo energy similarly to how tines
on a rake collect leaves. This figure summarizes how the clusterhead works. The
received signal r1(u, t) consists of echoes triggered by the waveforms from each
radar sensor, and x∗

i (t − ti ) is used to retrieve the amplified waveform from radar i
(amplified by the target RCS) based on the orthogonal property presented in Sects. 4.1
and 4.2, and then this information is time-averaged for diversity combining.

According to this structure, the received r1(u, t) is processed by a bank ofmatched
filters, then the output of branch 1 (after integration) is

Z1(u; t1, . . . , tM , FD1 , . . . , FDM )

=
∫ T/2

−T/2
r1(u, t)x∗

1 (t − t1)ds (27)

=
∫ T/2

−T/2
[

M∑

i=1

αi (u)xi (t − ti ) exp( j2πFDi t) + n(u, t)]x∗
1 (t − t1)dt (28)

Assuming t1 = t2 = · · · = tM = τ , then based on (22),

Fig. 10 Echo combining by
clusterhead in RSN
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Z1(u; τ, FD1 , . . . , FDM ) ≈
M∑

i=2

α(u)Esinc[π(i − 1 + FDi T )]

+ α(u)E sin[πFD1(T − |τ |)]
TπFD1

+ n(u, τ ) (29)

Similarly, we can get the output for any branch m (m = 1, 2, . . . , M),

Zm(u; τ, FD1 , . . . , FDM ) ≈
M∑

i=1,i �=m

α(u)Esinc[π(i − m + FDi T )]

+ α(u)E sin[πFDm (T − |τ |)]
TπFDm

+ n(u, τ ) (30)

Therefore Zm(u; τ, FD1 , . . . , FDM ) consists of three parts, namely signal (reflected
signal from radar m waveform): α(u)E sin[πFDm (T−|τ |)]

TπFDm
, interferences from other wave-

forms:
∑M

i=1,i �=m α(u)Esinc[π(i − m + FDi T )], and noise: n(u, τ ).
We can also have the following three special cases for |Zm(u; τ, FD1 , . . . , FDM )|:

1. When FD1 = · · · = FDM = 0,

Zm(u; τ, 0, 0, . . . , 0) ≈ Eα(u)(T − |τ |)]
T

+ n(u, τ ) (31)

which means that if there is no Doppler mismatch, there is no interference from
other waveforms.

2. If τ = 0, (30) becomes

Zm(u; 0, FD1 , . . . , FDM )

≈
M∑

i=1,i �=m

α(u)Esinc[π(i − m + FDi T )] + α(u)E sin[πFDm T ]
TπFDm

+ n(u) (32)

3. If τ = 0, and FD1 = · · · = FDM = 0, (30) becomes

Zm(u; 0, 0, 0, . . . , 0) ≈ Eα(u) + n(u) (33)

Doppler mismatch happens quite often in target search where target velocity is
not yet known. However, in target recognition, generally high-resolution mea-
surements of targets in range (τ = 0) and Doppler are available; therefore, (33)
will be used for CATR.

How to combine all the Zm’s (m = 1, 2, . . . , M) is very similar to the diversity
combining in wireless communications to combat channel fading, and the combi-
nation schemes may be different for different applications. In this chapter, we are
interested in applying the RSN waveform diversity to CATR, e.g., recognition that
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the echo on a radar display is that of an aircraft, ship, motor vehicle, bird, person,
rain, chaff, clear-air turbulence, land clutter, sea clutter, bare mountains, forested
areas, meteors, aurora, ionized media, or other natural phenomena via collaborations
among different radars. Early radars were “blob” detectors in that they detected the
presence of a target and gave its location in range and angle, and radar began to be
more than a blob detector and could provide recognition of one type of target from
another [45]. It is known that small changes in the aspect angle of complex (multiple
scatter) targets can cause major changes in the radar cross section (RCS). This has
been considered in the past as a means of target recognition and is called fluctuation
of radar cross section with aspect angle, but it has not had much success [45]. In
[44], a parametric filtering approach was proposed for target detection using airborne
radar. In [30], knowledge-based sensor networks were applied to threat assessment.

5 Sense-Through-Foliage Target Detection with Poor Signal
Quality: A Sensor Network and DCT-Based Approach

As mentioned in Sect. 2, when the Barth pulse source was operated at low amplitude
and the sample values are not obtained based on sufficient pulse response averaging
(averaged over 35 pulses for each collection), significant pulse-to-pulse variability
was noted and the return signal quality is poor. In Fig. 11a, b, we plot two collections
with poor signal quality. Figure11a has no target on range, and Fig. 11b has target at
samples around 13,900. We plot the echo differences between Fig. 11a, b in Fig. 11c.
However, it is impossible to identify whether there is any target and where there
is target based on Fig. 11c. We observed the DCT-based approach failed to detect
target based on one collection. Since significant pulse-to-pulse variability exists in
the echoes, this motivate us to explore the spatial and time diversity using radar
sensor networks (RSN).

In RSN, the radar sensors are networked together in an ad hoc fashion. They do
not rely on a preexisting fixed infrastructure, such as a wireline backbone network
or a base station. They are self-organizing entities that are deployed on demand in
support of various events surveillance, battlefield, disaster relief, search, and rescue,
etc. Scalability concern suggests a hierarchical organization of radar sensor networks
with the lowest level in the hierarchy being a cluster. As argued in [14, 15, 33, 42],
in addition to helping with scalability and robustness, aggregating sensor nodes into
clusters has additional benefits:

1. conserving radio resources such as bandwidth;
2. promoting spatial code reuse and frequency reuse;
3. simplifying the topology, e.g., when a mobile radar changes its location, it is

sufficient for only the nodes in attended clusters to update their topology infor-
mation;

4. reducing the generation and propagation of routing information; and,
5. concealing the details of global network topology from individual nodes.
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Fig. 11 Measurement with
poor signal quality and 35
pulses average. a Expanded
view of traces (no target)
from sample 13,001 to
15,000. b Expanded view of
traces (with target) from
sample 13,001 to 15,000. c
The differences between (a)
and (b)
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In RSN, each radar can provide their pulse parameters such as timing to their
clusterhead radar, and the clusterhead radar can combine the echoes (RF returns) from
the target and clutter. In this chapter, we propose a RAKE structure for combining
echoes, as illustrated by Fig. 10. The RAKE structure is so named because it reminds
the function of a garden rake, eachfinger collecting echo signals similarly to how tines
on a rake collect leaves. The integration means time average for a sample duration
T and it’s for general case when the echoes are not in discrete values. It is quite
often assumed that the radar sensor platform will have access to global positioning
service (GPS) and inertial navigation unit (INU) timing and navigation data. In this
chapter, we assume the radar sensors are synchronized in RSN. In Fig. 10, the echo,
i.e., RF response by the pulse of each cluster-member sensor, will be combined by

Fig. 12 Power of AC values
based on UWB radar sensor
networks and DCT-based
approach. a No target. b
With target in the field
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the clusterhead using a weighted average, and the weight wi is determined by the
power of each echo xi (n) (n is the sample index),

wi = Ei∑M
i=1 Ei

(34)

and
Ei = var(xi (n)) + [mean(xi (n))]2 (35)

We ran simulations for M = 30, and plot the power of AC values in Fig. 12a, b for
the two cases (with target and without target), respectively. Observe that in Fig. 5b,
the power of AC values (around sample 13,900) where the target is located is non-
fluctuating (monotonically increase then decrease). Although some other samples
also have very high AC power values, it is very clear that they are quite fluctuating
and the power of AC values behaves like random noise because generally the clutter
has Gaussian distribution in the frequency domain.

6 Human-Inspired Sense-Through-Foliage Target
Detection

6.1 Human Information Integration Mechanisms

One of the great mysteries of the brain is cognitive control. How can the interactions
betweenmillions of neurons result in behavior that is coordinated and appears willful
and voluntary? There is consensus that it depends on the prefrontal cortex (PFC) [36,
38]. A schematic diagram of some of the extrinsic and intrinsic connections of the
PFC is depicted in Fig. 13 [36]. Many PFC areas receive converging inputs from at
least two sensory modalities [7, 19]. For example, the dorsolateral (DL) (areas 8,
9, and 46) and ventrolateral (12 and 45) PFC both receive projections from visual,
auditory, and somatosensory cortex. Furthermore, the PFC is connected with other
cortical regions that are themselves sites of multimodal convergence. Many PFC
areas (9, 12, 46, and 45) receive inputs from the rostral superior temporal sulcus,
which has neurons with bimodal or trimodal (visual, auditory, and somatosensory)
responses [5, 40]. The arcuate sulcus region (areas 8 and 45) and area 12 seem to
be particularly multimodal. They contain zones that receive overlapping inputs from
three sensory modalities [40]. Observe, for example, that mid-dorsal area 9 directly
processes and integrates visual, auditory, andmultimodal information. Regarding the
functional model/mechanisms of different PFC areas (in Fig. 13): mid-dorsal area 9,
dorsolateral area 46, and ventrolateral areas 12, 45, and orbital and medial areas 10,
11, 13, 14, different models and rules have been reported in the literature [10–12,
41].
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Fig. 13 Schematic diagram of some of the extrinsic and intrinsic connections of the PFC. Most
connections are reciprocal; the exceptions are indicated by arrows. The frontal eye field (FEF) has
variously been considered either adjacent to, or part of, the PFC

Recently, a maximum-likelihood estimation (MLE) approach was proposed for
multi-sensory data fusion in human [12]. In the MLE approach [12], sensory esti-
mates of an environmental property can be represented by Ŝ j = fi (S)where S is the
physical property being estimated, f is the operation the nervous system performs
to derive the estimate, and Ŝ is the perceptual estimate. Sensory estimates are subject
to two types of error: random measurement error and bias. Thus, estimates of the
same object property from different cues usually differ. To reconcile the discrepancy,
the nervous system must either combine estimates or choose one, thereby ignoring
the other cues. Assuming that each single-cue estimate is unbiased but corrupted by
independent Gaussian noise, the statistically optimal strategy for cue combination is
a weighted average [12]

Ŝc =
M∑

i=1

wi Ŝi (36)

where wi = 1/σ 2
i∑

j 1/σ
2
j
and is the weight given to the i th single-cue estimate, σ 2

i is that

estimates variance, and M is the total number of cues. Combining estimates by this
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MLE rule yields the least variable estimate of S and thus more precise estimates of
object properties.

Besides, some other summation rules have been proposed in perception and cog-
nition such as soft-max rule: y = (

∑M
i=1 x

n
i )

1
n [11] where xi denotes the input from

an input source i , and M is the total number of sources. In this paper, we will apply
MLE and soft-max human brain information integration mechanisms to cognitive
radar sensor network information integration.

6.2 Human-Inspired Sense-Through-Foliage Target
Detection

Weapplied the human-inspiredMLEalgorithm to combine the sensed echo collection
from M = 30 UWB radars, and then the combined data are processed using discrete
cosine transform (DCT) to obtain the AC values. Based on our experiences, echo
with a target generally has high and nonfluctuating AC values and the AC values can
be obtained using DCT. We plot the power of AC values in Fig. 14a, b using MLE
and DCT algorithms for the two cases (with target and without target), respectively.
Observe that in Fig. 14b, the power of AC values (around sample 13,900) where the
target is located is non-fluctuating (somehowmonotonically increase then decrease).
Although some other samples also have very high AC power values, it is very clear
that they are quite fluctuating and the power of AC values behaves like random noise
because generally the clutter has Gaussian distribution in the frequency domain.

Similarly, we applied the soft-max algorithm (n = 2) to combine the sensed echo
collection from M = 30 UWB radars, and then used DCT to obtain the AC values.
We plot the power of AC values in Fig. 15a, b using soft-max andDCT algorithms for
the two cases (with target and without target), respectively. Observe that in Fig. 15b,
the power of AC values (around sample 13,900) where the target is located is non-
fluctuating (somehow monotonically increase then decrease).

We made the above observations. However, in real-world application, automatic
target detection is necessary to ensure that our algorithms could be performed in real
time. In Sect. 7, we apply fuzzy logic systems to automatic target detection based on
the power of AC values (obtained via MLE-DCT or soft-max-DCT).

7 Fuzzy Logic System for Automatic Target Detection

7.1 Overview of Fuzzy Logic Systems

Whenan input is applied to a fuzzy logic system (FLS), the inference engine computes
the output set corresponding to each rule [35]. The defuzzifer then computes a crisp
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Fig. 14 Power of AC values using MLE-based information integration and DCT. a No target. b
With target in the field
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Fig. 15 Power of AC values using soft-max-based information integration and DCT. a No target.
bWith target in the field
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output from these rule output sets. Consider a p-input 1-output FLS, using singleton
fuzzification, center-of-sets defuzzification [35] and “IF-THEN” rules of the form

Rl : IF x1 is Fl1 and x2 is Fl2 and . . . and xp is Flp, THEN y is Gl .

Assuming singleton fuzzification, when an input x′ = {x ′
1, . . . , x

′
p} is applied, the

degree of firing corresponding to the lth rule is computed as

μFl1
(x ′

1) 	 μFl2
(x ′

2) 	 · · · 	 μFlp
(x ′

p) = T p
i=1μFli

(x ′
i ) (37)

where 	 andT both indicate the chosen t-norm. There aremany kinds of defuzzifiers.
In this paper, we focus, for illustrative purposes, on the center-of-sets defuzzifier [35].
It computes a crisp output for the FLS by first computing the centroid, cGl , of every
consequent set Gl , and, then computing a weighted average of these centroids. The
weight corresponding to the lth rule consequent centroid is the degree of firing
associated with the lth rule, T p

i=1μFli
(x ′

i ), so that

ycos(x′) =
∑M

l=1 cGlT p
i=1μFli

(x ′
i )∑M

l=1 T
p

i=1μFli
(x ′

i )
(38)

where M is the number of rules in the FLS. In this paper, we design a FLS for
automatic target recognition based on the AC values obtained using MLE-DCT or
soft-max-DCT.

7.2 FLS for Automatic Target Detection

Observe that in Figs. 12 and 15, the power of AC values is quite fluctuating and has
lots of uncertainties. FLS is well known to handle the uncertainties. For convenience
in describing the FLS design for automatic target detection (ATD), we first give the
definition of footprint of uncertainty of AC power values and region of interest in
the footprint of uncertainty.

Definition 1 (Footprint of Uncertainty) Uncertainty in the AC power values and
time index consists of a bounded region, that we call the footprint of uncertainty of
AC power values. It is the union of all AC power values.

Definition 2 (Region of Interest (RoI)) An RoI in the footprint of uncertainty is a
contour consisting of a large number (greater than 50) of AC power values where
AC power values increase then decrease.

Definition 3 (Fluctuating Point in RoI) P(i) is called a fluctuating point in the RoI
if P(i − 1), P(i), P(i + 1) are non-monotonically increasing or decreasing.
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Table 1 The rules for target detection. Antecedent 1 is centroid of a RoI, Antecedent 2 is the
number of fluctuating points in the ROI, and Consequent is the possibility that there is a target at
this RoI

Rule # Antecedent 1 Antecedent 2 Consequent

1 Low Low Medium

2 Low Moderate Weak

3 Low High Very weak

4 Moderate Low Strong

5 Moderate Moderate Medium

6 Moderate High Weak

7 High Low Very strong

8 High Moderate Strong

9 High High Medium

Our FLS for automatic target detection will classify each ROI (with target or no
target) based on two antecedents: the centroid of the ROI and the number of fluctuat-
ing points in the ROI. The linguistic variables used to represent these two antecedents
were divided into three levels: low, moderate, and high. The consequent—the pos-
sibility that there is a target at this RoI—was divided into five levels, Very Strong,
Strong,Medium,Weak, VeryWeak.We used trapezoidalmembership functions (MFs)
to represent low, high, very strong, and very weak; and triangle MFs to represent
moderate, strong, medium, and weak. All inputs to the antecedents are normalized
to 0–10.

Based on the fact the AC power value of target is nonfluctuating (somehowmono-
tonically increase then decrease), and the AC power value of clutter behaves like ran-
dom noise because generally the clutter has Gaussian distribution in the frequency
domain, we design a fuzzy logic system using rules such as

Rl : IF centroid of a RoI (x1) is F1l , and the number of fluctuating points in the ROI
(x2) is F2l , then the possibility that there is a target at this RoI (y) is Gl .

where l = 1, . . . , 9. We summarize all the rules in Table1. For every input (x1, x2),
the output is computed using

y(x1, x2) =
∑9

l=1 μF1l
(x1)μF2l

(x2)clavg∑9
l=1 μF1l

(x1)μF2l
(x2)

(39)

We ran simulations to 1000 collections in the real-world sense-through-foliage exper-
iment and found that our FLS performs very well in the automatic target detection
based on the AC power values obtained from MLE-DCT or soft-max-DCT and
achieve probability of detection pd = 100% and false-alarm rate p f a = 0.
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8 Conclusions and Future Works

In this chapter, we proposed a DCT-based approach for sense-through-foliage target
detection when the echo signal quality is good, and a sensor network and DCT-based
approachwhen the echo signal quality is poor. ARAKE structure which can combine
the echoes fromdifferent clustermembers is proposed for clusterhead in theRSN.We
compared our approach with ideal case when both echoes are available, i.e., echoes
with target and without target. We also compared our approach against the scheme
in which 2-D image was created via adding voltages with the appropriate time offset
as well as the matched filter-based approach. We observed that the matched filter-
based could not workwell because theUWBchannel hasmemory. Simulation results
show that our DCT-based scheme works much better than the existing approach, and
our RSN- and DCT-based approach can be used for target detection successfully
while the ideal case fails to do it. Inspired by human’s innate ability to process and
integrate information from disparate, network-based sources, we applied human-
inspired information integration mechanisms to target detection in cognitive radar
sensor network. Humans’ information integration mechanisms have been modelled
using maximum-likelihood estimation (MLE) or soft-max approaches. In this paper,
we applied these two algorithms to cognitive radar sensor networks target detection.
Discrete cosine transform (DCT) was used to process the integrated data from MLE
or soft-max.We applied fuzzy logic system (FLS) to automatic target detection based
on the AC power values from DCT. Simulation results showed that our MLE-DCT-
FLS and soft-max–DCT-FLS approaches performed very well in the radar sensor
network target detection, whereas the existing 2-D construction algorithm could not
work in this study. For future works, we will collect more data with different targets
and perform automatic target recognition besides target detection.
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Mobile Target Tracking with Multiple
Objectives in Wireless Sensor Networks

Md Zakirul Alam Bhuiyan, Gary M. Weiss, Tian Wang
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Abstract Tracking mobile targets in wireless sensor networks (WSNs) is of utmost
importance in surveillance applications. As it is often the case in prior work that the
accuracy of tracking heavily depends on high accuracy in localization or distance
estimation, which is never perfect in practice. These bring a cumulative effect on
tracking (e.g., target missing). Recovering from the effect and also frequent interac-
tions between nodes and a central server make tracking operation slow and energy-
inefficient. Inspired by these, we design a tracking scheme, called t-Tracking,
to address the target tracking problem inWSNs considering multiple objectives: low
capturing time (e.g., the tracking time required to get around a target in a defined
distance), high energy efficiency, and high quality of tracking (QoT). We propose a
set of fully distributed tracking algorithms, which answer the query whether a target
remains in a “specific area” (called a “face” in localized geographic routing, defined
in terms of radio connectivity or local interactions of nodes). When a target moves
across a face, the nodes of the face that are close to its estimated movements compute
the sequence of the target’s movements and predict when the target moves to another
face. The nodes answer queries from a mobile sink called the “tracker,” which fol-
lows the target along with the sequence. t-Tracking has advantages over prior
work as it reduces the dependency on requiring high accuracy in localization and the
frequency of interactions. It also timely solves the target missing problem caused
by node failures, obstacles, etc., making the tracking robust in a highly dynamic
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environment. We validate its effectiveness considering the multiple objectives in
extensive simulations and in a system implementation.

Keywords Wireless sensor networks · Mobile target tracking · Distributed
tracking algorithms · Face routing techniques · Wakeup mechanism · Quality of
tracking · Energy efficiency

1 Introduction

A sensor is a low-cost device that detects changes in the environment and records the
changes. It is typically capable of sensing, computing, and communication. A large
number of sensors can collaborate to form a wireless sensor network (WSN), which
can be used to monitor large areas effectively. Sensor nodes in a WSN constitute a
wireless ad-hoc network, with one or a few sink nodes as the collection point(s) and
bridge(s) to the central server (called the sink). Every node in the network may create
data periodically, on demand of the sink, or triggered by events of interest. At the
same time, every node may forward data that it receives toward sink nodes, which
are often multiple hops away [1–9].

WSNs are increasingly being envisioned for collecting data, for example physical
or environmental properties, from a geographical areas of interest. The applications
of WSNs can be found in diverse fields such as survivable military surveillance
systems (e.g., battlefield surveillance), environmental protection (e.g., habitat mon-
itoring), industrial monitoring (e.g., machine equipment monitoring), monitoring
healthcare (e.g., telemonitoring of human physiological data), personnel monitoring,
home automation, and so on. One of the most important areas where the advantages
of WSNs can be exploited is tracking mobile targets. Methods of tracking mobile
targets have been gainingmore andmore attention due to their importance in employ-
ing wireless sensor networks (WSNs) for surveillance applications [10–21]. Sensors
deployed for tracking schemes are capable of deducing kinematic characteristics,
such as position, velocity, and acceleration of single or multiple targets of interest.

1.1 Motivation

We particularly discuss some practical examples that we target is in this work.
The American Border Patrol operation [22] have tested both sensor-mounted UAV
(unmanned aerial vehicle) and generic vehicle in conjunction with the existing static
WSN (or so-called “virtual fence”) along the American/Mexican borders. Under
such a scenario, the vehicle (or a sink) is not only able to follow a target of interest,
but also overcome a situation when a “connectivity or coverage hole” appears on the
virtual fence due to ground sensor faults. The sink may also use a follow-up verifi-
cation about the target location due to the false positives generated from the sensors.



Mobile Target Tracking with Multiple Objectives in Wireless Sensor Networks 439

In a battlefield reconnaissance, fast tracking is required to detect an intrusion into
restricted areas or to focus on evicting an enemy from an overseas territory (i.e., the
border or harbor patrolling [12, 23]). This has a top security priority in many devel-
oped countries. In an investigation scenario, it may be used to watch a susceptible
person, regarding his movements and activities, and to follow the person in order to
obtain some specific information. Another scenario can be road patrolling, which is
carried out to inspect the roadways and adjacent properties to detect illegal activities
that may adversely affect the surveillance in road environment [24].

In many practical scenarios similar to the above, the movements of a target are
relevant only to local areas and for a short period of time. This implies that such a
scenario requires fast tracking operation and also the high quality of tracking (QoT).
This QoT can be used as the quality of service (QoS) in a tracking system [25]. On the
one hand, if one wishes to achieve tracking a target by sensor nodes that are already
organized into local groups (unlike dynamic clusters or trees) before the network
starts tracking operation, the tracking will be energy-efficient because such tracking
operation does not require a central server interaction in tracking. On the other hand,
in order to track (or capture/reach the target) timely in a surveillance application, the
systems should demand a low tracking time (or capturing time). Regarding these in
prior work, we argue that there still remains concerns for energy-constrained WSNs
to be addressed.

1.1.1 Communication Concerns

Sensors are deployed to sense and record the detection and localization of a target
into the data logger, or to send to a central server (or a sink, which may be deployed
outside of the tracking area). In many prior works [14, 15, 17, 26–29], sensors are
so often required to interact with the sink and reply with queries about a target and
with locations. The sink is responsible for analyzing the data and sending feedback
to the sensors in each step of tracking. Although those works come up with many
practical solutions that advance the research of target tracking in WSNs, there still
exists issues to be tackled, e.g., frequent interactions between the nodes and the sink,
delay due to congestion, a single point of failure, etc. More importantly, the net-
work area is usually divided in regions, cells, grid, clusters, trees, etc., to track the
target in a distributed manner [17, 30–33]. Such division obviously incurs extra fre-
quency of interactions and energy consumption. Sensor nodes near the sinks consume
more energy and die first such that the tracking task may become critical and slow
(Table 1).

1.1.2 Localization Concerns

In those scenarios, when a mobile target is under investigation, naturally the target
does not cooperatewith the investigators. In such a case, the tracking tasks (detection,
localization, and query) entirely rely on the interactions between the sensors and the
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Table 1 Abbreviation description

Abbreviation Description

RSSI Received signal strength indication

TOA Time of arrival

TDOA Time difference of arrival

AOA Angle of arrival

MPS Multipath signature

LSS Least-squares scaling

MDS Multidimensional scaling

investigators. More precisely, this relies on the sensor nodes in the local area around
the target. Prior work, in which tracking heavily relies on high accuracy of localiza-
tion,may not provide highQoT ormay need to compromise betweenQoT and energy
efficiency of WSNs. Because accuracy in localization or distance estimation is never
perfect in practice and the estimated locations of nodes may have errors. A WSN
can achieve localization by interpreting metrics of the target information transmis-
sions such as the RSSI, TOA, TDOA, AOA, MPS, LSS, MDS, or their combinations
(please see [32, 34–48]). Physical interference can be high in outdoor environments.
Although these metrics are often used in tracking, QoT is affected when operating
environments are dynamic. The localization suffers from secular biases due to effects
of shadowing or multi-path propagation, radio occlusions, and decalibration, as well
as large unbiased errors due tomeasurement noise. The inaccuracy in the localization
cannot be eliminated even with a plenty of observation data.

1.1.3 Robustness Concerns

Due to the localization inaccuracy, the event of target missing problem often occurs,
resulting in a significant energy consumption (e.g., to relocate the missing target).
The situation becomes more serious in the case of a WSN that is too dense or sparse,
or environmental noise is high. In prior work, many times it is not possible to track
the target in a energy-efficient and timely manner, if the event of target missing is
caused by node failures, coverage or connectivity holes, or physical obstacles, etc.

Motivated by the above concerns, we design a tracking scheme, called
t-Tracking, with the aim to optimize multiple objectives. We enable sensors
located in a local area near a target moving path to detect the target (see Fig. 1)
and compute and store data locally; they can even reply with queries locally. Target
tracking is made more efficient by exploiting a mobile sink which can always be
around the detecting sensors or a little distance away (single to multihop) [49, 50].
The objectives are to reduce the capturing time (a new metric that measures the total
tracking time required to get around of a target within a certain distance), to enhance
the energy efficiency of the WSN and to ensure the QoT.
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1.2 Our Scheme: t-Tracking

An entity, e.g., a respective authority that intends to follow a target, is called a tracker,
which can also be called a mobile sink because it traverses through the network (see
Fig. 1 for an example). A tracker is assumed to be a single generic source such as a
mobile user or a respective authority. A target can be any mobile entity such as an
enemy vehicle or an intruder. Thus, two mobile nodes, “Target” and “Tracker,” are
implemented. AWSN composed of a set of static sensor nodes is deployed in a plane,
where the target moves in dynamic patterns. Through graph planarization, the WSN
is organized into non-overlapping areas (called “faces” as shown in Fig. 1), which
is usually carried out in localized geographic routing (particularly, in face routing)
[50–52]. Each face (e.g., F2), comprising a number of nodes, corresponds to a local
area of the WSN.

When the tracker intends to follow a target, it queries the WSN. The nodes in the
WSN are periodically clock synchronized to be in an awake, active, or inactive state.
Each node has the capability of sensing, computing, and communicating. When a
node of a face receives a query request, it checks with its neighboring nodes whether
or not it is the closest to the target; if it is, it is elected as a monitor and one of its
neighbors is elected as a backup (see Fig. 1). The monitor then works at the request
of the tracker and sends information about the monitor itself, the backup, and the
target, while the target traverses through the face. In the case that the monitor has any
problem due to any reason, the backup takes the role of the monitor. Target detection
and localization is mainly performed by the cooperation between the monitor and
the backup.

F1

F2
A mobile target

The monitor

A sensor node

The Backup

Moving path in F2

Possible path prediction
A Communication link

The tracker (mobile sink)

A Face (e.g., F2) 

Path already travelled in F1

Fig. 1 An illustration of an intrusion into a restricted area, where an intruder (i.e., a vehicle) is
pursued by an authority (i.e., a tracker), in order to observe its movements
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The tracker then moves toward the monitor and queries for an update. If the target
is still within the face, the monitor keeps tracking the target; at the same time, the
monitor elects the next possible monitor and backup to be the new monitor and
backup by using our prediction method. If the target has already moved out of the
area of the face, the monitor informs the tracker about the new monitor and backup,
and the tracker moves toward them. Monitor and backup are two common sensors
of the current face and one of its adjacent faces. When the monitor finishes its task,
it changes its state to the inactive state. This is also true for the backup. In this way,
a special linked list of monitors, backups, and other nodes in a face is formed as
time goes on. If both the monitor and the backup are viewed as one logical node at
each time step of the tracking, this special linked list is simply a linear link of logical
nodes.

1.3 Distinctive Advantages

Some distinctive advantages of t-Tracking help reduce the capturing time and
energy consumption.

• We take the challenge to reduce the dependency on requiring high accuracy in
localization.

• After estimating the target’s detection, the monitor locally chronicles in its stack,
andwaits for the tracker request. The tracker does not need to wait for the detection
information. The frequency of interactions between the nodes and tracker reduces.

• By employing a low complexity prediction of the next face, the number of nodes
and faces required in tracking is minimized. The sensor’s calculations are sim-
plified and the interactions (communication) between the sensors (other than the
monitor or backup) the tracker is minimized.

• The monitor does not transmit the target’s information to interact with all the
neighbors in faces except for the special events, e.g., target missing or failure
event. Thus, there is no need of extra interactions between the nodes.

• The nodes in the faces, where there is no target, need not perform any interactions
in tracking and can be inactive to save energy. After computation, the monitor
transmits the target information to the tracker only when it receives a request.
Another important objective of our work is to ensure theQoT. This tracking system
is robust if there is an event of target missing problem. If there is the event of target
missing, we allow neighbors that are the closest to themonitor in the current face to
cooperate. Even in this case, if the target is not sensed, we allow all the neighbors
in the face to relocate the target. If the target is still not sensed, we allow all the
neighbors outside of the face to relocate the target. Even when all the neighbors
fail, t-Tracking reverts to the initial detection state.
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1.4 Contributions

To sum up, the original contributions of this chapter are as follows:

• To the best of our knowledge, we are the first to study the problem of target tracking
under localized areas (faces) in a planarized WSN (see [53, 54]). We show how
to organize the nodes into faces in order to track a target.

• We design t-Tracking to address the problem with multiple objectives, in
which we employ a set of fully distributed tracking algorithms. In the algorithms,
we put into practice two mobile nodes under the static WSN, in which the sink
mobility is exploited.

• For a fast tracking operation, we use a simplified kinematics-based prediction to
achieve “face prediction” where the QoT is guaranteed even when the localization
is not so accurate. We design a sensor state transition model to save energy in each
time step of tracking.

• We evaluate the performance of t-Tracking in extensive simulations and in a
system setup with 20 Imote2 sensors. Results show that, t-Tracking reduces
the capturing time from 52 to 91% (implying to have a quick operation in surveil-
lance applications) and increase the energy saving of WSN by at least 4 times in
comparison to prior work [13–15, 35], while ensuring the high QoT.

1.5 Organization

The rest of the chapter is structured as follows. Section2 reviews the related work.
Section3 explains the problem setup and our objectives. Section4 provides the
tracking algorithms about the target’s movement detection and face prediction.
Section5 discusses the tracking process and robustness. Section6 offers the design of
t-Tracking. Section7 provides the performance analysis of t-Tracking. Per-
formance analysis and evaluation are conducted in Sect. 8 and Sect. 9, respectively.
Finally, Sect. 10 concludes this chapter and highlights some future work. We wish
to note that we discuss some concerns/questions in this chapter that are essential to
make more clear the target tracking through faces.

2 Related Work

Tracking moving target using WSN technology is a thought-provoking and well-
established research area. Current advance has generated a large body of works that
have addressed various aspects of the problem of target tracking [13–17, 26, 28,
31, 32, 34–36, 39, 55]. Although existing schemes advance the research of target
tracking in WSNs with many prominent protocols and algorithms, there still exists
issues to be addressed.
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In centralized tracking schemes, sensors directly send reports about sensor infor-
mation, target information, network maintenance (e.g., in case of sensor faults), or
other associated information to a sink (whichmay be deployed outside of the tracking
area). The sink usually analyzes the tracking information and produces meaningful
outputs.

Considering constraints (e.g., energy, bandwidth) and real-time requirements in
WSNs, distributed tracking systems are attractive. Prior distributed schemes improve
difficulties usually found in the centralized tracking schemes [14, 15, 17, 26, 28,
30]. Real-time processing and collaboration between the nodes can be achieved,
and the data transmission during tracking is reduced by the methods of the use
of clusters or trees in tracking. In many of the existing works, dynamic clustering,
which is triggered by an incoming target, is encouraged. On detecting a target, a node
volunteers to be the leader and subsequently clustering occurs. Clustering, however,
involves exchanging of information regarding the location of the nodes taking part in
the cluster formation. Maintaining neighbors and gathering clustering information
consumes time and energy. Forming clusters and assigning sensing tasks, after a
target is detected, introduce a certain amount of time delay in tracking the target.
However, there are also many distributed tracking algorithms in which the tracking
operation is not fairly distributed, requiring the central interactions [10, 11, 26, 56].

Besides the methods of clusters and trees, the network area is also partitioned
into regions, cells, grid, etc., to track a target in a distributed manner [17, 30–32,
37, 57]. There are huge interactions (the number of times each sensor talks to its
neighboring nodes and the sink) during tracking operation. Coordinating different
instructions and collecting data from the sensors in a hierarchical manner enable
the sensors to interact with the neighboring nodes, the intermediate leaders, and the
sink so often. Delay in target detection and tracking may be induced due to multihop
communication and congestion in the network. All these result in a lot of energy
consumption of the network. Moreover, sensor nodes near the sinks consume more
energy and die first such that the tracking task may become critical and slow. When
faults occur in tracking nodes, and connectivity/coverage holes or physical obstacles
appear during tracking, mitigating them at once is more challenging. t-Tracking
is a kind of scheme that is different from them, which organizes the nodes into
non-overlapping areas (faces), achieved at the system initialization (not during the
tracking). Each face has a small number of nodes. All the nodes over the WSN do
not need to be further organized (unlike the clustering or grouping), before the target
arrives to a specific face.

A lot of localization techniques exist, e.g., RSSI, ToA, TDoA, AoA, MPS, LSS,
MDS, GPS, [35, 36, 40–46, 56]. Most prior work is based on the assumptions
that the locations of sensor nodes are exact and data collection by sensor nodes is
accurate. However, uncertainty is ubiquitous in WSNs due to factors such as the
impreciseness of positioning systems, environmental noise, physical interference,
limited sensitivity of sensing components, and so on. In fact, the localization or
distance measurements from the nodes to a target are not accurate [32, 34–37, 43,
46], due to the above reasons in the practical sensing field. Among those, TOA
measurements are easy to acquire, as each sensor only needs to identify a special
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signal feature such as a known signal preamble to record its arrival time. Xu et al.
considers the joint problem of mobile sensor navigation and mobile target tracking
based on an improvedTOAmeasurementmodel (labeled as iTOA) [35]. They include
a general TOA measurement model that accounts for the measurement noise due to
multipath propagation and sensing error.Based on themodel, they propose amin-max
approximation approach (MMA) to estimate the location and make prediction for
tracking that can be efficient. In the situation that, the location or distance estimation
has inaccuracy, QoT and energy efficiency is affected. Such inaccuracy may happen
in every step of tracking.

He et al. [14, 15] designed and implemented a real-time target tracking framework,
VigilNet, a large-scale outdoor WSN, which tracks, detects, and classifies targets in
a timely and efficient manner. Through experiments, VigilNet shows that it can meet
real-time requirements and provide fast tracking, and its trade-offs are validated. On
the basis of the deadline partition method and the use of theoretical derivations to
guarantee each sub-deadline, they make guided and engineering decisions to meet
the end-to-end tracking deadline.

Some prediction-basedmethods [58–60] are used to predict the location ofmobile
targets and to allow a limited number of sensors to track a target, and the use ofmobile
agents for tracking. Typical examples of the prediction-based methods are, namely
pheromones, Bayesian, and extended Kalman filter [26, 28, 30, 31, 35, 57, 61].

A closely related research effort [13], called “Forms,” presents the use of a differ-
ential one-form and location service for target tracking and aggregate range queries,
which is based on network planarization (particularly faces) in WSNs. Forms nicely
discusses tracking through faces in terms of queries, local updates, and maintenance
cost under target movement. The difference is in building a differential one-form on
a planar graph. However, the proposed algorithms are mainly based on theoretical
aspects, ignoring the communication and localization aspects in target tracking in
WSNs. During each time of tracking step in Forms, a number of faces (that con-
taining a large number of nodes in total) need to involve in tracking. Forms may be
suitable for a very large-scale network (with more than thousands of nodes). It may
not be suitable for a small- to medium-scale network. We found that if it is applied in
a network with hundreds of nodes (that is deployed in rectangular field), most of the
nodes need to involve in tracking operation. Achieving tracking information timely
at the sink in case of tracking one or more target in a surveillance application can be
difficult.

t-Tracking attempts to improve many of the above difficulties and shortcom-
ings to a great extent. The idea of organizing “face-shaped” local areas of the WSN
is previously used in routing strategy, but we utilize the idea in tracking application
[53, 54]. To get the full advantages from this face-based tracking, we consider target
tracking using face prediction. We found that it is non-trivial to determine exactly at
which face a target is currently moving and then at which face the target may move.
It requires low update and query cost (low interactions between the nodes), and a
lower time in tracking. It is also useful for a small- to large-scale network.
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3 Problem Setup and Objectives

In this chapter, we focus on the problem of tracking a mobile target for surveillance
applications through a planarized WSN. We design t-Tracking to address the
problem with multiple objectives. In this section, we first provide the preliminaries,
including assumptions and term definitions. We then provide some models. Finally,
we discuss our objectives.

3.1 Preliminaries

Suppose that a tracker and a target are moving in a two-dimensional planar space
with aWSN covering the entire space. The sensor nodes are only capable of commu-
nicatingwith other nodes in its proximity.We assume that all the nodes have identical
sensing range Rs . (For convenience’s sake, the important notational conventions used
in this chapter are summarized in Table2.) For a node located at a point, a circle can
be used that is centered at the point and has a radius Rs to represent the sensing circle
of the node. The node can cover any point inside its sensing circle. However, this
is a theoretical assumption that has little impact on the performance of a WSN in
practice.

TheWSN deployed in a convex regionA is covered if any point inA is covered by
at least one node u. Any two nodes u and v can communicate directly as long as their
separation is not larger than Rc,where |(u, v)| is theEuclideandistance betweenu and
v. This is obtained by a network that is modeled as a graph G = (V, E) by utilizing
a well-known, distributed planarization algorithm, namely, a relative neighborhood
graph (RNG) [6, 51, 52, 62, 63]. The graph G(V, E) is the communication graph
of a set of nodes V , where each node is represented by a vertex in V , and edge
(u, v) ∈ E if and only if |(u, v)| ≤ Rc.We assume that |(u, v)|may vary in a practical
environment, since the radio signal strength of a WSN is highly dependent on the
environment and canbe irregular, due to various reasons, e.g., radio-opaqueobstacles,
transceiver differences, etc. In such a case, Rc can be set to the minimum |(u, v)|
and the boundary of its irregular communication region. Similar to this, we tackle
difficulties found in this planarized network model.1

3.2 Exploration of Faces

By removing intersecting edges from G, we can obtain a connected planar sub-
graph G ′ = (V, E ′) that maintains connectivity with fewer edges in RNG. G ′ has no
intersecting edges. The equation form is as follows:

1Please see Appendix A for the detail about how we mitigate the difficulties.
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Table 2 Notational conventions

Symbol Description

t A mobile target

T A mobile tracker

H A whole period of tracking in a system run

H A period of tracking (H ∈ H)

h A discrete time of a period (h ∈ H )

Rc Communication range of a sensor node

Rs Sensing range of a sensor node

li and Li i th location of t and T , respectively

ls
i i th sensor node location

d(ls
i , li ) Euclidean distance between ls

i and li
m Euclidean distance between Li and li
Si Observation (target’s signal strength)

wi Noise energy

s0 Active state (a sensor senses, computes, and communicates)

s1 Awakening state (a sensor senses and computes)

s2 Inactive state (a sensor’s deep sleeping mode)

u, v, w Nodes

vi i th sensor node, e.g., v1, v2
Fi i th face, e.g., F1, F2

N Total number of sensor nodes in a WSN

n Total number of sensor nodes connected for t’s detection

Smax Maximum number of nodes actively involve in tracking

Tp A common toggle period for waking up

Dc Staying awake (duty cycle)

E Total energy consumption during target tracking

Es,k Total energy saving obtained by state transition

�E Total energy saving during target tracking

vT Velocity of T , vT ∈ [0, vmax
T ]

vt Velocity of t , vt ∈ [0, vmax
t ]

∀u, v ∈ V : (u, v) ∈ E ′ i f f
∃w ∈ V : max{d(u, w), d(v,w)} < d(u, v)

(1)

When a network graph has no crossing edges or links, and it is not unidirectional
and disconnected, the graph is planar. In other words, planarization is equivalent to
an edge removal process on G with connectivity preservation [64]. Such a graph
without having links crossing each other can be achieved by using some cross-link
detection and removal techniques [65].
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Fig. 2 An example of
planarized network showing
nodes and faces in the planar
space
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Face routing becomes an established technique to route packets using geographic
information: Face routing guides packets along faces of the network communica-
tion graph and guarantees delivery when applied on a planar subgraph. These faces
enclose void regions in the network on whose border one can find local minima.
Figure2 shows an example of a planarized network. Note that, as mentioned in
Appendix A, the planarization in this work includes boundary node recognition
techniques [64, 66] in order to reduce the difficulties in face generation. The figure
shows planar faces (with reference to Fig. 1), in a planar neighborhood graph, point-
ing to tracking path lines between two nodes, indicating connectivity between them.
Black- and gray-shaded nodes indicate the nodes in the active state.

The following terms and assumptions are in effect regarding in the system model
in t-Tracking:

• The tracker, T , is assumed to be a single generic source such as a mobile user (e.g.,
a military personnel in battlefield), an investigator (can be in a vehicle or petrol
car), or a fire-fighter, who is interested in obtaining information about a target. The
tracker may show interests to the network and receive responses to the interests.
The target, t , is a signal emitter, which is sensed and optionally observed by the
WSN.

• The interest is a query about t . The query is implemented as one or more specific
interests, e.g., requesting specific sensor node(s) (e.g., monitor and backup) to
report a specific measurement as the request is received.

• All the nodes have the same sensing range and communication range in a regular
case. Each node has a limited energy budget for sensing, computing, and making
transmissions. But, in an irregular case, e.g., inaccuracy in neighbors’ location
information, the presence of obstacle, the nodes are assumed to be able to adjust
Rc by choosing an upper power level.
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• Upon detection, failed/disabled nodes are avoided. The system is able to avoid the
loss of one or more nodes and to keep functioning as reliably as possible.

• Capture point denotes the point in tracking when T reaches the proximity of ls
i

(normally themonitor location) and d(ls
i , li ) is less than a predefined value. In a real

scenario, when T pursues t , T may reach t within very close range (d(ls
i , li ) ≤ ε)

and may capture t . ε is the predefined range, e.g., ε ≤ |Rs |
2 or |Rs |

4 . ε also can be
said a “capture distance”.

3.3 Models

3.3.1 Target Sensing Model

How to identify the target/object in the sensing coverage through faces is discussed
in this subsection. We use a simple sensing model. Each node of the WSNs should
find out t’s location inside a face in A, velocity, and direction. Suppose that li ∈ A is
the location of the target at time h ∈ [0, H ]. If there is t within Rs of a sensor node,
the node senses the presence of t . It records the signal strength as follows:

Si =
⎧
⎨

⎩

0, if r+re ≤ d(si ,li )

e−λaβ + wi , if re > |r − d(si ,li )|
wi , if r − re ≥ d(si ,li )

(2)

Here, re(re < r) is a measure of the uncertainty in t’s detection, a = d(ls
i , li ) −

(r − re); λ and β are parameters that measure the detection when t is at a distance
greater than re but is within a distance from the node. We normalize Si , such that wi

has the standard Gaussian noise distribution, i.e., wi ∼ (μ, σ 2) where μ and σ 2 are
the mean and variance of wi , respectively [37]. Based on (2), i th sensor vi located
at ls

i is able to detect t whenever ||ls
i − li || ≤ Rs . This detection may be unreliable,

in the sense that failing to detect t does not imply that ||ls
i − li || ≥ Rs . Such false

negatives, which can occur as a result of unmodeled occlusions in the operating
environment, noise, or other factors, are assumed to be extremely common.

Given the target t’s present location in li (xi , yi ) at hi and t’s previous location in
li−1(xi−1, yi−1) at hi−1, the Euclidean distance is denoted as follows:

d(ls
i , li ) =

√

(xi − xi−1)
2 + (yi − yi−1)

2 (3)

Since this work mainly focuses on tracking t , we ignore the details of the T ’s
movement model.
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3.3.2 Tracker Moving Model

Here, we discuss tracker T ’s movement model. t also moves in plane A. We assume
that T moves independently and in an optimal way. The movement of T is charac-
terized by its speed, vT . Suppose that at time h, the location of T is Li . The speed of
T is randomly chosen from a range vT ∈ [0, vmax

T ] [12], where vmax
T is the maximum

speed. T knows its location within A. It has no sensors to directly detect t ; it instead
must rely solely on the communications from the WSN. The monitor and backup
assist T to track t and to capture t at some time. T is assumed to have sufficient
power and equipped with radios and processors, so that it can receive messages that
are sent by the tracking nodes (monitor and backup in t-Tracking). It is capable
to find the direction of a node location. T also uses the radio to transmit messages
to inform the monitor vi (and also the backup) of its presence. These messages are
detected by the monitor vi whenever t is in its Rs . Whenever T receives a message
from the monitor located at ls

i , it quickly moves to ls
i and then moves from ls

i to li .
Based on these observations, we use the following strategy for T :

Moving with a maximum speed vmax
T along the shortest path in A from Li to the close

proximity to ls
i and then to the close proximity to the li .

Computing this motion takes computation time linear shortest path elements [67].
Ourmain interest in thiswork is in target tracking. Thus,we ignore the detailed design
of the tracker. There is a number of schemes nicely describing the sinkmobility mod-
els [12, 49, 50, 67–72] in terms of various concerns (e.g., themobility pattern, routing
techniques, data delivery to a mobile sink, latency in the delivery, connectivity, and
delivery constraints.), which we follow when modeling the mobility of T in this
work. Particularly, a scheme, localized geographic routing to a mobile sink with
guaranteed delivery, greatly helps us in this work [50].

3.4 Objectives

To measure the performance of t-Tracking, three of the important metrics are as
follows:

3.4.1 Decreasing the Target Capturing Time [CT ]

This is measured by the total tracking time that T requires to capture t at a certain
location or a minimum distance. The reason for considering such a new metric is
that it can indicate how fast a tracking system can detect and get a close proximity
of t . Measuring such a metric can provide an insight into the tracking in border or
road patrolling, military tracking applications, etc., where some time T is physically
required to capture t . When calculating the capturing time, we take into account the
target detection delay.
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Whenever T is informed by the monitor vi located at ls
i about t’s detection, T

approaches to capture t . We need to mention that there is two-phase time duration
that T spends in capturing t .

• This is the time in which T moves fast and passes a relatively short/long distance
between itself and the proximity of ls

i .• This is the time in which T moves from the proximity of ls
i to a close proximity

of li .

As time increases, the relative emphasis placed on the first phase by m decreases.
Thus, we consider the capturing time C at a capturing point, which measures the
length of the first phase, and is defined by

C = min{h ∈ [0, H ] | (m|d(ls
i , li ) ≤ ε)}, (4)

The Euclidean distance between T and t , m = ||Li − li )||, including the distance
between Li and ls

i and d(ls
i − li )). Hence, the total capturing time denoted by CT is

the total tracking time required by T from the tracking operation start to capture t
at a capturing point in a system run, which is equal to the number of total tracking
intervals spent plus C.

3.4.2 Increasing the Energy Efficiency of the WSN

This is measured by the total amount of energy saving denoted by �E . We seriously
take into account the energy consumed by sensor nodes in every time step of tracking
and sensor node duty cycle.We then estimate the total amount of energy saving during
tracking. That is to mention,�E is attained by two-phase energy saving: (i) Esk—the
amount of energy saving by each sensor low-power state transition (sk = s0, s1, and
s2); (ii) Etr—the amount of energy saving achieved during each time period (h ∈ H )
of in tracking (e.g., in detection, localization, prediction) by reducing the frequency
of interactions between nodes and between the nodes (monitor and backup) and T .

3.4.3 Ensuring the Quality of Tracking (QoT)

As the issue of the quality of service (QoS), QoT ismeasured by the rate of successful
tracking steps (rSTS) in a systemwith robustness against all difficulties, including the
presence of high localization errors, sensor faults, physical obstacles. We think that
these difficulties remain to somedegrees in tracking in the real operating environment.

Remarks The above three performance metrics, CT , �E , and the QoT, are at least
partially in conflict with one another. Intuitively, one can imagine that (i) a decrease
in CT or in the QoT results in a corresponding increase in �E , or (ii) a decrease in
CT or an increase in �E may result in a corresponding decrease in the QoT, i.e., the
use of Pareto optimality concepts in tracking in a WSN. However, our simulation
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and experiment results confirm that a decrease in CT or an increase in �E generally
results in a corresponding increase in the QoT. This tradeoff motivates us to treat the
problem as a multiple-objective optimization problem.

4 Tracking Algorithms

In this section, we first show how we organize the nodes of a planarized WSN into
faces for the purpose of tracking. Then, we present algorithms for the computation
of target moving sequence through faces and use the sequence for face prediction.
Finally, we provide energy-saving transition techniques.

4.1 Rules for Node Organization into Faces for Tracking

The planar subgraph consists of faces which are enclosed and bounded, in face-
shaped regions [73], as described earlier. Each subgraph may have one or more
faces. Exploration of a single face by any node vi (such as the monitor) can be
done in a localized way by applying the well-known left-hand rule that requires
the message to traverse the edge. This edge lies the next in the counterclockwise
direction from the previously visited edge. The right-hand rule, in contrast, requires
the message to travel the edge lying next in clockwise direction. By utilizing the
concept of faces as “local areas” from localized geographic routing (particularly,
the face routing) techniques, we consider Fig. 2 as a representative example for the
purpose of tracking in t-Tracking. We want to provide some definitions that are
used throughout this chapter.

Definition 4.1 (Adjacent Neighbors) The neighboring nodes next to a specific node,
which are directly connected, are called adjacent neighbors.

Definition 4.2 (Face Neighbors) All of the neighboring nodes inside a specific face
Fi (where t is detected and is moving) of a specific node are called immediate
neighbors.

Definition 4.3 (Immediate Neighbors) Those neighboring nodes,which are the adja-
cent neighbors (directly connected) and also the face neighbors inside face Fi of a
specific node, are called immediate neighbors.

Definition 4.4 (Distant Neighbors) Those neighboring nodes, which are not the
adjacent neighbors but the face neighbors inside face Fi of a specific node, are called
distance neighbors.

Definition 4.5 (Neighboring faces) All those faces, which are corresponding to a
specific node, are called neighboring faces. Sometimes, it may also include all those
faces, which are the adjacent faces of a specific face Fi .
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As T wishes, it issues a message to the WSN to assist to track t . Suppose that i th
node vi is any node of theWSN that can detect t , as t appears in the vicinity of vi (e.g.,
v1). Based on the detection probability (Pd ), v1 becomes the monitor. Then, v1 starts
finding face i th face Fi on which t appears. According to the WSN planarization at
the system initialization, i th node vi already has the information about its neighboring
nodes and faces. From there, v1 further updates the information about faces.

Let face Fi be the F2. Then, faces, F1, F12, F3, F10, and F18 are called the neigh-
boring faces of face F2. Node v1 of face F2 corresponds to three adjacent faces,
namely F1, F2, and F18, as shown in Fig. 2. F1 and F18 are called neighboring faces
of v1. The nodes in the three adjacent faces in G ′ are—(v1, v3, v4, v5), (v1, v5, v6,
v7, v2), and (v1, v2, v3). v1 has only three direct neighboring nodes v2, v3, and v5,
but here we only consider the neighboring nodes with respect to t’s location in F2.
Thus, the nodes v5, v6, v7, and v2 in F2 are called v1

,s face neighbors. v5 and v2 in F2

are called v1’s immediate neighbors. The rest of v1
,s neighboring nodes, v6 and v7,

are called distant neighbors. One (e.g., v2) of the two immediate neighbors becomes
the backup, as the combined detection probability (Pc

d ) between the monitor and the
neighboring node is the best.

Therefore, the monitor and backup (v1 and v2) are the active nodes of F2 for
a period of tracking and some of the distant neighbors may already detect t . The
computation of t’s moving sequence and tracking is mainly performed by the two
nodes. They connect T . The distant neighbors can assist the monitor in tracking
if needed, e.g., in the case of t ′s missing. The number of nodes in F2 is five. The
number of nodes in F1 is four. In normal tracking, if t moves from F1 to F2, the
number of nodes needed to involve in tracking is four to five, respectively. The two
active nodes (monitor and backup) whose frequency of interactions can be higher
than that of other nodes. Among them, the monitor usually has more interactions
than the backup node. Thus, the number of total nodes required in H is minimized
in t-Tracking. Similarly, node v5 has five adjacent faces with eleven neighbors.
If we considered all of the faces and nodes that correspond to a node (e.g., v5),
the frequency of interactions in the WSN would be high, resulting in a high energy
consumption.

The above rules are extracted from the localized geographic routing techniques,
by which all static nodes have locally accessible information about their neighbors
without the use of exact locations [50, 74–76]. Such localized algorithms have been
developed in the past for different contexts [52, 73, 74]. The main difference is that
we do not consider the packet transmission from a node of a face to a destination
node of another face (which is usually a long distance away). This implies that a
packet does not travel several faces on the way to the destination node. We restrict
it to a face (e.g., F2 where t is moving) and neighboring faces only. This specifies
that the nodes of faces around t are only organized. There is no need for any strong
dependency on the localization, as this tracking application intrinsically finds the
neighbors in the plane.
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4.2 Target Detection and Target Moving Face Detection

In this subsection, we show how t can be tracked through the faces and present
subsequent algorithms, including target detection, movement sequence, and face
prediction.

4.2.1 Target Detection

In t-Tracking, each node is enabled to independently detect and process t’s
information locally, and collaborate with its neighbors in faces if the t happens
within its Rs . Hence, t may be potentially detected by any node within their Rs .
More precisely, any node which belongs to one or more faces of the WSN can
detect t .

Algorithm 1: Target Detection
Input: A WSN of N sensor nodes observing the target t ;
Output: t’s location li at time h;
for each node vi of the WSN at the s1 state do
Listen to the environment and start sensing;
Measure Si ;
if t is found then
Change the status to s0 state;
Compute Pd ;
Run t’s moving face detection algorithm;
Compute current location li ;

end for

Definition 4.6 (Detection probability (Pd )) Pd is the probability that a sensor node
reports the presence of a t when t is within its Rs .

Each node estimates a detection probability Pd , which is the probability that a node
reports the presence of t when t is within its Rs . It is estimated for the slow t to the
fast t . The face strategy helps us to find t’s moving since the monitor and backup
share a part or the whole area of the face where the t is moving. Suppose that t
enters the tracking area from point 0 to L meters. The area can be rectangular or
semi-circular. Thus, the detection probability is stated as follows:

Pd = Dc + πr L

(2L + πr/2) · v · Tp
(5)

In the case of t-Tracking, we therefore need to guarantee that t is detected before
it leaves the monitor’s sensing range. We take L = R. Hence,
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Pd = Dc + πr R

(2R + πr/2) · v · Tp
(6)

More details about the derivation of both slow and fast mobile targets can be found
in [15].

Algorithm 1 gives the pseudocode of t’s detection by using (2) and localize it
at a location li based on Pd at the first time. Once t is localized, the face detection
algorithm begins.

4.2.2 Target’s Moving Face Detection

In this subsection, we discuss how a node decides on t in which specific face t is
currently moving and then localize t inside the face at li for the first time. Algorithm
2 is presented in Fig. 3 for this purpose: There are several small steps at the beginning
of the target tracking operation that are described as follows:

Step 1: There is t detected by node v1 at h somewhere in the WSN by using Pd .
Similarly, some of neighboring nodes (e.g., v5, v3, v4, v6, and so on) of v1 might be
able to detect t at h and have Pd in some extents.

Step 2: v1 first interactswith its adjacent neighbors by issuing a request, containing
the information that t is in the range, Pd , and d(ls

i , li ). There are three adjacent
neighbors of v1: v5, v2, and v3.

Algorithm 2: t’s moving face detection at the first time (in which specific face
t is currently moving.)
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Step 3: After receiving the request messages from all of its neighbors (including
the adjacent ones), node vi compares its Pd with another node v j that are paired up
with it, e.g., v1 ↔ v2, v1 ↔ v3, v1 ↔ v5.

Step 4: Among all the neighbors, v5 or v2 has the second best detection probability
that is the immediate neighbors. v3 may have the lower detection probability than
that of v5 or v2. Thus, t should be the inside F2, instead of in F18 or in F11. To
know the pair of the nodes, which have the best detection probability, we consider to
combine the detection probabilities, denoted by Pc

d , of each pair of the nodes. If one
wishes, angle between the two or three adjacent neighboring nodes can be estimated
to decide in which face t is in. Finally, we set three conditions for any pair of nodes
(e.g., v1 and v5) to be the monitor and backup: (i) Pc

d should be higher than other
pairs of nodes; (ii) they should be the adjacent and also be the immediate neighbors;
(iii) they should be in the same face Fi (e.g., F2).

Step 5: As the monitor and backup, v1 and v5 update the information of F2 and
neighboring faces by following the rules described earlier. Then, the complete face
Fi can be detected and the nodes of the faces can be organized to track t .

Note that the above steps are used for face Fi detection at the first time. t’s tracking
can be easier in the WSN afterward, as another two nodes of F2 (e.g., v1 and v5)
compute t’s movements and face prediction when t moves from Fi to Fj .

4.3 Computing Target Moving Sequence Through Faces

4.3.1 Target Movement Sequence Inside a Face

In a practical environment, t may move in complex and stochastic ways in any direc-
tion from face Fi to a future face Fj , as shown in Fig. 3a. t’s velocity is unpredictable
and it may be impossible to explicitly express the velocity.We enable themonitor and
backup to compute the moving sequence based on possible locations of t according
to its current motion state and tracks t when it moves from Fi to Fj , as shown in
Fig. 3b.

As the size and shape of moving t is undeterminable by a WSN and t is uncoop-
erative, we use the location of its center of gravity to find t’s location. It may move
in a dynamic pattern. We tackle several moving patterns of t , as shown in Fig. 3c,
Fig. 3d, and Fig. 3e, respectively: (i) straight moving, (ii) left or right turning, (iii)
making U-turn. The moving direction of t can be presented by θ . Let time h be
further divided into a series of discrete time instant, e.g., h1, h2, and at each such
time instant, the interval is set to 1. Let Mt = {li , θh, θ

′
h, v

max
t , vmax ′

t } be the motion
of t at current time h, where θh and θ ′

h are the direction angle and the turning angle,
vmax

t and vmax ′
t are the maximal straight velocity and turning velocity, respectively.

Each node can calculate the displacement of t denoted by Dh in the three patterns.
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Fig. 3 a t may move in any pattern; b an example of localization of t by monitor and backup at
each time instant and the moving sequence inside the face; c–d the models of t’s different moving
patterns (straight, U-turn, and a turning moving, respectively)

Pattern 1: θh = 0, t moves in a straight pattern, i.e.,

Dh = vmax
t (7)

Pattern 2: θh ∈ (−π, π ] and h1 < 1, t moves with turning angle θ ′
h . Let h1 be

the time elapsed in turning in h. t’s moving sequence consists of δ and γ, as shown
in Fig. 3e, where δ is the arc formed by t’s turning, and γ is the displacement that t
moves in direction θh . Let ς be the length of the straight moving of t , we have the
follows:

δ = θh
′ς

h1 = δ

vmax ′
t

= θh
′ς

vmax ′
t

γ = vmax
t (1 − h1) = vmax

t (1 − θh
′ς

vmax ′
t

)

θh
′ = vmax

t
ς

tan(θh)

(8)

Let τ be the chord length of δ, thus,

Dh = τ + γ = 2ς sin(
θh

′

2
) + vmax

t (1 − θh
′ς

vmax ′
t

) (9)
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Pattern 3: θh ∈ (−π, π ] and h1 ≥ 1

δ = vmax ′
t

Dh = τ = 2ς sin( vmax ′
t
2ς )

(10)

Given the current location information of t at h, the predicted location li+1 with
approximate coordinates (xi+1, yi+1) of t at i + 1 is given by

xi+1 = xi + Dt cos θh

yi+1 = yi + Dt sin θh
(11)

By using (11), t’s movement is determined by (li , θh, v
max
t , vmax ′

t ), where vmax
t

and vmax ′
t are influenced by the motion capacity of t . We can compute all possible

locations of t by varying θh from −π to π . We present Algorithm 3 to compute
t’s moving sequence based the above information (t’s displacement Dt at a moving
pattern and the estimation of a set of locations, see Fig. 3b). Based on t’s movement
sequence, we need to compute “face prediction,” i.e., t’s moving from one face Fi

to another face Fj .

Algorithm 3: Computing Target Moving Sequence
Input: Given a target t , its previous locations li−1;
Output: Target moving sequence inside face Fi ;
1: Given the detected Fi via the Algorithm 2;

Set Mt = {li , θh, θ ′
h, vmax

t , vmax ′
t };

2: for each further location measurement do:
Obtain a set of t’s observations, S′ ← Si , i = 1, 2, 3, . . . ,;
Get Smed ← the mediani of the observation set S′;
Compute Dt by Smed considering the three patterns;
Compute li+1 by (11);

end for
3: Update li ← li+1 and buffer it;
4: Compute t’s moving path sequence based on li , i = 1, 2, 3, . . . ,;

4.4 Face Prediction

In this subsection, we discuss the final stage of tracking, i.e., we observe t’s moving
from a current face Fi to a future face Fj , and propose Algorithm 4 for the prediction
of face Fj . Through Algorithm 3, eachmonitor and backup can continue tracking t in
its state s0 and compute the moving sequence of t within Rs . Meanwhile, the distant
neighbors of Fi are either aware of t or already involved in the tracking. Whenever t
moves from Fi to Fj , it must leave the sensing areas of the monitor and backup and
enter into the sensing areas of distant neighbors (see Fig. 4b). Based on themovement
sequence, the monitor and backup compute a probability of direction, denoted by p,
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Fig. 4 The monitor v1 in the face F2 indicating t’s moving in the direction from F2 toward F3

of the neighbors’ locations, as shown in Fig. 4a–c. They predict t’s moving toward
the neighbors so that the neighbors can be further aware of t’s moving from F2 to F3.
Two of the neighbors (e.g., v6 and v7) become the new monitor and backup. They
are the two common nodes between F2 and F3.

The monitor and backup use almost the same direction used in Algorithm 3 to
calculate p. In the calculation of p, we consider the edge between the monitor and
backup to bemapped over the x-axis in the 2Dfield, as shown in Fig. 4b. The direction
arrow from node v1 to node v6 indicates that t is moving in the direction. θp specifies
the direction, θp ∈ (−π, π ]. θp = 0 is the instant direction at the current time. d(θp)

and p(θp) are the radii from the monitor to the neighboring nodes in the face at
direction θp and at the directional probability, respectively. p decreases linearly and
reaches the minimum value at the direction of d(θp = π), and

α = xi+1θp + yi+1

α∗ = −xi+1θp + yi+1
(12)
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The following equation is used to get the value of p:

p =
{

α, θp ∈ (−π, 0
]

α∗, θp ∈ (0, π
] (13)

Algorithm 4: Face Prediction by the Monitor
Input: Given a face Fi where t is moving, i = 1, 2, 3, . . . ,;
Output: Prediction of face Fj where t may move;
1: Get t’s moving sequence inside Fi by Algorithm 3;

Compute θp by analyzing t’s moving direction;
Compute α, α∗, and then p;

2: Issue an alert message to distant neighbors of Fi (i.e., the new monitor and backup)
located in t’s moving path;

if (upon receiving the message) it is the requested node then
Start node organization into Fi+1 and neighboring faces;

else
The node stays in awakening state s1;

3: if upon detection of t and reception of the final alert then
Interact with the new backup; // vi ↔ v j
Continue computing t’s moving sequence in within its Rs

by Algorithm 3 toward Fi+1 it belonged;
else Interact with the previous monitor and all of its neighbors for t’s detection;

// t may make U-turn or turning in moving
4: if t is detected in face Fi+1 then

li ← the new location;
Fj = Fi+1 // this face becomes the current face;

end if

After computing p, the current monitor issues the alert message on the direction
with the monitor election information. As t leaves the monitor’s sensing area, the
monitor finally alerts the new monitor by handing over t’s information in a message
form. An example of sending an alert message in a possible direction can be seen in
Fig. 4c. Once the new monitor receives the alert, some of the nodes of Fi (e.g., F2)
also reorganize themselves into predicted face Fj (e.g., F3), as shown in Fig. 5d, by
following the node organization rules described before. Upon receiving the alert, a
timer hout (will be described further) is started tomeet in real timewith two purposes:
(i) to specify the timeout period in which a newmonitor waits to track t when t moves
across between itself and the backup; (ii) prevent situations of any irregular event
happening or any wrong local information in face F3 and in the neighboring faces
before t’s moving to F3. The pseudocode of this face prediction is presented in
Algorithm 4.
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Fig. 5 Step by step target tracking through the faces in the WSN: a t is moving through F1 and
moving across the edge between v1 and v5; b t is moving through F2 and moving across the edge
between v6 and v7; c t is moving through F3 and moving across the edge between v9 and v8

5 Tracking Process and Robustness

Based on the proposed tracking algorithms, we first provide the tracking process in
this section. Then, we discuss the tracking robustness to failure events and recovery
solutions.

5.1 The Tracking Process

This subsection discusses the interactions between T , the monitors and the backups
during the trackingof t . Theprocess is illustrated inFig. 5.Once theWSNis deployed,
the planarization is performed at the initialization. As T wishes, it sends a flooding
request into the WSN at time h, requesting t’ information. Since t is detected inside
F1, T is informed of t’s current location, and the closest node is v4 (see Fig. 5a).
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v4 becomes the monitor by using Pd and detects F1. In F1, v4 has 3 neighboring
nodes that are v5, v1, and v3; its immediate neighbors are v5 and v3. When T needs
information about t , T sends a query to the monitor. For reliable queries and replies,
T uses Algorithm 5, which gives a snapshot of how T and monitor interact with each
other.

Algorithm 5: Tracker T ’s Query
Input: Given a tracker T that moves throughout the WSN G;

T has a set of query message Q = [q1, q2, . . . , qk ];
Output: Reply to the answers to T by the Monitor and Backup;

T : send the queries with sequence numbers 1, 2, . . . , k;
Monitor : receive the message for qk ;

Check the sequence number for loss detection;
if a loss is detected in the sequence number then

Send an NACK to recovers the loss message;
end if

T : Check the sequence number;
if upon reception of the NACK then

Retransmits qk−1;
end if

Monitor : When the queries are successfully received
if received message is not the last queries then

The next query is not sent before timeout;
T retransmits this message until the ACK is received;

else
Monitor sends an ACK to T //receives the exact answer

If t moves in the direction of v3, v4 is able to easily determine it. As shown in
Fig. 5a, if the monitor v4 estimates that t is moving toward v1, v4 then interacts with
v1 and v5. Since T arrives at the vicinity of v4 after t has moved away, v4 informs T .
This means that v4 will transfer the information to T to follow the same route, i.e.,
to go to v1 (in the proximity of t’s current location). The monitor interacts with T to
transfer t ′s information in order to capture t . Algorithm 6 provides the pseudocode
of the interactions between the monitor and T for t’s capturing.

When t moves from F1 to F2 along the route indicated in Fig. 5b, at time h + 1,
only the monitor v1 or both monitor v1 and backup v5 are already aware of t’s route.
Notice that when a monitor indicates the predicted location and direction of t where
T will be after given h, it determines which node will most likely be the newmonitor
that t is approaching. It also elects an immediate neighbor of the new monitor as
backup and informs them in advance about incoming t .

v1 is already in s0 and detects t as it moves from F1 to F2. v1 receives the message
from v4 and forwards it in F2. It then checks itself to confirm if it is the new monitor.
As a monitor, v1 senses and observes t in F2. Meanwhile, T reaches the proximity
of v1’s locations and requests t’s status (see Algorithm 6). Monitor v1 works in the
same way and elects a new monitor v6 and a new backup v7 by comparing with t’s
future movements at time h + 2. Based on the tracking process above, we can find
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Algorithm 6: Transferring t’s Capturing Information
Input: A monitor and a backup that involves in tracking t in the WSN;
Output: Transferring t’s information to T ;

T : Move to vi ’s proximity and query for t’s updated information;
Monitor : Given a timer hout for Monitor to send t’s information;

Start hout ;
Buffer the information until an ACK is received from T ;
if d(ls

i , t) ≤ ε // t is still within Rs then
Send a message to T about t is in a capturing distance;

else
Send a message to the new monitor and backup

about t ′s moving toward them;
Send a message to T

about directing it to the new monitor and backup;
Go to s1;

T : if T reaches the monitor’s proximity and hout is not over then
Send a capture report to the monitor;
Stop tracking operation;

else if hout is over or upon reception of the message then
Send an ACK to monitor about moving toward new monitor;
Move toward the new monitor;

end if
Monitor : if the ACK is not received by T then

Retransmit and reset time until tout ;
else if upon reception of the capture report then

Go to s2;
else

Go to s1; //tracking operation continues

the secuences in the tracking. An example of a sequence of faces is F1 → F2 →
F3 → F4, and so on. An example of a sequence of locations of the monitor and
backup is (v4, v3), (v1, v5), (v6, v7), (v8, v9), and so on. Both sequences represent t’s
movement sequence (or path) and T ’s routes.

5.2 Robustness to the Special Events During Tracking

5.2.1 Failure Event Definition and Identification

In this work, the following occurrences are specified and considered in order to
prevent target detection failures or a loss of tracking:

• Network failure occurs when the monitor relays a message, but does not receive
an acknowledgment in time. This is a result of losing an acknowledgment. A node
may also fail during operation because of fault, energy depletion, or some other
reasons.

• Prediction failure occurs if the prediction of the next location where t is approach-
ing is incorrect, e.g., t may suddenly change its route or take a U-turn toward the
opposite direction, which results in an inaccurate predicted location.
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• A connectivity hole or physical obstacle is an area where the edges between nodes
form a closed face without direct links between nodes that are not adjacent on the
perimeter of the face.

• If t’s detection failure occurs, a monitor instantly issues a message to all face
neighbors about changing their state, which may result in a short delay in tracking.

5.2.2 Recovery Solutions

t-Tracking usually avoids a single node failure that causes the partition of a
sensor network. When a new monitor fails to detect or is not close to t , the backup
takes up the role of the monitor. The relationship between the monitor, backup,
and possible new monitor and backup is maintained by a low-cost, implicit linked
list among them, as shown in Fig. 6a. When t comes across the monitor’s area, the
monitor constructs a linked list automatically and connects all the neighbors in the
face, including the backup, immediate neighbors, and distant neighbors. There are
linear links between themonitor v4 and the newmonitor v1, and another link between
v4 and v5. We also show a link between v1 and its backup v5.

If there is a node failure (e.g., v7), the neighboring nodes perform a local main-
tenance (by merging two or more faces into one) around the failed node. In such a
maintenance, the size of new face (e.g., F10 in Fig. 6b) become large. Thus, t can be
detected inside the face. A similar solution is applied to if there is a permanent link
failure due to an obstacle and hole in the WSNs, or other reasons. The monitor finds
the optimal cycle (i.e., redundant link) to its neighbors. If the monitor can find one
or more cycles, the current face is divided and merged with another faces into two
or more sub-faces (see Fig. 6b). More details about such local maintenance on faces
can be found in our earlier work [77]. Note that we do not insert any nodes inside
a face unlike the work Forms [13]. We think that node insertion into a face during
tracking operation is not suitable and is time- and energy-consuming.

(b) As v7 fails, F2, F3, F9 are
divided and merged into F10,
dotted lines are the new links

(c) As link (v6 v7) 
fails, F2 and  F3  are
merged into one F2'

Old and new monitors
(a) Link between:

Monitors and backups

F1

F2

v4

v3

v5

v6 v7

v2v1
F2
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Fig. 6 Offering robustness to special events in theWSN locally: a link construction; b face dividing
and merging; c face merging
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If there is an obstacle (either a concave or convex obstacle), the face may not be
divided because if message transmission is impaired by a physical obstacle, then the
monitor alerts all of its face neighbors to be active and to detect t . During a discrete
time interval, if t is not detected yet, the nodes in the neighboring faces become
active and detect t . The link construction algorithm (see Algorithm 7) runs between
the monitor and the face neighbors.

It also establishes the node connectivity of the assumed deployment characterized
by the following:

• There exists a link between a monitor and a new monitor.
• There exists a link between a monitor and a new backup.
• Each monitor needs to connect to at least one node during the tracking time.

In order to discuss detection failure, suppose that v6 is currently elected as the
new monitor, and v7 is the backup; if t is not in Rs of v6, v6 may fail to detect t .
However, in t-Tracking, we consider that if v6 fails to detect t , v7 cooperates
in tracking t . If v7 also fails due to the fact that t may change direction or because
of other failures, v7 and v6 send a detection failure message to v1. Old monitor v1
then sends a message to all of its neighbors in the face that tells them to cooperate
in tracking t . These neighbors include v5, v6, v7, and v2, except itself in F2.

Algorithm 7: Link Construction
Input: Given links of a current face Fi and Li , cycle;
Output: Communication link list and re-cycle;

Step 1: (Further node organization into faces)
Connect backup and all other nodes (one by one);
Duplicate all of its edges;

if there is an edge from vi to v j then
Add a second edge from vi to v j ;
Find a communication cycle in it;

Step 2: Check all edges are visited and cycled;
if an edge is not visited then

Construct a cycle;
if a cycle cannot be constructed then

Link all of the nodes through “perimeter” of the face;
repeat

Each next node ← get each next 1-hop (perimeter, neighbor)
(using right hand rule [6, 51, 52, 63]);

until the last node is the monitor itself;

In this case, v1 is required to wait for a new monitor. If monitor v1 gets a message
about the presence of T , it replies with t’s detection failure. If t is not detected in F2,
then v1 sends a message to all of the nodes in the neighboring faces that correspond
to its immediate neighbors and distant neighbors through them. After that, if t is
not detected in the neighboring faces, monitor v1 sends a request to T to relocate t .
T sends a message to the WSN to relocate t . This mechanism mitigates the chance
of routing failure, node failure, as well as the event of target missing. Based on t’s
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moving sequence, a face can be detected in advance so that if there is any hole or
obstacle, the monitor is aware of it.

In the performance evaluation of t-Tracking, we found that this mechanism
to detect t further by nodes in the neighboring faces is required for a very few times,
specifically, two times in 50 simulation runs. Additionally, if t unfortunately stays
in a hole region or t is not detected at all (due to an unknown reason), T gets a
message about t missing. It means that T cannot get any information about the next
destination. Then, if it can hear the nodes and receives a request after a predefined
time instant, it relocates t . When t leaves the hole, t can be further detected in a face
(outside the hole), and T can obtain its location. We found “no relocation” request
to the WSN by T in the 50 simulation runs.

5.2.3 Handling Sparse or Dense Network Area During Tracking

The network density, denoted by ρ, is not bound in t-Tracking. When there is a
constant bound on ρ (e.g., VigilNet [15], Forms [13]), we believe that our solution
is highly feasible because we use different t’s speeds while many holes may appear
in the WSN. However, if ρ is large, especially if ρ is larger than a given threshold
in some areas, fewer holes may appear, but t’s moving sequence and face prediction
cannot be estimated efficiently, and n and Smax can be high. The monitor is aware
of the local network density. When v5 corresponds to 5 faces, as shown in Fig. 5, we
consider this as average density. When a monitor corresponds to many faces but the
amount of nodes in each face is small, theWSN is dense. Conversely, when amonitor
corresponds to a few faces but the amount of nodes in each face is still small, the
WSN is sparse. In a dense WSN, the monitor relaxes the frequency of computing t’s
localization; i.e., after taking a few observations, the monitor estimates t’s locations
and predicts the next face directly. In that case, face prediction is preferred rather
than a moving sequence of t . More concerns with the proposed tracking algorithms
can be found in Appendix B.

6 Design of t-Tracking

In this section, we delve into the design t-Tracking. Then, we provide the state
transition techniques and the detail of the energy consumption model.

6.1 Key Design Elements

The key design elements of t-Tracking scheme are presented in Fig. 7. The
target node element is the mobile target that can emit various forms of signals and
has mobility function. In addition to the mobility function, the tracker element is
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Fig. 7 Key design elements of t-Tracking

equipped with a communication radio to interact with theWSN. The communication
element of a sensor node interacts with neighboring nodes and the tracker. The
element follows the rules of energy-efficient state transition and its duty cycle. The
WSN planarization is carried out after its deployment. Once theWSN starts tracking
operation, t’s detection element commences. Once t is detected by some nodes at
the beginning through the “target detection” algorithm element, all of the nodes in
the vicinity is organized into faces via “face detection” algorithm element. Two of
the nodes become the monitor and backup. Then, the main tracking operation starts.
In the tracking, the computation of “target moving sequence” and “face prediction”
elements are carried out until t is captured. The design core element handles all
the detail of tracking operations, including communication tasks, data recording and
buffering, timing, synchronization.

6.2 Sensor State Transition Techniques and Energy Saving
in the WSN

Putting sensors into an inactive state is the most widely used and cost-effective tech-
nique to save an amount of energy for future usage [78]. We present state transition
techniques for sensor nodes and make it suitable for tracking through faces. A node
has three different states of operation.

• Active state (sk=0): when the node participates in tracking and interact with others,
i.e., the monitor and the backup and some of their neighboring nodes in face Fi .

• Awakening state (sk=1): when a node awakes at a predefined time and senses for
a short period of time and checks whether it has a request or not.
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• Inactive state (sk=2): when a node is in the sleeping mode. Relatively distant nodes
from Fi can be in the inactive state. More precisely, the rest of the faces of the
network, where there is no target, need not perform any active communications
to maintain tracking data and can sleep or go to in this low-power sleeping mode
for extended periods. In t-Tracking, since all the movements of t are handled
locally, then the distant nodes in the outside of the neighboring faces can sleep or
go to the low-power mode to save energy without fear of interruptions.

Figure8 gives a general idea of how nodes in the network operate. The most
energy-efficient state is s2, in which the sensor turns its service off, and the duty
cycle is set to very low. We build up its efficiency on the localized nature generated
by the dynamic behavior of t , requiring that only the nodes in t’s proximity are fully
functional (i.e., setting the maximum duty cycle (Dc)) to implement the tracking
operation [78, 79].

A sensor in state s2 periodically awakens at a predefined period and changes its
state to s1. A sensor can only change its state to s0 and its communication channel
awaken when it is in state s1 and it is ensured that it is the closest to t . If it is the
closest, it then sends a message to the current node in s1. If the node does not change
its state to s0 at this instant, it has not found t and there is no request received; it
changes its state to s2 for another period of time. If there is a wake-up request, a node
changes its state from s1 to s0. A node only changes its state to s0 when (i) it is in s1,
and it is ensured that it is one of the neighboring nodes of the requested nodes in Fi ,
and (ii) it has a degree of Pd (detection probability). If it is one of the neighboring
nodes, it also then sends a message to its neighboring nodes.

Assume that a tracking event is captured by a sensor node at some h0, processing is
finished at time h1, and the next tracking event occurs at time h2 = h1 + hi . According
to the state transition diagram in Fig. 8, each state sk has a power consumption Pk ,
and the transition time to and from the state is given by τd ,k and hu ,k , respectively.
With this state transition, we reduce the activation and deactivation delay during

All nodes
 are

 awake The target is
 in the rage Rs

 No target is 
found:Time out

Discovery msgTarget found 
closely

Msg : Node that is out 
of range 

Target

Target discover 
failed

target missing

Task
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in Sensing

   No msg 
 is received

S0 S2

S1

Fig. 8 State transition diagram with three-state model
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the process of changing a state. There are several types of delays in tracking in
WSNs. More details about the delays can be found in [15]. Typically, in different
node states, Pj > Pi , hd ,i > hd , j and hu ,i > hu , j for any i > j, and �P = P0 − Pk

and �P ′ = P0 + Pk . When the node changes its state from s0 to, say sk , individual
components such as the radio, memory, and processor are powered down with time.
Utilizing this technique, the amount of energy saving during tracking is denoted by
Esk because the state transition given by the difference in the face and sleep thresholds
Tth,k corresponding to the states is computed. The equation forms are as follows.

Es,k = �Phi − 1

2
(�Pτd,k + �P ′τu,k) (14)

Tth,k = 1

2

[

τd,k + �P ′

�P ′ τu,k

]

(15)

This state transition, as shown in Fig. 8, takes advantage of the energy-saving
feature inWSNs while the nodes, e.g., the monitor and backup, are in the active state
one by one, and the other nodes typically stay in a periodic awakening or inactive
state.

6.3 Energy Saving During Target Tracking

We calculate the energy consumption considering all aspects in tracking, including
communication, localization, listening, and idleness. To save energy, we delve into an
energy evaluation model for t’s detection and positioning [26]. Conventionally, the
radio transceivers are considered to have three power levels corresponding to sensing
(Ps), transmitting (Ptr ), and receiving (Pr ) (see Table3 for symbol description). In
addition, we consider another essential state, which is almost ignored in many track-
ing applications, called idle power (Pl) (including waiting time to receive, wakeup
delay, initial activation delay, and detection delay). Pl often consumes asmuch energy
as the receiving level, evenmore energy than if the node would be asleep. This occurs
when a node is listening to the channel, but is not transmitting or receiving any data.
In t-Tracking, a node in s2 agrees on a common Tp and a common Dc. For each
h, the node wakes up randomly and stays awake for (Tp.Dc), then goes to sleep.
Different kinds of delays and their effects are well described in [14, 15]. To achieve
a good tracking system, the energy consumption of delays should be considered. We
aim to reduce the idle listening time and to meet the real-time requirements.

Assume at a time instant, the number of nodes involved in communication and
detection is denoted by Sd(h), and the number of nodes that confirm the detection
report of t is implied by Sc(h). Sd(h) are those nodes of faces that continue tracking
after detection. They may be the monitor and backup and also may be the distant
neighbors. Sc(h) includes some of the nodes of outside faces that may be able to
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Table 3 More notational conventions

Symbol Description

Ps The power level for sensing

Ptr The power level for transmission

Pr The power level for reception

Pl The power level for idleness

Sd (h) The number of detecting nodes that continue the tracking after detection

Sc(h) The number of nodes that confirm the detection

Em The energy consumed for communication by the monitor

Eb The energy consumed for communication by the backup or other nodes

E ′ The energy consumed for the preceding t’s localization and tracking

El the energy consumed for low-power listening

Ein The instantaneous energy consumption

Tm The time required for querying a message

Tr The reports for tracking information forwarding to the tracker

Te The reports for any communication events (face generation, tracking, etc.)

Tq The reports for all queries in the WSN

detect t , but withdraw themselves from the tracking operation, due to the focusing on
the current face (See Concern 1 and 2 in Sect. 7.4). Therefore, the energy for sensing
activities in the wireless network is denoted by Es(Sd(h)). Em and Eb denote the
energy used for communication by the monitor and the other nodes, respectively.
The equation forms are as follows:

Em(Sd(h), Tm) = (Ptr + Pr )Tm Sd(h)

Eb(Sd(h), Tm) = (Ptr + Pr Sd(h))Tm,
(16)

where Tm is the time required for querying a message. In this work, the parameter
Tm is directly proportional to the volume of messages exchanged in communication,
including the total amount of data transmission (tracking report) and the total number
of interactions (the communication for connectivity, fault tolerance, and so on). It
can be one of three values: Tr is for the reports forward toward to the tracker/sink
about t’s tracking (detection and localization), Te is for any kind of event reports
exchanged in the WSN, and Tq is for query request. They satisfy the relationship
Te ≤ Tq ≤ Tr . It is considered that the target detection and localization are discrete
processes derived from a discrete sampling of t’s moving in the WSN.

In t-Tracking, t’s moving in the sensor field during the time interval [hs, he],
Ein denotes the corresponding instantaneous energy consumption, and E denotes
the total energy consumption in the WSN. The energy consumption for low-power
listening, El , is expressed as: El = Pl(h). Hence, E is calculated at h as follows:

Ein(h) = Ein + El(h) (17)



Mobile Target Tracking with Multiple Objectives in Wireless Sensor Networks 471

Thus,

E =
he∑

h=hs

Ein(h) (18)

We suppose that the maximum number of sensors in a face, or in neighboring
faces, that are requested by the monitor to be informants about t is implied by Smax,
which is actively participating in locating t . Energy consumption is evaluated using
the preceding t’s localization and is denoted by E ′. E ′ is given as follows:

l E
′
(h) = Es(Sd(h)) + Em(Sd(h), Tm)

+ Em(Sc(h), Tm) + Em(Tr )

+ Eb(Sd(h), Tm) + Eb(Sc(h), Tm)

(19)

E
′ =

he∑

h=hs

E
′
(h) (20)

Let Etr be the amount of energy savings achieved from all of the aspects during
tracking. The amount of energy savings is the difference in energy consumption
during t’s localization and tracking stated as Etr (h) = E − E

′
. Hence,

Etr =
he∑

h=hs

Etr (h) (21)

Here, it is essential to point out that t’s detecting sensor may be the new monitor,
backup, distant neighbor, or outside neighborwhich is required to confirm themonitor
instantly as t is detected. It is known that t cannot be detected by all of the requested
sensors. Thus, we can state Sd(h) ≤ Sc(h). This is sufficient for selecting sensors
in order to save energy. With the proper selection of Smax, where Ss(h) < Smax, E
reduces greatly as time goes on.

7 Performance Analysis

In this section, we conduct the design-related performance analysis.

7.1 Cost of Fault Tolerance in Detection and Tracking

There are plenty of central server-based (or sink-based) detection and tracking
schemes that are usually required to keep most of the regions of the network on
for frequent updating of t’s information at a far away location of the sink, and
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network-wide flooding and routing. Also, the update costs in a sink-based tracking
schemedepends on the network size,which often requires a huge amount ofmessages
per tracking event. This is because such a scheme requires forwarding the updates
to the sink at several levels of hierarchy. Thus, it is not easy to update anything that
occurs at a local area, such as the event of t’s missing or sensor faults. A node has
to flood all the nodes inside the radio range rc. The communication cost of which is
proportional to the area of rc, i.e., A(rc).

Compared to such a sink-based scheme, the amount of data to be sent is small in
t-Tracking, since the nodes in the proximity of t can detect t and can locally cache
the detection data. During tracking, no flooding is involved in the faces. Although,
we expect that t moves often and in dynamic patterns, there is never any need to
send updates to a distant end node or node in the neighboring faces in normal cases
of tracking. This is also significant from a sensor energy cost point of view. Since
t’s movements are detected and handled locally inside Fi and Fj , relatively distant
nodes can sleep or go to a low-power inactive state to reduce energy cost.

Thus, a node has to issue/query messages to its immediate neighbors and neigh-
boring node in Fi . The communication cost of which is proportional to the edges (on
the perimeter) of faces in rc (which is equivalent to ei covered), i.e., F(rc)  A(rc).
Looking into more detail about cost in t-Tracking, if one or more nodes fails a
Fi fail, this does not affect a great deal of QoT. More precisely, if either the monitor
or backup fail, making a neighboring node as one of the monitor or backup to recover
from the situation through network maintenance (i.e., merging faces) can be at a cost
of O(nFi ), where (nFi ) is the number of nodes used in merging the faces. If more
than one node fails (including the monitor or backup), the Fi can be merged to the
Fj , or to any of the neighboring faces, at a cost of O(Fi ) to recover from the faults.
In addition, the network incurs a cost in updating the tracking information as t moves
from one face to another. Therefore, the total cost of the update equals the number
of faces travelled by t . If updating edges between all neighboring nodes of each face
requires communication between the monitor and backup, and the monitor and other
neighboring nodes, then the update (communication) cost is also O(nn

∗nm). Here,
nn is the number of neighboring nodes used and nm is the number of monitor and
backup used.

In Fig. 9, an analysis is conducted on the performance results achieved through
simulations with 300 randomly distributed sensors (for simulation settings, see
Sect. 8.1). We inject faults into the WSN to investigate to what extent the update
cost (for recovery from sensor node faults/failures) increases. Fault rate denotes the
fault injection in a randommanner after the planarizedWSN initialization, estimated
by the percentage of the number of nodes failed to the total number of nodes given.
As t moves on the sensing field, one or more nodes (of some faces) in the WSN may
be appeared failed.

It can be perceived by the results, as shown in Fig. 9 that, the update cost of a
single tracking event can go into several hundred messages in a sink-based scheme
(e.g., Forms, VigilNet).t-Tracking never has to updatemore than ei edges, which
requires an average of 36 messages per tracking event. Even better, when nm = 3,
i.e., if there are three nodes in Fi and one fails, another two become the monitor and
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Fig. 9 The costs of fault tolerance in target tracking: a average update cost per tracking event
in t-Tracking (under different fault rates); b average update cost per tracking event in
t-Tracking and the Forms

backup, resulting in a lower update cost on the fault tolerance. There is also another
reason that the local fault tolerance int-Tracking reduces the chance of report loss
on the way to T . When a node fails, the update cost in t-Tracking increases from
20 messages to 45 messages (32 messages on average), while the update requires
one to several hundred messages in the sink-based scheme. In the case of more
than one node failure, the situation becomes more serious. This means that the fault
tolerance (local maintenance in t-Tracking) does not bring a significant cost on
the WSN.

7.2 Wakeup Delay

Capturing delays are induced by a sleeping sensor in a face where t is approaching,
because the sensor that cannot be woken up in time could result in average detec-
tion delays (AD). Hence, there can be a tradeoff between the saving energy and
the tracking errors that result from the sleeping sensors. It could be even unreliable
and difficult to tackle if the node, which is expected to wake up upon a request and
respond to the requester in time, never wakes up because of fault or other reasons.
On one hand, we successfully overcome these problems by modeling the energy-
saving state transition and by reducing different kinds of delays which lead to the
wake-up delay. On the other hand, a small wake-up delay cannot affect QoT because
of the prediction of t approaching from one face to another. The sensing cover-
age is guaranteed that at least one of the nodes would turn into s0, can sense and
detect t as t appears in the area, and then find the backup. Thus, this tradeoff is
optimized.
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7.3 Sensing Task and Complexity

t’s movement model in t-Tracking is simplistic but allows us to investigate
sleeping policy for sensor. We just tried to keep our system simple and as accurate as
possible. The sensing model presented is distributed in nature and can be executed
by organizing the nodes into faces in order to follow t at each time step of tracking.
Assume r is the number of samplings and ψ is the dimensionality of each Si . There-
fore, the algorithm has a linear complexity of O(rψ). Once a tracking simulation
run, the incremental updating and getting new information for tracking only needs a
few fractions of the computations. It is significant to mention that there is no need of
target rediscovering in normal tracking. If there is a failure, it requires slightly more
computation and communication costs than normal tracking.

7.4 Relative Distance

Within each period of tracking, a current monitor elects a new monitor. The monitor
in that period determines the largest possible detection magnitude. As an alternative,
themonitor canwait for some time for additional readings if t still exists in its Rs . The
new monitor is not elected in this case, which would still keep the same destination
for T to go to. In this respect, m is reduced and t can be captured quickly.

Concern 1 How well can T capture t when t is far away from the monitor?

In response to this concern, we need to know that how far T ’s location Li is from the
proximity of the monitor location ls

i is determined as T receives a message that was
sent by the monitor, which is related to the number of hops and faces away from the
monitor. We do not assume that how far T ’s location is, but we think that T ’s speed
can be faster than normal or t’s speed at the time instant and T can take shortest path.
T ’s location can be outside of the network area, but it is assumed to be in or near
the network area at the system initialization. We work with calculating m that has
a length varying from three to 12 hops. This implies that T ’s location can be about
two to eight faces away. If T is either far away from or near to the monitor, T moves
toward the monitor’s location after getting a response. T ’s speed can be higher than
normal.

Concern 2 What happens when T fails to capture t at a capturing point?

When T reaches the monitor location, it queries whether or not t is still in the
capture distance. If t is with the distance, T can capture t . However, the capturing
point should be inside the sensing area of the monitor, i.e., d(ls

i , li ) < ε. When T
reaches the monitor location ls

i and t is in the boundary location (i.e., d(ls
i , li ) is close

to ε), T does not attempt to capture t at this capturing point. We leave it for the next
capturing point. T is supposed to receive a message about the new monitor location
if t goes away. Therefore, the distance d(ls

i , Li ) between T and the new monitor
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is minimized as time goes on. We need to note that in most of time T is near or
has reached the monitor location ls

i in a timely fashion, but it has failed to capture t
because of t’s dynamic moving patterns. Then, T looks for the next capturing point.
In this respect, when T spends more time to capture t , the energy consumption can
be slightly increased.

Note that, particularly if t-Tracking is applied in other applications ofWSNs,
whether we can use the idea of target capturing or not, it does not matter, but we
can follow a mobile entity (such as vehicle, animal, people, soldier, or intruder) and
gather information about it.

8 Simulation Studies

8.1 Methods and Parameters

In this section,we evaluate the performance of t-Tracking through extensive sim-
ulations and provide more insight into the tracking issues from simulation perspec-
tives. We implement it on the OMNet++ simulation environment using the Castalia
simulator. We also utilize the extension of OMNet++: theMobility Framework (MF)
http://castalia.npc.nicta.com.au/index.php.We set up a basic network of 350m× 350
m, where 300 nodes are randomly deployed. Roughly, 20 m away from each other,
the nodes are deployed in a random manner with an approximately uniform density.
The nodes communicate with each other by broadcasting messages across channels.
These are assumed to be symmetric. We set Rc ≥ 2Rs , which is to ensure that two
nodes with an overlapping sensing area are capable of communicating directly with
each other.

In the simulation, we adopt several system-wide parameters that directly affect the
real-time properties in tracking t . The monitor, backup, and all the nodes follow the
time synchronization with respect to each other. We set a millisecond-level synchro-
nization to coordinate the operations among the nodes. To compute different types
of delays, the nodes synchronize with T within 1–5 ms using the techniques pre-
sented in [15]. We adopt a number of parameters and values to see the performance
of t-Tracking, which are similar to parameters in the real settings of VigilNet
[14, 15].

The important parameters used in t-Tracking are listed as follows: (i) vt is
from 0.5 to 10 m/s, while vT varies between 2, 6, 8, 10, and 12 m/s; (ii) the physical
delay in target detection; (iii) the monitor node duty cycle (50%); (iv) the inactive
duty cycle (0.5%); (v) the awakening duty cycle (5%); (vi) the required degree
of aggregation (1%); (vii) Rs = 20 m (approx.); (viii) Rc ≥ 40 m; (ix) the required
number of reports for tracker O(1); (xi) ρ = (1–2.5)/400m2; (xi) ε = 5m.Wemodel
each sensor with six discrete power levels in the interval {−10 dB m, 0 dB m}, as the
power settings of Imote2 sensor platform is tuned within the IEEE 802.15.4. The
amount of energy consumption required by the levels is between 11.2 and 17.4 mA.

http://castalia.npc.nicta.com.au/index.php
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Inmost of the simulation configurations,we repeat the simulation for 200 times for
high confidence and record the average as the final result. The energy consumption
model and energy saving in different states of operation are similar to the ones
described in Sect. 5.

Metrics. We consider the followingmetrics to evaluate the effects of those param-
eters on the system performance2:

• The total capturing time [CT ].
• The energy efficiency of the WSN [�E]: �E = Esk + Etr .
• The quality of tracking [QoT]: Suppose that t is moving in a sequence correspond-
ing to e events (detection, localization, etc.) of the sensors’ duty cycles (Dc). The
rSTS (rate of successful tracking steps) divided by e is the QoT, which reflects the
accuracy of tracking performance. The QoT can show how successful a system
is against all the difficulties, such as the presence of high localization errors, low
detection probability, sensor faults, physical obstacles, etc.

Before analyzing the simulation results, it is important to mention that here we
discuss only the key results (focusing on the three matrices). Detailed results to
support the key results (e.g., robustness to localization errors, detection probability,
detection delay, performance on face detection) are discarded.3

Comparison. A high-level comparison between t-Tracking and three prior
prominent schemes (namely, VigilNet [14, 15], Forms [13], and iTOA [35]) are
performed by simulations. The choice of VigilNet is due to the similarity of its
concepts of real-time design, its fast target tracking, and its sensor duty cycle. In
addition, it has a real implementation through a physical test-bed with 200 XSM
motes. Another choice is its system properties, such as energy consumption, accuracy
(in terms of various types of delay measurements), and the use of sentry nodes (like
the monitor in our work) in tracking. The choice of Forms is that the use of the idea
of planarization and faces in tracking. The choice of iTOA is that the use of a mobile
sink navigation, a localization method through TOA and a prediction method for
tracking t .

8.2 Key Simulation Results

We begin by observing the performance of t-Tracking in Fig. 10 in terms of
t’s capturing time CT . Figure10 depicts the average required capturing time at T ’s
different speeds in T-tracking. T can capture t at the 175th second (maximum
time) and at the 37th second (minimum time). These results are compared to existing
schemes, as shown in Fig. 10.

We calculate CT from the system run to the time when t is captured. We consider
the capture distance ε = 5, which is equivalent to Rs

4 . We can see from Fig. 10 that
VigilNet takes the longest time in capturing t . Although it reduces the detection delay,

2More metrics are considered in the Appendix C.
3Further results relevant to the three metrics are given in the Appendix C.
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Fig. 10 The performance of
the target capturing: average
required capturing time T ’s
different speeds in different
schemes
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the events of target missing are higher (due to strictly depending on the localization
accuracy and other reasons) than all other schemes. ε is required to be higher in both
VigilNet and Forms than in both iTOA and t-Tracking. In an investigation, we
found that when we increase ε to 10m and to 15 m, VigilNet and Forms still provide
low capturing points.

When vt ≥ vT and ε ≤ 10 m, it is difficult for T to capture t . Thus, the frequency
of events of target missing is larger in iTOA and VigilNet than t-Tracking.
t-Tracking achieves a superior performance in capturing t : T can capture t faster
(from 52 to 92%) than all other schemes. In most of the times, the capturing point is
inside Rs of the monitor and the backup, where ε = 10 m. For example, as shown in
Fig. 10, when vT = 8 m/s, T can capture t at the (158, 132, 103, 88)th second and the
link in different simulations of t-Tracking, while these are the (257, 218, 201,
157)th second in iTOA, and the (318, 283, 272, 251)th second in VigilNet.

Next, we report the energy consumption (E) of the WSN after t is captured, as
shown in Fig. 11a. In the simulations, we observe t’s moving with a changing speed.
We change vt from 2 to 10 m/s. We can see that when vt is between 6 and 10 m/s,
the reduction in energy consumption of the WSN is drastic in t-Tracking, while
it is gradual in iTOA and typical in both VigilNet and Forms. Figure11a reveals that
Forms consumes more energy than VigilNet and iTOA. Forms uses a large number
of nodes in each tracking steps more precisely; n is 18–35 and Smax is 13–19 (on
average) in Forms, while n is 11–15 and Smax is 7–10 in VigilNet, and n is 10–14 and
Smax is 6–10 in iTOA. Although delays are handled comprehensively in VigilNet,
the tracking still consumes a lot of energy. Many nodes, including sentry nodes, are
used; the final decision about t’s detection needs a large amount of communication
(including additional interaction between the nodes and the sink). Overall, VigilNet
and iTOA take robustness actions in a repetitive manner to further discover t , once
there is a large amount of localization errors or the events of target missing. When
vT increases, the average energy consumption decreases in VigilNet and iTOA, but
the events of target missing increase.

In contrast, n is 5–10 and Smax is 2–6 in t-Tracking. In most steps of tracking
(about more than 70%) in all the simulation cases, Smax = 2–4. Unfortunately, if t
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Fig. 11 Network performance: a average energy consumption versus vt ; b cumulative energy
conservation as time goes on in t-Tracking; c average energy efficiency in all schemes

is not in Rs of the monitor and backup, it queries all of the neighbors in a face or
in neighboring faces. In such a cases, Smax increases. More importantly, the monitor
and backup are only used to interact with T in tracking t . Thus, fewer nodes, less
local interactions between nodes, less interactions between the tracking nodes, and
low capturing time help in reducing a significant amount of energy consumption.
Figure11b, c depicts the energy efficiency (�E = Es,k + Rtr ) as time goes on in
each simulation in t-Tracking and energy saving versus the number of sensor
in the WSN in all the schemes, respectively. In both figures, the energy saving is
averaged by the data gathered from 200 uninterrupted simulations with different
parameters. �E is significantly high in t-Tracking, which is about 4–6 times
improvement on the energy saving compared to other schemes.

Finally, we study of the QoT in t-Tracking and in other schemes. We analyze
rSTS based on the overall simulation results, considering the mentioned underlying
difficulties. Figure12a shows that the QoT varies according to vt . We observe that
when n is very small or large (sparse or dense), the QoT is slightly lower than
when n is medium (3 ≤ n ≤ 6). The QoT is fairly close to the maximum (0.8) in
t-Tracking when n ≥ 4, vt is (8–10) m/s, and vT is (6–8) m/s.

Figure12b depicts that the QoT in different schemes. n and Smax in both Forms
and iTOA are at least 3. When n = 4, QoT is around 0.55 in iTOA, 0.57 in VigilNet,
0.68 in Forms, while it is 0.75 in t-Tracking. The QoT is close to 0.8 when
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Fig. 12 The performance of QoT: a QoT versus n (the number of nodes used in each step of
tracking) in t-Tracking; b QoT versus n in different schemes

n = 18 in Forms, n = 12 in Vigilnet, n = 10 in iTOA, and n = 7 in t-Tracking.
This reveals that t-Tracking achieves higher QoT than prior schemes, which
is about 42% higher than VigilNet, 35% higher than iTOA, and 27% higher than
Forms. Both VigilNet and iTOA performs worse than t-Tracking and Forms, as
VigilNet and iTOA heavily rely on high localization accuracy. Once there is an event
of target missing caused by a large localization error or by a node failure, discovering
and localizing t further is difficult. Besides reducing the dependency on localization
similar to Form, we considers t’s different movement patterns and face prediction
in real-time in t-Tracking. This is why, it has superior performance on the QoT
than that of Forms and others.

9 Proof-of-Concept System Implementation

In this section, we describe the evaluation of our proof-of-concept system implemen-
tation and analyze the obtained the results. experimental results on our objectives.

9.1 System Setup and Parameters

The system is deployed in the field of our university campus stadium to track an
experimental vehicle, which contains 20 Intel Imote2 sensors, as shown in Fig. 13.
Each Imote2 sensor runs on TinyOS 2.0.1 [80].We configure each Imote2’s PXA271
processor to operate in a low-voltage (0.85 V) and low-frequency (13 MHz) mode
[81], as the processing of signal energy emitted by the vehicle does not require a
high CPU speed. PXA271 has 6 frequency and power levels as specified in [81]. The
Imote2 is equipped with an CC2420 IEEE 802.15.4 radio transceiver from Texas
Instruments. The radio supports a 250kb/s data rate. We adjust the communication
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Fig. 13 Deployment site at the university campus stadium, where sensors, target car, tracker car,
two experimental cars are deployed

range by adjusting the power level. It can communicate reliably up to 5m at the
lowest power level, but the interference range could be higher.

For the sake of simplicity, we mark the mote locations during the deployment
in order get T ’s expected moving direction. A programmable remote control car
equipped with a speaker (as a sound source) is employed as a mobile target t in
the field. t is moved in dynamic patterns. Another programmable remote control car
(comparatively bigger in size than the employed t) is employed as a tracker T . We
place an additional Imote2 sensor as the sink node and a laptop on the car. The tracker
car carries the laptop and the sink Imote2 that collects information from the WSN.
The sink Imote2 is connected to the laptop via a USB port and transfers the collected
data to it. Cygwin and Java virtual machines are installed on the laptop. Cygwin is
used to configure the WSN. Through its command-based interface, applications are
installed on the Imote2.

t-Tracking operates synchronously. We implement an implicit acknowledg-
ment mechanism at the communication layer for per hop reliability in faces. The
forwarding of a message acts as an acknowledgment for the sender. If an acknowl-
edgment is not received, thenmessages are retransmitted up to 3 times (SeeAlgorithm
5). The sink application is also invoked from this software. The size of all packets is
40 bytes, which includes 20 bytes for the packet header.

Based on the received t’s moving patterns and the directions from a detecting
node (a monitor or a backup) toward another nodes of a face of the WSN, the tracker
car is controlled to move toward the specific node locations. It is moved in a straight,
left, and right patterns to follow t in order to capture it. There is some tracking delays
occurred by manually controlling the T ’s movement (controlling errors), during the
upload and download time, and delay in processing at the laptop. One t is detected
first time, the nodes require to set an id as a unique identifier of a respective t .



Mobile Target Tracking with Multiple Objectives in Wireless Sensor Networks 481

We configure vt = (0.1–3.5) m/s, vT = (0–3.5) m/s, Rs = 8 m, Rc ≥ 16 m, ε =
2 m. We repeated the experiments for a total of 20 rounds in two different days. We
deploy the sensors on the second day with the intention to observe whether or not a
variance in sensor locations have an impact on the system performance. We analyze
the experimental results gathered from all of the rounds.

With no built-in sensors, Imote2 can minimize its power consumption and maxi-
mize its supporting flexibility when acting as a base to customized sensors. Building
the sensor array becomes relatively straightforward on top of Imote2. We choose the
widely used Panasonic WM-61B an as acoustic sensor. WM-61B is an omnidirec-
tional condenser microphone that delivers acceptable sensitivity at a very low cost.
The audio amplification circuit with the gain of 200 is designed around an LM386
op-amp (i.e., a very high-gain amplifier). The microphone array consists of four
circuits.

We employ a small vehicle for t , which is equipped with a remote control module.
An attached speaker, used as a sound source within the vehicle, is connected to the
circuits and is tuned by the remote controller. When testing the data transfer in the
ADC and the Imote2, we use the waveform generator in order to eliminate the noise
factor from the microphone array. With this implementation, we conduct a variety
of experiments where the localized face organization techniques are used as the
underlying network interaction method.

9.2 t’s Moving Traces

We now describe how the vehicle target t’s traces are obtained. Imote2 sensors are
deployed in a deterministic manner with about 12–16m spacing at the field. We have
moved t randomly in the operational field, and at the same time, we have computed
t’s coordinates using the Imote2. Sensors through face region traces are collected
for when t is moving through the experimental WSN at different orientations. The
monitors and backups of different faces are selected as t moves through the faces.
The nodes of the WSN are organized into face regions with zero crossing edge.
Crossing between a monitor and backup implies moving from one face to another
face. The sensors use an id as a unique identifier of t so that other t (if there is
any) and the tracker car do not bring any interference for the nodes in detecting
the identified t . Two examples of tracking t can be seen in Fig. 14. In Fig. 14, each
marked small circles indicates t’s crossing between a monitor and a backup (or the
common edge between two faces) in the WSN. Each movement, called a track, is
of the form (timestamp, location) in the WSN. These tracks of t are then converted
to tuples of the form (node id, timestamp, location, face sequence), where the face
sequence is counted by the common edge between faces. Thus, by using the real
traces collected from the field, we emulate t’s detection, movement prediction, and
then face detection, to evaluate the performance of t-Tracking.
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Fig. 14 Experimental tracking performance (face sequence) in two different runs of the experiment

9.3 Experimental Results

Figure14 shows the trajectory (or face sequence) of t for two different runs of the
experiment. The ground truth and achieved truth are represented by the black lines
(one solid and one dashed) and by the red lines (also one solid and one dashed),
respectively, which show the trajectories of t . The circled markers placed on the
red line tracks correspond to the actual (ground truth) t’s detection and movement
prediction through the faces, computed by the Imote2s. The reason for showing both
the trajectories with the dashed lines and the markers on these lines is to give a
sense of when the system loses track of t . Especially, in the case that there is a large
deviation in the achieved localization and movement prediction from the ground
truth.

We report the performance of energy consumption (E) of the experimental WSN
at a capturing point before t is captured, as shown in Fig. 15a, and after t is captured,
as shown in Fig. 15. We take t’s variable moving speeds and moving patterns into
consideration by using t’s moving direction probability, mentioned in the model
section. In the experiments, we observe t’s moving with a changing speed as shown
in Fig. 15a. We change vt from 0.5 to 3.5 m/s. We see that when vt is between 1.5
and 3 m/s, the reduction in energy consumption is drastic in t-Tracking, while
it is gradual in Forms, and typical in VigilNet. The energy consumption is higher in
iTOA when vt is 0.5–1.5 m/s, but is lower when vt is from 2 to 3 m/s. It reveals that
t-Tracking consumes low energy during t’s capturing in practice.

One of the reasons for having a lower energy consumption in t-Tracking is
the use of fewer sensors and less local interactions between sensors. Although delays
are handled comprehensively in VigilNet, the tracking still consumes a lot of energy.
Many sensor nodes, including sentry nodes, are used; the final decision about t’s
detection needs a large amount of transmission. The underlying information is that
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Fig. 15 The performance of energy consumption of the WSN: a before t is captured at a capturing
point; b after t is captured at the capturing point
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update cost; b average energy saving versus l ′er

in target capturing, much more time is needed in VigilNet than in t-Tracking.
In both Fig. 15a, b, the energy consumption is averaged by the data gathered from
experiments with different parameters. When vT increases, the average energy con-
sumption decreases in t-Tracking.

Finally, we discuss the energy efficiency of the WSN as shown in Fig. 16a. illus-
trates the energy saving versus update cost and Fig. 16b illustrates the energy saving
versus localization errors in tracking. The update cost is between 350 and 400 in
VigilNet and iTOA, which is less than Forms. The update cost in t-Tracking is
around 150–200. Due to the lower update cost, the energy saving in t-Tracking
is significantly lower than the other schemes, which is similar to results achieved in
simulations.
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Fig. 18 Experimental performance on QoT: a QoT versus n; b QoT versus localization errors

The performance on energy efficiency also can be seen in Fig. 17a, where
t-Tracking achieves at least five times improvement on energy saving com-
pared to other schemes. One of the advantages is that the number of tracking nodes
(mainly the monitors and backups) in t-Tracking is smaller than other schemes.
Figure17b demonstrates that the rSTS versus n. The rSTS reflects the QoT. We esti-
mate QoT based on the experimental results, taking the localization errors and target
missing into account. We observe that as n increases, rSTS increases. It also reveals
that rSTS is more than 90%, when 4 ≤ n ≤ 6 in t-Tracking. In many cases,
Smax (≤ n) is 2 and 3 in t-Tracking, while it is 3–6 in iTOA, 2–8 in VigilNet, and
3–14 in Forms. To get rSTS = 100%, VigilNet uses 9 nodes, iTOA uses 10 nodes,
and Forms uses 17 nodes, while t-Tracking uses 6 nodes. The results show that
t-Tracking outperforms all of the schemes, by achieving a higher rSTS (or QoT).

Figure18a demonstrates that the QoT versus n. We estimate QoT based on the
achieved rSTS and the event occurred in sensors’ duty cycle. We can see that as n
increases, QoT increases. It reveals that QoT is more than 0.6, when 3 ≤ n ≤ 6 and
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is 0.7 when n ≤ 4 in t-Tracking. This validates our simulation results. It is often
the case that QoT is more 0.6 when Smax (≤n) is 2 and 3 in t-Tracking, while it is
3–6 in iTOA, and 2–8 in VigilNet, and 3–14 in Forms. t-Tracking outperforms
all of the schemes, by achieving a higher QoT (more than 60%) than them.

In Fig. 18b, when the localization error, l ′er = 2, theQoT is about 0.64 in iTOAand
0.61 in VigilNet. But, the QoT reduces drastically as the localization error increases
in these two schemes. When there is a large localization error, l ′er = 12, the QoT
gets down to 0.51 in VigilNet and 0.47 in iTOA. Both Forms and t-Tracking
achieves higher QoT than that of VigilNet and iTOA. It is evident that t-Tracking
performs better than Forms, VigilNet, and iTOA in the presence of large localization
errors.

10 Conclusion and Future Work

In this chapter, we have proposed a new tracking scheme in WSNs, t-Tracking.
Its ideas such as (i) fast tracking operation through face detection and prediction, (ii)
reducing the interactions between a mobile tracker and monitor/backup, (iii) reduc-
ing the dependency on the need of strict localization accuracy in tracking can all be
useful to many surveillance applications. Particularly, those applications that require
keeping an eye on a mobile entity and pursuing the entity for different purposes such
as safety, investigation. t-Tracking can track the entity by accomplishing a coop-
eration between the sensor nodes and tracker in a real-time manner and by requiring
very little processing and communication energy requirements on the nodes. Fur-
thermore, throughout our design, we exploit some physical properties of WSNs to
achieve a functional, simple design that is robust to failures. For example, failure of
one or a few nodes does not affect the operation of the network during t tracking.

Evaluation results obtained through extensive simulations and a proof-of-concept
system implementation showed that the proposed scheme can highly contribute to
energy conservation and quality of tracking in comparison to the recent prominent
schemes. To the best of knowledge, this is the first effort that targeted on reducing the
total tracking time required to track even capture a target in surveillance applications.

In the future endeavors, we aim to further work in different aspects. One possible
aspect is to investigate more practical issues in using the planarization concept for
tracking, especially in the case of a large amount of localization errors. Another
possible aspect is to verify the proposed scheme in different tracking situations.
For instance, intruders (e.g., people) are moving toward the fence of a surveillance
region and are taking different directions. In this instance, it can be interesting to
consider the edge crossing between the monitor and backup as the fence crossing
of the surveillance region. One more aspect is to analyze the real-time issue and the
cost of fault tolerance in both sparse and dense networks with complex scenarios.
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Appendix A

Mitigating the Difficulties in Face Generation and Regeneration
In Sects. 3.1, 3.3.1, and 4.2.1, we have described the face generation at the system
initialization and node organization into faces (or face regeneration) during track-
ing operation, respectively. In this appendix, we discuss some difficulties in face
generation during target tracking.

According to the geographic routing algorithms, a node carries out routing through
the boundaries of faces intersected by virtual edges, transmitting a packet from a
source node u to a destination node v by employing a local right-hand rule technique.
This is the technique bywhich a packet is forwarded along the next edge clockwise, or
counterclockwise, from the edge where it arrived. Such a technique requires all faces
to traverse completely on the way to a destination (more specifically, there exists no
path from node u to node v) or to terminate when node v is eventually reached. This
algorithm has limitations—they involve a number of faces, and require exchanging
information between them. Thus, a large number of nodes of those faces are actively
involved in carrying out an application task that may not be efficient for an envisaged
WSN application. For example, if we considered all of the faces and the nodes that
correspond to a particular node (e.g., the monitor), the frequency of interactions in
the WSN during each tracking of target tracking would be high, resulting in a high
energy consumption in the WSN.

Also in the planarized networkmodel, the greedy forwarding technique work well
in dense WSNs. But It experiences routing failures in more realistic, non-uniform
node placements, where it suffers from so-called local minima, i.e., nodes with no
direct neighbor closer to the destination than themselves [64, 66].

To make the techniques practicable in this application, we make some modifica-
tions on it. We determine the boundary of a face region rather than to generating only
planar subgraphs. That can reduce the chance of having local minima [66].

We determine the boundary of a face region rather than to only generating a
planar subgraph. In more clearly, we can determine a boundary/perimeter of a subset
of nodes, that encloses all nodes of a connected component and contains all local
minimumnodes on its border. This has to be achieved by a fully reactive and localized
algorithm, which cannot rely on knowledge of the 1-hop neighborhood in advance.
Locations of 1-hop neighbors have to be requested explicitly by message exchange.
That can reduce the chance of having local minima.

We consider that a node u communicates to the nodes in the face to which it
belongs and also maintains connectivity through its adjacent neighbors along the
boundaries of the faces using the right-hand rule technique. Only the face, to which
a node u belongs, is traversed completely and one of its immediately neighboring
nodes, v, of the face is the destination node. More explicitly, a node u needs to know
only its own, and its adjacent neighboring node v’s locations. u grows its radio range
Rc

∀u ∈ V rc(u) = max{d(u, v)|v ∈ V ∧ (u, v) ∈ ERN G} (22)
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as in (22) until all its neighboring nodes are found in the not-yet-covered face. Thus,
the number of faces which a node belongs to reduces to a few faces.

There is a class of protocols and algorithms in the literature focusing on network
planarization that helps us to make the improvement on the correctness on face gen-
eration at the system initialization. These include disconnection between the nodes,
incorrect edge removal, insufficient edge removals, cross-links, link or node fail-
ure, establishing direct link, hole/obstacle problem, non-ideal radio ranges, network
instability, and so on [6, 51, 52, 64, 65, 74–77, 82–92]. Furthermore, we think that
there may still remain some of the difficulties when using faces in a practical envi-
ronment. This is why, we ensure to the preservation of faces by regenerating them
at a certain moment; e.g., when the nodes in a face can detect t or receive a request
to detect t before t’s moving to the face. The face prediction helps to achieve this.
We consider to maintain a linear link list between nodes of faces, which can help
mitigate irregularities found in faces and can provide online fault tolerance.

In the following, we discuss some concerns/questions that are essential to make
more clear the tracking through faces.

Concern 3 Given the initial radio broadcasts on the generation of a planar graph,
what if v1 can also hear v12 and v20 in Fig.2 during a tracking operation?

Our response to this concern goes to the sensor node organization rules described
in Sect. 4.1. Referring to Fig. 2, v1 may hear both v12 and v20. However, neither v12
nor v20 can be an adjacent neighboring node of v1. To generate faces effectively,
we put some preferences on nodes’ interactions, by which both v2 and v5 cannot be
the witness between v1 and v12, and between v1 and v20, respectively. If there are
several neighbors reachable under the same radio range (e.g., v1 may hear v12, v20,
or may also hear v11), a decision is made on this situation, which node should be the
adjacent neighboring nodes of v1; in other words, whether a node like v12 should be
included in a face or not. There are two preferences to decide on the situation: (i)
the minimal Euclidean distance from u to v; (ii) whether or not v is the first node by
using the right-hand rule technique (having no witness). If these two conditions are
not met, v12 is excluded from v1’s adjacent neighboring node list (i.e., connected to
another face). Similarly, v20 is excluded from v1’s adjacent neighboring node list. We
can emphatically say that they are neither the immediate neighbors nor the distant
neighbors of v1.

Concern 4 According to the rules of node organization techniques described in
Sect.4.1, do all the nodes of all the neighboring faces of a specific face (where t is
currently moving) involve in tracking?

According to the rules of node organization into faces, we only consider a t’s current
moving face (Fi ) and the predicted face Fj , and the edges and nodes of these faces
associated with the monitor and backup nodes. We need to mention an underlying
issue of the localized face: When t travels across Fi , not only is the closed face
covered, but an additional area is also covered by each node’s working area, since
each node of Fi contributes a part of itsworking area inside Fi . The rest of theworking
area of the node is on the outside of Fi , which is included with a neighboring face
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and is not mainly our concern, except that there is the event of t’s missing. The
outside/additional area of Fi can be calculated by the rest of the working areas
of all of the nodes of Fi . In this example, the number of nodes of Fi is still the
same. Such an area can be effectively used in the event of t’s missing. If any node
corresponding to Fi can detect t outside of Fi in its working area, the adjacent face
of Fi immediately becomes the new Fi , and one of the node become monitor based
on the detection probability (Pd ) on t and another node becomes the backup, just
like the target detection and tracking operation start at the beginning. They send a
message to the monitoring and neighboring nodes in the previous Fi to change their
active state si to inactive state s2 (excluding the node if any node belongs to the new
Fi ). The calculation of additional area coverage can be found in existing localization
approaches, e.g., [93].

Concern 5 What is the main purpose to treat two nodes as “monitor” and “backup”
for the tracking?

Inmany localization techniques, such as TOA, TDOA,AOA, orMPS, a large number
of nodes (3 to many) requires to participate in tracking. In many cases, most of the
nodes of the network should be awake during a tracking. Tracking schemes with
target localization-free require more nodes, such as Forms needs a lot of nodes (12
to many) in each period of tracking. In t-Tracking, one of the main purposes
or advantages of treating the monitor and backup as the common nodes between
the faces, Fi and Fj , is to minimize the number of participating nodes in target
tracking. For example, v5 has 5 adjacent faces with 12 neighboring nodes in Fig. 2,
and node v1 has 3 adjacent faces with 8 neighboring nodes. However, nodes (v1 and
v5) together directly correspond only 2 faces with 7 neighbors. Thus, in a normal
case of tracking, the number of nodes involved in tracking can be minimized from
20 to 7. This also implies that a number of nodes that hear about t’s approaching
become active. Among them, the number of nodes that do not participate in tracking
(they may be basically idle and unnecessarily consume energy) can be minimized.
Another purpose is to provide robustness in tracking. In the case that the monitor
has any problem due to any reason, the backup takes the role of the monitor. Target
detection and localization is mainly performed by using their previous “cooperation
information”.

Appendix B

More Concerns with the Proposed Tracking Algorithms

Concern 6 Does Pc
d (the combined detection probability) estimation really result

in a successful tracking operation?

As t moves toward the monitor and backup, the distance d(ls
i − li ) between t and

each of the nodes decreases and the Pc
d between the monitor and backup increases. In

most cases, Pc
d between the pairs of neighboring nodes should decrease. The steady
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decrease in the distance increases in the probability,meaning that t ismoving from the
monitor and backup to newmonitor and backup (from Fi to Fj , as shown in Fig. 3(b)).
When Pc

d by any two nodes (the monitor and backup) is the highest, compared to its
probabilities in the previous instants and to probabilities of the neighboring pairs of
nodes, the chance that t crosses the edge between them is high, resulting normally
in a successful tracking step (STS). We think that there may not happen such a case
that Pc

d of two pairs of nodes is the same. However, because of the node organization
into faces, there has a possibility that Pc

d of two pairs of nodes can be close.
Recall that in Sect. 4.2, we have mentioned that the angle between two or three

adjacent neighboring nodes can be estimated to decide in which face t is in. This
can also be used to reduce the above possibilities. However, such estimation may
bring additional complexity in computation. Regarding the relevant information of
the node organization into faces, we set three conditions for any pair of nodes to be
the monitor and backup: (i) Pc

d should be higher than other pairs of nodes; (ii) they
should be the adjacent and also be the immediate neighbors; (iii) they should be in
the same face Fi (e.g., F2).

These conditions reduce the wrong selection of the monitor and backup as well
as the wrong detection of t , resulting in a successful tracking operation.

Concern 7 Is there any big deal of detection error in the estimation of Pc
d between

two nodes? More precisely, according to the scenario presented in Fig.4, how does
the system detect that t is going to cross between v1 and v5, not between v1 and v3,
or between v5 and v4.

This is quite similar to Concern 6. But we want to discuss it in another point of view,
which may help understanding the target tracking through faces.

If t moves, it must move toward another face Fj , but initially the system does
not know which face t is moving toward. In fact, tracking t is not only based on
t’s movement direction, also based on the direction of the nodes (or which face)
t is moving toward. As shown in the scenario presented in Fig. 4a–c, it may move
toward any face, i.e., toward F3 by crossing the edge between v6 and v7, toward F12

by crossing the edge between v5 and v6, toward F10 by crossing the edge between v7
and v2, and F18 by crossing the edge between v2 and v1. It may also turn back to F1

by crossing the edge between v1 and v5. In an extreme case, if t turns back, it should
be easily detected as it is still under detection (within Rs of the same nodes). When
such a case happens, d(ls

i − li ) continues to decrease as time goes on, which was
increasing in the previous some time instants. Pc

d between any pair of nodes should
be increased or decreased (see Concern 6). This indicates that t is still moving inside
Fi and may move across from Fi to Fj . There is no chance that t is crossing another
edge between another pairs of nodes (e.g., between v1 and v3, between v3 and v4,
between v5 and v24, or others) without going through the edge between the monitor
and backup or the edge between any pair of nodes of Fi (which are also common
nodes between Fi and Fj ). Thus, there should be no big deal of detection error.

Concern 8 Suppose that t is moving toward face F7, how does it work? More pre-
cisely, how does the system knows that t is moving toward F7, not F3, or F9 in Fig.2?
Actually, in the beginning, how does the system detect t is in F1?
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To reduce the confusion about the target tracking, we raise Concern 7. In fact, this is
similar to Concern 6 in the sense that we discuss Concern 6 considering t’s moving
through an edge between any two nodes (the monitor and backup), while we can
discuss Concern 7 considering t’s moving through an edge between two faces. The
two nodes (a pair) are the common nodes between the two faces. In other words, the
edge between the two nodes (a pair) is also the common edge between the two faces.
The underlying techniques are the same.We emphatically say that, in t-Tracking,
it is non-trivial to determine exactly at which face t is currently located and moving,
and then which face t may move. We have elaborated how the above conditions can
be obtained in Sect. 4.2 and Algorithm 2.

Concern 9 Why is the “face prediction” preferred to the target movement predic-
tion?

Depending on finding accurate movement prediction, providing quality of tracking
(QoT) is difficult in a practical, unpredictable environment. Because of faults in the
WSN, noise in the environments, or any other reasons, if there are prediction errors,
it becomes tough to relocate t further. Particularly, it is tough when considering the
fast tracking operation and radio and energy constraints in the WSN. This is why,
we first roughly find the movement information of t inside a face and the prediction
information. Then, we convert these into a “face prediction”. We do not find any
second-order error adjustment on the localization or on the estimation of the Pd . Up
to this point, we have assumed that t can be detected by the monitor and backup,
which are the end nodes of a “direct edge” (the “common nodes” between two faces),
that t is about to cross to. Thus, to avoid an unexpected loss of tracking, the tracking
is based on the face prediction.

Concern 10 What if t is no longer in the detection range of a Fi ? We handle this
extreme case that may appear during tracking operation. Assuming that t has dis-
appeared or is missed during tracking, t may be out of Rs of any of monitor and
backup. This may be due to several reasons: irregular signal patterns, especially
when (i) a face size is too small in the situation that network density ρ too high or
low in the local areas and (ii) t is much faster than normal. In such a case, the WSN
in t-Tracking still has the ability to track/capture t . This case is mitigated by
extending the face area coverage (see Concern 2).

Suppose that there is the event of t’s missing reported by the monitor for whatever
reason. When the monitor broadcasts a message about the event, the distant nodes
start sensing (or which are already in sensing function), since they are in s0. If t is
sensed by a distant node in its Rs , but is outside of Fi , the corresponding face in
which t is sensed becomes a new Fi . The distant node becomes the monitor, and it
issues a message to the nodes in the previous Fi and finds a backup. All of the nodes,
including previous monitor and backup in the previous Fi , revert to S2, and the nodes
in the current Fi start target detection and face detection algorithm.
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Data Dissemination and Remote Control
in Wireless Sensor Networks

Xiaolong Zheng and Yuan He

Abstract Wireless SensorNetworks (WSNs) have been applied in a variety of appli-
cation areas. Most WSN systems, once deployed, are expected to operate for a long
period. Besides gathering data to the sink, reliable and efficient delivery of data or
control messages from the sink to the sensors are an equally important task. During
the lifetime, it is necessary to fix bugs, reconfigure system parameters, and upgrade
the software to achieve reliable system performance. However, manually collecting
all nodes back and reconfiguring the nodes through serial connections with com-
puter is infeasible because it is labor-intensive and inconvenient. Data dissemination
and remote control over a multi-hop network are desired to facilitate such tasks.
In this book chapter, we are going to present the challenges and research space
of data dissemination and remote control in WSNs, review existing approaches,
introduce relevant techniques, assess various performance metrics, compare repre-
sentative methodologies, and discuss the potential directions. We compare and elab-
orate on the existing approaches in two categories: structure-less approaches and
structure-based approaches, classified by whether or not the network structure infor-
mation is used during the disseminating process.Meanwhile, application of emerging
techniques like concurrent transmissions in data dissemination further broadens the
design space. We will also introduce the latest progress in those relevant directions.

1 Introduction

Wireless Sensor Networks (WSNs) have been attracting extensive attention from
both the scientific community and industry [1, 2]. The development of low-cost,
low-power, multi-functional sensor devices, boosting the application of WSNs. Real
application systems are extensively deployed in a variety of application areas such as
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structural health protection [3, 4], environment monitoring [5–7], underground coal
mine monitoring [8], event detection in targeted monitoring areas [9], and habitat
monitoring [10].

To support aforementioned applications, remote control in WSNs is essential.
Most of these WSN systems, once deployed, are intended to operate unattended
for quite a long period. During their lifetimes, it is inevitable to fix software bugs
[11, 12], remotely control system parameters [13, 14], and reprogramming the soft-
ware [15, 16] in order to achieve reliable system performance. Unfortunately, for
a large WSN system, manually collecting and reconfiguring nodes are infeasible
because some WSN systems are deployed in areas where it is physically impossible
for human beings to access [17]. It is also labor-intensive due to the huge number of
nodes. Hence, both the system users and administrators require controlling WSNs
remotely to manage the system services and system operation.

Disseminating data and control commands over a multi-hop network are a core
building block of remote control in WSNs. As shown in Fig. 1, data dissemination
represents delivering interested data (control commands, running parameters, new
codes, etc.) from the sink node to all or selected nodes in the network, over multi-hop
transmissions. Data dissemination is an inverse of data collection that generates data
flows from sensing nodes to the sink node to mainly delivery sensing data, as shown
in Fig. 2. Data dissemination and collection need to cooperate in the software-defined
wireless networks to collect data and disseminate routing control messages [18–20].

In this book chapter, we discuss the challenges and the design requirements in
data dissemination and remote control. We introduce existing methods by divid-
ing them into two categories: structure-less schemes and structure-based schemes.
Generally speaking, according to different assumptions about the knowledge of net-
work structure information, existing data dissemination schemes can be classified
into these two categories. In structure-based schemes, it is assumed that knowl-
edge of network structure information such as node location or network topology is

Internet
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Server

Fig. 1 Data dissemination in WSN
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Fig. 2 Data collection in WSN

available. Dissemination methods can then take advantage of this knowledge to con-
struct a dedicated structure for efficient dissemination. In structure-less schemes,
there is no information of network structure or dedicated structure for dissemination.

For structure-less schemes, according to using negotiation mechanism or not, we
further divide them into non-negotiation schemes and negotiation-based schemes.
In negotiation mechanisms, the redundant transmissions are under control and the
reliability is usually guaranteed. However, negotiation is a double-edged sword. It
brings about additional communication overhead and time consumption as well.
In non-negotiation schemes, without control message, the dissemination process is
relatively quickbut providing arbitrarily high reliability is nearly impossible.Besides,
broadcast storm problem is easy to occur if non-negotiation schemes do not properly
control the broadcast of nodes.

In structure-based schemes, two sub-categories, plain-structure and hierarchy-
structure schemes, are introduced. In plain-based schemes, all nodes have the same
role in the disseminating process. The structure information is only used for control-
ling the redundancy but not the forwarding strategy. On the other hand, in hierarchy-
structure schemes, the structure information is used to construct a special structure
dedicated for data disseminating. The network is usually divided into clusters with
a cluster head for each. The cluster heads build up a backbone network to get data
preferentially. And then the cluster headers disseminate data to the cluster members
in their own clusters in parallel.

In this book chapter, we analyze the merits and demerits of corresponding
schemes, along with the trade-offs between different categories. In the existing liter-
ature, different categories usually have definite boundaries and no trade-off has been
analyzed before. The hybrid schemes, combining non-negotiation and negotiation-
based schemes, will be discussed and analyzed in this chapter.

The rest of this chapter is organized as follows. InSect. 2,wediscuss the challenges
and the requirements of data dissemination. Thenwe introduce the structure-less data
dissemination scheme in Sect. 3 and structure-based data dissemination scheme in
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Fig. 3 Typical components of a WSN node

Sect. 4. In Sect. 5, we present some related techniques that can be employed in data
dissemination. Then, we summarize performance measurement metrics and present
the performance comparisons of existing data dissemination schemes in Sect. 6. We
further discuss the open issues in Sect. 7 and give the conclusion in Sect. 8.

2 Requirements and Challenges

In this section, we first review the features of WSNs in Sect. 2.1. Then we analyze
the data dissemination requirements in Sect. 2.2 and summarize the corresponding
challenges satisfying the requirements in Sect. 2.3.

2.1 Features of WSNs

In WSN systems, it is common to deploy many sensor nodes in targeted areas which
may be physically inaccessible for human beings. For example, for virgin forest
monitoring application such as GreenOrbs [5], the deployed environment is not easy
to access for system administrators to maintain the network on site.

A typicalWSNnode consists of four components: power, processing, sensing, and
communication, as shown in Fig. 3. The power component is usually using battery
when the target environment is outdoor without power supply around. Since the
power is limited, other components have to be as low power as possible.

Due to the simple hardware of nodes and application requirements, compared to
traditional wireless communication systems, WSNs have the following outstanding
features.

• Large scale. Due to applications of WSN usually requiring large deployment area,
the amount of sensor nodes can be very large because the communicating range
is only dozens of meters.

• Long term. The WSN system is usually intended to work for a long time after
deployment. A long lifetime is key to good applicability.
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Fig. 4 Deployed prototype of GreenOrbs and the network topology

• Self-organized. WSNs are ad hoc networks which organize and manage the net-
work by themselves.Hence, nodes usually adopt self-repairing and recoverymech-
anisms to be fault tolerant.

• Limited resources. As introduced above, sensor nodes are powered by battery,
which means limited energy resources [21]. Besides, data storage and computa-
tional capacity are also limited because low-power hardware is adopted.

• Low power. In WSNs, sensor nodes usually work in a so-called duty-cycle mode
[22–24] to fulfill the long-term lifetime requirement with limited energy resource.
In duty-cycle mode, a node periodically wakes up for some tasks and then sleeps
for most of the time. In sleeping mode, the consumed power is reduced to the
minimum.

• Dynamic topology. WSNs are ad hoc networks which maintain the network by
themselves according to the quality of communication links. But, communication
links are easily affected by environmental changes. Therefore, WSNs are usually
dynamic because the environment usually keeps changing, as shown in Fig. 4.

2.2 Requirements of Data Dissemination

As introduced in Fig. 1, data dissemination spreads data from sink node(s) to all nodes
in network over a multi-hop network. Data can be a new code image for application
changes, system commands, or updated system parameters for remote control. To
satisfy the Quality of Services (QoS), three requirements of data dissemination in
WSNs need to meet.

Reliability. Data dissemination generally requires 100% or near 100% reliability.
Here 100% reliability has two meanings: (1) all the nodes in the network should get
the data; (2) every node receives the whole data block without any hiatus. Reliability
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is the most important and essential requirement for data dissemination. Because
data dissemination is the building block of reprogramming and remote control, any
mismatch of above two aspects can lead to inconsistency and even crash of the whole
network.

Efficiency. Efficiency requirement has two aspects: time efficiency and energy effi-
ciency. To achieve time efficiency, the dissemination process should finish as soon
as possible. During the dissemination process, a large number of data dissemination
packets occupy the channel. The normal functional collecting traffic is blocked, and
the system is inefficacious during this period. Therefore, this interruption time period
should be as short as possible.

Energy efficiency desires minimal energy consumption for the data dissemination
process. This is the consequence of limited power resources, the feature of WSNs.
The consumed energy consists of read–write of flash, radio transmission, and idle
listening of radio. The read–write of flash is inevitable to store data blocks if the data
block is large. The major of energy consumption comes from radioactivity which
should be carefully controlled to achieve energy efficiency. Restricting the radio-
on time during data dissemination is the key to energy efficiency. Energy balance
between neighboring nodes can also alleviate the energy drain problem of nodes with
large data traffic.

Scalability. WSN systems usually have various network size and density. A good
data dissemination scheme should adjust to any scale, in terms of the number of
nodes and node density. From the performance aspect, if the completion time of
dissemination is linearly increasing with network scale, the dissemination scheme is
regarded as scalable.

2.3 Challenges of Data Dissemination

Considering the distinctive features of WSNs, data dissemination faces several chal-
lenges.

Limited resources bring limitations to the dissemination process. Dissemination
must adjust according to the capacity of node platforms. For example, if the dissem-
inated data block are larger than the size of RAM on sensor node, it is impossible
to transmit whole data block at one time. For example, Mica [25], released in 2001,
has 4KB RAM and 128KB flash; Telos [26], released in 2004, has 10KB RAM and
48KB flash. If the size of data block is larger than the RAM size, transferring from
RAM to flash is necessary.

As discussed in previous section, to be energy efficient, dissemination should try
to minimize the radio-on time. The larger the data are, the more energy is consumed.
Hence, except for the obligatory transmission cost of data packets, the radio for other
extra use such as control messages and idle listening should be reduced as much as
possible.
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High reliability is always desired by dissemination but it is not trivial to achieve.
As we know, the network is dynamic which means nodes in the network may break
away from the network and new nodes can join in the network at any time. The
connectivity of network keeps changing all the time. Data dissemination should deal
with network dynamics and guarantee the new joined nodes also have the ability to
catch up and get the latest data.

Due to the larger number of dissemination packets, it is easy to encounter the
so-called broadcast storm problem [27]. Too many redundant transmissions result
in serious packet collisions and transmission failures. To make data dissemination
reliable and efficient, the broadcast storm problem should be avoided.

The simple reverse uses of routing protocol are not efficient. Routing protocols
are designed for data collection. Data collection is usually a many-to-one communi-
cation model but data dissemination is one-to-many communication model. In data
collection, the data flows are bottom-up because all nodes in the network send sens-
ing data to a sink. But in data dissemination, all nodes receive new data from the sink.
The generated data flows are top-down and one-to-many. General routing protocols
fail to disseminate data efficiently. Dedicated dissemination scheme is necessary
to accomplish high-reliable, high-efficient data dissemination. Many protocols tai-
lored to data dissemination are proposed, as introduced in the following sections.
Challenges of data dissemination in WSNs are also discussed in a survey [28].

3 Structure-Less Data Dissemination Schemes

We call the dissemination methods without dedicated dissemination structure as
structure-less data dissemination schemes. The topology information of underlying
network is not required for structure-less data dissemination schemes. As a com-
promise, local optimal strategy is adopted to greedily approximate global optimal
solution. The major disadvantage of these schemes is that they are not able to achieve
a global optimal solution. The advantage is that no additional overhead costed by get-
ting global topology information and constructing a dedicated structure. Especially in
the dynamic networks, frequent topology changes cause significant additional over-
head. We further divide structure-less schemes into two categories, non-negotiation
schemes and negotiation-based schemes, according to the use of negotiation strategy
in a particular scheme.

3.1 Non-negotiation Schemes

Themost representative non-negotiation scheme isClassic flooding. In classic flood-
ing, the sink node starts the dissemination. Data is broadcasted by sink to all neigh-
bors. Upon receiving a piece of data, the node will check the data are stored before
or not. If not, the receiving node will store the data and then checks whether it has
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already forwarded the data to its own neighbors. If not, it forwards a copy of the data
to its neighbors by broadcast. Otherwise, it remains silent. Classic floodingmaintains
quite small amount of protocol state and disseminates data quickly in a network. It
is simple yet effective.

However, the deficiencies of classic flooding lead to its inadequacy as a protocol
forWSNs. First, classic flooding is unreliable. In this approach, there is no automatic
repeat request (ARQ) scheme adopted and hence no reliability guarantees. ARQ is an
error correction method for data transmission that uses acknowledgments (messages
sent by the receiver indicating that it has correctly received a data frame or packet)
and time-outs (specified periods of time allowed to elapse before an acknowledgment
is to be received) to achieve reliable data transmission over an unreliable service.
It is obvious that the fraction of receiving data is decreasing exponentially with the
increase in the hop count. However, high reliability is a desired characteristic and
a basic requirement. As a result, classic flooding has to repeatedly broadcast data
many times to provide a high reliability, resulting in less efficiency.

Second, classic flooding is easy to cause the so-called broadcast storm problem
[27]. In classic flooding, no matter the neighbors have already received all data
or not, a node receiving new data always rebroadcasts the new data. A node may
hear several senders in its transmission ranges due to the broadcast nature of wire-
less communication. Too many rebroadcasts then lead to redundancy and collision.
What’s worse, if ARQ is employed for the reliability, the broadcast storm problem is
more serious because all receivers send the ACK back immediately after receiving
the broadcast packets. Therefore, if not properly used, classic flooding will result
in serious redundancy and collision. In [27], the impacts and severity of broadcast
storm are analyzed. The results show that the broadcast storm problem is aggravated
by high density and large scale.

To conquer the broadcast storm problem, the authors in [27] proposed five revised
flooding schemes: probabilistic, counter-based, distance-based, location-based, and
cluster-based flooding. Among these schemes, probabilistic and counter-based flood-
ing are two lightweight schemes that only slightly modify classic flooding. Distance-
based and location-based schemes need the geography information to reduce the
redundancy. Cluster-based scheme is a structure-based scheme, which will be intro-
duced in the following section.

All these revised schemes designed to alleviate the broadcast storm problem are
using two ways: (1) reducing broadcast redundancy; (2) differentiating stagger the
broadcast time. First of all, all these schemes differentiate the rebroadcast timing
by inserting a random back-off before the rebroadcast. Because the radio following
IEEE 802.15.4 is simple without techniques like rate adaption in WLANs [29],
the proposed methods just drop the broadcast to reduce the interference. Different
schemes follow different dropping rules.

Probabilistic scheme is a straightforward scheme that reduces the redundant
rebroadcasts by assigning a rebroadcast probability.On receiving a fraction of data for
the first time, a node will rebroadcast it with the probability P . Clearly, when P = 1,
probabilistic scheme is equivalent to classic flooding. But when P < 1, probabilistic
scheme can avoid unnecessary rebroadcasts by adjusting the rebroadcast probability.
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Counter-based scheme is also a scheme that tries to reduce the redundancy by
suppressing rebroadcast. It is a density-aware method that leverage the density to
adjust the rebroadcast behavior. When a node has a new data packet to transmit in
the queue, it will overhear the channel status. If more than C packets identical to the
packet in queue are overheard during the waiting period, the node will drop its own
transmission.

All the parameters such as P and C are preset empirically. When a dynamic
network is considered, the fixed preset parameters will be inappropriate. To deal with
dynamic network, the authors in [30] propose the revised versions of probabilistic
and counter-based flooding schemes. Instead of using the fixed preset parameters as
previous work, the proposed schemes allow nodes to choose parameters based on
local information. Take the network with topology shown in Fig. 5 as an example.
Node B and C should have different rebroadcasting probabilities due to the different
local network features. According to [30], the rebroadcasting probability of C should
be smaller than the rebroadcasting probability of B. This is because that C’s local
network and its rebroadcast may bring less benefit and more harm to the whole
process.

Gossip [31] is proposed to alleviate the stormproblemby randomization.Actually,
it is also a probabilistic scheme similar to probabilistic flooding [27]. But Gossip is
an adaptive gossip protocol.

A node with Gossip will decide its gossip probability based on the number of its
neighbors. The probability of a node is in inverse proportion to the number of its
neighbors. We regard this scheme as the Adaptive Neighbor method. In this scheme,
it only considers the transmission efficiency by assigning the probabilities adaptively.
However, it ignores the special characteristics of network topology, network connec-
tivity. Again, take the network with topology shown in Fig. 5 as an example. Suppose
node A is the sink node who initiates the data dissemination. Based on the network
connectivity, we can easily find that node G can only get data from C. Therefore, to

Fig. 5 An exemplified
network topology A
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reliably disseminate data to whole network, node C must rebroadcast every packet
to its child G. However, based on the strategy of Adaptive Neighbor, node C will
choose a small rebroadcasting probability due to the large number of neighbors.

Trickle was proposed in [32] as a version management method that manages how
and when the update of codes is performed. In Trickle, special data summaries that
contain the version of data on the nodes are periodically broadcasted. The data sum-
maries are used to maintain consistency in local areas. If a node receives a data
summary with newer data version, it will request the latest data to keep itself con-
sistent to other nodes with new data. Trickle adopts an exponential back-off timer
to reduce the additional overhead caused by unnecessary summary exchanges. If a
local network is consistent, then no data exchange is necessary. Then the interval
between two data summaries can be enlarged to reduce overhead. Otherwise, the
period is quite short to quickly discover new data and efficiently turn into data dis-
semination. Trickle adopts a suppression mechanism to reduce the unnecessary data
summaries. A node will drop its own broadcast when an identical data summary is
heard. Besides, Adaptive Neighbor scheme is inherited in this work. The rebroadcast
probability is also adjusted based on the number of duplicated overhearing of the
last message. Consider the topology in Fig. 5, again the deficiency is found. Because
node C will overhear duplicate summaries from node A, B, and D, Node C will drop
many broadcasts which will cause node G has less opportunities to get the new data.

Smart Gossip [33] takes underlying network topology into consideration to solve
the above problem. Smart Gossip adjusts the rebroadcast probabilities according to
the underlying network topology. The reason for the improper decisions in the above
two schemes is that a node chooses its rebroadcasting probability independently.
Hence, in Smart Gossip, the node dependency is defined and used for rebroadcasting
probability adjustment. Smart Gossip defines node X “depends on” Y as the rela-
tionship between X and Y if Y gets data from X. A stronger dependency means the
probability that Y is able to get data from other nodes except X is lower. In Fig. 5, we
can find node G depends on node C totally. Hence, in Smart Gossip, C can learn the
knowledge that G depends on it totally. After knowing the dependency, node C will
increase the rebroadcasting probability up to 1. Despite of making adjustments based
on dependency reflected by topology information, Smart Gossip is still divided into
structure-less schemes because it only uses local topology which can be obtained in
a decentralized manner.

3.2 Negotiation-Based Schemes

Negotiation is first proposed in SPIN [34, 35]. In negotiation methods, nodes in
local areas negotiate with each other about who should be the forwarder and what
is to be transmitted before the neighboring nodes really begin transmitting data. The
so-called negotiation strategy is designed to conquer the broadcast storm problem
and to obtain high reliability. Through negotiation about missing data, which part of
the data is still needed to retransmit can be known be the senders. Then only useful
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information will be transferred. Besides, the negotiation messages can act as NACKs
that request themissing data.Hence, the reliability is guaranteed.Due to the reliability
guarantee, it is more common use negotiation-based schemes to accomplish remote
control than non-negotiation schemes. On the other hand, the negotiation about who
should act as forwarder tries to keep one and only one node transmits the data in a
local area. Thanks to the negotiation, the number of redundant data transmissions is
dramatically reduced and the broadcast storm problem is avoided.

Generally speaking, negotiation uses three types of messages to do the dissemi-
nation through a three-handshake message exchange.

• ADV, advertisement messages. ADVmessages specify the data that a sender wants
to share in the form of meta-data.

• REQ, request for data. Nodes will send back requests to specify which packets are
wanted, after they receiving the ADV.

• DATA, the requested data packets. The source node packs the requested packets
and broadcasts it in the type of DATA.

SensorProtocols for InformationviaNegotiation (SPIN) is a family of negotiation-
based adaptive data dissemination protocols. The SPIN protocols share two common
basic ideas. The first one is information sharing to avoid redundant transmissions.
Nodes share the information about which parts of the data they already have and
which parts are still needed. However, exchanging real data may be a costly network
operation because the size of disseminated data are usually large. However, exchang-
ing the summaries about disseminating data can reduce the cost. Meta-data is then
proposed to succinctly and completely describe the latest data. Then the original
large data can be identified by the meta-data with small size. It means the meta-data
of the distinguishable data will still be distinguishable. On the other hand, the indis-
tinguishable data will result in identical meta-data. Second, energy balancing is taken
into consideration in SPIN. To prolong the lifetime of the system, the nodes monitor
their own energy resources and adjust the dissemination behaviors correspondingly.

SPIN is the pioneerwork that designs negotiation strategy inWSNs.The follow-up
work usually adopts the similar negotiation strategy. Each nodewith SPIN broadcasts
ADV messages to announce which data they have. If an ADV message is received,
the receiver will check its own meta-data and compare it with the meta-data in the
ADV message. If the meta-data are not matched, the receiver knows that the ADV
sender possesses data with a newer version. The receiver then responds the sender by
sending aREQmessage that specifieswhichparts of the data iswantedby the receiver.
Once receiving REQ messages, the sender will send out required data encapsulated
in DATA messages.

Figure6 shows an example of the negotiation procedure in SPIN. Node A initiates
the dissemination. It broadcasts ADV messages to announce its possession of new
data (1). Upon receiving ADV messages, node B, C, and D send out the REQ mes-
sage which contains the information of wanted data parts (2). Node A combines all
REQ messages and integrates the wanted data into next transmitted data block. And
then, node A broadcasts DATA messages that contain all the data requested by the
neighbors (3). Taking the lossy link into account, the DATA packets can get lose due
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Fig. 6 Negotiation process in SPIN

to the poor link quality. The procedure (2) and procedure (3) are repeated until all the
required DATA packets are received or reaching the maximum number of retries. If
a node does not get the whole data after the maximum retries, it stops sending REQ
anyway to avoid continuously using the poor links. It will wait for the next ADV
message to start a new round negotiation and get what it needs from other senders.
The nodes can act as forwarders after receiving all the requested data packets. They
will broadcast ADV messages to announce their availability as forwarders (4). Then
the neighbors of forwarders can request the data by sending REQ messages back to
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the forwarders, e.g., node C, after hearing C’s ADV message (5). Then by the way
same to the one in (2) and (3), node C will broadcast the request data to its neighbors
(6). By this hop-by-hop forwarding, data dissemination is accomplished.

In [36], the authors notice that multiple potential forwarders will have channel
contention during the forwarding process. All the receivers that have new data can
sever as forwarders, which one should be the forwarder in this local areas? If toomany
forwarders are broadcasting the data at the same time, packet collision between these
forwarders will be serious. The dissemination efficiency will be hurt. To deal with
above problem, the authors proposeMulti-hop Over-the-Air Programming (MOAP).
MOAP selects only a small subset of the nodes in a neighborhood to act as for-
warders, reducing the unnecessary traffic. Retransmissions are done through unicast
to reduce the traffic further. The repair mechanism is a simple sliding window based
retransmitting method.

Deluge [37] is a reliable data dissemination protocol built on Trickle (see Sect. 3.1)
to accomplish version control. Similar to SPIN, Deluge also adopts a negotiation
strategy. Deluge supports bulk data dissemination with a three-handshake negoti-
ation strategy. Deluge can guarantee the reliability by the NACK messages. Data
requester should specify the needed packets in the REQ messages. Then the for-
warders only retransmit themissing packets to reduce unnecessary transmission cost.
Deluge leverages the segmentation and pipelining mechanism which MOAP does
not use. We will introduce segmentation and pipelining mechanism in Sect. 5.1. Due
to these methods, Deluge is able to exploit the spatial multiplexing to speed up the
dissemination process by concurrent transmission without collision. The reliability
is guaranteed by hop-by-hop error recovery.

MNP [38] shares similar ideas with Deluge. MNP adopts the same negotiation
framework as Deluge. The key difference is that a sender selection mechanism is
proposed in MNP to reduce the probability of selecting inappropriate forwarder
in Deluge. Recall that in Deluge, a candidate is randomly picked out among the
neighbors as the forwarder, if there is more than one candidate senders in a local
area. However, the number of forwarders will not be bounded and is still large
enough to have the forwarder contention problem. What’s more, if the randomly
selected forwarder has poor link qualities to its neighbors, the completion time will
be prolonged.MNP tries to solve this problem by proposing a greedy sender selection
algorithm. In MNP, the candidate forwarder with largest expected impact will be
greedily selected as the next forwarder in a local area. Impact is defined as the
expected number of neighbors that can get data from a node if they select the node
as the forwarder.

ECD [39] is an efficient code dissemination protocol that considers the unreli-
able wireless links. By leveraging one-hop neighbor link quality information, ECD
tries to accurately measure the impact of a sender. In MNP, impact is used as the
sender selection metric. However, the impact of a node only considers the number
of neighbors that need data from the node, without any consideration of the link
quality. MNP can perform well in the networks where the links are reliable or near
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reliable. But when the links are lossy, the measurement of impact is not accurate.
Different from MNP, ECD calculates the impact with link quality as follows.

Impact (i) =
∑

k∈N (i)

1 · p(i, k) (1)

where N (i) is the set of the uncovered neighbors of node i , p(i, k) is the link quality
from i to k. From Eq. (1), we can see the impact of node i in ECD actually reflects
the expected number of packets that the uncovered neighbors can receive if node i
is selected as the forwarder.

ReMo [40] is a reliable reprogramming protocol. It is tailored to themobileWSNs.
In the mobile WSNs, the location of a sensor node is changing and uncertain. The
mobility leads to a dynamic network condition such as varying link qualities. This
intrinsic features of mobile WSNs bring challenges to the dissemination protocol
design. First, the uncertain locations make it hard to get neighbor information for
the potential senders. Second, sender selection algorithms do not work well because
some information is not easy to get. For example, the Packet Reception Ratio (PRR)
information in ECD is not available in mobile WSNs because the mobility causes
continuous changes of the network condition.

To overcome above challenges, ReMo is proposed. Nodes with ReMo learn the
neighbors’ information such as link qualities and relative distances by measuring
the link quality indicator (LQI) and received signal strength indicator (RSSI) of
the received packets. Based on the measurement results, the nodes in local area
select the best node for data exchanging, with the consideration of the movement
paths. ReMo also adopts the polite gossip advertisements similar to Trickle (see
Sect. 3.1). Broadcasting an advertisement or not is decided by the network density.
Another distinguishable feature of ReMo is disordering reception of data. Remo
allows disordered data and rearrange the order after all data are received because the
mobility of nodes makes hop-by-hop reliability guarantee hard.

Besides the researches of traditional data dissemination, methods from other
researcher areas can be leveraged to accomplish data dissemination. For example,
publish/subscribe systems overWSNs [41, 42] can be used for data dissemination. in
a publish/subscribe system, a subscriber sends subscribe messages which contain its
interest to an event or a predefined topic, to the publisher. The publishers who receive
the subscribe messages will send the publish messages according to the notification
of subscribers’ interests. More details and recent works can be found in the survey
[43]. Such a message model is similar to the negotiation-based message model in
data dissemination. In publish/subscribe systems, it is the subscribers (normal nodes
in the network) initiating the process to pull data from the publishers (sink nodes).
However, in data dissemination, it is the sink nodes initiating the dissemination pro-
cess to push data to the normal nodes in the network. To leverage the methods in
publish/subscribe systems, appropriate adjustments are needed.
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3.3 Hybrid Schemes

In the existing literature, different categories have definite boundaries and no trade-
off has been analyzed before. Recently, a hybrid scheme [44, 45], combining non-
negotiation and negotiation-based schemes, is proposed. Hybrid schemes are pro-
posed to balance the trade-off between efficiency and reliability in the existing frame-
work.

Although the negotiation scheme is essential for guaranteeing a high reliability, it
brings additional control overhead. The authors in [45] conduct a motivation exper-
iment on an indoor testbed with 40 TelosB nodes to analyze the performance of
non-negotiation and negotiation-based schemes. Probabilistic flooding is used as the
representative of non-negotiation schemes, andDeluge (see Sect. 3.2) is the represen-
tative of negotiation-based schemes. The network topology is grid, and the distance
between two adjacent nodes on the grid is 20cm. The transmission power is set to the
minimum for obtaining the multi-hop dissemination. The rebroadcasting probability
in probabilistic flooding is set 0.9. The disseminating data size is 5KB, packaging
into 48 ∗ 5 packets. One flooding round is defined as the process that the sink node
finishes broadcasting all the packets once. Reliability process is observed during the
experiments. The network reliability is defined as the average of the ratio that a node
number of unique received packets to the total number of necessary packets.

We cite the experiment results, Fig. 7 from [45], to analyze the trade-off between
efficiency and reliability. Figure7 shows the time-reliability curve for the two classes
of schemes. From the results, we can find following observations: (1) for the small
number of flooding rounds n, probabilistic flooding cannot achieve a high reliability.
Hence, negotiation is a necessary for 100% reliability. (2) However, for a certain
level low reliability, e.g., <30%, probabilistic flooding (with n = 1, 3) has a quite
much shorter completion time, compared to Deluge. (3) For a high reliability, e.g.,
>80%, flooding (with n = 15) has a larger completion time than Deluge.

Fig. 7 Reliability progress
of flooding and Deluge [45]
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We summarize and analyze the observations as follows. (1) For a certain relia-
bility, probabilistic flooding often has a much shorter dissemination time because
no control message is involved to defer the data transmissions. (2) But for a higher
reliability, probabilistic flooding has to increase the flooding times n to achieve,
bringing inefficiency because the blind flooding without feedbacks tends to cause a
large amount of redundancy. In contrast, negotiation can clearly specify the miss-
ing packets by explicit requests. The use of negotiation will effectively reduce the
redundancy.

There is clear trade-off between negotiation-based schemes and non-negotiation
schemes. How to balance the trade-off to get improved performance is the key point.
In [44, 45], the authors propose SurF, a selective negotiation method, to control the
transition time between two schemes to fully explore the benefit of flooding and
then change to negotiation-based methods for reliability. For example, one simple
hybrid scheme is flooding n times and then disseminating the remaining data by
negotiation-based schemes. The key challenge is to determine when and how nodes
transit from one scheme to another one. A bad transition point may result in ruin
of the efforts and even bring harm to the dissemination process. For example, if the
node turns to negotiation-based schemes after too many rounds of flooding, then the
completion time can be longer than the completion time of using negotiation-based
schemes only. In contrast, a smaller flooding times n may result in the insufficient
utilization of fast dissemination. The authors model the time-reliability relationships
of these two schemes [44, 45]. Based on the time-reliability model, the reliability
progresses of these two schemes in the unit time could be modeled and calculated.
Then the scheme that can achieve more reliability progress in the next unit time will
be adopted.

4 Structure-Based Data Dissemination Schemes

Different from the structure-less schemes, structure-based schemes take advantages
of the network topology and node location information for data dissemination. Even
some structure-less schemes use local neighbor information, we do not regard them
as structure-basedmethods because the neighbor information is not enforced tomake
themethodswork.Without the prior topology information, the structure-less schemes
can also work. The neighbor information is also very lightweight to learn the local
information through the disseminating process. On the other hand, structure-based
schemes must have a prior knowledge of the topology information, which is usually
the global topology.

We further divide structure-based schemes into two sub-categories: plain and
hierarchy-structure-based schemes. In plain-structure schemes, status of all nodes
are equivalent in disseminating process, forming a plain structure. In plain-structure
schemes, topology information is usually used to help speed the dissemination up
or improve the energy efficiency. While in the hierarchy-structure schemes, nodes
have different roles in the dissemination process. Normally, nodeswill be divided into
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Fig. 8 Additional coverage
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clusters with a cluster head for each. Then the selected cluster heads form a backbone
network. The data will be disseminated preferentially among the backbone network.
And then the cluster heads can disseminate data in their own clusters concurrently
to shorten the disseminate completion time.

4.1 Plain-Structure Schemes

Two structure-based schemes are proposed in [27] to conquer the broadcast storm
problem, with the help of the location information. The first one is called distance-
based scheme. In distance-based scheme, rebroadcasting a packet or not depends
on the distance between neighbors. The benefit of an rebroadcast is defined as the
additional coverage the rebroadcast can bring. The additional coverage of a broadcast
is defined as the size of new covered area due to this broadcast [27]. Note that
even though the mobile sensors can also increase coverage [46] or help the data
collection [47], we consider the static network in the following discussion. Figure8
is an example to illustrate additional coverage. The additional coverage of node N is
shown as the gray area. Suppose the distance between M and N as d where M is a
node that just broadcast the same data packet. Then if d is too small, the additional
coverage of N can provide will be little. The additional coverage will become larger
when d is getting larger. The relationship between d and the additional coverage area
Sadd of node N is:

Sadd = πr2 − 4
∫ r

d/2

√
r2 − x2dx ≥ ST (2)

where rM and rN are the communication radius of node M and N. Here, we simply
consider heterogenous network that node M and N have the same radio component.
Then the communication radius of node M and N is same, rM = rN = r . From the
equation, we can find that if d is larger than some threshold D, then the additional
coverage will be larger than some threshold. Hence, we can preset a threshold of
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additional coverage which is beneficial enough for a broadcast. Then the threshold
of d can be calculated and used for the judgment whether a rebroadcast should be
done or not.

The second scheme is location-based scheme. This scheme also follows the prin-
ciple that covering more additional coverage. Note that distance-based scheme has
only distance information and makes the judgment of broadcast by distance thresh-
old. When a node has more than one neighbor, distance-based scheme has to use the
minimum distance to calculate Sadd by Eq.2 because there is no direction informa-
tion available. But location-based scheme has the exact locations of nodes provided
by powerful hardwares such as global positioning system (GPS). Therefore, nodes
with location-based scheme can accurately calculate the Sadd instead of estimating
by distance d. In location-based scheme, the distance and direction information is
available to calculate Sadd , taking all the neighbors into account. Then if the calcu-
lated Sadd is larger than the preset threshold, the node will broadcast. Otherwise, it
drops the packet.

Infuse [48] is a reliable data dissemination protocol tailored to time-division mul-
tiple access (TDMA) MAC layer designs. Infuse needs localization to obtain the
neighbor information of the successors in the east/south direction. In TDMA, the
time period is divided into slots. Each node in a local area takes an exclusive slot.
The nodes are divided into predecessors and successors based on the location infor-
mation. The dissemination of Infuse is started by the start-download message from
the sink. When a node receives the start-download message, it initializes the flash
and notifies current running program to prepare for the upcoming dissemination pro-
cess. Once receiving new data packets, a node will forward the data packet in its
own time slots. During a node’s transmitting slots, its successors that turn on the
radios will receive the forwarded packets. Though TDMA is collision-free, packets
get lost because channel fading and external interference causes the unreliable wire-
less links. To overcome the transmission errors, Infuse also designs an error recovery
algorithm. A go-back-n based recovery algorithm is used in Infuse. In the go-back-n
based recovery algorithm, suppose we have a window of size n. Then a node will
not send packet di before the ACK of packet di−n is hard to guarantee the reliability.

Freshet [49] mainly focuses on energy efficiency during data dissemination. The
basic design is similar to Deluge and MNP (see Sect. 3.2). What’s different is that
Freshet leverage network topology information to optimize the energy efficiency.
In Freshet, when data transmission is not likely to happen in the neighborhood,
a node will aggressively turn off the radio to save energy. The first step of data
dissemination of Freshet is flooding the topology information to the whole network
from sink. Then each node in the network can have an estimation about the time
that data may be transmitted in its neighborhood based on this topology information.
Before the estimated time of data arrival, a node just turns off its radio and go to sleep
state. Such a strategy can help save energy by reducing the radio-on time when the
dissemination is far away. Besides, if multiple data sources are available, it allows
nodes to receive pages out of the order instead of hop-by-hop reliability guarantee,
to speed up the dissemination.
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Fig. 9 An example of a clustered structure

4.2 Hierarchical-Structure Schemes

The authors in [27] also propose cluster-based scheme which is a hierarchical-
structure scheme. Cluster-based scheme uses the topology information to divide
the network into several clusters. The cluster construction algorithm is as follows.
At the beginning, each node is a cluster with itself as cluster head. Then different
clusters are merged together. Every node that is able to communicate with every
other node in the merged cluster is a candidate of cluster head. Then the cluster head
is decided by the node ID. The candidate with the minimum ID will be elected as
the cluster head. The network mobility is also considered in cluster-based scheme
[27]. When two mobile cluster heads encounter, the node with smaller ID will win
the cluster head position. The other cluster will give up the head role and join into
the new cluster.

Figure9 shows an example of the cluster structure. In this cluster-based scheme,
nodes are divided into three classes: cluster head as introduce above, gateway, and
member. A member node keeps receiving useful data without any rebroadcast. Gate-
way nodes are special member nodes, locating in the overlapping region of two or
more clusters. Hence, the gateways also rebroadcast packets like cluster heads do to
help the dissemination process.

Sprinkler [50] is a reliable data dissemination protocol. Sprinkler uses the network
topology information to construct a hierarchical structure dedicated to dissemination.
Sprinkler also designs energy conserving mechanism. In Sprinkler, every node in the
network is either a stationary sender or a neighbor connected to one of the stationary
senders. We can find that the structure generated by above principle is equivalent
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to the connected dominating set (CDS) in a graph. To save energy, less stationary
senders should be used.Hence, the problem in Sprinkler is to get the structurewith the
minimum number of stationary senders. Such a problem is same to the problem that
computing the minimum CDS problem which is NP-hard. The authors in Sprinkler
propose a low complexity CDS algorithm for the sensor nodes.

After obtaining this hierarchical structure, Sprinkler performs data dissemination
via two phases: streaming phase and recovery phase. In the streaming phase, only the
nodes in the CDS broadcast packets. In the recovery phase, the non-CDS nodes that
have missing data can send out NACK to ask for the wanted data. The CDS nodes
with whole data block will respond to the requests and retransmit the requested data.
TDMA is also used in Sprinkler to avoid hidden terminal problem.

Firecracker [51] is similar to Sprinkler. It combines on-demand routing and
data dissemination together to accomplish rapid dissemination. Firecracker has two
phases. In the first phase, sink node sends the data to the most distant nodes in the
network, leveraging routing paths. Then the nodes traversed by the data from the
backbone network naturally. The backbone nodes in Firecracker are the nodes in
each corner or randomly selected. Once these distant nodes get the data, the second
phase of Firecracker starts. In the second phase, broadcast-based dissemination is
used. Data is disseminated along the paths formed in the first phase, like a string of
firecrackers. The nodes in backbone networks will broadcast the data to other nodes
concurrently.

CORD [52] is a reliable data dissemination protocol dedicated to the bulk data
dissemination. Similar to the above three hierarchical-structure schemes, CORD also
constructs a CDS dedicated to dissemination and adopts two-phase dissemination.
The nodes in CORD are divided into core nodes and other normal nodes. In the
first phase, data is only disseminated among the core nodes which is a connected
dominating set of the network. Then the core nodes broadcast the data to other nodes
concurrently. The dissemination among the core nodes can be implemented by the
schemes similar to Deluge and MNP (see Sect. 3.2), which disseminates data by
reliable hop-by-hop forwarding. Different from above CDS-based methods, CORD
adopts a sleep scheduling algorithm in conjunction with the two-phase dissemination
to save the energy.

OAP-SW [53] is a reliable dissemination protocol. The small world features are
analyzed and leveraged in OAP-SW to improve the performance of data dissemina-
tion. The small world features indicate that there exist shortcuts from the sink to the
other parts of the network. The idea behind OAP-SW is similar to Firecracker. First,
sink quickly deliveries the data to some nodes spreading the whole network. Then
all these nodes disseminate the data simultaneously to speed up the process. But in
OAP-SW, nodes with more powerful hardware are added to act as the endpoints of
the shortcuts, forming a heterogeneous network. Then the placement of endpoints
of shortcuts is solved by designing the approximation algorithm of the minimum set
cover problem. Then the first layer of the hierarchical structure is composed of the
powerful nodes, and the second layer is formed by other nodes.
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5 Other Techniques Used in Data Dissemination

5.1 Segmentation and Pipelining

Most data dissemination protocols (e.g., [37–40, 48, 49, 52–54]), especially the one
tailored to bulk data dissemination, usually take advantage of pipelining technique
to speed up the dissemination. Since wireless communication is intrinsically broad-
casting, transmissions collide with each other within the communication range. But
outside the communication range, the concurrent transmissionswill not be overheard.
Pipelining is proposed to exploit such an opportunity of spatial multiplexing.

Segmentation is proposed to cut a large data object into small pieces for more
flexible dissemination. For example, in Deluge [37] (introduced in Sect. 3.2), a data
object is divided into pages, each of which contains a fixed number of packets (48
packets per page in Deluge). Segmentation is usually used together with pipelining.

The segmentation is illustrated in Fig. 10. The data object is segmented into K
pages. Each page has N packets. Instead of forwarding the whole data object which
is only possible after completely receiving all the data, a node with segmentation
technique can act as a forwarder once it receives one complete page. Then the next
data page is disseminated. Segmentation helps reducing the waiting time for whole
data object and prevents data staying in a single area for too long. Deluge leverages
such a segmentation technique together with pipelining to speed up the dissemination
process. Most of existing bulk data dissemination protocols follow the same data
segmentation principle as Deluge.

Pipelining is proposed with segmentation to further exploit spatial multiplex-
ing. To fully leverage spatial multiplexing, transmissions in different places should
be performed simultaneously as much as possible. But the beneficial simultaneous
transmissions should not interfere with each other. It is generally assumed that the
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Fig. 10 Segmentation example
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concurrent transmissions that are three hops away will not collide with current trans-
mission. For example, in Fig. 11, the simultaneous transmissions of sink and node
4 will not collide. They can concurrently transmit two different pages to their own
neighbors, speeding up the dissemination.

5.2 Coding Technique

Coding is another promising technique used in data dissemination. Traditionally, a
receiving vector on the receiver is needed to record the packet receiving status. And
a to-transmit vector on the sender side is also needed to record which packets are
requested by the receivers and needed to transmit in the next broadcast. This is the
root cause why existing methods need NACK or ACK.

But with coding technique, a sender just broadcast the coded packets to the
receivers, without the need of knowing that each receiver needs which particular
packets. Then partial negotiation procedure can be cut down and the dissemination
efficiency can be significantly improved. Generally speaking, the coding techniques
used in data dissemination must be rateless because rateless coding technique can
make different packets equivalently useful to all the receivers. To guarantee the equiv-
alent status, all the packets are encoded into data blocks that are linearly independent.
If the receivers receive enough number of linearly independent encoded packets, they
can decode the original data block. When the packets are lost, there is no need for the
sender to knowwhich particular packets are lost. In methods with rateless coding, the
sender can just keep sending out the encoded packets and the receivers will continue
collecting encoded packets until it is enough to decode successfully.

SYNAPSE [55] is a data dissemination protocol leveraging rateless coding. The
rateless coding is used in error recovery phase to improve the efficiency. SYNAPSE
adopts a low computational complexity called digital fountain codes [56]. The encod-
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ing and decoding are just doing the exclusive OR (XOR) operations, which is
friendly to the low-power sensor nodes with limited computation resources. Redun-
dant encoded packets will be directly transmitted for the fast error recovery. Nego-
tiation is also used in SYNAPSE. If there is still some receivers who cannot decode
the packets, the hybrid ARQ is adopted to do the negotiation. Different from the
NACK/ACK in previous negotiation-based schemes that specifies the receiving vec-
tor, SYNAPSE only requires the receiver to specify the number of the additional
packets it needs to perform decoding.

Rateless Deluge [57] is another work that leverages coding technique. In Rateless
Deluge, two coding-based schemes are proposed: rateless Deluge and ACKless Del-
uge. In rateless Deluge, a rateless coding technique, random linear coding, is used
for disseminating data. The data object will be encoded into k segments into the m
linear combinations by random linear coding, wherem > k. After encoding, the for-
warder broadcasts the encoded packets. Then the receiver that gets any k messages
can recovery the original data image by solving the corresponding system of linear
equations.

In ACKless Deluge, the second scheme of [57], forward erasure correction (FEC)
mechanism is further used to eliminate the need for the control packets. The random
linear coding requires the receiver have more than k messages to decode the original
data block. Considering unreliable wireless links, the sender must send out more than
k packets. ACKless Deluge transmits the extra encoded packets in advance to reduce
the probability that a receiver does not get enough packets and has to send NACK to
request. But the problem is how many extra encoded packets should be transmitted.
Too many encoded packets in advance will bring redundancy and waste channel
resources unnecessarily. On the other hand, transmitting a small number of encoded
packets in advance cannot efficiently avoid time-consuming NACK requests. Hence,
ACKless Deluge integrated with FEC tries to provide enough extra encoded packets
with little redundancy.

The authors in [58] propose a dissemination method for the duty-cycled WSNs.
It saves energy by minimizing the number of transmissions. They propose a XORs
encoding decision algorithm to minimize the number of transmissions. The effec-
tiveness of current sleep scheduling on energy saving is analyzed and used for the
decision about whether the current sleep scheduling is effective or not.

The authors in [59] provide an analytical upper bound of the completion time for
coding-based methods in the WSNs with a general network topology. The results
show that the completion time of coding-based dissemination methods is between
O(N ) and O(N 2) where N is the number of nodes in the network. However, in the
proposed completion time model, only the network transmission latency is consid-
ered. Encoding time and decoding time are not considered.

The authors in [60, 61] propose a showcase that applying network coding to data
dissemination inWSNs. They analyze the effectiveness of coding technique for small
values, specifically for a single value dissemination. Traditional works usually focus
on bulk data dissemination with coding technique. In [60, 61], CodeDrip is proposed
to validate the performance of using network coding for small values. The results
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Fig. 12 Constructive interference and destructive interference

show that CodeDrip is faster, smaller, and sends fewer messages than traditional
dissemination protocols for small values such as Drip [13] and DIP [14].

5.3 Constructive Interference

Recently, there is a trend of exploiting interference instead of avoiding it, such as
concurrency [62–66]. Some data dissemination methods that leverage constructive
interference are proposed. The proposed methods significantly change the working
framework of traditional dissemination methods.

First of all, we introduce constructive interference [67]. As shown in Fig. 12, when
two waves with same frequency meet at the same point, the amplitude of resulted
wave is the sum of the individual amplitudes. Traditionally, wave 2 is regarded as
interference when wave 1 is the interested signal. However, we can find that under
constructive interference, wave 1 is amplified when wave 2 is same to wave 1. On
the contrary, if wave 2 arrives at phase 180◦, the crest of wave 1 meets the trough of
wave 2, then destructive interference occurs and the resulted wave is interfered most
seriously.

Another physical phenomenon is capture effect which can be also used in WSNs
[68–71]. Capture effect is also called co-channel interference tolerance. In capture
effect, the receiver is able to correctly receive a strong signal from one sender in spite
of the significant interference from other senders.

Glossy [72] is a recent work that designs and implements a fast flooding scheme
that leverages constructive interference to improve the performance of existing time
synchronization [73]. Glossy designs a novel flooding architecture for data dissem-
ination in WSNs. Glossy exploits CI of IEEE 802.15.4 symbols for the fast network
flooding. As introduced in the previous sections, classic flooding is prone to have
the broadcast storm problem. One possible approach is to schedule the broadcasts to
make them interference free. However, to design such a schedule is a NP-complete
problem [74].
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Glossy analyzes the underlying reason of CI and intentionally makes it happen
beneficially. Glossy requires strictly simultaneous transmissions of the same packet
to make them interfere constructively. Then the artificial capture effects help receiver
to decode the packet. Glossy disseminates data as follows. The source node initially
broadcasts the first packet. Neighbors retransmit the packet right after receiving
the packet to meet the conditions of CI which are (1) simultaneous transmissions;
(2) same packet. Then the source continues flooding out the data packets after a
certain safety time period which is enough for the previous packet floods out the
communication range. By this way, Glossy can disseminate the data with a quite
high reliability without any control overhead involved in the process.

However, leveraging CI faces several challenges: (1) CI solely cannot provide
reliability guarantee; (2) timely error recovery needs careful design because CI keeps
the radio too busy to send back ACK or NACK; (3) CI requires more than one
reliable transmitters transmit the same packet at the same time. However, the reliable
links in real deployment are not always available to provide efficient constructive
interference.

A recent work called Wireless Bus [75] is proposed. In this work, the network
is configured as a bus to do the data transmission without definition of unicast or
broadcast. Patching it with the reliability guarantee mechanism is another possible
way to do the data dissemination by leveraging CI.

Splash [76] is a dissemination protocol for large data objects in WSNs. Splash
combines many techniques to achieve fast and reliable data dissemination. The con-
structive interference broadcast and multiple-channel pipelining are integrated to
eliminate contention overhead among nodes. Without contention, the dissemination
completion time can be significantly reduced. Besides, opportunistic overhearing,
channel cycling, and XOR coding are also used to ensure the high reliability.

Pando [77, 78] is completely contention-free data dissemination protocol that inte-
grates coding technique and constructive interference. With Pando, data are encoded
by Fountain codes. The network is first divided into multiple parallel pipelines, based
on constructive interference and channel diversity. And then the sink disseminates
the rateless stream of encoded packets along the fast and parallel pipelines.

6 Performance Evaluation

The performance of data dissemination methods in WSNs is crucial to the stability
and lifetime of the systems. The reason will not be repeated in details because it
has been explained in Sect. 2.2. The evaluation is usually done by (1) testbed; (2)
simulation. In this section, we introduce the performance metrics and then discuss
the advantages and disadvantages of different schemes.
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6.1 Performance Metrics

To fulfill the requirements of data dissemination, researchers propose several per-
formance metrics to measure the satisfaction degree. We summary the common
performance metrics as follows.

Reliability is the fundamental requirement as well as the essential performance
metric in data dissemination. Measuring reliability usually calculates the ratio of the
size of data that nodes in network need to receive, to the size of whole data that all
nodes need to receive. For example, if the size of disseminating data is 10KB and
1000 nodes exist in the network, then the size of data that all nodes need to receive
is 10,000KB. If the size of totally received data for all the 1000 nodes in network is
9,800K according to a protocol, then the reliability of this protocol is 98%. Though
sometimes the reliability is not strictly required to be 100%, the 100% reliability is
a desired performance. Actually, it is usually required to be a high probability near
100% even if not 100%.

The negotiation-based schemes can achieve a 100% reliability because the negoti-
ation process guarantees that every node gets the latest data eventually in finite time.
On the other hand, non-negotiation schemes cannot achieve the 100% reliability in
a limited time period because no negotiation helps the nodes with missing data to
precisely and actively ask for the wanted data.

Time efficiency is crucial for system functionality. Completion time is one of
the most important metrics for data dissemination to measure the time efficiency.
It is crucial to the overall system performance. The time-efficiency requirement
demands dissemination complete as quickly as possible. The completion time of
data dissemination is defined as the time period from the first packet that the initial
node sends out to the last packet that the last node in the network sends out or receives.
In the non-negotiation schemes, the last node finishing broadcasting the data is the
end of the dissemination. In the negotiation-based schemes, the last node receiving
all the data is the end of the dissemination.

Energy efficiency is always the key concern for almost every protocol in WSNs.
The less energy a protocol consumes, the longer network lifetime is. Fulfilling the
requirements with minimum energy consumption is always desired. On the low-
power sensor node platform, radio activities are known as the major energy con-
sumption. Take Mica2 node as example, the energy consumption of some related
operations is shown in Table1 [28]. We can find the current draw when radio works
is much larger than the other activities of nodes. Therefore, to reduce the energy
consumption to the minimum, the radio-one time should be controlled as short as
possible. In negotiation process, the nodes need to turn on their radios for overhearing
control messages.

Memory usage is another metric to evaluate dissemination performance. Only
limited memory resource is available on a sensor node. During the dissemination,
memory of certain size is reserved for dissemination data and other necessary infor-
mation. Generally speaking, segmentation technique can take the memory usage
under control. Since the dissemination in segmentation is page by page, the required
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Table 1 Energy consumption on Mica2 platform

Operations Power consumption (nAh)

Read a data block from EEPROM 1.261

Write a data block to EEPROM 85.449

Send one packet 20.000

Receive one packet 8.000

Idle listen for 1 ms 1.250

memory size is the size of one-page data and other necessary information such as
system parameters, neighbor information. Without the segmentation, the nodes have
to store the data into flash storage if the whole data cannot be stored in memory.
However, storing data in flash will cause extra delay when a node wants to send out
the data because reading from the flash is slower than reading frommemory. Besides,
the reading and writing on flash also consume additional energy. Hence, for the bulk
data dissemination, segmentation is usually adopted.

6.2 Performance Comparisons

In this section, we compare different schemes reviewed in this chapter. The detailed
performance comparisons of these schemes are omitted because the experiment
results reported in different papers cannot compare fairly. The results are obtained
under the different experiments or simulation settings vary in different works. There-
fore, we just give some general comparisons between different categories as follows.

Structure-less schemes to structure-based schemes. Structure-less schemes can be
employed in a large-scale system easily because no additional information is needed.
They can be very flexible to adapt to the dynamic networks with a good scalability.
On the other hand, it is obvious that structure-based schemes are not easy to suit
for the dynamic networks. Each change of the network environment can result in a
total reconstruction of the dedicated structure which is of heavy overhead. Dedicated
structure has side effects. Even though the structure-based schemes reduce control
overhead during the dissemination process, they bring about another overhead of
maintaining the dedicated structure.

Non-negotiation schemes tonegotiation-based schemes.Non-negotiation schemes
disseminate data quite quickly because no negotiation defers the transmissions of data
packets. Besides, non-negotiation schemes do not have the transmission overhead
of control messages brought by negotiation. The disadvantage of non-negotiation
schemes is that they cannot guarantee the reliability. If high reliability is needed,
the ARQ mechanism is necessary. However, the ACK/NACK messages of ARQ
mechanism will incur ACK implosion problem and the broadcast storm problem.
On the other hand, negotiation-based schemes sacrifice time efficiency for the high
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reliability. The negotiation strategy effectively eliminates the redundant transmis-
sions and guarantees the reliability by explicit control messages. The disadvantage
of negotiation is time-costly. In recent experiment results reported in [44], the control
time incurred mainly by negotiations takes around 70% of the total completion time.

Plain structures to hierarchical structures. The plain-structure schemes are more
flexible, compared to the hierarchical-structure schemes. There is no cost for acquir-
ing the topology or location information. Some of the plain-structure schemes only
need the local structure information. The cost of acquiring local structure inform
is limited. Another advantage of the plain structure is its convenience to construct
and maintain. Compared to the plain structures, hierarchical structures can speed
up the dissemination process by dividing the dissemination into two phases and
broadcasting concurrently with little interference. Hierarchical-structure schemes
are expected to be more efficient in the relatively stationary networks but not in the
dynamic networks. If the networks are dynamic, then hierarchical-structure schemes
need to reconstruct the disseminating structure once the network changes, which is
too costly to maintain.

Whole image to segmentation. When data block is in a large size, disseminating
the whole data hop by hop is time-consuming. By the segmenting and pipelining, the
completion time will be much shorter due to the spatial multiplexing. Except some
early works, segmenting and pipelining are widely adopted in the existing works.

Literature [28] and [79] also give some comparisons about the related protocols.
In [80], the completion time of negotiation-based schemes is modeled and measured.
The dissemination delay in the low-duty-cycle network is analyzed in [81].

7 Open Issues

Security should be considered in some application systems such as monitoring sys-
tem for military use. However, the research on security in data dissemination is
limited. The traditional encryption algorithms are too complex to operate on nodes.
Simple alternative methods are proposed. In [82], the authors changes the file system
management, reboot mechanism, and bootloader on iMote2 sensor nodes to protect
the system from being reprogrammed by an unauthorized third party. The authors
in [83] propose a method to achieve confidentiality in the multi-hop data dissemina-
tion. Spurious data images from the adversary are prevented by the proposedmethod.
However, these works still require expensive resources and complicated algorithms.
To keep real deployedWSNs secure during data dissemination, more effort is needed
for designing secure methods more easy and more effective to use.

Heterogeneous networks should be considered in the future development of data
dissemination. The boom of Internet of things (IoT) brings prosperity of smart
devices. More and more IoT and WSN devices will deployed in our living envi-
ronment to provide convenience to daily life [84, 85]. It is becoming more and more
commonmany devices from different application systems are deployed in a common
area. Even in the same application system, to satisfy different application require-
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ments, nodes equipped with various sensors are used. Hence, heterogenous network
is an unavoidable network situation.

However, data dissemination among the heterogeneous networks is not well stud-
ied. The authors in [86] study the code dissemination problem in heterogeneous
WSNs. They formulate the problem as a minimum non-leaf nodes Steiner tree prob-
lem. The authors then propose a multicast protocol HSR with an approximate ratio
ln |R|, where R is the set of all destinations. Sprinkler [50] can also be applied to
heterogeneous networks. However, these methods simply treat the heterogeneous
networks as separated networks. When performing data dissemination, they first
separate nodes into different sets based on the network nodes belong to. Then the
data is disseminated in each separated network.

Recently, researchers propose enabling direct communication among heteroge-
nous devices with incompatible radios [87–93]. With the ability of cross-technology
communication, how to disseminate data among heterogenous devices is an quite
interesting open issue. More effects are needed to improve the efficiency of data
dissemination methods in the heterogeneous networks.

8 Conclusion

Data dissemination is a crucial building block formany other system services. During
the long lifetime of a WSN system, it is necessary to remotely control the nodes,
fix bugs, reconfigure system parameters, and upgrade the software for a better and
more reliable system performance. Data dissemination over multi-hops is desired to
facilitate such tasks.

Based on using a dedicated structure in the data dissemination or not, we divide
existing approaches into two categories: structure-less and structure-based schemes.
Structure-less scheme is further divided into negotiation-based and non-negotiation
scheme according to that whether or not a negotiation mechanism is used. Structure-
based schemes are further divided into plain-structure schemes and hierarchical-
structure schemes.We review and compare these schemes in depth.We also elaborate
the requirements and challenges of data dissemination in WSNs. We introduce some
related and promising techniques such as coding and constructive interference. We
also discuss the common performance metrics of data dissemination. We compare
different categories and present the corresponding merits and demerits. Finally, we
discuss somepossible open issues basedon the emerging techniques anddevelopment
trends of WSNs.

Even though plentiful literature exists, there is still space to further improve the
data dissemination inWSNs. Besides, some emerging techniques are very promising
for changing the working framework of data dissemination. There are still some open
issues that need further investigation to design an efficient protocol that can bewidely
adopted in real deployed systems.
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A Data Fusion Algorithm for Multiple
Applications in Wireless Sensor Networks

Gabriel Aquino, Luci Pirmez, Claudio M. de Farias, Flávia C. Delicato
and Paulo F. Pires

Abstract Wireless sensor networks (WSN) are core components of the Internet
of Things paradigm. Traditionally, WSNs are designed for a specific application.
However, in the Internet of Things era, the sensing and network infrastructure should
be shared by a set of applications from multiple owners. In such a scenario, the
massive amount of data produced by the widely spread sensors is processed and
analyzed to produce value-added information for the end user. By sharing the same
infrastructure with multiple users, the application requirements (for instance, data
intervals or the potential events of interest) may not be known a priori. In this chapter,
we present a solution to properly integrate data frommultiple applicationswithout the
knowledge about specific application requirements and uncover useful information
from such data. We present Hephaestus, an entropic information fusion algorithm,
which uses mean, kurtosis and skewness to apply a heuristic that divides the dataset
into multiple features, for multiple applications. In our results, Hephaestus achieved
high accuracy while incurring in low overhead for the resource-constrained devices
of WSNs.

1 Introduction

WSNs [1, 32, 34] are the core sensing and communication infrastructures to enable
the realization of the IoT paradigm [3, 47]. WSNs were initially designed using
an application-specific approach, with little or no possibility of resource reuse or
sharing among multiple applications. Besides lacking from strategies for reusing
data and/or resources for different applications at different times, traditional WSN
designs did not favor the sharing of the network for concurrent applications either.
Two applications with the same requirements (such as data sampling interval, events,
and states of interest) would demand deploying two pieces of code and duplicating
the nodes’ efforts of sensing, processing, and communication tasks.
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Dedicated WSNs (fit-for-purpose) are not the best, most cost-effective, or most
practical deployment technique under a wide variety of conditions [25], e.g., for
deployment of large-scale networks having thousands of nodes or covering large
geographical areas or difficult terrains or even crowded urban areas. In particular,
in the Internet-of-Things era, such design approach is not desirable, since the goal
is to promote the sharing of the resources made available by the interconnected
things among multiple applications, often in an opportunistic way. In a shared WSN
infrastructure [16] instead of considering a fit-for-purpose design with the primary
aim of supporting a single application that belongs to a single authority (usually the
owner of the infrastructure), the communication and sensing infrastructure is shared
by multiple applications that may belong to different users, thus optimizing the use
of resources. Shared WSNs are a promising design solution for integrating such
networks in IoT systems [48]. However, despite its potential, the adoption of shared
sensor networks poses new challenges related to the management of the constrained
resources of the smart sensors, which must be surpassed to fully take advantage of
their envisioned benefits. One of such challenges regards managing the huge amount
of generated data without jeopardizing the network performance while meeting the
requirements of multiple applications.

WSNs generate, possibly in a continuous way, a large amount of data [49], which,
when properly processed, will produce relevant information for human beings and
the multiple applications sharing the infrastructure. For most applications, the major
objective is to obtain the value-added knowledge produced by a direct result of
the data that can be captured from the WSN nodes. Such high-level, value-added
knowledge can drive new business and operations [31]. Therefore, core enablers to
exploit the high potential benefits of WSNs are the mechanisms to collect, store, and
mainly process the high volume of data generated by the sensors. Such mechanisms
must deal with several issues, mainly raised from the nature of the data produced by
sensors. The main features of such data are the high volume, heterogeneity (variety),
and, in some cases, the rate at which they are produced (and thus may be processed
to generate useful information).

In this chapter, we describe our proposal to leverage the massive amount of data
produced by the widely spread sensors in a shared WSN infrastructure to produce
value-added information for the end users. In traditional WSNs, applications and
their requirements are known a priori, and the sensors are programmed to meet their
specific tasks and collect their specific types of data, using the application required
for data rate sampling, andwhose valueswere generallywithin the application’swell-
defined data ranges [43]. On the contrary, in the emergent scenario we envision here,
the application requirements may not be known a priori, neither the data intervals
nor the potential events of interest. WSNs will be a shared infrastructure designed
and deployed in a target area before any application is submitted. Repositories of
sensing data will be generated but not necessarily tied to the specific semantics
or needs of a target application. In this context, techniques to promote knowledge
discovery from the produced sensing data are required to fully exploit the potential
usage of WSNs. Such techniques are useful to reveal trends in the sampled data,
uncover new patterns of monitored variables, and make predictions, thus improving
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decision-making process, reducing response times, and enablingmore intelligent and
immediate situation awareness [7].

There are several open issues regarding translating the huge amount of sensor-
generated data streams from their raw form into higher abstraction representations
and making them accessible and understandable for human beings or interpretable
by machines and decision-making systems. The vast research on information fusion
techniques can be of great help to generate useful knowledge from such massive
amount of data generated by a world of interconnected smart sensors [7]. The main
goal of information fusion techniques is to enable data abstraction [28]. Using infor-
mation fusion techniques, any type of data from structured to unstructured but, most
importantly, time-series data can be integrated, transformed, and organized according
to the user’s needs.

In this chapter, we describe our proposed algorithm, called Hephaestus [2]. Hep-
haestus is an information fusion distributed algorithm [28], Bedworth and O’brien
2000, [44] for multiple applications in WSNs. Compared to the state of the art,
its main distinct feature is its capability to integrate data from the monitored envi-
ronment and infer environment features (e.g., an overheating in a certain area), to
uncover value-added information about the monitored region. Hephaestus is able
to summarize the data by inferring environmental features (i.e., information that
characterizes a single or many phenomena in the monitored area), along with the
uncertainty associated with the inference without being aware of the requirements
(i.e., the data ranges, rates, and states) of any specific deployed application. To sum-
marize the data without knowing the requirements of any application, Hephaestus
uses an entropy [38] procedure for data analysis.

In our proposal, a phenomenon denotes any situation in the monitored area that
generates data in a specific range that may or may not have correlation to an event of
interest for an application in the real world. As more different phenomena generate
data in the monitored area, the more complex is the data entropy, which reflects on
the inference uncertainty [38]. Themore the data entropy increases, themore difficult
it is to separate and infer about the different phenomena individually [38], in other
words, the more difficult to identify the different events of interest for applications
running in WSNs.

AsHephaestus infers features about the different phenomena in themonitored area
by analyzing the data entropy, each inferred feature (i.e., a recognized phenomenon)
has an uncertainty quantifier [50]. Uncertainty is the measure of how much the
inferred phenomena representation value may differ from the true value. The uncer-
tainty of the inferred phenomena affects the quality of the extracted information. As
sensor nodes are generally resource-constrained devices, Hephaestus analyzes the
data entropy by a heuristics that respects this resource-constrained nature. As a key
feature of Hephaestus, it uses the following statistics of the environment sampled
data: (i) mean, (ii) kurtosis, and (iii) skewness [11, 22, 30]. These statistics are used
to characterize the data because of their simplicity to be implemented in a sensor
node. This contributes to save computation and energy from sensors. The computed
statistical values will later be used by another fusionmethod or analyzed by an expert
in some application domain in order to aid in a decision-making process.
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The rest of this chapter is organized as follows. Section 2 describes some basic
concepts necessary for understanding the proposal. Section 3 discusses related work.
Section 4 presents the proposed information fusion algorithm, Hephaestus. Section 5
describes the current version of Hephaestus implementation, including details of the
sensor platform used in the prototype. Section 6 presents a case study performed
with Hephaestus, and Chapter “Sensor Assignment toMissions: ANatural Language
Knowledge-Based Approach” presents the experiments for assessing Hephaestus in
the context of the case study. Chapter “Resource Allocation and Task Scheduling in
the Cloud of Sensors” outlines some final remarks.

2 Basic Concepts

In this section, we describe the basic concepts used in this chapter, which are needed
for the full understanding of our proposal. Section 2.1 describes the basic concepts
about information fusion, and Sect. 2.2 describes the statistical concepts used in this
work.

2.1 Information Fusion for Wireless Sensor Networks

Data fusion [9] can be seen as “a multilevel process for dealing with the detection,
association, correlation, and estimation of data from multiple sensors” [46]. In the
WSNdomain, simple data aggregation techniques (arithmetic averages, the search for
maximumandminimum, amongothers) have been used to reduce the data traffic, thus
reducing the energy consumption of sensor nodes. Data aggregation can be defined
as the data combination from different source nodes using trivial functions (i.e.,
maximum, minimum, average) that suppress redundant messages and consequently
reduce the amount of data. The efficiency of data aggregation algorithms depends on
the correlation between the data generated by the different sources of information
[17]. The correlation can be spatial, when the generated values by near sensors
are related; temporal, when the readings of sensors change slowly over time; or
semantic, when information in different data packages can be classified under the
same semantic group, such as data that are generated by sensors placed in the same
room. This aspect not only favors the elimination of redundancy (one of the goals of
the data aggregation techniques), but also ensures data accuracy. This is important,
because the data summarization may represent a loss in accuracy [28], which is a
typical requirement for many WSN applications. The accuracy can be defined as the
degree of proximity between the observed measurement and its real expected value.
With an efficient correlation with the original data, it is possible to achieve a larger
reduction in the amount of data for the same accuracy of the aggregated data.

https://doi.org/10.1007/978-3-319-91146-5_7
https://doi.org/10.1007/978-3-319-91146-5_8
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Other two important concepts regarding the efficiency of data aggregation mech-
anism are degree and latency. The degree of aggregation is defined as the number of
aggregated packets in a single packet transmission, while the latency can bemeasured
as the time between received packets in a sink node and the data generated in the
source nodes [17]. It is important that the relationship between these two concepts
is balanced so that there is efficiency in the reduction in the data amount on the one
hand, and no excessive delay in the final data delivery on the other hand.

The data fusion can be categorized according to several aspects, namely: the
relationship between data sources, the level of abstraction, and the purpose of the
data fusion. According to the relationship between the data sources, the data fusion
can be classified as complementary, redundant, and cooperative [17], which are
briefly described as follows.
Complementary. When the information provided by the sources represents pieces
of a bigger scenario, the fusion can be applied to obtain a more complete amount
of information of the scenario. The complementary fusion searches completeness,
forming new information by joining several other sources (such as sensors that check
for the presence of people in four different corners of a room, and by fusion of this
information, we have the full view of the room).
Redundant. If two or more independent sources provide the same piece of infor-
mation, these pieces can be merged to increase the information’s reliability. The
redundancy fusion can be used to increase the reliability, accuracy, and credibility
of the information. In WSNs, redundancy fusion can provide high-quality informa-
tion and prevent sensor nodes from transmitting identical data (various temperature
sensors evaluating the temperature of an industrial boiler).
Cooperative. Two sources are cooperative when the information provided by them
is merged into a new piece of information (usually more complex than the orig-
inal), which, from the application’s point of view, better represents the reality (a
temperature sensor and a smoke sensor combining information to detect a fire).

Regarding the level of abstraction [17], data fusion can be classified into four
levels as described below.
Signal. This level deals with single or multi-dimensional signals coming from the
sensors (usually raw data coming from sensors). Signal can be used in real-time
applications or as an intermediate step between fusions.
Pixel. This level regards for instance data fusion applied to image processing, which
can be used in multimedia processing tasks.
Feature (or characteristic). This level deals with characteristics (or attributes)
extracted from signals (such as the temperature of a room) and images, such as
shape and speed.
Symbol. In this type of fusion, the information is a symbol that represents a deci-
sion (for example, a symbol indicating the alarm trigger action in case of fire), and
therefore, this type of fusion is also known as fusion of decisions.

Yet another form of classification is based on the purpose of the fusion methods,
in other words, what kind of information one seeks to extract from the collected
data [28]. According to this criterion, the data fusion can be performed with different
purposes such as inference, estimation, classification, aggregation, and compression.
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Inference methods are often applied in decision mergers. In this case, a decision
is made based on the knowledge of the perceived situation. The inference refers
to a transition from a proposition that is probably true, from which truthfulness
is credited as a result of an earlier inference. Classic inference methods are the
Bayesian inference [4] and the theory of accumulation of beliefs by Dempster-Shafer
(Dempster and Shafer 1975).

Compression and aggregationmethods are only used to reduce the amount of data.
Aggregation is used to solve the implosion and overlapping problems. In the former,
the sensing data are duplicated in the network due to some routing strategy. Over-
lapping happens when two different nodes disseminate the same data. Compression
methods are not data fusion methods per se, since they only consider the data cod-
ing strategies. The Huffman code is a representative example of data compression
methods.

Examples of fusion methods [23] that are suitable in the WSN field are Bayesian
inference, Dempster-Shafer, moving average filter and fault-tolerant average algo-
rithm.

To illustrate data fusion methods in this chapter, we have chosen a simple method
called moving average filter [23]. The moving average filter [23] is a traditional
fusion method [17] widely used in digital signal processing because it is simple and
capable of reducing signal noise [28]. The filter computes the arithmetic average of
a number of entry signals to produce each point of the output signal. Given a signal
z� (z1, z2, …, zn), the true signal x� (x1 x2, …, xn) is estimated by:

x(k) � 1

M

M−1∑

i�0

z(k − i),∀k ≥ M (1)

where M is the fusion window size, z�{z1, z2, z3, …, zn} is the input data, and
x�{x1, x2, x3, … xn} is the data estimated by the method.

The fusion window is the most important parameter for the equation since M is
used for the detection of any change in signal level; the larger theM value, the clearer
the signal.

2.2 Kurtosis and Skewness Concepts

A fundamental task in many statistical analyses is to characterize the loca-
tion and variability of a dataset. A further characterization of the data includes skew-
ness and kurtosis [11, 22, 30]. In the following, we briefly explain these two statistical
concepts, which are relevant for the understanding of the algorithm presented in this
chapter.
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Fig. 1 A leptokurtic dataset

2.2.1 Kurtosis

In probability theory and statistics, kurtosis is a descriptor of the shape of a probability
distribution. Kurtosis is a measure of whether the data are heavy-tailed or light-tailed
relative to a normal distribution. That is, datasetswith high kurtosis tend to have heavy
tails, or outliers. Datasets with low kurtosis tend to have light tails, or lack of outliers.

The outcome of the kurtosis statistics informs how much a given data distribution
is peaked or flat in relation to a normally distributed dataset [6]. For instance, by
using the normal distribution as reference, we can describe if a certain dataset is
leptokurtic (Fig. 1),mesokurtic (Fig. 2), or platykurtic (Fig. 3). A leptokurtic dataset
has the data with higher frequency of values concentrated near the mean, which
means that the center peak is much higher than the peak of a normal distribution. A
mesokurtic dataset (Fig. 2) has the data concentrated around its mean like a normal
distribution. A platykurtic dataset (Fig. 3) has a highly dispersed data, which results
in a graphical dispersion of lower peak (lower kurtosis) than the curvature found in
a normal distribution.

If a dataset is leptokurtic, the mean value properly represents the dataset. In this
case, the frequency of the mean value is greater than the frequency of the mean
value of a mesokurtic dataset. A platykurtic dataset indicates that there is a higher
dispersion around themean, and in this case, the frequency of themean value is lower
than the mean value of a mesokurtic dataset. If a dataset is platykurtic, the mean of
the dataset may not represent well the dataset. The kurtosis statistics can be used to
indicate how representative the mean is for a given dataset.

There are different ways to measure the kurtosis of a data sample. For instance,
a quantile-based index can be used to calculate the kurtosis. This is the approach
adopted in the proposal described in this chapter. In such an approach, for a given
set of sampled data, the data are sorted from the smallest to the largest values and
then the set is divided into quantiles, which are equal-sized data subsets.
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Fig. 2 A mesokurtic dataset

Fig. 3 A platykurtic dataset

The quantiles are the data values marking the boundaries between consecutive
subsets. A quartile is a type of quantile. The first quartile (Q1) is defined as the
middle number between the smallest number and the median of the dataset. The
second quartile (Q2) is the median of the data. The third quartile (Q3) is the middle
value between the median and the highest value of the dataset. A percentile is also
a type of quantile. A percentile measure is used to indicate the value below which
a given percentage of observations is in a group of observations. The datum at n-
percentile is the Pn value.

Using the percentile and quartile values of the environment sampled data, it is
possible to measure the kurtosis of the dataset. The equation to calculate kurtosis is
given in (2) [45]:

K � 1

2

Q3 − Q1

P90 − P10
(2)
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The outcome of (2) can be [36] (i) K�0.263, indicating a mesokurtic dataset
(Fig. 2); (ii) K<0.263, indicating a leptokurtic dataset (Fig. 1); and (iii) K>0.263,
indicating a platykurtic dataset (Fig. 3).

2.2.2 Skewness

Skewness is a measure of symmetry, or more precisely, the lack of symmetry. A
distribution, or dataset, is symmetric if it looks the same to the left and right of the
center point. The problem of data asymmetry was studied by Pearson [30], and it
indicates that an asymmetrical frequency curve may arise in two cases: (i) in the
case of homogeneous material when the tendency of deviation on one side of the
mean is unequal to the tendency of deviation on the other side and (ii) when the
material measured may be heterogeneous or may consist of a mixture of two or more
homogeneous materials [30].

In this chapter, we refer to the Pearson’s coefficient of skewness (3) that uses the
median of the dataset [20]:

S � 3
(mean(dataSet) − median (dataSet))

standardDeviation (dataSet)
(3)

A dataset might be (i) positively skewed (Fig. 5); (ii) negatively skewed (Fig. 4);
or (iii) symmetric (Fig. 2) [6]. A (i) positively skewed dataset has a positive value
of S (S>1), and the tail of the dataset is longer on the right and the concentration
mass of the data is set on the left of the mean (Fig. 5). A negatively skewed dataset
is the opposite of a positive one, which means that the value of S is negative (S<1)
and the tail of the dataset is set on the left and the mass of the data is concentrated
on the right of the mean (Fig. 4). A symmetric dataset has S�0, and the data are
concentrated toward its mean in a homogeneous way (Fig. 2). There is a moderate
asymmetry when 0.15< |S|<1 (Figs. 4 and 5), and there is a strong asymmetry when
|S|>1 (Fig. 6).

A moderate positively skewed (Fig. 5) or a moderate negatively skewed dataset
(Fig. 4) indicates that there is an increase or decrease in tendency. A strong skewed
dataset indicates that the dataset is formed by two or more groups of heterogeneous
data (i.e., the samples were from heterogeneous materials). The skewness statistics
can be used to describe patterns and tendencies of the dataset.

3 Related Work

The challenge of leveraging the massive amount of data produced by sensors to
produce value-added information for the end users has promoted the publication of
several recent works focused on multiple applications.
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Fig. 4 Negatively skewed dataset

Fig. 5 Positively skewed dataset

Fig. 6 Strongly skewed dataset
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The works described in [18, 19, and 35] deal with the challenge of executing
information fusion of data for multiple applications in WSNs, but these proposals
need to be aware of the requirements of the deployed applications. First, we present
the work in [19], which modifies the moving average filter (MAF) to evaluate the
sensed data differently according to the importance of these data for the application.
The work in [19] presents the enhanced moving average filter (EMAF), whose main
idea is to weight the dataset to express the requirements (data intervals, data rates,
and states) of different applications. The drawback of this approach is the necessity of
knowledgeof the application requirements.On scenarioswhere the set of applications
changes quickly (as in Smart Cities, where applications may belong to anyone and be
deployed anytime), EMAFbecomes infeasible, as it has to be constantly reconfigured.
As EMAF [19] uses raw data (measurements with low level of abstraction), higher
abstraction level data (such as decisions) are not properly handled. Therefore, in
a posterior work, the same authors of EMAF presented fusion methods of higher
abstraction levels [18]. In [18], the authors adapt some existing fusion methods to
execute information fusion of data for multiple applications in WSNs. They propose
the following information fusion methods: (i) enhanced Bayesian inference (EBI),
(ii) enhanced Dempster-Shafer inference (EDSI), and (iii) enhanced fault-tolerant
averaging (EFTA). EBI formalizes the combination of evidences according to the
rules of the Bayesian probability theory for each application [4]. EBI represents the
hypothesis that an application Y will have a determined behavior given the result of
an application “X”, by considering the set of states of each application isolated. In
EDSI, each application has its own set of hypotheses, which represents the behavior
of an application. EDSI infers through the Dempster-Shafer Inference method over
conditions of isolated applications and considers the belief that both applications
will be in a given state simultaneous. EFTA evaluates the data intervals according to
the requirements of each application, applying the traditional fault-tolerant interval
method. Then, EFTA produces a combination of each evaluated data interval.

Despite dealing with information fusion for multiple applications, the proposals
in [18] and [19] present a significant restriction as they need to be preconfigured
with the requirements of each application deployed in the network. While EMAF
[19] needs to know about the requirements of the applications to properly weight
the dataset, EBI, EDSI, and EFTA [18] need to infer states for each application to
present a decision that integrates the multiple applications. In scenarios where the set
of applications in execution changes quickly (as in Smart Cities, where applications
may belong to anyone and be deployed anytime), such works become infeasible.
Hephaestus introduces an information fusion method that is not dependent on appli-
cations’ requirements, since it performs the fusion procedures through an entropic
data analysis.

Safia et al. [35] propose a distributed algorithm to detect phenomena, such as
fires, oil spills, or poisonous gases, in a WSN environment where both the sensors
are mobile and the phenomenon is dynamic (e.g., moving, growing, or shrinking).
The authors assumed that the environment has no centralized server to collect and
aggregate the data of the sensors. In the algorithm [35], the sensors organize them-
selves into disjoint groups by first electing a few sensors to be leaders of the group
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and then the rest of the sensors group themselves with the nearest leader. Sensors
of each group report their sensed data to their group head, which aggregates the
collected data and detects local phenomena (within the area spanned by the mem-
ber sensors of the group). Then, based on the order of the leader’s IDs, each leader
reports the detected local phenomena information to the next leader in that order,
which aggregates the information and sends it to the following leader, and so on. The
last leader in the order chain aggregates the information of all the detected local phe-
nomena to discover the global phenomena. Additionally, Safia et al. [35] propose two
leader election algorithms, one for electing leaders based on the global phenomena
information and another for electing leaders based on the local phenomena infor-
mation. Furthermore, Safia et al. [35] propose an optimization technique to reduce
the energy costs of reporting the local phenomena information. In this technique, the
reported local phenomena information between leaders is summarized by its convex
hull representation and therefore reduces the size of the transmitted data between
leaders.

The work described in [35] presents some similarities to the proposal presented
in this chapter, since it is a distributed algorithm to detect phenomena in a WSN
environment.But, different fromourwork, they followsomeassumptions: (i) for [35],
sensors have the same processing power, battery life, storage, and communication
range in its initial phase; and (ii) sensors have prior knowledge of the “normal range
of values” (non-phenomena values). Concerning the two assumptions considered in
[35], the main differences from Hephaestus to such a work is that Hephaestus does
not need to run in a network inwhich sensors have the same processing power, battery
life, storage, and communication range in its initial phase and, mainly, Hephaestus
does not need to be aware of any prior knowledge of the environment. These two
characteristics broaden the applicability scope of our algorithm.

The works described in [5] and [27] deal with the challenge of executing infor-
mation fusion of data for multiple applications in WSNs without being aware of the
requirements of the deployed applications. However, the results of these informa-
tion fusion algorithms are not applied in a general context; instead, they execute an
information fusion procedure with the goal to produce a clustering hierarchy.

Bicocchi et al. [5] presented an algorithm to let a sensor network self-organize
a virtual partitioning scheme in correspondence to spatial regions characterized by
similar sensing patterns. Their proposed algorithm allows a distributed aggregation
of sensorial data to take place in a per-region basis, which results in a modeling of
a sensor network as a collection of virtual macro sensors, each one associated with
a well-characterized region of the physical environment. Within each region, each
physical sensor has the local availability of aggregated data about its region and
can act as an access point to this area. The virtual macro sensor approach (ViMS)
[5] includes three main aspects: (i) a self-organized region-formation algorithm, to
logically split a sensor network into a set of spatial regions, each characterized by
specific environmental patterns in the sensed data; (ii) localized in-network aggrega-
tion algorithms to provide each sensor in a region with aggregated information about
the overall state of the region; and (iii) peculiar innovative solutions to self-adapt to
transitory and dynamic situations. Such solutions ensure that both regions and aggre-
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gated information within regions always reflect the current situation of the network
and of the environment. In comparison with our proposal, the ViMS approach can be
very effective in supporting multiple users. Another similar aspect is the capability to
facilitate the data collection in dense large-scale sensor networks and enforce activ-
ities for the recognition of phenomena and situations. But, different from the ViMS
approach, our work proposes an information fusion algorithm, while [5] proposes a
self-organizing algorithm to partition a network in spatial regions by similar patterns.
While the ViMS approach demands partitioning the network in similar patterns, our
proposal does not require such a partitioning process to recognize phenomena and
situations from the data, and it also provides knowledge of the locality of the several
phenomena taking place over the monitored area. We consider our work as a tool
that can also be used to partition the network, by using our proposal output as entry
in a network partitioning algorithm.

Mus and Kr [27] proposed E-BACH: Entropy-Based Clustering Hierarchy for
WSNs. They developed a clustering hierarchy to form a heterogeneous WSN with
nodes operating with data collection rates determined by their entropy. Mus and Kr
[27] proposed a new method that uses data quality as the primary goal of network
optimization. Based on the concept of data entropy, the proposal creates a hierarchi-
cal heterogeneous network where individual nodes sample the measured quantities
according to the potential information gain. The authors state that this can be used
to save energy by lowering sampling rates of nodes at location with low variability
of monitored variables or high correlation with other nodes. The entropy measures
and their approximations outlined earlier can be used to identify clusters of sen-
sors. Depending on the specific measures used, results of the procedure proposed
by [27] would develop hierarchy of clusters according to their information con-
tents and identify groups of sensor nodes that provide similar data. For this purpose,
entropy measures and their approximations can be treated as distances (information
distances) between sensor data. In short, the contribution of [27] is the proposal of
a novel WSN clustering algorithm based on the data entropy of individual sensor
nodes. In a similar way as our work, [27] propose a data processing algorithm that
uses the data organization (entropy) to facilitate data collection without being aware
of the requirements of the applications in the network. But, different from our pro-
posal, they do not have a general-purpose information fusion process; instead, the
fusion has the specific goal of clustering the network.We consider the proposal of this
work—Hephaestus—as a tool that while not having been designed with the specific
purpose of clustering can aid in the process of clustering a network.

Table 1 summarizes the findings of this section and divides the related works
into 3 categories. The first category groups information fusion algorithms that con-
sider multiple applications but need to be aware of the requirements of the deployed
applications. The second category relates to information fusion algorithms that con-
sider multiple applications, without being aware of the requirements of the deployed
applications, but whose result is not applied to an application rather being used as
an analysis tool of the network behavior. The third category relates to informa-
tion fusion algorithms for multiple applications, not aware of the requirements of
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Table 1 Groups of related proposals

Group Related works

Multiple applications; requirements aware Farias et al. [19]

Farias et al. [18]

Safia et al. [35]

Multiple applications; requirements agnostics;
used as an analysis tool for the WSN behavior

Bicocchi et al. [5]

Mus and Kr [27]

Multiple applications; requirements agnostics;
outcome of the fusion as input for a decision

Hephaestus

the deployed applications and producing outputs that can be used as an input of a
decision. Only Hephaestus is classified in this third category.

4 Hephaestus

In this section, we present and describe Hephaestus, our proposed information fusion
algorithm for multiple applications in WSNs.

Hephaestus is a topology agnostic and decentralized information fusion algorithm
for WSNs. Hephaestus is able to infer environment features, actually discovering
information about the environment, which may also contribute to improving the
energy efficiency of WSNs. Hephaestus is a decentralized algorithm since the whole
information fusion process of integrating data for different applications is performed
within WSNs. Therefore, there is no need of transmitting raw data to a centralized
entity (base station/sink node/gateway) on a hop-by-hop basis, thus reducing the
need of radio transmissions and saving energy. Hephaestus is an information fusion
algorithm tailored for multiple applications since the information produced by Hep-
haestus is not tied to any specific application. The outcome of Hephaestus algorithm
can be used by any application running in WSNs.

We consider a WSN composed of a finite set of sensors and one or more sink
nodes. The network is considered heterogeneous since each sensor node has differ-
ent capabilities in terms of storage, processing, sensing, and communication. Such
set of sensor nodes are in charge of performing all the procedures of Hephaestus
algorithm. We consider two roles for the sensor nodes, denoting their responsibili-
ties in the network: (i) collector node (CN) and (ii) fusion node (FN). A given node
may have only the CN role set, only the FN role, or even both CN and FN roles
simultaneously. A CN is considered the basic “sensing, processing, and deciding
unit” in WSNs. Such nodes are equipped with at least one physical sensing device.
A FN is responsible for executing the information fusion algorithms. Such algorithm
is composed of two procedures: (i) the local information fusion procedure (LIFH)
and (ii) the complementary information fusion procedure (CIFH).
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The local information fusion procedure (LIFH) is responsible for locally receiv-
ing data and integrating data from the monitored environment, inferring environment
features (characteristics of potential events of interest), actually discovering informa-
tion about the environment, and forwarding the inferred features to the sink through
other fusion nodes (FNs). This procedure executes an entropic data analysis, which
is responsible for statistically analyzing the samples from the environment and exe-
cuting a heuristics to infer environment features.

The complementary information fusion procedure of Hephaestus (CIFH) is
classified as a complementary information fusion according to [28]. CIFH running in
a given sensor is responsible for integrating the output information from LIFH run-
ning in its neighboring sensor nodes. CIFH consolidates different LIFH information,
since the nodes running in LIFH have a view of the phenomena limited to their
sensing range and therefore different from the actual phenomena in the monitored
environment. The objective of CIFH is to fuse the data from neighboring nodes in
LIFH sensors in order to have a broader view of the phenomena taking place in the
network.

All FNs execute both LIFH and CIFH. If a FN receives a message from CN (i.e.,
a temperature sample), it executes LIFH. Else, if a FN receives a message from
another FN, it executes CIFH to compose a broader view of the phenomena in the
WSN monitored area.

4.1 Local Information Fusion Procedure (LIFH)

LIFH is performed immediately right after filling a fusion window (which is the
dataset with the samples to be analyzed) by receiving the data collection from the
neighboring nodes in CN. LIFH encompasses a sequence of steps performed in two
main phases: (i)Entropic Indexes Calculation (EIC) and (ii)Phenomena Discover
Analysis (PDA). Initially, the EIC phase is performed. In this phase, the data entropy
[38] is analyzed through a peak analysis in the sampled data. This peak analysis is
done using skewness and kurtosis [22, 30] over the collected environmental data.

Next, the PDA phase starts. This phase is responsible for analyzing the skewness
and kurtosis results and for generating data samples from the previous EIC phase
in order to recognize different phenomena that are taking place over the monitored
environment. The skewness result is used to indicate tendencies or heterogeneity of
the data; the kurtosis is used for quantifying the uncertainty, which is the measure
of how much the inferred phenomena representation value may differ from the true
value, about an inferred phenomenon; and the arithmetic mean to represent the mass
center of the inferred phenomena. In the following sections, we present and describe
the data structures and the detailed operation of LIFH.
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4.1.1 Data Structures Used in the LIFH

The data structures used in LIFH are ESD (Environment Sampled Data), EIS
(Entropic Indexes Structure), LESD (Lower Environment Sampled Data), HESD
(Higher Environment SampledData), IPhenomena (Inferred phenomena), andHFPS
(Hephaestus Feature Points data Structure).

(i) ESD data structure stores the raw sampled data obtained from the sensing units
responsible formonitoring the target environment; the (ii)EIS is the Entropic Indexes
Structure, which stores the mean, kurtosis, and skewness of the data samples stored
in ESD; (ii) LESD and HESD are data structures used to store a subset of the data
(LESD stores data lower than the average and HESD above the average) in the ESD
data structure; (iv) the IPhenomena data structure stores the individual inferred phe-
nomenon, as recognized by LIFH; and finally, (v) HFPS stores the features inferred
by the procedure. HFPS contains the inferred phenomena, a list of IPhenomena.

A phenomenon denotes any situation in the monitored area (e.g., an overheating
in a certain part of the area) that generates data in a specific range that may or may not
have correlation to an event of interest for an application in the real world. Concern-
ing the IPhenomena data structure, each inferred phenomenon is represented as the
mean of the range of the phenomenon, along with its uncertainty characterizer. The
more different phenomena generate data in the monitored area, the more complex is
the data entropy, which reflects on the inference uncertainty [38]. The more the data
entropy increases, the more the difficult it is to separate and infer about the differ-
ent phenomena individually [38], in other words, the more the difficult to identify
the different events of interest for applications running in WSNs. The uncertainty
characterizer is generated through kurtosis analysis, in which the greater the value
of kurtosis, the more the data are dispersed around its mean value, and thus, more
uncertainty is present in the environment data. Each reasoned phenomenon has an
uncertainty characterizer. Each inferred phenomenon is stored into the HFPS data
structure.

In our proposal, each data feature is an inferred phenomenon and HFPS summa-
rizes all the phenomena inferred byLIFH.TheHFPS data structure is a 2-dimensional
discretized representation of the inferred phenomena alongwith an uncertainty quan-
tifier [50] related to the phenomenon inference. Each phenomenon is represented by
the arithmetic mean of the dataset. The uncertainty quantifier indicates a behavior of
the inferred phenomena. It expresses the environment data entropy, and it quantifies
how difficult it is to separate and infer about the different phenomena individually.
The uncertainty of the inferred phenomena affects the extracted information quality.

4.1.2 LIFH Operation

In this subsection, we present the detailed operation of LIFH. First, the Entropic
Indexes Calculation (EIC) phase is performed. The data samples received from the
environment are stored in ESD (Environment Sampled Data). After that, arithmetic
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Fig. 7 LIFH

mean, kurtosis, and skewness of the received data are calculated (lines 1, 2, and 3 in
Fig. 7) and stored in the EIS structure (line 4 in Fig. 7).

After the EIC phase is finalized, the main phase of LIFH, namely the Phenomena
Discover Analysis (PDA) starts (line 5; Fig. 7). The PDA phase is responsible for
creating the HFPS data structure according to the entropic indexes (mean, kurtosis,
and skewness) calculated in the EIC, which are stored in EIS. In this phase, the
discovering of different phenomena from the environment data is performed by using
the skewness statistics (line 6 and line 14). The skewness statistics may indicate two
different types of environment data: (i) moderately skewed (line 6; Fig. 7) and (ii)
strongly skewed (line 14; Fig. 7).

If the environment data are moderately skewed (0.15< |Sk|<1), there is a single
phenomenon or multiple phenomena generating data with similar data ranges in the
monitored area (line 6; Fig. 7). When there is a moderate skew, the environment
data can be leptokurtic or platykurtic (line 7 or 9). The shape of the peak indicates
the number of occurrences of a certain situation. The more often a certain situation
occurs, the more the environment data is leptokurtic (whichmeans that as the volume
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of values from a certain data range is generated, the greater is its concentration around
the mean). In this case, the leptokurtic environment data indicate that the data are
more concentrated. Higher peaks show that there is a well-defined data range for a
given set of phenomena (lines 7 and 8; Fig. 7). For example, a high concentration of
temperature samples on a 55 °C peak may indicate the presence of fire. The inferred
phenomenon is classified as “Leptokurtic Set” if the kurtosis index is lesser than or
equal to 0.263. In this case, the inferred phenomena representationwas the previously
calculated mean stored in EIS, and it represents well a single or a set of phenomena.
A set classified as “Leptokurtic Set” guarantees that all data are closer to the mean
for the phenomena that generated it; in this sense, these data have less variability.
This feature is stored in IPhenomena.

If the environment data are platykurtic (e.g., Fig. 3), then the outcome of data
fusion will have a considerable degree of uncertainty about the set of phenomena. In
this case, the kurtosis index is greater than 0.263. For addressing such case, we pro-
pose using the descriptive quantifier “Platykurtic Set” and the previously calculated
mean value stored in EIS data structure to characterize the inferred phenomenon
stored in IPhenomena (lines 9 and 10; Fig. 7). A platykurtic dataset represents the
case where different phenomena but with closer data ranges are taking place in the
monitored area. When the environment data are platykurtic, LIFH may not correctly
identify the different phenomena that generated such environment data since it is dif-
ficult to identify an isolated peak as the ones in leptokurtic andmesokurtic datasets. A
set classified as “Platykurtic Set” should be properly handled to guarantee a higher
data accuracy for the phenomena that generated it as it may indicate a new phe-
nomenon creating outliers or a sensing failure, producing a multimodal set. Then,
the inferred phenomenon is inserted in HFPS, and this data structure is returned as
a result of LIFH for the analyzed data.

If the environment data are strongly skewed (|Sk| > 1) (e.g., Fig. 6), there are
multiple disjoint phenomena occurring in themonitored area with very distant ranges
(line 14; Fig. 7). In this case, LIFH divides ESD into two samples. The values lower
than the mean are stored in LESD (line 15). The values greater than the mean are
stored in HESD (line 16). After filling LESD and HESD, LIFH re-executes EIC and
PDAusingLESD andHESD as input (lines 17 and 18). After re-executing the EIS and
the PDA phases using LESD and HESD as input, LIFH has to insert the recognized
phenomena in HFPS (lines 12, 13, and 19).

It is important to notice that by dividing the dataset when it is strongly skewed
(|Sk|>1) and re-executing the EIC and the PDA phases in each half, Hephaestus
divides the dataset in an iterative way until it is divided into groups of moderately
skewed datasets. Hephaestus recognizes each moderately skewed dataset as a feature
(an inferred phenomenon), and represents this phenomenon as its mean, and the
uncertainty as its kurtosis.

After recognizing the phenomena locally, HFPS should now be given as input
to any existing information fusion procedure to interpret and generate a decision
(the datasets grouped around the identified peaks). The fusion nodes will send their
decisions to the sink nodewhereHFPSwill be used tomake decisions. The technique
used to make decisions overHFPS in the sink node is out of the scope of this chapter.
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4.2 Complementary Information Fusion Procedure (CIFH)

CIFH is a procedure that integrates data fromnodes running in LIFH.CIFH is respon-
sible for fusing similar phenomena (in terms of sensing type) inferred by neighboring
nodes running in LIFH in a wide area. Since the result of the information fusion of
a single node running in LIFH presents a partial vision (constrained by the sens-
ing coverage), CIFH performs the complementary fusion of data from neighboring
nodes in order to compose a broader view of the environment. CIFH starts right after
receiving the first message from a node running in LIFH. CIFH operation encom-
passes a sequence of steps, which are performed in two main phases: (i) the setup
phase and (ii) the periodical phase.

The setup phase is executed only once and occurs when a node running in CIFH
receives its first message from a FN running in LIFH. If the node running in CIFH
receives any message during the setup phase, such node stores the received messages
in memory to be further analyzed during the periodical phase. The setup phase
is responsible for setting up some initial parameters (such as freeing some data
structures, setting up the node position on x-axis and y-axis, setting a tolerance time
in which CIFH will accept messages to assure time correlation between the fused
information, and setting the quantity of messages it will fuse in a single information)
to assure its correct execution.

The periodical phase is the main phase of CIFH. It is responsible for receiving
messages containing data from LIFH, and such reception occurs periodically. The
periodical phase evaluates similar phenomena into a single phenomenon to reduce
data transmission and avoid data misinterpretation. Similar phenomena are the ones
having similar peaks (skewness and kurtosis values). Similar peaks are two or more
data samples whose difference among means is less than a given threshold, and
typically, the threshold is smaller than the standard deviation.

4.2.1 Data Structures Used in CIFH

CIFH has the following data structures, detailed below: FN.id, Hephaestus Fea-
ture Points data Structure (HFPS), Wide View Phenomena data Structure (WVPS),
threshold unit (Tu), differences dictionary (Dd), rounds (R), timeWindow, toler-
ance interval (TInt), node position on Cartesian x-axis (pX), node position on
Cartesian y-axis (pY), node operating range (radius). Also, CIFH uses the function
Receive_Hephaestus_Map(timeWindow, pX, pY, radius).

The FN.id data structure stores the identification of the fusion node that sent
a LIFH’s message. The HFPS data structure stores all phenomena in the received
message, which was inferred by a node running in LIFH. The WVPS data struc-
ture stores the fusion result of CIFH. The WVPS comprises of different phenomena
marked with the identification of the node that recognized it (FN.id). The Threshold
unit (Tu) data structure stores a threshold related to the unit (temperature, humidity,
acceleration, etc.) of the phenomena inHFPS. TheDd data structure stores the differ-
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ences between a given phenomenon P in HFPS and all phenomena P’ in theWVPS.
The key entry of the Dd is the pair (P, P’), and the value is the difference between
|P − P’|. The R data structure stores the number of rounds during which the comple-
mentary fusion procedure will receive messages after sending theWVPS to the sink
node. The timeWindow stores the acceptable time interval tolerance to summarize
different messages. The TInt data structure stores the acceptable time tolerance for
receiving messages. The value in TInt is used to create the time interval stored in
the timeWindow data structure. The Receive_Hephaestus_Map(timeWindow pX, pY,
radius) function uses the values of timeWindow, pX, pY, and radius to discard or
accept a message. The function discards a message when: (i) its time stamp is out
of the interval in the timeWindow and (ii) it was sent by a node out of the operational
range (calculated using the values in pX, pY, and radius data structures). The function
accepts a message when: (i) its time stamp is inside of the interval in the timeWindow
and (ii) it was sent by a node inside of the operational range (calculated using the
values in pX, pY, and radius).

4.2.2 CIFH Operation

CIFH’s first phase is the setup phase. It starts by emptying the WVPS data structure
and the R data structure (line 1 in Fig. 8). After this, the setup phase creates a time
interval and stores it in the timeWindow data structure. The time interval in the
timeWindow data structure is created by adding to the current time (known through
the currentTime() function) a tolerance interval (which is stored in the TInt data
structure and is set according to a predefined acceptable time tolerance) (line 2 in
Fig. 8). The node position on x-axis and y-axis is stored in the data structures pX and
pY , respectively (such positions are known through the function getNodePosition()
(line 3). The node operating range is set in radius (the operating range is known
through the function getNodeRadius()) (line 4).

The periodical phase starts after the setup phase. During this phase, the algorithm
receives messages from the other nodes executing LIFH over the network and stores
it in theHFPS data structure (line 5 in Fig. 8). The algorithm receives messages gen-
erated within the interval in the timeWindow data structure and within the operational
range of the node (calculated using the values in pX, pY, and radius data structures)
(line 6). The identification of the node that sent the received message is stored in the
FN.id data structure.

If the WVPS data structure is still empty (line 7 in Fig. 8), the algorithm stores
all the phenomena within theHFPS data structure into theWVPS data structure (line
8) and marks all the recently stored phenomena in WVPS data structure with the
identification of the FN.id data structure (line 9).

Else, if the WVPS data structure is not empty (line 10 in Fig. 8), for each
phenomenon in theHFPS data structure (line 11), it empties the differences dictionary
(Dd) (line 12), and for each phenomenon P’ stored in theWVPS data structure (line
13), it inserts the absolute value of the difference between |P − P’|, with the pair (P,
P’) as key (line 14). After adding all the pairs (P, P’) in Dd dictionary, it verifies all
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Fig. 8 CIFH
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entries in Dd (line 16). The lower difference |P − P’| represents the closer pair (P,
P’) (line 17 in Fig. 8).

Different units (temperature, humidity, accelerometer, etc.) have different thresh-
old units (Tu), which means that despite closer values (P, P’) , if the difference is
greater than the threshold stored into the Tu data structure, they represent different
phenomena.

So, if the lower difference |P − P’| is lower than the value in Tu data structure
(line 18 in Fig. 8), the phenomenon P’ is now the mean P’ � (P +P’)/2 (line 19)
and it is updated in WVPS (line 20). Also, this phenomenon P’ is marked with the
identification of the FN that recognized it (in FN.id data structure) (line 21 in Fig. 8).
Else, if the lower difference |P − P’| is greater than the value in Tu data structure (line
22), it represents a different phenomenon and is stored into theWVPS data structure
(line 23) and also is marked with the id of the FN that recognized it (in FN.id data
structure) (line 24). Then, to conclude, after a certain number of rounds, which are
stored in R data structure (line 27 in Fig. 8), the content of the WVPS data structure
is sent to the sink node (line 28).

In the sink node, any application can use the information provided by Hephaestus
to be aware of the phenomena occurring in the monitored area and make decisions.
Since the information produced by Hephaestus is generated without being aware of
the specific requirements (as data interval, rates, and states) of any application and
can be used for any application that demands it, Hephaestus is an information fusion
algorithm for multiple applications in WSNs that does not need to be aware of the
requirement of the deployed applications.

5 Evaluation

In this section, we describe the experiments performed for assessing Hephaestus
regarding different aspects. We defined two main goals for the evaluations. The first
goal is to analyze the overhead of Hephaestus in terms of communication overhead
and energy consumption of WSNs. The second goal is to analyze the accuracy of
Hephaestus in terms of its success in correctly inferring the states of the applications
used in our case study.

To assess the overhead of Hephaestus in terms of communication and energy con-
sumption of WSNs, we compare: (i) the moving average filter (MAF), a well-known
data fusion algorithm; (ii) LIFH used as an input for MAF; and finally, (iii) the full
Hephaestus algorithm (LIFH and CIFH) used as input toMAF. To assess Hephaestus
accuracy (in terms of success in correctly inferring the states of the applications),
we compare the accuracy when using the moving average filter (MAF) for multiple
applications, but without being aware of the requirements of the applications, and
using Hephaestus as input to MAF, also without being aware of the requirements of
the applications.
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In the following subsections,wedescribe the environment configuration, the appli-
cation scenario, and the metrics used in our experiments. Thereafter, we discuss the
results obtained in the performed experiments.

5.1 Environment Configuration and Application Scenario

In the performed simulations, we used the SUNSPOT manager tool Solarium since
it enables managing virtual spots alongside real SUNSPOT sensor nodes. We used
Solarium manager tool with all its default configurations. We used the default Solar-
ium LQRP (Link Quality Routing Protocol) [29] as routing protocol to transmit data
among sensor nodes.

In all conducted experiments, a WSN composed of 22 SUNSPOT sensor nodes
was considered. The nodes were arranged in a flat and static network topology. The
nodes have the same sensing units, all sensor nodes sense temperature samples,
but they can have different sensing rates. All experiments were performed in an
environment consisting in a 50 m × 50 m field. The network nodes were randomly
arranged over a squared area defined as {(0, 0), (50, 0), (0, 50), (50, 50)}. To verify the
impact of monitoring and transmitting over a long-range area, the sink is located far
from any sensor node, at coordinates (200, 100). All sensor nodes start with 0.5 joules
as initial energy within their batteries [42]. In the simulated network, 16 sensors are
collector nodes (CNs), 5 are fusion nodes (FNs), and 1 is a sink node (SN). CNs are
responsible for collecting data, and the FNs are responsible for executing LIFH and
CIFH procedures. We have a set of 4 sensor nodes performing LIFH and 1 sensor
node performing CIFH. A sensor node cannot act as both fusion node and collector
node simultaneously.

The experiments to assess Hephaestus accuracy were performed in the context
of a scenario for Smart Grid applications. Two applications from the Smart Grid
domain were created and deployed in WSNs to share the available communication
and sensing infrastructure. The first one was an application for overhead power line
monitoring (OPLM) and the second an application for battery monitoring (BM)
used in the transmission towers. A transmission tower is a tower used to support
an overhead power line. An overhead power line is an electric power transmission
line suspended by towers. The overhead power lines are the most common means to
transmit energy. In the Smart Grid context, the transmission tower is also responsi-
ble for storing energy using local batteries. Both applications share the same kind of
information (temperature), but with different data ranges. Moreover, they are corre-
lated, in the sense that the behavior of an application can affect the behavior of the
other. For instance, at 75 °C, there could be damages to the overhead power line.
If the line is damaged, there will be no energy supply through the overhead power
lines. Consequently, there is no power to be stored by the battery, even though 75 °C
represents a normal temperature for the BM application. Thus, 75 °C represents a
normality situation to the BM application (the usual battery temperature is around
40–144 °C), but the same temperature means that the line could become damaged
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Table 2 Cases considered in the scenario

Cases Temperature range

C1 40–65 °C on the overhead power line;
40–144 °C on the battery

C2 65–75 °C on the overhead power line;
40–144 °C on the battery

C3 40–65 °C on the overhead power line;
Over 144 °C on the battery

C4 65–75 °C on the overhead power line;
Over 144 °C on the battery

for the OPLM application. (The usual and safe overhead power line temperature is
around 40–65 °C.) Battery and overhead power line temperatures changed according
to the thermal models presented in [37].

To represent how Hephaestus infers environment features to describe each data
range considered by the applications, we set four cases called C1, C2, C3, and C4.
Each case represents a specific state of the applications along time, a given event to be
detected. C1 represents ideal conditions for both applications (a safe condition,where
there is no need to perform preventive actions to avoid damage of the power line and
of the battery). C2 represents an increase in the overhead power line temperature. C3
represents an increase in the battery temperature. C4 represents an increase in the
temperature of both the battery and the overhead power line. The data ranges for the
time slots are summarized in Table 2. DuringC1, the overhead power line is in normal
condition, it generates temperature samples from 40 to 65 °C, and the battery is in
normal condition and generates from 40 to 144 °C. During C2, the overhead power
line is overloaded and generates temperature samples from 65 to 75 °C, while the
battery is in normal condition and generates from 40 to 144 °C. In C3, the overhead
power line is in normal condition and generates temperature samples from 40 to
65 °C, while the battery is overloaded and generates samples over 144 °C. Finally, in
C4, the overhead power line is overloaded and generates temperature samples from
65 to 75 °C, while the battery is also overloaded and generates samples over 144 °C.

5.2 Metrics

The following metrics were used in the performed experiments for evaluating the
overhead of Hephaestus in terms of consumption of communication and energy
resources of WSNs: (i) the number of messages transmitted by the nodes running
in Hephaestus, (ii) the size of the transmitted messages by the nodes running in
Hephaestus, (iii) the percentage of free bytes in RAM (BR) and the percentage of
free bytes in flash memory (BF), and (iv) WSN lifetime (WL).
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The number of messages transmitted is defined as the sum of the messages trans-
mitted by the nodes running inHephaestus to the sink node, in average, during a given
period of time. We set the period of time as the duration of a single experiment. The
size of the transmitted messages is defined as the length in bytes of the messages
transmitted by node, in average, during a period of time. The BR metric is defined
as the ratio between (i) the difference of the total amount of RAM in the SUNSPOT
platform and the amount of memory used by the fusion procedures installed in the
nodes and (ii) the total amount of RAM available in the SUNSPOT platform. The
BF metric is defined similarly, but for the Flash memory. The WL metric is defined
as the time elapsed from the beginning of the algorithm execution until the moment
in which the first node of WSNs dies, which is the time elapsed until the first node in
WSNs has completely depleted its energy. We used this metric since when the first
node dies, the network enters into an instability period [8]. To evaluate the energy
consumed by the execution of Hephaestus, we used the energy model presented in
the next section.

The following metrics were used in the performed experiments for evaluating
the accuracy of Hephaestus in terms of “behavior’s change detection rate” [19]. We
measured the “behavior’s change detection rate” using false positives (FP), false
negatives (FN), true positives (TP), and true negatives (TN). Each application has
a set of states, which describes its behavior. According to our scenario, such states
could be battery damaged, battery healthy, power line damaged, and power line
healthy. FP indicate an incorrect detection of application state change (for example,
an OPLM application that detects a transmission failure when there is no such a
failure), and FN indicate a missing detection of application state change (an OPLM
application that does not detect a transmission failure when the temperature reaches
a given threshold that denotes a failure). TP indicate that an application has changed
states correctly (a transmission failure is detected and it really occurred), and TN
indicate that an application has maintained its state correctly. True occurrences are
defined as the sum of TP and TN.

5.3 Energy Model

In this subsection, we present the energy model used to evaluate Hephaestus’ energy
consumption [26]. Sensor nodes in general have three functional modules: commu-
nication, sensing, and processing. The state of a sensor node can be described by the
combined states of all its individual modules.We assume that each functionalmodule
has only two states, namely active and inactive. Each module can only stay in one of
the two states, and its status does not affect other functional modules. The sensing
and communication modules are the major functional parts we are concerned with
in our proposal. Thus, the energy consumption of a sensor node is a function of the
node state and the time during which the node remains in such state. Whenever the
states are determined, a sensor node consumes a fixed energy rate during that time
period. When the state of the corresponding functional module of a sensor node is
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active, the energy consumption is much greater than when it is inactive. Assuming
that an insignificant amount of energy is consumed when the corresponding function
module remains inactive, we consider that the energy consumption in that state is
0. Overall, the energy consumption of a sensor node during time t is calculated by
E(T ) � Ec + Es , where Ec represents the energy consumption of communication
module and Es represents the energy consumption of sensing module.

For the ease of analysis, we assume that the data exchange between two neigh-
boring sensor nodes (within one-hop communication range) belonging to the same
WSN is done through direct communication. The energy consumption of transmit-
ting l − bit (message of l bits of size) data over distance d is defined as Etx (l, d)

[17]:

Etx (l, d) � Eelec × l + εamp × l × d2 (4)

where Eelec and εamp are hardware-related parameters [17]. We also assume that
the receiver does not consume energy in the data exchange process. For any two-
distance sensors (outside one-hop communication range, but still belonging to the
same WSN), the data communication is carried out by using shortest path-based
multihop routing protocol (please note that the routing process is out of scope of our
work). The energy consumption of transmitting l − bit (message of l bits of size)
data from source (src) to the destination (des) is defined as Etx (l, src, des):

Etx (l, src, des) �
k∑

i�1

Etx (l, d) (5)

where d is replaced from hop to hop, i is an iterator, and k is the minimum hop count
the data travels from source to destination and Etx(l, d) remains the same meaning
as shown in Eq. (4). The energy consumption of sensing module is calculated by a
linear equation [17]:

Esi � ERsi × tsi (6)

where ERsi represents energy consumption of service i in one time unit and tsi rep-
resents the period of time for performing service i.

5.4 Evaluating Hephaestus Overhead

This section describes the experiments performed to evaluate Hephaestus. For this set
of experiments, instead of using the Smart Grid applications (described in Sect. 5.1),
we created synthetic applications with varying requirements. We simulated 2, 4,
6, 8, and 10 applications running simultaneously in the network. For each appli-
cation, we randomly assigned one sensing unit from a set of 5 different sensing
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units (accelerometers, temperature, light, humidity, and presence). For the assigned
sensing unit, we randomly assigned sensing rates varying from 1 to 5 s, using the
procedures explained in [33]. It is discussed in the literature that random monitoring
tasks may not always represent real applications; however, the diversity they provide
is sufficient for this group of experiments as explained in [33]. Each application had
an interval randomly generated varying from 0 to 1000 (changing the measure unit
according to the sensing type).

The nodes of WSNs started with 0.5 J of initial energy. Each experiment was
executed for 30 min, and the amount of energy consumed in each one was assessed.
Each experiment was repeated 30 times, obtaining a confidence interval of 95%.
LIFH was set up its sample size as 200 samples (LIFH waits until it receives 200
samples to start its procedures). CIFH was set to execute 4 rounds (one round for
each one of the 4 fusion nodes sending the results for LIFH).

5.4.1 Experiment for Assessing the Number of Transmitted Messages

The results of the experiments for evaluating the number of transmitted messages are
shown in Fig. 9. From the figure, we observe that the number of messages transmitted
when using only MAF for 2, 4, 8, and 10 applications is greater than the number
of messages transmitted when using Hephaestus (LIFH and CIFH) or just LIFH.
Hephaestus sends a single message, regardless of the number of applications in the
network. In contrast, one instance of MAF is executed for each application, which
increases the number of messages transmitted as more applications are executed in
the network. In Fig. 9, we can observe that the number of messages transmitted
when using Hephaestus (LIFH and CIFH) was lower than using only LIFH. CIFH
is responsible for decreasing the number of messages transmitted from FN to the
sink node. When using both CIFH and LIFH (Hephaestus) with MAF, the number
of transmitted messages to the sink node decreases in relation to the number of
transmitted messages using only LIFH.

5.4.2 Experiment for Assessing the Size of the Transmitted Messages

Figure 10 shows the results of the experiments for evaluating the size of the trans-
mitted messages. We can observe that the size of the transmitted messages when
using only MAF for 2, 4, 8, and 10 applications remains constant regardless of the
number of applications in the network. We can also observe that when using (i) Hep-
haestus (LIFH and CIFH) or (ii) only LIFH, the size of the transmitted messages
increases almost as linearly as more applications are installed in the network. The
size of the transmitted messages when using Hephaestus (LIFH and CIFH) presents
a larger size when compared to the size of the transmitted messages when using just
LIFH, since CIFH stores each different inferred phenomenon with an identification
of the node that identified such phenomenon through LIFH. The size of the messages
sent using Hephaestus is greater than the messages sent using only LIFH due to the
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Fig. 9 Number of transmitted messages

Fig. 10 Size of transmitted messages

need of storing an identifier for each inferred phenomenon. Additionally, as more
phenomena are inferred, the size of the messages increases.

5.4.3 Experiment for Assessing the Network Lifetime (WL)

Figure 11 shows the results for assessing the network lifetime. We can observe that
the values of the network lifetime (for 2, 4, 6, 8, and 10 applications) using (i)
Hephaestus (LIFH and CIFH) or (ii) only LIFH are greater than the lifetime using
only MAF. We can also notice that the network lifetime when using Hephaestus is
greater than using LIFH for 2, 4, 6, and 8 applications. However, when using 10
applications, the network lifetime is greater using only LIFH. There are two major
facts that explain the obtained results for the network lifetime: (i) the experiments for
assessing the number of transmitted messages showed that such value obtained by
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Fig. 11 WSN lifetime

using Hephaestus does not increase as more applications are installed in the network
(Fig. 9); and (ii) the experiments for assessing the size of the transmitted messages
showed that such size when using Hephaestus increases as more applications are
installed in the network (Fig. 10). These two facts depict a trade-off between number
of transmitted messages and message size. The network lasts longer when using
only LIFH for 2, 4, 6, and 8 applications, since although LIFH sends more messages
than Hephaestus, the size of the messages transmitted by LIFH is smaller than the
message size in Hephaestus.

5.4.4 Experiment for Assessing the Memory Consumption

This subsection describes the experiment performed to assess Hephaestus in terms
of memory usage. We evaluate Hephaestus in terms of the percentage of free bytes
in flash memory and in terms of the percentage of free bytes in RAM. To achieve
the first value, we installed Hephaestus in the flash memory of a sensor node and
checked the amount of flash memory consumed. To assess Hephaestus in terms of
the percentage of free bytes in RAM, we executed Hephaestus in the scenarios for
2, 4, 8, and 10 applications and checked the amount of RAM memory consumed
while Hephaestus was running in a sensor node. It is important to notice that we used
SUNSPOT sensor nodes in this experiment. A SUNSPOT sensor node has 1 MB of
RAM and 4 MB of flash memory.

The percentage of bytes in RAM (BR) is depicted in Fig. 12. The percentage
of free bytes in flash memory (BF) was 99.60% for Hephaestus and 99.90% for
MAF. Concerning the value of BR, MAF presented lower memory consumption
than Hephaestus for any number of applications. This result was already expected
since MAF is a lightweight data fusion algorithm [19]. Despite being lightweight,
MAF executes an average for each application, regardless of the requirements of the
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Fig. 12 Percentage of RAM consumed

applications. This behavior reflects on the accuracy ofMAF (which will be discussed
in the experiments for evaluating the accuracy of Hephaestus) and produces a huge
number of messages in the network, which decreases the network lifetime when
using MAF.

LIFH presented higher memory consumption than CIFH. This behavior of Hep-
haestus is due to the need of LIFH to store the samples from the environment in
memory, while CIFH just processes the information from LIFH. As the number of
samples in the experiments remained the same, LIFH did not present a significant
increase in memory consumption; its memory consumption remained almost linear,
regardless of the number of applications. On the other hand, CIFH slightly increased
its memory consumption. Indeed, CIFH is more impacted by the processing and
storing of more information, as it does not store the samples from the environment in
its RAM memory. Considering Hephaestus (LIFH+CIFH), our experiment showed
that LIFH+CIFH consumes 66% of the RAM,whileMAF consumes 8%. This result
can be explained by the fact that Hephaestus (LIFH+CIFH) is more complex than
MAF.

The size of the Hephaestus prototype in the SUNSPOT RAM memory was of
641.362 KB with 17.967 KB of standard deviation. It is important to notice that
the SUNSPOT protocol stack contains the application layer and three middle layers
(the edemo_device, multihop, and the espot_device libraries), which may increase
the total size of the application footprint when compared to other platforms (e.g.,
TelosB) [10].
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Table 3 Experiments to assess accuracy

Hephaestus and
MAF (BM,
OPLM)

MAF (BM) MAF (OPLM) MAF (BM,
OPLM)

T1 99.66% ±
0.001176063

100% 100% 72.1% ± 4.9

T2 99.26%± 0.0023 95.2% ± 2.4 93.8% ± 1.4 77.4% ± 2.9

T3 95.88% ±
0.011095

94.3% ± 2.1 93.4% ± 1.5 44% ± 6.1

T4 84.64% ±
0.018099

94.2% ± 0.3 94% ± 1.2 78% ± 2.1

5.5 Evaluating Hephaestus Accuracy

This section describes the simulated experiments performed to assess the accuracy
of Hephaestus and MAF (moving average filter) together and separately in terms
of their ability to correctly identify the different events of interest for applications
described in our case study. We performed four experiments. In the first simulated
experiment, we used Hephaestus and MAF together. In the second (denoted as BM
to indicate the battery monitoring application was executed) and third experiments
(execution of the OPLM application), we applied MAF in the received data of each
application separately. Finally, in the fourth experiment, we used onlyMAF (for both
BM and OPLM applications). In the second (BM) and third experiments (OPLM),
the algorithms need to be aware of the requirements of the deployed applications.
In the first and fourth simulated experiments, they did not need to be aware of
such requirements. Hephaestus and MAF sample sizes were set as 200 samples. For
evaluating the accuracy of Hephaestus, the experiments lasted 1 h and were repeated
30 times, obtaining a confidence interval of 95%.

During these experiments, there were four time slots (T1, T2, T3, and T4). So, for
each time slot, Hephaestus and MAF were tested for comparing the achieved results
in terms of true occurrences (TP+TN). In each time slot, we intended to reproduce
the behavior of the cases presented in our case study. In this regard, T1 intends to
reproduce the behavior in case 1 (C1), T2 to represent C2, and so on.

Table 3 shows the achieved results of the comparison between Hephaestus and
MAF in terms of accuracy. The first row represents how effective Hephaestus is in
detecting changes in the application’s behavior. This row denotes values achieved
when Hephaestus deals with multiple applications simultaneously. The second row
represents howeffectiveMAF is in detecting a change in theBMapplication behavior.
The third row represents how effectively MAF is in detecting a change in the OPLM
application behavior. The fourth row represents situations where MAF deals with
multiple applications simultaneously (BM and then OPLM).

For the T1 time slot, both applications are in an ideal condition. In this case,
given the unequal data ranges, the composition of both applications generated a
highly skewed dataset. Hephaestus was capable of correctly dividing the dataset
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into two distinct groups, identifying the different datasets, and applying MAF in
each set. The traditional MAF, on the other hand, grouped all the data into a single
group. Applying MAF directly to the dataset biased the fusion result. Such bias is
responsible for the worst accuracy of MAF (72.1%) in comparison with Hephaestus’
accuracy (99.66%).

For the T2 time slot, both applications overlapped, which produced a moderate
skewed dataset. Hephaestus recognized this dataset as a single dataset, but with a
slightly shifted mean over the more concentrated data range. The behavior of this
mass of data indicates a concentration of data generated over the overhead power line
, which is overloaded. The shifted mean of data generated over the overhead power
line was responsible for the greater accuracy of Hephaestus (99.26%) over the MAF
(77.4%), which produced a non-representative data fusion for both applications more
frequently than Hephaestus does.

For the T3 time slot, a highly skewed multimodal dataset was formed by the
composition of the different applications. Due to the high skewness of the dataset,
Hephaestuswas able to identify that therewere different applications in themonitored
area. Different fromHephaestus, MAF equally weighted all data points and executed
an average that does not represent neither application. The difference between the
accuracy achieved by Hephaestus (95.88%) in comparison with MAF’s accuracy
(44%) is due to the biased fusion result of MAF.

By comparing the accuracy of Hephaestus on T4 time slot with the accuracy
on other time slots, we can notice a fall in the result. The dataset formed on T4 time
slot is an almost symmetric multimodal dataset. Due to its symmetry, depending on
the samples Hephaestus receives as input, the dataset is recognized as a symmetric
dataset, which does not need to be divided, producing a single dataset. As T4 presents
an almost symmetric dataset, the accuracy of Hephaestus is lower (84.64%), than
its accuracy in the other time slots (99.66% for T1, 99.26% for T2, and 95.88% for
T3). However, compared with MAF, Hephaestus has a better accuracy result (78%
for MAF).

5.5.1 Effect of the Sample Size on T4

Considering that the accuracy achieved by Hephaestus in T4 time slot was lower
(84.64%) than the accuracy for the other time slots (99.66% for T1, 99.26% for T2,
and 95.88% for T3), we decided to further investigate how much the sample size
impacts the Hephaestus’ accuracy. For this experiment, we put Hephaestus to run
on T4 time slot analyzing 200, 400, 600, and 800 samples. All experiments were
repeated 30 times, and the results had a 95% confidence interval. The results in
Table 4 reflect that as Hephaestus analyzes more samples, its accuracy increases.
This result is expected, since as the sample size increases, more complete is the
observation of the real world and lower the associated uncertainty. This result is
relevant since it presents a solution for a situation where Hephaestus is unable to
correctly recognize a dataset due to a particular entropic configuration.
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Table 4 Sample size versus
accuracy

Sample size Accuracy on T4

200 84.64%±0.018099

400 95.07%±0.007517

600 97.33%±0.004674

800 99.11%±0.002032

5.6 Analysis of Results

In this section,wehave presented the experiments conductedwithHephaestus regard-
ing two established goals. The first goal was to analyze Hephaestus for the purpose
of evaluating its overhead in terms of communication and energy resources ofWSNs.
The second goal was to analyze the accuracy of Hephaestus in terms of successes
in correctly inferring the states of the applications in a Smart Grid application sce-
nario, without the knowledge of specific application requirements (for instance, data
intervals or the potential events of interest).

The results achieved by the experiments showed that Hephaestus does not increase
the network traffic asmore applications are deployed and/ormore phenomena are tak-
ing place in the network. However, a trade-off was identified regarding the increase
of the message size produced by Hephaestus. As more applications are deployed
and/or more phenomena are taking place in the network, the largest the size of the
messages produced by Hephaestus. The trade-off between message traffic and mes-
sage size is reflected in the WSN lifetime experiment. The WSN lifetime increases
when using Hephaestus, in relation to MAF. The message traffic of MAF is greater
than the message traffic of Hephaestus, as MAF is executed for each application
individually. Hephaestus presented higher values of accuracy than using only MAF
for the Smart Grid application scenario. This result was due to the information pro-
duced by Hephaestus, even without being aware of the requirements of the deployed
application.

6 Final Remarks

Hephaestus was proposed as an entropic information fusion algorithm, which uses
mean, kurtosis, and skewness to apply a heuristics that infers from dataset multiple
features, for multiple applications. Each inferred feature relates to a phenomenon
occurring in the monitored area. We consider a phenomenon as any situation in the
monitored area (e.g., an overheating in a certain part of the area) that generates data
in a specific range that may or may not have correlation to an event of interest for
an application in the real world. As more different phenomena generate data in the
monitored area, more difficult is to separate and infer about the different phenomena
individually, in other words, more difficult to identify the different events of interest
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for applications running in WSNs. In such case, as more phenomena generate data
in the monitored area, more complex is the data entropy.

This chapter presents the detailed description of Hephaestus along with several
experiments to evaluate its performance and overhead. The current drawbacks pre-
sented by Hephaestus are the increase in the message size, as more applications are
installed in the network, which impacts negatively on the system lifetime.
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Abstract Underwater wireless sensor networks (UWSNs) have been proposed for
ocean monitoring. In comparison with ocean monitoring technologies currently in
use, UWSNs have the potential to revolutionize ocean monitoring applications by
enabling (quasi) real-time data acquisition. However, the use of the acoustic channel
as well as the characteristics of the aquatic environment present challenges in design
of efficient networking protocols for underwater sensor networks. Due to the partic-
ular characteristics of UWSNs, well-established principles and designed network-
ing protocols for terrestrial wireless sensor networks cannot be directly applied in
underwater sensor networks. In this chapter, we discuss the peculiar characteristics of
UWSNs, and howknowledge acquired over decades of research in terrestrial wireless
sensor networks is impractical in underwater sensor networks. Moreover, we discuss
intrinsic research challenges and provide some guidelines for the future design of
topology control algorithms and opportunistic routing protocols for UWSNs, two
main methodologies that can improve the performance of UWSN applications. In
addition, we provide some future research directions toward enabling large-scale
deployments of UWSNs for monitoring large areas of the ocean.

R. W. L. Coutinho (B) · A. Boukerche
School of Electrical Engineering and Computer Science, 800 King Edward Ave. Ottawa,
ON, Canada
e-mail: rodolfo.coutinho@uottawa.ca; rlimaco2@uottawa.ca

A. Boukerche
e-mail: boukerch@site.uottawa.ca

A. A. F. Loureiro
Federal University of Minas Gerais, Av. Antônio Carlos - 6627, Belo Horizonte,
Minas Gerais, Brazil
e-mail: loureiro@dcc.ufmg.br

© Springer International Publishing AG, part of Springer Nature 2019
H. M. Ammari (ed.), Mission-Oriented Sensor Networks and Systems: Art
and Science, Studies in Systems, Decision and Control 163,
https://doi.org/10.1007/978-3-319-91146-5_15

571

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91146-5_15&domain=pdf


572 R. W. L. Coutinho et al.

1 Introduction

Seventy percent of the Earth’s surface is covered by ocean. The ocean plays an
essential role for all living organisms on the Earth. This environment helps regulate
weather and the temperature of our planet, absorbs 90%of heat from global warming,
and more than 1/4 of human CO2 emissions produced since 1800. It also produces
50% of the O2 from photosynthesis. Moreover, the ocean provides primary resources
and serves as a medium for commerce and transport of people and goods. These
facts alone are sufficient to motivate the study of a deep understanding of the ocean
and what lies beneath. Extensive knowledge about the ocean and its importance is
fundamental for a sustainable and proper exploration, as well as for the protection
of this environment.

Underwater wireless sensor networks (UWSNs) have been proposed for ocean
monitoringmissions. In this technology, a set of underwater sensor nodes is employed
to monitor an area of interest and associated events. Each sensor node is respon-
sible for collecting data in its surrounding area. Data delivery is then performed
through multi-hop acoustic communication from underwater sensor nodes to surface
sonobuoys (sinks) deployed at the surface of the ocean.

However, the use of the acoustic channel for underwater wireless communication
incurs several daunting challenges. Underwater acoustic links suffer from low band-
width, high and variable delay, high path loss and noise, shadow zones, multi-path
propagation, and Doppler effect. Moreover, underwater acoustic communication is
energy-hungry. Due to these characteristics of the underwater acoustic channel, it
is impractical to UWSN the use of networking protocols designed for terrestrial
wireless sensor networks, as well as topology control and data routing algorithms.

This chapter is devoted to discuss the challenges of topology control and oppor-
tunistic routing in large-scale UWSNs for ocean monitoring missions. It provides a
detailed discussion regarding the intrinsic research challenges and recent advance-
ments in the design of topology control and opportunistic routing protocols in
UWSNs. By doing so, it provides a classification of topology control and oppor-
tunistic routing protocols in UWSNs, as well as some design guidelines that have
emerged from the analysis of current protocols.

The remainder of this chapter is organized as follows. Section2 introduces the
general concepts of UWSNs. Section3 describes some important characteristics of
underwater sensor networks that poses challenges in the design of efficient network-
ing protocols. Section4 discusses various approaches for organizing the UWSN
topology to improve the performance of networking protocols. Section5 provides an
in-depth discussion of the opportunistic routing paradigm in underwater sensor net-
works. Section6 provides directions for future research in the topic. Finally, Sect. 7
concludes this chapter.
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2 The Fundamental Role of Underwater Sensor Networks

Oceans are largely unknown, and their extensive monitoring as well as exploration
activities in this environment are challenging. In fact, we know more about the
moon and other planets than we do about our oceans. For instance, it was only in
1948 that scientists were able to prove the existence of life below 6,000 m. The
crushing pressure and darkness of deep waters have made ocean the least explored
areas of the planet [1]. Unfortunately, current realities regarding technologies free of
human intervention for underwater events monitoring and control are not inspiring.
Either sensor nodes without underwater communication capabilities (e.g., RAFOS
instruments [2]) or wired-interconnected underwater sensor nodes have been used
for underwater monitoring applications (e.g., Ocean Network Canada initiative [3]).

In addition, efficient ocean monitoring technologies are required for monitoring
human offshore exploration among large areas of the ocean. This monitoring is
required for avoiding situations resembling the biggest oil spill in the history of the
USA, which happened on April 20, 2010, in the Gulf of Mexico, after an explosion
on the British Petroleum (BP)-owned Deepwater Horizon drilling platform. To give
an idea of the catastrophic nature of this event, the explosion on the platform killed
11 workers and releasedmillions of barrels of oil in the Gulf ofMexico, impacting an
area of 180,000km2 of ocean [4]. Therefore, the monitoring of exploration activities
in the ocean is required, particularly now that oil/gas industries are moving their
exploration sites from shallow water to the harsh environment of deepwater and
ultra-deepwater fields.

Lately, considerable research efforts and achieved developments have enabled a
new technology of underwater sensor networks. The current UWSNs are a particular
kind of wireless ad hoc network and sensor network [5, 6], composed by underwater
nodes and/or autonomous underwater vehicles (AUVs) with several sensor and actu-
ator devices that are scattered by sonobuoys (sinks) deployed at the surface of the
ocean. In this sensor network, underwater nodes are able to communicate with each
other through multi-hop wireless acoustic communication. This capability allows
them to collaboratively collect data from their surrounding environment and events
of interest, and send the gathered data to a monitoring center.

In contrast to traditional approaches that use communication-less or wired archi-
tectures, the use of nodeswith underwaterwireless communication capabilities incurs
several advantages for ocean monitoring missions. In the following, we discuss three
main advantages [7]:

• Instantaneous node failures detection. In the traditional approach of the Argo
project [8], an underwater node has a well-defined operating cycle, in which it
spends most of its time drifting between several layers of depth to collect data; at
the end of this cycle, it surfaces and off-loads the gathered data through satellite
communication. Therefore, node failures will be inferred if the monitoring center
does not obtain data from a node that is supposed to be off-loading its collected
data. Conversely, in an underwater wireless sensor network, whenever a sensor or
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an actuator in an underwater node is not working properly, the node could inform
the monitoring center of its situation through multi-hop wireless communication.
In addition, if a node experiences failure in its acoustic modem, this failure might
be inferred from unusual silent time when the node should be transmitting.

• Real-time data acquisition. In the communication-less approach, data acquisition
is obtained through satellite communicationor at the endof themonitoringmission,
when nodes are collected. In the first approach, data is obtained when each node
surfaces and off-loads its gathered data. The inter-surface time of this approach
can last for days. In the second approach, wemight wait for years in order to obtain
gathered data, which is the time of the underwater monitoring mission. The use
of underwater wireless communication allows us to query the network and obtain
collected data whenever it is necessary. Moreover, as soon as a node detects an
event and starts collecting data, it can transmit this data to the monitoring center.

• Online nodes reconfiguration. In general deployments for oceanmonitoring, nodes
are programmed to perform their given task and remain doing that task during
their lifetime. However, one might be interested in monitoring some events that
occur seasonally (e.g., whales in a given area). Hence, it would be desirable to
reconfigure the underwater nodes to support other applications when they are no
longer needed in a prior application. In the traditional approach, a ship mission
is needed to catch the nodes and, later on, to redeploy them with its novel setup.
Conversely, the use of underwater wireless communication allows the monitoring
center to send a command to each underwater node. Thus, it is possible to change
the sampling rate of the sensors, the physical location of the node (horizontal
and vertical movement), and the inclusion or removal of sensing tasks of physical
variables (e.g., temperature, pressure, salinity, and pH).

The advantagesmentioned abovemotivate the research toward large-scale deploy-
ments of UWSNs. Large-scale UWSN deployments are expected to change the cur-
rent reality where no more than 5% of the volume of the ocean has been seen by
the human eyes [9]. UWSNs are envisioned to make possible a new era in scientific
and industrial underwater monitoring and exploration applications, such as the mon-
itoring of marine life, pollutant content, geological processes on the ocean floor, oil
fields, climate, and tsunamis and seaquakes and to collect oceanographic data, ocean
and offshore sampling, navigation assistance, and mine recognition, in addition to
being used for tactical surveillance applications. These applications will help fill the
gap of our knowledge regarding the ocean and aquatic environments in general.

3 Characteristics of Underwater Sensor Networks

Underwater sensor networks have many peculiar characteristics that distinguish
them from the well-investigated terrestrial wireless sensor networks (WSNs). In this
section, we discuss some of the characteristics that directly affect the performance
of a UWSN. We present a traditional UWSN architecture (Sect. 3.1) and discuss two
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major factors increasing the deployment cost of a UWSN (Sect. 3.2). Moreover, we
highlight the involuntary mobility of underwater nodes (Sect. 3.3) and review the
underwater acoustic communication channel (Sect. 3.4) that are completely different
from the counterpart terrestrial WSN.

3.1 Network Architecture

Traditionally, a UWSN architecture will consist of sensor nodes and underwater
autonomous vehicles (UAVs) deployed underwater, as shown in Fig. 1. These devices
will be provided with sensing, processing, storage, and underwater wireless com-
munication capabilities. They will be scattered by sonobuoys (sinks) deployed at the
surface of the ocean. The sensor nodes collect the data from the area and surround-
ing events of interest, and they send the gathered data to the surface sinks through
multi-hop underwater acoustic communication. The surface sonobuoys are equipped
with both underwater acoustic and radio frequency modems. Underwater acoustic
communication is used to send commands to, and collect data from, underwater sen-
sor nodes. Radio frequency communication is used to deliver the obtained data for a
monitoring center.

Underwater sensor network architectures might be composed by heterogeneous
nodes. It is important to mention that terrestrial wireless sensor networks have been
using heterogeneous nodes to improve network performance [10], either by improv-
ing data delivery or by reducing energy consumption. In UWSNs, the use of het-
erogeneous nodes might also be used to improve the network performance or as a
requirement of the application. In the former, for instance, UAVs can be used for bet-
ter localization and time synchronization of ordinary underwater sensor nodes [11].
In the second, heterogeneous communication (e.g., acoustic and optic communica-
tion) can be used to improve the performance of video transmission from underwater
nodes to the monitoring center [12].

Fig. 1 An example of an underwater sensor network architecture
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Frequently, a more specific architecture is deployed according to the character-
istics of the considered application. In general, underwater monitoring applications
might be categorized into two broad classes: long-term monitoring applications and
short-term monitoring applications. In long-term monitoring applications, UWSNs
are used to collect non-time-critical information about the area of interest and mon-
itored events. This class of applications relies on event-driven or periodic data col-
lection, which might result in very infrequent transmissions. Usually, a well-defined
event at a particular spatial area is the target of themonitoring system. In terms of net-
work architecture, the underwater nodes are attached to buoys or anchors to remain
almost static in the desired location. Some aquatic monitoring applications of this
category include: water quality, hydroelectric reservoir [13], marine biology [14],
deep-sea archeology, seismic predictions [15], pollution detection [16], and oil/gas
field monitoring [17].

In short-term underwater monitoring applications, UWSNs are frequently used to
collect time-critical information in a 4D nature, that is spatial and temporal correlated
data. By doing so, underwater sensor nodes are deployed without tethers. They freely
drift according to the ocean currents.Because of themobility and sparse deployments,
the connectivity of the nodes will last for only a short period of time, which might
demand for the deployment of additional nodes or the capture and redeployment of
the previous ones. Some applications of this category include: underwater natural
resource discovery, anti-submarine and target tracking mission [18], loss treasure
discovery, tsunamis and seaquakes monitoring, oceanographic data collection [19],
navigation assistance, and pollutant content monitoring [20].

3.2 High Cost

Nowadays, an underwater sensor network and its deployment are very expensive,
being of the order of hundreds of thousands of dollars. As described in the following,
two major factors contribute to high deployment and maintenance financial cost.

First, underwater sensor nodes and autonomous vehicles (AUVs) are naturally
expensive, due to their acoustic modem transceiver and the appropriate hardware for
protecting the circuitry. They have high energy consumption due to the characteristics
of underwater acoustic communication, which can stop the underwater monitoring
and exploration missions prematurely. Unlike WSNs, underwater sensor nodes must
be collected at the end of the monitoring mission.

Second, ship missions are needed for the deployment and maintenance of the
underwater nodes and network. Ship missions can last several days, since sensors
must be attached to docks, anchored buoys, seafloors, autonomous underwater vehi-
cles (AUVs), low-power gliders, or underpowered drifters, depending on the desired
network architecture. Moreover, they are affected by external variables, such as
weather conditions.

These two abovementioned factors drastically increase the financial cost of under-
water network deployment and maintenance. Since underwater nodes have a limited
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source of energy, i.e., they are operated by batteries, there is a need for the design
of energy-efficient networking protocols to prolong the network lifetime and reduce
the number of ship missions intended for network maintenance.

In addition, UWSNs are recognized by having a high energy consumption. The
energy cost of transmitting a data packet is of the order of dozen of watts. Moreover,
due to packet error and collisions, a generated packet may require some retransmis-
sions until it reaches its destination. This high energy consumption is critical because
it shortens the network lifetime. Thus, frequent shipmissions should be employed for
network redeployment and maintenance. Therefore, the design of energy-efficient
routing protocols is required. Interested readers might find more information for
reducing energy consumption of UWSNs in [21].

3.3 Involuntary Mobility

In someunderwater sensor network applications, the sensor nodeswill not be tethered
to anchors or buoys. In fact, they will move according to the currents of the oceans.
Mobility in the aqueous environment is very particular. It is affected by several
environmental factors, such as water temperature, currents, boundary conditions,
atmospheric forces, and bottom topography [22]. For instance, some underwater
sensor nodes will move along a straight trajectory, while others will trap into flows
and stay moving in loops [23], as observed from the analysis of the mobility traces
of 46 floats drifting in the Mediterranean Sea.

As amatter of fact, the involuntarymobility of underwater sensor nodeswill impair
network connectivity and, consequently, the performance of networking protocols.
This mobility pattern is so peculiar and depends on several factors that make its
prediction challenging, as well as its use by networking protocols as usually happens
in other scenarios of wireless ad hoc networks.

In this case, algorithms and protocols should be proposed for the reactive topology
control in UWSNs. For instance, topology control, through power control, can be
used to create long-range links to restore network connectivity. Moreover, topology
control, through controlled mobility of some nodes to perform either depth adjust-
ment of underwater nodes or controlled trajectories of UAVs, can better position
some nodes aiming to restore connectivity between network partitions occasioned
by involuntary mobility.

3.4 Underwater Acoustic Channel

Themain aspect differentiating an underwater sensor network from terrestrialWSNs
is the acoustic channel used for underwater wireless communication. Currently, the
acoustic communication channel has been considered the most feasible technology
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for underwater wireless communication. This is because the high-frequency radio
waves are strongly absorbed underwater; also, optical waves suffer from heavy scat-
tering and are restricted to short-range line-of-sight applications.

However, it is also recognized as one of the most challenging technologies for
wireless communication, diminishing the performance of networking protocols in
UWSNs. The underwater acoustic channel introduces novel challenges that are not
experienced in terrestrial wireless networks. For instance, underwater wireless com-
munications experience large and variable delays due to the low sound propagation
speed of approximately 1500m/s; temporary losses of connectivity due to the path
loss; high noise that results in a high bit error rate; severely limited bandwidth due to
the strong attenuation in the acoustic channel and multi-path fading; shadow zones;
and the high communication energy cost, which is of the order of tens of watts.

As will be discussed in detail, underwater sensor network links are strongly
impaired by high path loss, noise, multi-path signal propagation, limited bandwidth
capacity, Doppler spreading, and high power consumption. In this environment, the
frequency choice used for communication plays an important role. For instance,
as can be seen in Fig. 2a, signal absorption is associated with frequency. Higher
frequencies result in higher signal absorption. Conversely, the overall noise inten-
sity affecting the communication decreases with an increase in frequency (refer to
Fig. 2b). Moreover, noise intensity depends on specific frequency bands, as depicted
in Fig. 2c. Another important characteristic of the underwater acoustic channel is that
the bandwidth depends on the transmission power, radio frequency, and transmission
distance. Figure2d shows that the 1/A(l, f )N ( f ) factor apparently is a function of
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distance and frequency. For a more detailed overview about the characteristics of the
underwater acoustic channel, the interested reader might refer to [24].

In a UWSN, the passive sonar equation is used to characterize the signal-to-noise
ratio (SNR) of an emitted underwater signal at the receiver. Accordingly, the SNR is
given as:

SNR = SL − A(d, f ) − N( f ) + DI ≥ SINRth, (1)

where SL is the source level, A(d, f ) is the transmission path loss, N( f ) is the noise
level, DI is the directivity index, and SINRth is a decoding threshold. In Eq.1, all
quantities are in dB re mu Pa.

The path loss A(d, f ) describes the attenuation of a single, unobstructed propa-
gation path, over a distance d for a signal of frequency f , due to a large-scale fading.
The path loss is mainly caused by the geometrical spreading and signal attenuation
associated with frequency-dependent absorption. It is calculated as:

10 log A(d, f )/A0 = k × 10 log d + d × 10 log a( f ), (2)

where k is the spreading factor and a( f ) is the absorption coefficient. The absorption
coefficient a( f ), in dB/km for f in kHz, is described by the Thorp’s formula [25],
given by:

10 log a( f ) = 0.11 × f 2

1 + f 2
+ 44 × f 2

4100 + f 2
+ 2.75 × 10−4 f 2 + 0.003. (3)

The geometry of propagation is described using the spreading factor k. Its com-
monly used values are k = 2 for spherical spreading, k = 1 for cylindrical spreading,
and, for a practical scenario, k is given as 1.5.

In addition, a transmitted acoustic signal will be impaired by human-made and
environmental noise. In general,we can observe four sources of noise [26]: turbulence
(Nt ), shipping (Ns), waves (Nw), and thermal noise (Nth). It is important to mention
that each source will have greater impact based on a given frequency f . The overall
ambient noise is N ( f ) = Nt ( f ) + Ns( f ) + Nw( f ) + Nth( f ). For a frequency f in
kHz, shipping s ranging between 0 and 1 (light to dense) and wind in m/s, the four
noise components in dB re mu Pa per Hz are given by:

10 log Nt ( f ) = 17 − 30 log f

10 log Ns( f ) = 40 + 20(s − 0.5) + 26 log f − 60 log( f + 0.03)

10 log Nw( f ) = 50 + 7.5w1/2 + 20 log f − 40 log( f + 0.4)

10 log Nth( f ) = −15 + 20 log f. (4)

Finally, it is important to mention that, conversely to what happens in WSNs,
the bandwidth of the underwater acoustic channel depends on transmission power,
radio frequency, and transmission distance. The 1/A(l, f )N ( f ) factor is a function
of distance and frequency.
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The aforementioned peculiar characteristics of the underwater acoustic channel
make the use of networking protocols designed for terrestrial WSN impractical for
UWSNs. In fact, some of the well-established principles, determined from decades
of research in WSNs, are not even suitable for the design of networking protocols in
UWSNs. For instance, data fusion is a good and indicated practice inWSN to reduce
data communication and, consequently, energy consumption. To do so, routing paths
are overlapped as much as possible at fusion nodes. These nodes are then responsible
for aggregating several pieces of information, reducing the number of transmissions
needed to deliver them to the sink node. Conversely, in UWSNs, the overlapping
of routing paths toward a few central nodes will increase packet collision in their
proximity, as well as quickly depleting their energy. These undesired effects will
shorten the UWSN lifetime.

4 The Benefits of Topology Control in Underwater Sensor
Networks

The topology of a network impacts on the performance of networking protocols and
distributed services provided for the network. In summary, the network topology dic-
tates how each node interconnects with each other. How the nodes are interconnected
will affect the performance of networking protocols. For instance, routing protocols
might have an increased performance when the interconnection between the nodes
is done in such a way that we can easily have all of them interconnected to a central
node (access point or base station) that can forward data packets between the nodes
(e.g., infrastructured networks shown in Fig. 3a).

However, wireless ad hoc and sensor networks (refer to Fig. 3b) do not have such
a central node for coordinating the networking tasks. For the majority of scenarios,
we cannot even plan and control the nodes’ deployment. More critically, the network
topology in these applications might change because of uncontrollable events, such
as hardware failures and breakdown.

More specifically, the topology in underwater sensor networks might change fre-
quently due to the involuntary mobility of underwater nodes, described in Sect. 3.3,
and time-varying link quality effects, described in Sect. 3.4. In fact, depending on
network density, even a slow-moving coastal current will be enough to significantly
change the network topology, diminish the connectivity, andmake the sensor network
unattainable after a few hours.

In this regard, topology controlwill be fundamental for improving theperformance
of underwater sensor networks. Topology control consists of the conscious and pur-
poseful topology organization through the adjustment of some network parameters.
It can be done proactively, to achieve a desired network property (e.g., connectivity),
or reactively to stabilize and smooth the undesirable changes in the network topology,
such as those due to the mobility.

In this chapter, we discuss topology control in UWSNs from the perspective
of three broader categories: (i) power control, (ii) wireless interface management,
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(a) Infrastructured network architecture (b) Ad hoc network architecture

Fig. 3 Architectural models of wireless networks

Fig. 4 Topology control in underwater sensor networks

and (iii) mobility-assisted-based topology control. This categorization is proposed
based on the main technique used to control the network topology. The proposed
categorization, as well as a short description of each approach, is summarized in
Fig. 4 and Table1.

4.1 Power Control-Based Topology Control

Transmission power control-based topology control is the most common approach
used for the design of topology control algorithms. In this approach, topology control
is performed either by choosing a unique transmission power level that will be used
by all the nodes or through the assignment of the proper transmission power level
for each node [27]. In the first approach, the minimal transmission power ensuring
overall connectivity is selected. In the second approach, non-homogeneous transmis-
sion power level is assigned to each node. By using power control-based topology
control, whenever a node increases or decreases its transmission power, the changes
in the network topology happen through the creation/drop communication links by
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Table 1 A summary of the techniques used to design topology control algorithms for UWSNs

Approach Main idea Advantages Disadvantages

Power control • The adequate
transmission power is
assigned to each node.
Thus, communication
links will be created
and/or removed. Some
algorithms aim to
achieve a network-wide
property, such as
network connectivity

• Simple
• Scalable
• Conserves energy
• Does not change the
sensing coverage
• Can overcome
time-varying acoustic
channel quality

• May diminish the
network connectivity
• Increases the number
of hops and end-to-end
delay

Wireless Interface
mode management

• The wireless interface
of nodes alternates
between active,
sleeping, and
powered-off modes.
This changes the
interconnections
between nodes over
time

• Simple
• Scalable
• Conserves energy
relative channel polling
• Does not change
sensing coverage

• Changes network
density
• Changes routing
paths from time to time
• Increases delay

Mobility-assisted • Some mobile nodes
are moved to new
locations, creating new
interconnections

• Improves network
connectivity
• Deals with network
partitions
• Improves data
collection from
hotspots

• Needs of trajectory
planning procedures
• Energy cost for
mobility
• May change sensing
coverage

increasing and reducing their transmission power. This approach was extensively
explored to reduce energy consumption in wireless sensor networks.

In general, power control-based topology control algorithms are proposed for
reducing energy consumption. This is because short-range multi-hop communica-
tion spends less energy than long-range wireless communication, since the energy
required for transmitting a data packet is proportional to the distance between the
communicating pair of nodes [28]. The use of short-range communication links also
reduces the energy consumption in UWSNs [29, 30]. However, in underwater acous-
tic sensor networks, this approach has mainly been considered to mitigate the draw-
backs of underwater acoustic communication and improve network performance,
that is, to increase link reliability and spatial reuse.

Power control-based topology control algorithms inUWSNs increase the network
throughput by improving either transmission scheduling algorithms or the achievable
bandwidth. In the former case, power control assigns an adequate communication
range to the nodes in order to increase spatial reuse and, consequently, network
throughput. In the latter case, power control determines the appropriate communi-
cation range and corresponding optimal frequency to increase the achievable band-
width.
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It is well known that the throughput/goodput of network systems is closely related
to the spatial reuse, which in turn represents the number of links that can simultane-
ously transmit data [31]. In wireless networks, a critical factor limiting the network
capacity is the interference between spatially closer nodes. Due to the broadcast
nature of the communication medium in these networks, nodes located inside an
interference zone of both the transmitter and receiver should be kept silent (i.e.,
without transmitting) when a transmission is happening. This silence is necessary to
avoid message collisions and, consequently, waste of network resources. In UWSNs,
the collision-free transmission coordination among nodes is challenging. As a matter
of fact, the design of efficient medium access control (MAC) protocols for UWSNs
is daunting, mainly due to high message propagation delay occasioned by the low
acoustic signal propagation speed. Therefore, the effectiveness of using feedback
solutions for MAC protocols (e.g., carrier sensing and RTS/CTS exchange) is not
common in UWSNs [32]. In fact, contention-free-based approaches (e.g., FDMA,
CDMA, or TDMA) could lead to a better performance of UWSNs [33].

In this context, power control-based topology control can confine interference
and improve spatial reuse, by properly assigning a short-range communication for
the nodes. The use of fixed long-range communication links is disadvantageous, as
it does not optimize the total number of concurrent transmissions of the network.
In this scenario, topology control through transmission power control can maximize
the spatial reuse, as it is helpful in confining interference while ensuring network
connectivity and link reliability.

Finally, the design of topology control algorithms based on power control can
be used to explore the bandwidth–distance relationship of the underwater acous-
tic channel for improving the performance of UWSNs. In the underwater acoustic
channel, the distance between the communication nodes will also affect the useful
bandwidth. In fact, for a given communication distance, there is a constraint on the
maximum usable frequency. This constraint is due to the signal absorption, which
increases rapidly as the frequency increases. Moreover, the intensity of the ambient
noise (e.g., turbulence, shipping, waves, and thermal noise) impacting the underwa-
ter acoustic signal varies according to the used frequency. Therefore, there is also a
limitation of the useful acoustic bandwidth from below, as the noise is high for low
frequencies and decays as soon as the frequency increases. This leads to the conclu-
sion that, based on the attenuation-frequency product, there is an optimal frequency
fc for each communication distance in which impairments on the transmitted signal
are minimized [26].

4.2 Wireless Interface Management-Based Topology Control

Another classical approach for topology control is through density control, by means
of the wireless interface management. It is important to mention that in wireless
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network systems, the communication interface of the nodes has some operational
states: transmitting, receiving, idle, sleep, and, of course, totally powered-off. Hence,
each of these operational modes has different unitary costs of energy. Therefore, the
overall energy consumption of a node is determined from the amount of time it spends
with its wireless interface in each mode, as given by the equation below:

Econsumption = Ttxetx + Trxerx + Tiei , (5)

where Ttx , Trx , and Ti are the amount of time that the wireless interface spent trans-
mitting, receiving, and in the idle state, respectively, and etx , erx , and ei are the energy
consumption of transmitting, receiving, and idle states per time, respectively.

The wireless interface management topology control approach is highly suitable
forwireless sensor networks in general.Usually, data transmission in sensor networks
happens infrequently (e.g., once a day or even a week in UWSNs [34]). Therefore,
it is not necessary to have all the nodes awake all the time.

Topology control algorithms using this approach are mostly designed to conserve
energy. The idea is to have the nodes in the powered-off operational mode as much
as possible. Thus, it can conserve energy during times of no communication. By
doing so, this methodology of topology control changes the network topology by
either keeping a backbone of active nodes for communication purposes, where the
remaining redundant nodes can go to sleep (density control), or by controlling the
active period of the nodes to make them available at the same time, enabling com-
munication (duty-cycling operation). Both approaches lead to energy conservation,
since they reduce the amount of time that a node unnecessarily spends listening to
the channel.

Moreover, by means of density control, this topology control approach might
reduce communication interference, which decreases message collisions and the
need for message retransmissions. Consequently, wireless interface management-
based topology control will also improve the performance of medium access control
protocols in UWSNs and decrease the overhead of neighboring discovery of routing
protocols, since only a subset of the nodes will be awake.

Using thismethodology, topology control can be performed either through the net-
work density control or through duty cycling, as described in the following. In density
control-based topology control, a subset of the deployed nodes is selected to be in
active mode and is used as a communication backbone for multi-hop data delivery. In
order to conserve energy, the unchosen nodes can change their wireless interface state
for the sleepmode. The density control-based topology control approach has been fre-
quently employed in terrestrial wireless sensor networks (WSNs), since they usually
comprise high-density deployments. Nowadays, the density control-based topology
control approach has been less explored in underwater sensor networks. The main
reason for this is the fact that underwater sensor networks typically involve sparse
deployments. Thus, in UWSNs, each node has a vital role for network connectivity.

However, as will be pointed out in the following, there are some proposals
that investigate the benefits and drawbacks of this topology control methodology
in UWSNs. Further investigations might be motivated by the facts that (i) the
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deployment of underwater sensor nodes usually occurs according to the following
manner: a group of underwater drift nodes are initially deployed in a small area, and
they spread out with ocean currents as the time goes by, which creates a high-density
deployment at the beginning of the monitoring mission; and (ii) underwater nodes
might use a high communication range, which will result in redundancy.

The secondwireless interfacemanagement-based topology control approach con-
sists in having the nodes operate in a duty-cycled manner. Accordingly, each node
periodically alternates the state of its wireless interface between active and sleep
modes. In this approach, energy conservation is achieved by avoiding keeping the
nodes idly listening to the channel, especially in low traffic load scenarios of sensor
networks. In general, duty-cycling protocols have been classified as synchronous
and asynchronous, according to the mechanism used to ensure the pairwise com-
municating nodes awake at the same time, i.e., during the message transmission. In
synchronous duty cycling, the sleep/wake-up schedule of the nodes is aligned, by
means of an explicit negotiation. Therefore, a sender node is always aware of the time
that its neighbors will be awake and apt to receive data messages. In asynchronous
duty cycling, conversely, the duty cycle schedule of the nodes is completely decou-
pled. Therefore, at an arbitrary moment in time, only a subset of nodes might be in
the active mode, i.e., awake and apt to receive data messages.

Synchronous and asynchronous duty-cycling protocols have peculiar character-
istics that will impact the UWSN performance. Synchronous duty-cycling protocols
entail periodic signaling to ensure an alignment between the duty-cycling sched-
ules of the nodes. Moreover, there is the need for synchronized clocks, which require
extra computing and communication efforts. This approach seems to be unfeasible in
UWSNs because of the overhead for clock synchronization and schedule exchanges.
Asynchronous duty-cycling protocols, on the other hand, are simple and do not
involve periodic beaconing for schedule alignments. However, these protocols lead
to an increasing end-to-end delay, since there is no guarantee that a receiver node will
be awake when a sender node has a data message to transmit. This is the case even
though protocols falling into this category seem to be more suitable for the harsh
environment of UWSN applications.

It is worthmentioning that duty cycling has beenwell investigated in wireless sen-
sor networks (WSNs), but obtained insights and principles design cannot be directly
applied in UWSNs. Traditional approaches for the design of asynchronous duty-
cycling protocols in UWSNs will not perform well. The use of preamble transmis-
sions before a data packet transmission, in order to guarantee that the sender and
receiver will awake at the same time for the data transmission, is impractical in
UWSNs because of the high energy cost for transmissions (of the order of dozen
of watts). Moreover, recent approaches of joint design of opportunistic routing and
duty-cycling protocols in WSN, in order to reduce energy cost and delay, cannot be
applied in UWSN because of the poor link quality of the acoustic channel.

In this regard, the authors in [35] proposed and investigated the joint design of
duty-cycling-based topology control and opportunistic routing inUWSNs. Their pro-
posedmodel allows us to study the performance of the three commonmethodologies:
low-power listening, low-power probing, and naive asynchronous duty cycling, used
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for the design of asynchronous duty-cycling protocols, in the scenario of opportunis-
tic routing in underwater networks. As expected, it was possible to note how duty
cycling impairs the network connectivity in already sparse UWSN deployments.

In addition, the authors in [36] investigated how the sleep interval at each node
could be used to achieve a balanced energy consumption. Balanced energy consump-
tion is important in order to guarantee that all the nodes will deplete their battery
approximately at the same time. When the batteries of central nodes in UWSNs are
quickly depleted [37], the UWSNwill experience disconnections and, consequently,
poor performance for the application, since some of the collected data will not be
delivered to the monitoring center due to the lack of routing paths.

4.3 Mobility-Assisted-Based Topology Control

A recent concept being considered for topology control in underwater sensor net-
works consists of the exploration of controlled mobility of certain underwater nodes.
In the mobility-assisted topology control approach, the basic idea is to move one or
a few underwater nodes for new locations.

In the terrestrial wireless sensor network, mobility-assisted-based topology con-
trol has been extensively designed for network connectivity restoration [38]. This is
motivated by the fact that, in these networks, the network connectivity is frequently
disrupted by node failures occasioned by either battery depletion or problems in
the hardware. In these scenarios, the topology control algorithm performs two basic
steps. First, new locations are computed for somemobile nodes. Second, these nodes
are moved to the determined locations and act as bridges between the two previously
disconnected network segments.

In the context of UWSNs, mobility-assisted-based topology control algorithms
have been used to improve data collection [39], data routing [40–45], coverage [46],
or even underwater node localization [47]. In these networks, current nodes with
depth adjustment capabilities, as well as underwater autonomous vehicles (UAVs),
could be used for organization of the topology. Ordinary underwater sensor nodes
with depth adjustment capabilities are more affordable than the use of UAVs. How-
ever, the topology control might be limited, given that these nodes can only move
vertically. In contrast, UAVs allow for efficient topology control, as they move in any
desired direction. However, the use of a few units might be impractical for several
applications, because of their high monetary cost.

The mobility-assisted-based topology control is probably the most powerful
methodology for changing the network topology. We can state that the previously
discussed methodologies make “soft” changes in the network topology by enabling
or failing to enable some communication links. In fact, there are no physical changes
regarding the location of the nodes, limiting the possible neighboring nodes that
a given node can have. Conversely, using mobility-assisted-based topology control,
nodes can be relocated and, as a result, a more effective density control can be accom-
plished and new sets of neighboring nodes can be enabled. Therefore, this approach
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can achieve better performance when topology control is used to improve coverage,
among other applications.

Topology control using a mobility-assisted-based approach must carefully select
the nodes to be moved and the location to which they will be moved. In most network
deployments, there is an associated cost in moving mobile nodes, such as the energy
cost. These costs should be considered when the topology control algorithm selects
the nodes and new locations for them. This is to prevent mobile nodes from quickly
depleting their batteries, which might incur disruption in the network connectivity.
Therefore, in UWSNs, independent of the use of UAVs or underwater nodes with
depth adjustment capabilities, the main research challenge of designing mobility-
assisted-based topology control is to design efficient protocols for selecting which
nodes are to be moved and determining their new locations.

5 Geographic and Opportunistic Routing in Underwater
Sensor Networks

Data routing is another critical challenge in UWSNs. This is due to the peculiar char-
acteristics of the underwater acoustic channel. Moreover, data routing is severely
impaired by network topology. Designing routing protocols for UWSNs is chal-
lenging, due to the spatiotemporal-varying nature of the acoustic link quality that
unpredictably changes the network topology.

In this scenario, geographic and opportunistic (geo-opportunistic) routing have
been shown to be preferable for UWSNs. Geographic routing does not require the
establishment and maintenance of end-to-end routing paths from each sender node
to the destinations, as may occur in proactive and reactive routing paradigms. In this
approach, a forwarder node, aware of its geographic location and the location of its
neighboring nodes, transmits a message to a locally optimal next-hop node closest to
the destination (greedy forwarding strategy). Therefore, there is no need for excessive
and systematic flooding for route discovery and maintenance, which would diminish
the network performance due to the overhead and message collisions, and result in
a large waste of energy.

A key factor preventing geographic routing from being a better solution for
UWSNs is the inability of the protocol to handle acoustic links with low reliabil-
ity. In this regard, opportunistic routing (OR) is proven to be a promising paradigm
for the design of routing protocols for UWSNs. In traditional multi-hop routing, a
packet is transmitted to a specific next-hop node using a unicast communication.
If the next-hop node does not receive it, the packet should be retransmitted. After a
finite number of unsuccessful retransmissions, the packet is discarded. In OR, a set of
candidate nodes is involved for advancing the packet toward the destination. Accord-
ingly, a packet is sent leveraging the broadcast nature of the wireless transmission.
The candidates that receive the packet will continue, coordinately, forwarding it in
a prioritized way, such that a low-priority node transmits the packet if none of the
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Fig. 5 Building blocks of routing protocols for underwater networks

high-priority nodes have done so. Therefore, a packet is retransmitted only if none
of the candidates have received it.

Opportunistic routing paradigm has benefits and drawbacks that must be con-
sidered when it is used to design routing protocols for underwater networks. OR
increases packet delivery and decreases the number of packet collisions, since the
probability that at least one candidate would correctly receive the packet is high
compared to the traditional unicast routing. However, the packet delivery end-to-end
delay is high due to the nodes transmission coordination. The harsh underwater com-
munication environment can result in poor transmission nodes coordination, culmi-
nating in redundant packet transmissions, increasing packet collisions, and delay and
energy consumption. Moreover, the assignment of the same high priority for some
candidates may deplete their energy sooner, leading to partitions in the network.

Generally, the design of geo-opportunistic routing protocols for UWSNs concerns
three main building blocks [48], as shown in Fig. 5. First, it should present a recovery
procedure to route data packets when the greedy forwarding strategy fails to do so.
Second, it must have a candidate set selection procedure that will select the most
suitable neighboring nodes to participate in the task of data forwarding toward the
destination. Third, geo-opportunistic routing protocols should implement a candi-
date coordination procedure. This procedure is responsible for the data transmission
coordination of the candidates, to avoid redundant packet transmissions. In the fol-
lowing, we discuss each of these procedures in detail. Table2 shows an overview
of some underwater sensor network routing protocols and their properties. At this
moment, there is a lack of works presenting quantitative comparison of recent routing
protocols for underwater sensor networks. It is worth noting that only a few of them
are opportunistic protocols. However, we include them because it is still necessary
to investigate their next-hop forwarder node selection mechanism. Moreover, they
can be adapted to the OR paradigm.

5.1 Void-Handling Procedure

Geographic routing entails one-hop neighboring information to forward data mes-
sages. The neighboring node closest to the destination is selected to continue
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Table 2 Routing protocols for underwater sensor networks

Routing protocol Candidate set selection Candidate coordination

VBF [49] Receiver-side-based Timer-based

HH-VBF [50] Receiver-side-based Timer-based

DFR [51] Receiver-side-based

DBR [52] Receiver-side-based Timer-based

VBVA [53] Receiver-side-based Timer-based

HydroCast [54] Sender-side-based Timer-based

DCR [40] Sender-side-based

VAPR [55] Sender-side-based Timer-based

GEDAR [42] Sender-side-based Timer-based

SBR-DLP [56] Hybrid-based

CARP [57] Hybrid-based

Nowsheen et al. [58] Hybrid-based

LASR [59] Sender-side-based

CDRP [60] Sender-side-based and
hybrid-based

Timer-based

DARP [61] Receiver-side-based Timer-based

REBAR [62] Receiver-side-based

EEDBR [63] Sender-side-based Timer-based

QELAR [64] Sender-side-based

FBR [65] Hybrid-based

forwarding the data packet. Therefore, this routing approach is impaired by the
unpredictable and dynamic changes in the UWSN topology. For instance, based
on the location and interconnection of the nodes, communication void regions may
appear in the network [66, 67].

Figure6 shows an example of the communication void region problem. Commu-
nication voids happen whenever a sender node (void node) is located at a maximum
local; i.e., it does not have a neighboring node in closer proximity to the destina-
tion. When a data message reaches such void nodes, it should be routed through an
alternative path, or discarded. Often, void-handling procedures have been employed
by geographic routing protocols in UWSNs. A void-handling procedure is used for
routing data messages from void nodes to a node that can resume the greedy for-
warding strategy. Since data messages are routed from void nodes, instead of being
discarded, void-handling procedures avoid the degradation of the network perfor-
mance and application.

In the literature, there are three main methodologies used to design void-handling
procedures for geo-opportunistic routing in UWSNs [68]: (i) bypassing void region
approach, where data packets are routed along alternative routing paths circumvent-
ing the void region, (ii) power control approach, where void nodes increase their
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Fig. 6 Communication void region problem

communication range, and (iii) depth adjustment approach, where void nodes are
moved to new locations.

Using the bypassing void regionmethodology (Fig. 7a), void-handling procedures
determine an alternative path to route data packets. The idea is to find andmaintain an
alternative path that circumvents the void area. The main advantage of this approach
is that it does not change the covered area of the network; that is, it does not modify
the location of the nodes. However, it might entail long routing paths that increase
the number of times that a packet is transmitted. Therefore, there will be high costs
associated with delivering packets to void nodes and greater probability of packet
error and collisions.

Using the power control methodology (Fig. 7b), void nodesmay increase its trans-
mission power to find a neighboring node capable of continuing to forward the data
packet to the destination. This approach is simple and scalable. It also does not
change the initial location of the nodes. The use of long-range communication links,
however, will increase the energy consumption and result in more packet collisions,
as discussed in Sect. 4.1.

Using the depth adjustment methodology (Fig. 7c), void nodes are moved to new
locations. Herein, the idea is to move void nodes for new depths in order to find a new
set of neighboring nodes where one of them can continue forwarding data packets
by means of the greedy forwarding strategy. A more generalized approach may
use underwater autonomous vehicles to visit void nodes and collect data packets
from them. The main disadvantage of this approach is that the initial deployment
of the nodes changes as some of them are moved to new locations. Moreover, all
nodes may be closer to the surface if their depth adjustment is not performed in an
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Fig. 7 Methodologies for the design of void-handling procedures

efficientmanner. However, the energy cost is less than the other two approacheswhen
inflate buoys are used to control the vertical movement of the nodes (e.g., Drogue
nodes [69]).

In summary, each methodology has advantages and disadvantages that should
be considered when designing void-handling algorithms for UWSNs. The network
density and application requirements may drive the design of void-handling algo-
rithms. For instance, if only a few fractions of the nodes are in a void region, we
could consider power control or bypassing void region. However, in sparse deploy-
ments, depth adjustment might prove a better strategy to avoid increasing the energy
at central nodes.

5.2 Candidate Set Selection Procedure

Candidate set selection is the first procedure to be used when a node has a data packet
to send. This procedure is responsible for selecting a subset of the neighboring nodes
to continue forwarding the packet toward the destination. Usually, a fitness function
(e.g., the expected packet advancement), is employed to determine which neighbors
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Table 3 A summary of candidate set selection methodologies

Technique Approach Advantages Disadvantages

Sender-side Next-hop forwarder
candidate nodes are
determined in the
current transmitter,
from the neighborhood
information and state
of neighboring nodes

• Possibility of
complex fitness
function for next-hop
selection
• Better prioritization
of candidate nodes

• Beaconing for
neighborhood
discovery

Receiver-side Each receiver node is
responsible to
determine if it is a
next-hop candidate
node from a given
information in the
packet header

• Simple and scalable
• No overhead for
neighborhood
discovery

• Poor prioritization
and transmission
coordination of the
next-hop candidates
• High redundant
packet transmissions

Hybrid Transmitter node
requests one-hop
neighborhood
information but only
neighbors meeting a
given criterion (e.g., a
certain battery level)
will replay as a
potential candidate
node

• Neighborhood is
discovered on demand
• Suitable for low
traffic load UWSN
applications

• Increases the already
high end-to-end delay

are suitable to be a next-hop forwarder. Moreover, the fitness function is also con-
sidered to prioritize next-hop candidate nodes. This prioritization is fundamental to
determine the order in which each candidate node will forward the received data
packet.

During the candidate set selection procedure, the considered neighbors are sorted
according to their suitability (fitness value), and their unique addresses are then
included in the next-hop candidate set. Herein, it is important to mention that only
a few of candidate nodes are needed to participate in the data forwarding processes.
Actually, the inclusion of a large number of candidates does not improve the packet
delivery ratio [70]. Therefore, the inclusion of candidate nodes in the set eventually
becomes subject to restriction, such as a limited number of candidates or a one-hop
candidate set delay.

In [48], the authors proposed to the classification of candidate set selection proce-
dures in sender-side-based, receiver-side-based, or hybrid-based procedures. In the
following, we present detailed information about each category. Table3 summarizes
the candidate set selection methodologies.
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5.2.1 Sender-Side-Based Candidate Set Selection

In sender-side candidate set selection procedures, the current forwarding node is
responsible for selecting the next-hop forwarder candidate set. It selects the next-hop
candidate nodes based on neighborhood information. Usually, neighboring informa-
tion is acquired through periodic beaconing. Based on the neighborhood information
and on the next-hop selection metric or fitness function, the current forwarder node
determines which neighbors are able to continue forwarding the data packet toward
the destination.

Then, the next step is to rank the capable nodes and include them into the next-hop
candidate set, according to their priorities. Finally, the unique ID of the chosen nodes
is included in the packet header to inform them that they were selected as next-hop
forwarder nodes. Frequently, a bloom filter or membership checking data structures
are used to avoid long packet headers, which would increase the packet error rate.

In geo-opportunistic routing protocols using sender-side-based candidate set
selection, as the neighborhood is known in advance, more complex and multi-
objective fitness functions can be used to select the next-hop candidate set. Therefore,
application and underwater acoustic channel characteristics can be considered for the
candidate set selection. For instance, buffer and distance information of the neigh-
bors can be used by the next-hop candidate set selection procedure in a real-time
application (e.g., oil spill monitoring) to ensure an acceptable packet reception ratio
with a limited delay.

Moreover, in order to mitigate the problem of hidden terminals, only nodes close
enough to hear one another’s transmission can be selected to belong to the next-
hop candidate set [54]. The main drawback of this approach stems from the need to
keep updated neighborhood information at the nodes, considering the node mobility
caused by ocean currents. The use of beacon messages can overload the channel
and increase packet collisions, because of the slow propagation through acoustic
channels.

5.2.2 Receiver-Side-Based Candidate Set Selection

In receiver-side candidate set selection procedures, each neighboring node is respon-
sible for determining whether it is a next-hop candidate node for the received data
packet. To do so, the current forwarder only includes a piece of information in the
packet header (e.g., its depth or distance to the destination) and then broadcasts it.

From the information contained in the packet, each receiver node then determines
locally whether it is a next-hop candidate node. This verification happens according
to the rule adopted by the protocol (e.g., depth information or distance to the desti-
nation comparison). If the neighboring node is a candidate, it locally determines its
forwarding priority and forwards the packet if and when it should do so.

Receiver-side-based next-hop candidate set selection procedure is simple and scal-
able. It does not require any neighborhood information. Therefore, it may contribute
to energy conservation and increasing underwater acoustic channel utilization, as
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there is no need for periodic beaconing or any information exchange during the data
routing process.

Moreover, receiver-side-based candidate set selection is indicated for high traffic
load applications (e.g., pollution monitoring), since it will not entail competition
between control packets for access to the acoustic channel and colliding with the data
packets. However, the candidate coordination and redundant packet suppression can
be inefficient, leading to a high number of duplicated packet transmissions, such as in
the DBR protocol [52], which consumes unnecessarily energy and does not provide
any innovative information to the destination, being discarded when it is reached.

5.2.3 Hybrid-Based Candidate Set Selection

In hybrid candidate set selection procedures, the next-hop forwarder candidate set
is determined by the current forwarder node and its neighbors, in two distributed
steps. First, when a node has a packet to transmit, it informs its situation and requests
information (e.g., battery level or link reliability) from its neighborhood through a
broadcast of a control packet. Neighboring nodes that meet the established criteria
(e.g., positive progress to the destination) will respond to the current forwarder node
with the requested information. Second, the current forwarder node selects the next-
hop candidate set based on received packets.

In the solutions belonging to this category, the neighborhood condition is known
on demand, in contrast to the procedures based on the sender-side-based candidate
set selection, where beaconing happens periodically. Moreover, short packets to the
next-hop candidate selection and coordination are less likely to be lost, resulting in
an improvement in candidate coordination performance.

This approach is highly suitable for low traffic load monitoring applications, such
as periodic ocean temperature or salinitymonitoring applications. However, this two-
way procedure can increase the already high end-to-end end delay, due to the slow
propagation through underwater acoustic channels.

5.3 Candidate Coordination Procedure

In opportunistic routing, the coordination of the transmission of the next-hop for-
warder candidate nodes is a crucial component and may severely impact on the
performance of an underwater sensor network. In general, with the inclusion of a
suitable number of candidate nodes in the candidate set, one-hop link reliability
improves and, therefore, the number of transmissions required to deliver a packet
is reduced. However, in order to avoid redundant packet transmissions, candidate
nodes must forward the packet in a coordinated manner. Basically, a low-priority
node will transmit a received data packet only if high-priority nodes fail to do so.
In this way, the number of transmissions of unnecessary and redundant packets is
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Table 4 A summary of candidates’ transmission coordination methodologies

Technique Approach Advantages Disadvantages

Timer-based A packet holding time
is calculated at each
candidate node. The
defer time is
proportional to the
priority level of the
candidate

• Simple and does not
incur in network
overhead
• Better prioritization
of candidate nodes

• Increased end-to-end
delay

Control packet-based Acknowledgment
packets are used to
coordinate the
transmission between
candidate nodes

• Can achieve better
coordination and
reduce redundant
packet transmissions

• Network overhead

reduced, which will consume energy and fail to provide any additional information,
being discarded at the destination.

It is important to mention that the coordination of candidate transmissions is a
more challenging problem in underwater networks than in terrestrial wireless sensor
networks. In the latter, a candidate set with only two or three nodes may be suffi-
cient for obtaining a high packet delivery probability. Conversely, in the former, this
number should be higher due to high noise, signal attenuation, and shadow zones.

Basically, two approaches have been considered for the candidate transmission
coordination procedure in UWSNS: timer-based prioritization and packet control
transmission for candidate coordination. In the following, we discuss each one of
these two approaches. Table4 summarizes the candidates’ transmission coordination
methodologies.

5.3.1 Timer-Based Candidates’ Transmission Coordination

Upon receiving a packet in the timer-based coordination procedure, each candidate
node holds it for a period of time or a number of transmission slots, according to
its priority. The candidate will suppress its transmission if it receives an indication
during its waiting period that the packet was forwarded by a high-priority node.
Usually, this indication is the reception of the same packet, now coming from a high-
priority node or an acknowledgment (ACK) packet. Otherwise, the node forwards
the packet when its holding time expires.

Themain advantage of this approach is the absence of extra control packets, which
can further degrade network performance. However, as no control packet is used to
coordinate and inform low-priority nodes, duplicated data packet transmissions can
occur when the nodes are far from one another and cannot hear transmissions. In this
case, duplicated data packet transmissions have a more negative impact on network
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performance and energy consumption than the use of control packets, due to their
differences in size.

5.3.2 Control Packet-Based Candidates’ Transmission Coordination

Using control packet-based candidate coordination procedure, a candidate node upon
receiving a packet will respond with a short control packet if high-priority candidates
have failed to do so. The control packet transmission notifies the current forwarder
node of the successful receipt of the packet and informs the other low candidate
nodes that they should suppress their transmissions. Usually, control packet-based
candidate coordination approaches designed for terrestrial wireless networks fall
into one of the categories below: (i) ACK-based, in which the current forwarder node
sends the data packet and the candidates respond with an acknowledgment packet
according to their priorities and (ii) RTS/CTS-based, in which the current forwarder
node sends an RTS packet, the candidates respond with a CTS packet according to
priority, and finally, the data packet is sent to the candidate that replied to the RTS
transmission.

The design principles mentioned above have severe drawbacks when applied to
underwater sensor network scenarios. ACK-based approaches require all candidates
close enough to the transmission to be heard by others. Otherwise, duplicated packet
transmissions will take place and degrade network performance. RTS/CTS-based
candidate coordination might perform poorly in underwater sensor network scenar-
ios, since a high-priority node may successfully receive a short RTS packet, become
the next-hop forwarder responding with the CTS packet, and eventually become
unable to receive the data packet, as it is longer than RTS and its delivery probability
is significantly lower.

6 Future Research Directions

In this chapter, we have discussed the benefits and challenges of topology control
and opportunistic routing to improve the performance of large-scale deployments of
underwater sensor networks. In fact, the design of these protocols has been an active
area of research. Several advancements have recently been achieved in which various
protocols were developed for non-mobile and mobile underwater sensor network
scenarios. However, several directions of research with open problems still require
further exploration. In the following, we point out three important and challenging
future research directions.

First, there is the need for analytical frameworks for performance evaluation of
topology control and opportunistic routing in underwater sensor networks.Analytical
models are fundamental to obtaining insights that will further guide the design of
networking protocols and distributed algorithms. Hence, such modeling research is
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required in the context of UWSNs, since the principle designs employed in terrestrial
WSNs cannot be directly applied in UWSNs.

Through mathematical models of opportunistic routing, for instance, we will be
able to identify a suitable number of candidate nodes ensuring high delivery rates,
as well as the best communication void region handling strategy for the considered
scenario. In term of topology control, for instance, mathematical models are useful
for determining a suitable sleep interval value in duty-cycled UWSNs, taking into
consideration the conflicting goals of energy savings and network connectivity.

Second, there is a need for the design of topology control and opportunistic routing
protocols for envisioned scenarios of Internet of Underwater Things (IoUT). Cur-
rently, the design of such protocols considers homogeneous scenarios of underwater
sensor networks. In a few cases, UAVs are considered in conjunction with ordinary
underwater sensor nodes. However, IoUT scenarios will be characterized by the exis-
tence of underwater devices with heterogeneous capabilities. Herein, IoUT devices
will not only be heterogeneous in terms of processing, storage, or mobility, but they
will also be heterogeneous in terms of communication. For instance, some of the
nodes may be equipped with optical communication, while others will be commu-
nicating through the acoustic channel. Therefore, future design of topology control
and opportunistic routing protocols should consider this heterogeneity to avoid over-
whelming critical nodes, which will lead to network partitions and, consequently,
short network lifetime.

Third, future research should look at efficient ways to perform topology con-
trol without excessive overhead. Due to the acoustic channel, overhead significantly
diminishes the UWSN performance, as the overhead results in packet collision and
increased energy consumption. A possible future direction for avoiding excessive
overhead is the design of localized topology control solutions. In this approach,
instead of a topology control considering the entire topology, algorithms may per-
form the topology organization only in the vicinity of critical nodes. For instance,
to improve data routing, topology control may be performed only in the proxim-
ity of void nodes. In this way, control packets transmitted to acquire neighboring
information will be confined to a few parts of the network.

7 Concluding Remarks

In conclusion, underwater sensor networks (UWSNs) are expected to revolution-
ize our methods for data collection in ocean environments. These networks will be
fundamental for human beings to develop a better understanding of aquatic environ-
ments, for the proper exploration and protection of them. In this chapter, we discussed
the main characteristics differentiating underwater sensor networks from the well-
investigated terrestrial wireless sensor networks. In doing so, we highlighted peculiar
characteristics of UWSNs that make it impractical to use the well-established princi-
ples on wireless sensor networks for the design of networking protocols. Hence,
we provided a detailed discussion about advancements in topology control and
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opportunistic routing to improve the performance of UWSNs. Finally, we pointed
out some future research directions that must be investigated to achieve high deploy-
ments of large-scale UWSNs.
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Geometric Routing Without Coordinates
but Measurements

Pierre Leone and Kasun Samarasinghe

Abstract Geometric routing is a routing scheme proposed for networks with highly
dynamic topology, like wireless ad hoc networks. It uses the geometric coordinates
of the nodes and makes routing decisions based on the geometric properties between
them. Hence, it does not build and maintain routing tables. Nevertheless, as geo-
metric routing requires an auxiliary location service to equip nodes with geometric
location, there are not much deployments in real network settings. In this chapter, we
investigate an efficient localization system called Virtual Raw Anchor Coordinates
(VRACs), which is an anchor-based coordinate system. It assigns the raw distances
from anchors as the coordinates of nodes, hence avoiding further computations.
Despite its efficiency, it is not possible to perform geometric operations on VRAC.
In this manuscript, we propose alternative constructs to perform geometric routing
over VRAC. Initially, a greedy routing algorithm is developed, which is then com-
bined with a face routing strategy, when greedy routing does not guarantee delivery.
Moreover, we present the conditions over which greedy routing can be performed on
VRAC. In Sect. 5, a geometric routing algorithm is presented, where greedy and face
routing are combined to guarantee the delivery of messages. In Sect. 6, a greedy rout-
ing algorithm is presented and proved to be successful given that certain connectivity
conditions are satisfied.

1 Introduction—Routing in Wireless Ad Hoc Networks

Advancements in hardware technologies have made the communication and com-
putation more ubiquitous. Not only with widely available handheld devices with
high-end processors but also with various tiny artifacts with communication capa-
bilities have given rise to the computing paradigm called ubiquitous computing.
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It opens up the possibility for plethora of applications in various domains, ultimately
enhancing the communication and computation experience of the end users.

Wireless ad hoc network is a class of networks, which plays a major role in pro-
viding the underlying communication infrastructure for ubiquitous systems. These
networks are comprised of devices connected over the wireless medium, without a
predefined infrastructure. Devices within the wireless communication range of each
other connect and establish a link between them. The communication between two
such devices is referred to as a single-hop communication. The overall network is the
collection of these communication links, which forms a wireless mesh between the
devices. Communication between two devices which are not in each one’s vicinity
has to be done in multiple hops.

The connectivity of the network is subject to various different factors such as
wireless hardware of the devices and the quality ofwireless links between the devices.
In turn, quality of wireless links depends upon radio communication characteristics
like interference and multi-path fading. As a result, wireless links can be disrupted
and re-established over time. Hence not only the connectivity mesh is ad hoc, but
also it changes over time. Typically, the devices used in wireless ad hoc networks
are constrained by computation and power supply. Thus, the operating system as
well as the applications have to consider these limitations in their design. Despite
the challenging nature of wireless communication, wireless ad hoc networks offer
a great flexibility in terms of the deployment. This leads to various applications
of wireless ad hoc networks in various domains. A classical example of a wireless
ad hoc network is environmental monitoring, where a set of wireless devices with
sensory capabilities are deployed to gather real-time environmental data. Another
application is to augment the environment with devices to create smart environments
with certain capabilities to improve the quality of life of the inhabitants.

Design of routing protocols for wireless ad hoc networks is a challenging task,
due to the dynamic nature of the topology. Obviously, it is not feasible to apply
the design of classical network protocols, where it gathers the topology knowledge
by flooding the network and determines the route by computing the shortest path
between two network nodes. One of the alternative paradigms for dynamic networks
is on-demand routing where the routes are discovered upon the routing request.
Ad hoc On-Demand Vector (AODV) routing [1] is a seminal work on this line of
research. In AODV, routes are discovered per routing request. It broadcasts a route
request along the network until it reaches the destination. On the way back, nodes
which pass the message store the route in their local routing table. This approach
obviously solves the problem of pre-computed routing tables as well as it discovers
the routes dynamically. A similar alternative routing scheme for wireless ad hoc
networks is Optimized Link State Routing (OLSR), which is a proactive link state
routing protocol. It performs an optimizedflooding to gather the topology knowledge,
so that the routes can be computed.

Another alternative paradigm is hierarchical routing, where routing is performed
in a hierarchical structure of the network. Cluster-based routing is a hierarchical rout-
ing scheme proposed in the general context of wireless ad hoc networks. It partitions
the network into clusters and constructs a routing structure between the clusters.
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Clustering is a well-studied problem, where there are various schemes proposed for
different networking scenarios. A generic cluster-based routing schemeworks in two
layers. In the bottom layer, routing can be performed based on a tree-like structure,
where all the nodes in the cluster include in a tree rooted at the cluster head (can
be arbitrary node). In the top level, a routing scheme has to be maintained between
the clusters to support intercluster routing. A straightforward choice is to perform a
shortest path algorithm between the cluster level and maintain a routing table. This
approach is proposed in [2], where they perform classical link state routing in cluster
level. Link state protocol needs to acquire the complete network topology knowledge
by flooding the network between the clusters.

1.1 Local and Stateless Routing

In a routing algorithm, it is important to quantify the amount of knowledge on the
communication graph required by a routing algorithm. When the algorithm has the
complete knowledge of the communication graph, it is considered to be a global
algorithm. A local algorithm makes routing decision only based on the local knowl-
edge of a node. In another perspective, it suggests to perform routing only by use
of local neighborhood information, which is denoted as Nu. Accordingly, a local
algorithm (or 1-local algorithm) executes by only using the 1-hop neighborhood
information of the network graph. Therefore, algorithms which require k-hop neigh-
borhood information,where k is a constant, can still be considered as local algorithms.
Nevertheless, when k grows with the number of nodes in the network (k = O(n)) it
can no longer be called as a local algorithm. An important restriction on local routing
algorithms was presented in [3], which is summarized in Theorem 1.

Theorem 1 [3] For every k < �n/2�, every k-local routing algorithm fails on some
connected graph.

Therefore given an arbitrarily connected graph, it is not possible to route only with
a constant neighborhood information. Nevertheless, if the given graph is a geometric
graph and certain connectivity conditions are met, local routing algorithms exist.

Another important quantification of a routing algorithm is the routing state (infor-
mation stored in the memory) maintained by a routing algorithm. The routing state
can be in two forms, as the state stored at a node and the state maintained in the
message header. A given node can maintain details of routes like in AODV [1] or
maintain a distributed routing structure like a spanning tree. For instance, in a classi-
cal routing protocol like RIP, the state maintained at a node isO(n). Since a message
header is limited, ideally it should carry a constant number of node information.

In terms of the scalability of a routing protocol, it is important to consider both
locality and the routing state maintained. In particular, for large-scale ad hoc net-
works, a routing protocol has to trade-off between these two quantities in order to
achieve scalability.
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1.2 Geometric Routing

Geometric routing [4, 5] is a routing paradigm, specially designed for wireless ad
hoc networks. It avoids constructing and maintaining routing tables and instead uses
the geographic coordinates of nodes to make routing decisions. To fix ideas, each
node of the network may be given its geographical coordinates with the help of
electronic device like a Global Positioning System (GPS). The position plays the
role of the address in classical routing schemes. However, a sending node, given the
geographical position of the destination node of a message, its position, and the ones
of neighboring nodes, can decide the node to which it forwards the message. For
instance, it forwards the message to the neighboring node that is the closest to the
destination with respect to the Euclidean distance; see Sects. 1.2.1 and 1.2.2.

Such routing schemes are called implicit since the addresses provide all the routing
information [6]. In contrast, explicit routing schemes, like distance vector routing pro-
tocol, or data gathering protocols, like collection tree protocol [7], require that nodes
compute and maintain routing information. Usually, a routing table that consists in
O(n) entries, where n is the number of nodes in the network, must be maintained.
This table associates to each possible destination address the suitable neighboring
node to which it forwards the message.

Therefore, geographic routing keeps the communication overheads minimal, in
turn saving energy consumption of the nodes. There are two phases in geometric
routing, namelygreedy routing and face routing. It is important to note that, geometric
routing requires the nodes to be embedded in a geometric surface.

1.2.1 Greedy Routing

Greedy routing (also referred to as greedy forwarding) is the simplest form of geo-
metric routing. It makes a local greedy decision, when forwarding a packet, simply
choosing the geographically closest neighbor toward the destination as the successor.
Let S be the source node and D be the destination node. At a given node u starting
from S, it decides the next node v to which the packet has to be forwarded according
to the following criterion. Nv is the set of 1-hop neighbors of v, and d(.) is the
underlying distance function in the geometric surface.

v = argmin
v∈N v

d(v, D) (1)

Depending on the graph embedding, distance function can be either Euclidean
or non-Euclidean. These distance functions (or metrics) usually need to follow the
metric criteria. Even more abstract conditions on a distance function for greedy
routing were proposed in [8]. It showed that in order to form a greedy path, following
conditions must be satisfied by the distance function.
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1. Transitivity: If node y is greedy for x and z is greedy for y, then z is greedy for x.
2. Anti-symmetry: If y is greedy for x, then x is not for y.

These properties can be used to formulate a greedy routing algorithmwhenmetric
functions are not available (see Sects. 5.1 and 6).

1.2.2 Face Routing

Greedy routing may be stuck in a node, where greedy routing is no longer possible.
Such nodes are referred to as local minima or routing voids. These nodes are unavoid-
able in wireless ad hoc network deployments. In order to recover the routing process
from a local minima, GFG [4] and GPSR [5] introduced the concept of face routing.
Face routing is a systematic exploration of the graph, which guarantees either to
reach a node where greedy routing can be resumed or to reach the destination.

Face routing requires the underlying communication graph to be a planar graph. It
uses the classical maze-solving strategy called left/right-hand rule. Initially it applies
that rule and explores the current face, where greedy routing got stuck. Along the
exploration, it performs a face switching, which guarantees a progress toward the
destination (see Fig. 1b). Face routing guarantees the delivery of a message. A com-
prehensive analysis of the guarantee of delivery of different face switching strategies
is discussed in [9]. The strategy used in GFG is successful in arbitrary planar sub-
graph. Even though face routing guarantees delivery, due to exhaustive exploration of
the faces of the graph, routing stretch can be arbitrarily high. A worst-case optimal
face routing strategy was introduced in [10] assuming a unit disk communication
graph model.

In a practical perspective, a local planarization of the communication graph is
challenging. In GFG and GPSR, they obtain a planar subgraph assuming an ideal
radio communication characteristics (unit disk graph). Each node drops links in the
routing process, which could lead to crossing edges (hence non-planar) obtaining
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Fig. 1 Two phases of geometric routing
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a planar subgraph. More specifically, in GPSR, nodes locally apply a condition for
planarity introduced in [11]. Relative neighborhood graph [12] is also an alternative
to gabrial graph, where its properties can be used to extract a connected planar
subgraph.

Nevertheless, by the timeof thiswriting, there is noplanarization algorithm (which
is local) known for arbitrarily connected graphs. An alternative proposal is to avoid
the planarization [13] and instead maintain a distributed data structure to cover the
void region. This data structure is then used to overcome the dead end in greedy
forwarding. As this approach maintains a certain amount of state across some nodes
in the network, it does not meet the original goal of geographic routing.

2 Geometric Routing on Virtual Raw Anchor Coordinates

In this chapter, geometric routing algorithms on a coordinate system called Virtual
Raw Anchor Coordinates (VRACs) is presented. VRAC is an efficient coordinate
system devised for geometric routing in wireless ad hoc and sensor networks. It is
important to emphasize that algorithms presented are local algorithms, hence given
a VRAC deployment no additional overhead is incurred. In Sect. 3, construction
of VRAC and related definitions are presented, followed by the planar graph con-
struction on VRAC in Sect. 4. In Sect. 5, a geometric routing algorithm is presented,
where greedy and face routing are combined to guarantee the delivery. In Sect. 6, a
greedy routing algorithm is presented, when the graph connectivity follows certain
conditions.

2.1 Why Another Coordinate System?

Localization of nodes in wireless ad hoc networks is not a trivial task. Hardware-
dependent solutions, where a set of anchor nodes have to be designated, require
human intervention and incur higher initialization costs. Furthermore, such solu-
tions only work in outdoor environments, as the anchor nodes are equipped with
GPS hardware. The alternative paradigm of virtual coordinates is inherently compu-
tationally intensive, since most of these mechanisms require iterative computations.
As a result, associated communication overhead is overwhelming especially in large-
scale networks.

Identifying these discrepancies, GLIDER [14] and BVR [15] have independently
proposed an anchor-based virtual coordinate scheme, specially for geometric routing.
Given a pre-designated set of anchor nodes, both these protocols assign coordinates
to the nodes, simply as a hop-count vector from the anchors. Therefore, it does not
require any further computation or complicated communication between nodes.

Virtual Raw Anchor Coordinate (VRAC) system is a coordinate system specially
defined for geometric routing. Coordinate construction in VRAC is conceptually
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similar to GLIDER and BVR, where it assigns raw distances from anchors as the
coordinates. In contrast to GLIDER and BVR, it uses the Euclidean distance from
anchor nodes, instead of the hop distance.

3 Virtual Raw Anchor Coordinate System

In order to define the VRAC system, consider a network deployed along with three
anchor nodes A1, A2, and A3. If the nodes are distributed within the triangle formed
by three anchors ̂A1A2A3, coordinates are defined as follows.

Definition 1 A node u is assigned
(
u1, u2, u3

) = (
d(u, A1), d(u, A2), d(u, A3)

)
,

where d(u, Ai) is the Euclidean distance from the anchor Ai.

In this chapter, two versions of VRAC constructions are investigated. First version
is the basic construction of coordinates according to the Definition 1 (see Fig. 2a). On
this version, algorithms are based on the combinatorial structure of the coordinate
system [16], which is presented in Sect. 5. In the second version, we further assume
that anchors can estimate the distances between them, hence the lengths of the sides
of the triangle ̂A1A2A3 are known to each node. This leads to a slightly different
version of VRAC (see Fig. 2b), where perpendicular distances from triangle edges
are assigned as coordinates. Algorithms on this coordinate system are presented in
Sect. 5.3.

Virtual Raw Anchor Coordinate space by definition purely is a virtual coordinate
system, which does not correspond to the physical coordinates. Moreover, there is
no metric associated in this coordinate system, hence it is not possible to perform the
geometric computations required by geometric routing. This motivates us to explore
combinatorial properties of VRAC which can be used in geographic routing.
Inspired by Schnyder characterization of planar graphs [17], we can define three
order relations on the set of nodes V .
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Fig. 2 Two VRAC variants
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Definition 2 The three order relations <i, i = 1, 2, 3 on V × V are defined by

∀u, v ∈ V u <i v ⇐⇒ d(u, Ai) > d(v, Ai) ⇐⇒ ui > vi.

The three order relations are total,1 hence it is possible to define the minimum of a
set with respect to the three orders. We will denote this by mini for i = 1, 2, 3. These
three orders permit the definition of sectors associated with a node u.

Definition 3 Wedefine the following sectors associated to a node u ∈ V ; see Fig. 2a.
Note that the reference node u does not belong to the sectors.

su
1 = {v | u <1 v, u >2 v, u >3 v} ∩ ̂A1A2A3.

su
2 = {v | u <1 v, u <2 v, u >3 v} ∩ ̂A1A2A3.

su
3 = {v | u >1 v, u <2 v, u >3 v} ∩ ̂A1A2A3.

su
4 = {v | u >1 v, u <2 v, u <3 v} ∩ ̂A1A2A3.

su
5 = {v | u >1 v, u >2 v, u <3 v} ∩ ̂A1A2A3.

su
6 = {v | u <1 v, u >2 v, u <3 v} ∩ ̂A1A2A3.

In the following, we refer to these sectors as sector number 1, 2, . . . , 6, respectively,
i.e., for instance, su

4 is sector number 4 of u. Notice that the nodes in the network are

assumed to belong to the interior of the triangular region ̂A1A2A3, defined by the three
anchors. This is necessary to the application of Schnyder’s planarity criterion [17]
that we use to extract a planar subgraph of the communication graph (see conditions
in Eq. (2) and Definition 5).

Definition 4 Given a node D, we also use the convenient notation su
D to denote the

sector j of u such that D ∈ su
j , i.e., D ∈ su

D.

4 Graph Planarization on Virtual Raw Anchor
Coordinate System

For combined greedy–face routing, a planar subgraph of the communication graph
has to be extracted. Given the VRAC coordinates, it is not possible to extract a gabriel
graph [11] or relative neighborhood graph [12]. Nevertheless, with the combinatorial
properties available in VRAC, it is possible to use the classical Schnyder character-
ization [17] defined below to formalize a planarization algorithm. Given a planar
graph G = (V, E), it is proven in [17] that there exist three total order relations on
V × V , denoted <1,<2,<3 such that;

1A total order is a binary relation which is valid for all the pairs in a set.
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a)
⋂

i=1,2,3 <i= ∅, and
b) ∀(x, y) ∈ E,∀z /∈ {x, y} ∃i ∈ {1, 2, 3}
s.t. x <i z and y <i z.

(2)

This is called a (three-dimensional) representation of a planar graph. Such a
representation of a planar graph does not use a (planar) embedding and applies to
an abstract graph. Based on this characterization, Huc et al. [18] defined a planar
subgraph on the VRAC system as follows, in order to formulate a local planarization
algorithm.

Definition 5 Given a graph G(V, E), a planar subgraph G̃(Ṽ , Ẽ) can be defined
such as

1. Ṽ = V

2. Ẽ =
{
(u, v)

∣∣
∣ v ∈ su

2k−1 and v = mink(su
2k−1) k = 1, 2 or 3 and (u, v) ∈ E

}

According to the definition, if a node can locally determine the minimum edge
with respect to the order relation (in turn, with respect to the sector), it is possible to
planarize the graph. Huc et al. [18] showed that this is possible if the connectivity
graph follows the unit disk graph assumption. Thereby, they formulate a local pla-
narization algorithm, where a node keeps the minimum edge and ignore all the other
edges, resulting in a planar subgraph.

However, a node u can have many neighboring nodes in the sectors v ∈ su
2, su

4 or
v ∈ su

6. In [18], we call the edges (u, v) with v in su
1, su

3, or su
5 outgoing edges. With

this terminology, a node has at most three outgoing edges and possibly many ingoing
edges (and edges (u, v) such that v ∈ su

2, su
4 or v ∈ su

6). We emphasize that this is a
useful denomination but the graph G̃ is not oriented. There are several important
properties of the obtained planar graph following the Definition 5, which are used in
the formulation of routing algorithms throughout the rest of this chapter.

Property 1 A node u has at most one neighboring node in each of su
1, su

3, su
5 (the

closest with respect to the corresponding order relation).

This follows immediately from theDefinition 5. Indeed, if v ∈ su
1, v ∈ su

3, or v ∈ su
5

then u ∈ sv
4, u ∈ sv

6, or u ∈ sv
2, respectively, and then, the only possibility for an edge

(u, v) ∈ Ẽ is that v is minimal with respect to <1,<3 or, <5, respectively. Due to
the elimination of edges in the planarization process, empty regions around an edge
can be observed.

Property 2 Given that there is an edge between node u and v and v ∈ su
2i−1, then

there are no other nodes in the region defined by;

su
2i−1 ∩ {z | d(Ai, z) > d(Ai, v)}
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(a) Illustration of property 2 (b) Illustration of property 3

Fig. 3 Empty regions around an edge (u, v)

Proof By the construction of the planar graph, v is the minimal node in su
2i−1, with

respect to the order relation <i (defined by d(Ai, z)). Therefore to ensure planarity,
by definition there is now ∈ su

2i−1 such that d(Ai, w) > d(Ai, v) or similarlyw <i v

(see Fig. 3a).

An immediate implication of Property 2 is an even finer empty region illustrated
in Fig. 3b as presented in Property 3.

Property 3 Given the nodes u and v such that (u, v) ∈ Ẽ, then the region defined
by su

v ∩ sv
u = ∅

Proof Without loss of generality, we can assume that u >1 v, u >2 v, u <3 v, v ∈ su
5

(the proof is the same if we permute the indices). Because u and v are connected,
it must be that v = min3{z | u >1 z, u >2 z, u <3 z}. Then sector sv

u is defined by
{z | z >1 v, z >2 v, z <3 v}, and the intersection is su

v ∩ sv
u = {z | u >1 z >1 v, u >2

z >2 v, u >3 z <3 v}. Hence, if the intersection su
v ∩ sv

u is not empty, u should be
connected to a node inside su

v ∩ sv
u instead of v.

As per these properties, if there is an edge (u, v) in Ẽ and v ∈ su
2i−1, then there

are no nodes w ∈ su
2i−1 such that w <i v and (u, w) /∈ E; i.e., the node w should be

connected to u to ensure planarity. A local algorithm has to overcome a pathological
situation which occurs due to the radio communication irregularities, whereas a node
w exists but residing out of the range of u. In such a situation, u erroneously keeps
a longer edge. Huc et al. [18] proved that this situation can be overcome if the
planarization algorithm has two-hop neighborhood knowledge.
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5 Combined Greedy–Face Routing with Delivery
Guarantees

In this section, a combined greedy–face routing algorithm on VRAC system is pre-
sented. This algorithm is a variant of the combined greedy–face routing algorithm [4].
However, themain difference is that inVRAC, it is not possible to compare the angles.
As a result, it is not possible to implement face routing independent of greedy rout-
ing. In fact, the routing algorithm that we designed only uses the order relations
defined in Definition 2. The distances from the anchor nodes are a convenient way
of computing these order relations. Nevertheless, any order relation satisfying the
conditions as in Eq.2 is suitable. Therefore, our routing scheme can be qualified as
a combinatorial scheme.

In face routing, basic primitives are the implementation of the left- or right-hand
traversal rule to explore a face of the planar graph and the detection of the intersection
of an edge of the path with the source destination line (see Sect. 1.2.2). Nevertheless,
inVRAC it is not possible to detect line segment intersection. Therefore, it is required
to consider a (greedy) region that contains the source and destination nodes (see Eq.
(3)) and to detect when the routing path crosses this region. If the packet reaches a
node in the greedy region, it switches back to greedy routing.

5.1 Greedy Routing Primitives

As mentioned earlier, VRAC does not have an underlying metric. Hence, it is not
possible to decide the greedy neighbors as in the Euclidean space based on the
distance function. Instead, an abstract characterization of a greedy path [8] is used
to define greedy routing criteria. Accordingly, a greedy path on VRAC is defined as
below.

Definition 6 For destination node D, a path {ui}i=1,...,k is a greedy path if

ui+1 ∈ sui

D

⋂
sD

ui . (3)

The region defined by the intersection sui

D

⋂
sD

ui is considered to be the greedy
region of the node ui with respect to the destination D. Moreover, ui+1 is said to be
greedy forui with respect toD.When considering a greedy path established according
to the above definition, it ensures the transitivity property, which is a fundamental
property of a greedy path [8]. This is presented in Proposition 1, which is then used
to prove the convergence of a greedy path in Corollary 1.

Proposition 1 (transitivity) If ui+1 is in the greedy region of u and ui+2 is in the
greedy region of ui+1, then ui+2 is in the greedy region of u.
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Proof What has to be proven is that, if ui+1 ∈ sui

D

⋂
sD

ui and ui+2 ∈ sui+1

D

⋂
sD

ui+1 then

ui+2 ∈ sui

D

⋂
sD

ui . For concreteness, we consider sui

D = sui

5 = {z | z <1 ui, z <2 ui,

z >3 ui} and, then sD
ui = {z | z >1 D, z >2 D, z <3 D} (we reverse the

signs of the inequalities). The assumption ui+1 ∈ sui

D

⋂
sD

ui leads to D <1 ui+1 <1 ui,

D <2 ui+1 <2 ui, D >3 ui+1 >3 ui. We then conclude that sui+1

D = {z | z <1 ui+1,

z <2 ui+1, z >3 ui+1} ⊂ sui

D and that sD
ui = sD

ui+1 . This proves the proposition.

Algorithm 1 contains a pseudocode of the implementation of the greedy routing
primitive.

Algorithm 1 Implementation of the routine greedy(u,D)
1: procedure greedy(u,D)
2: Determine the sector su

D
3: Determine the sector sD

u � by reversing the signs of the inequalities
4: if Nu ∩ su

D ∩ sD
u = ∅ then

5: select arbitrarily x in the set
6: return x
7: else
8: return No Greedy Neighbors
9: end if
10: end procedure

Corollary 1 Given a destination node D, a greedy path {ui} eventually reaches the
destination D.

Proof Applying Proposotion 1 inductively proves that sD
ui = sD

uj for all nodes in

the greedy path and that D ∈ ∩i=1...ksui

D . Because the area of this last intersection
decreases, it must eventually hold that the destination D is reached (there cannot be
an infinite number of nodes in an infinitesimally small surface).

Notice that this result follows directly from the results in [8], since the paths
satisfy the required axioms. However, we provide a simple and independent proof
on the convergence of a greedy path in Corollary 1.

5.2 Face Routing Primitives: Combinatorial Approach

In this subsection, a face routing algorithm over VRAC is presented. This algorithm
combinedwith greedy routing leads to a geometric routing algorithmwith guaranteed
delivery. Let u be the source and D the destination of a packet, then the routing algo-
rithm at u switches to face routing ifNu ∩ su

D ∩ sD
u = ∅. The face routing algorithm

selects the node v such that v ∈ Nu and the edge (u, v) is the first edge encountered
when the line uD is rotated counterclockwise. The face traversal stops if the path
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goes through a node belonging to su
D ∩ sD

u or if an edge (v,w) intersects this region.
In the former case, greedy routing is restarted, while in the later case it decides to
switch the face accordingly (see Sect. 5.2.1). As we implement only the primitives
for the left-hand traversal rule (see Algorithm 5), face switching is done if the path
traverses the region (by selectingw as the next node) inverting the order of the nodes
(v,w); i.e., the node v continues the execution of the left-hand traversal algorithm
by assuming that the data is received from node w.

Notice that our implementation is not an implementation of a classical algorithm
like GFG or GPSR [4, 5]. Our version of face routing cannot be executed with-
out greedy routing. We implement the left-hand rule by determining the first edge
encounter in the counterclockwise direction from an edge or the respective empty
region (see Algorithm 5). Moreover, we use the face switching strategy used in GFG,
which guarantees delivery on an arbitrary planar graph [9]. However, our implemen-
tation follows the rule of GFG for face switching.

Given an edge (u, v), a first primitive to implement the face traversal is to rotate
the edge around u counterclockwise and to determine the next edge (u, w) that we
encounter (see Algorithm 5). Actually, this amounts to find the edge (u, w) that
makes the smaller angle with (u, v) where the angle is measured counterclockwise.
In our coordinate system, we cannot compute the angles since we only know the
order relations defined by the three anchors.

Similar to greedy routing, face routing primitives are not straightforward to imple-
ment over VRAC. In fact, given only theVRAC and initial sectoring, it is not possible
to distinguish the edge positions, as required by face routing. For instance, it is not
possible to determine the first edge encounters counterclockwise direction from uD
line, if there is no edge between u and D, which is presented in Proposition 2.

Proposition 2 If the nodes v,w ∈ su
D and, D /∈ Nu while v,w ∈ Nu it is not possible

on VRAC to determine which edge (u, v) or (u, w) is the next edge to the line uD.

Proof Figure4 shows two configurations where v,w, D ∈ su
4 and where the same

order relations exist between the nodes, i.e., D <1 v,w <1 u, D >2 v,w >2 u, and
D >3 v,w >3 u. We observe on the figure that it is not possible to determine which
of (u, v) or (u, w) is next to uD.

We emphasize that this impossibility is due to the fact that uD is not an edge
in the graph, but a hypothetical line between the destination and the current node
(see Fig. 1b). If uD corresponds to an edge, we could investigate the empty region
properties (Property 2 and Property 3) to determine the orientation of an edge around
node. In fact, considering these properties, we define an ordering scheme for edges
around a given node. First, a local ordering criterion is derived within a sector (see
Proposotion 3), which is used to build a global ordering of edges around a node.

Local ordering considers the counterclockwise ordering and determines the right-
most node within a sector (more precisely in sectors 2, 4, and 6). Proposition 3
presents a procedure to determine the rightmost edge among two nodes v andw with
respect to u, which is denoted as right(u, v, w),
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(a) Both edges in the same side of the
uD line

(b) Two edges in different sides of the
uD line

Fig. 4 Illustration of the proof of Proposition 2

(a) Illustration of the impossibility in the
proof of Proposition 3, where it is impossible
to have a v as in the Fig. with the presence of
w

(b) An illustration that the by comparing
d(A3,v) and d(A3,w) it is possible to deter-
mine the edge that w is on the right of side
of v

Fig. 5 Illustration of implementation of right function

Proposition 3 Given a node u, let v and w be two nodes such that (u, v), (u, w) ∈ Ẽ
and su

v = su
w = su

2i , respectively, then the rightmost edge is determined by;

right(u, v, w) =
{

v if d(A1+i mod 3, v) < d(A1+i mod 3, w)

w otherwise
(4)

Proof Let us assume that v,w ∈ su
4 (proofs for other sectors follow the same argu-

ment). Notice that it is not possible that u and v belong to su
1, su

3 or su
5, as there can be

only one edge in these sectors by Property 1. First we show that the impossibility of
an unfavorable setting illustrated in Fig. 5a. In fact, ifw were in the mentioned region
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Algorithm 2 Implementation of the routine right(u,v,w)
1: procedure right(u,v,w) � v,w ∈ Nu and v,w belong to the same sector of u
2: if v,w ∈ su

2 then
3: if d(A2, w) < d(A2, v) then return v

4: else return w

5: end if
6: end if
7: if v,w ∈ su

4 then
8: if d(A3, w) < d(A3, v) then return v

9: else return w

10: end if
11: end if
12: if v,w ∈ su

6 then
13: if d(A1, w) < d(A1, v) then return v;
14: else return w;
15: end if
16: end if
17: end procedure

then v ∈ sw
1 , like u. But, because u >1 v >1 w then w would be connected to v

instead of u, leading to a contradiction. In order to prove the main result, following
argument suffices. As there is an edge (u, w), the node v cannot be in the region
highlighted in red lines in Fig. 5b (see Property 3). As this holds for v reciprocally,
it is possible to determine the edge to the right by comparing d(A3, w) and d(A3, v)

accordingly.

An implementation of the procedure right(u, v, w) is presented in pseudocode
in Algorithm 2. Note that it compares the respective orders in sectors 2, 4, and
6 accordingly. Once the local ordering in each sector can be determined with the
procedure right(u, v, w), it can be used to define a global numbering. It comes as an
extension to the initial sector numbers (see Definition 3). Extended numbering is a
relative scheme, where numbers are assigned to a sector relative to the sector s in
two possible settings as follows.

1. s = su
D when (u, D) /∈ Ẽ

2. s = su
v , when u receives a message from v.

First setting corresponds to the scenario, where it switches from greedy routing
to face routing as illustrated in Fig. 6a. In this setting, since there are no neighboring
nodes in the greedy region, we need to consider the first edge encounters in the
counterclockwise direction from the greedy region. Second setting corresponds to
the scenario where face routing is continued as illustrated in Fig. 6b. Hence, it has to
consider the first edge encounters in the counterclockwise direction with respect to
the incoming edge.

We need to define the global numbering such that it determines the first edge
situated in the counterclockwise direction with respect to the above two cases. It is
trivial to observe that the initial sector numbers make sure such an ordering (coupled
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(a) Starting face routing when D ∈ sui such
thati = 1,3,5, i.e suX ∩ sX

u ∩Nu = ,0/ v is on
the left of uX

(b) Starting or continuing face routing when
either D or v∈ sui such that i = 2,4,6, v is on
the left of uX

Fig. 6 Illustration of two settings considered in left function

with local ordering), except for the sector s. In sector s, it is possible to distinguish
the edges, which are left to the uD line or (u, v) edge due to the empty regions around
an edge in the planarized graph (see Propositions 2 and 3). Following proposition
determines (denoted as left(u, X , v)) if a given edge (u, v) ∈ Ẽ is in the left (or right)
of the line drawn between u and X . Note that this is a generalization of the above two
settings, hence (u, X ) may or may not correspond to an edge. In both these cases,
the condition su

X ∩ sX
u ∩ Nu = ∅ holds. When the face routing starts this is true as

the greedy region is empty, whereas on the other situation it holds due to the empty
region Property 3 (see Fig. 6).

Proposition 4 Let u, X ∈ V (G)and j = su
X such that su

X ∩ sX
u ∩ Nu = ∅, left returns

true if uv is on the left of uX as below;

left(u, X , v) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

true if (X <2 v&j = 1)

true if (X >1 v&j = 2)

true if (X <3 v&j = 3)

true if (X >2 v&j = 4)

true if (X <1 v&j = 5)

true if (X >3 v&j = 6)

false otherwise

(5)

Proof Consider the empty regions imposed by the properties of the planar graph as
illustrated in Fig. 7. Let j = 1, by observation it is clear that a node v to the left of uX
follows X <2 v. Similarly when j = 2, a node v to the left of uX follows X >1 v

and when j = 3 it follows X <3 v. Sectors 4, 5, and 6 follow opposite relations.

It is important to note that, left function is similar to the right function in its
definition. Both are defined based on the empty region property and uses a single
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coordinate to determine the node to the left or right. It should be distinguished that
right is only defined for even numbered sectors, whereas left is defined for all the
sectors. Moreover, left function generalizes the computation, such that it determines
if an edge is on the left of a line between two nodes (subject to the empty intersection
property or an additional emptiness assumption). Nevertheless, in left function, it
is possible to use right function in even numbered sectors, but for the clarity of the
implementation we made them independent.

An implementation of procedure left(u, X , v) is presented in Algorithm 3. By
utilizing left, nowwe define the extended sector numbering, denoted as num(u, X , w)

as follows.

Algorithm 3 Implementation of the routine left(u, X , v), which returns true if v is
left to uX
1: procedure left(u,X ,v)
2: j = sX

u
3: if j = 1 & X <2 v then return true
4: else return false
5: end if
6: if j = 2 & X >1 v then return true
7: else return false
8: end if
9: if j = 3 & X <3 v then return true
10: else return false
11: end if
12: if j = 4 & X >2 v then return true
13: else return false
14: end if
15: if j = 5 & X <1 v then return true
16: else return false
17: end if
18: if j = 6 & X >3 v then return true
19: else return false
20: end if
21: end procedure

Definition 7 Let X be either the destination D or the node v of the incoming edge
(see Fig. 7). Let k be the sector su

w of a given node w as defined in Definition 3 and
j be the sector number of su

X , such that su
X ∩ sX

u ∩ Nu = ∅. Extended sector number
of w is defined as;

num(u, X , w) =

⎧
⎪⎨

⎪⎩

(k + 6 − j) mod 6 if k = j

0 if k = j & left(u, X , w) = true

6 if k = j & left(u, X , w) = true

(6)
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(a) When starting face routing consider the
uD line

(b) When continuing face routing consider
the incoming edge (u,v)

Fig. 7 Possibilities for extended sector numbering, where sector s is further divided into 0 and 6

Implementation of this function is done by first determining the number k and j
according to Definition 3. Note that the nodes on the left of uX line are numbered as
0, while the node on the right of the uX line is numbered as 6 (excluding the empty
regions).

Algorithm 4 Implementation of the routine num(u, X , w)

1: procedure num(u,X ,w)
2: k = sw

u
3: j = sX

u
4: if k = j then
5: return (k + 6 − j) mod 6
6: else
7: if left(u, X , w) = true then
8: return 0
9: else
10: return 6
11: end if
12: end if
13: end procedure

Algorithm 4 is then used to implement the next edge function, presented in Algo-
rithm 5. In the next edge procedure, extended numbering and local ordering of nodes
within a sector are used to determine the next edge. In fact, it has to compare each
edge around in the neighborhood of a node in an iterative manner to determine the
next edge. Algorithm 5 presents the complete procedure for determining the next
edge. Lemma 1 presents the correctness of the next edge procedure. This procedure
has to be incorporated into a combined greedy–face routing algorithm. Once it is
possible to determine the next edge, it is possible to perform the right-/left-hand rule
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to traverse around a face in the planar graph. This has to be combined with a face
switching strategy to formulate the complete greedy–face routing algorithm.

Algorithm 5 Implementation of the routine nexted ge(u, X )

1: procedure nextedge(u,X )
2: v = w ∈ Nu � starts with an arbitrary node
3: for each w′ in Nu \ v do
4: if num(u, v)=num(u, w′) then
5: v=right(u, v, w′)
6: else
7: if num(u, v)<num(u, w′) then
8: v = w′
9: end if
10: end if
11: end for
12: return v
13: end procedure

Lemma 1 Procedure nextedge in Algorithm 5 determines the edge (u, v) next to the
line uD or incoming edge uw, provided that su

v ∩ sv
u ∩ Nu = ∅.

Proof The proof is followed by the correctness of subroutines introduced above.
According to the algorithm, it compares two edges at a time and determineswhich one
is the next to the line uX . It keeps the next edge out of the two and iteratively compares
all the other edges. Initially nexted ge is set arbitrarily from the neighborhood. In line
4, it checks if the two nodes w and nexted ge for their extended numbering based
on the num subroutine. If the numbers are same, it uses the right subroutine to
determine the rightmost edge. If the numbers are not equal, it assigns the nexted ge
the edge with the least number. Following the proof of the num(u, X , w) function,
it returns the edge which is next to the uX line. Therefore, the subroutine nextedge
always returns the first edge to the counterclockwise direction.

5.2.1 Face Switching

In order to formulate the complete algorithm, it is required to determine when to
switch the face. According to the proof that GFG delivers data with certainty for
any planar graph given in [4], when an edge (v,w) of face routing cuts the source
destination line uD, face traversal must change the traversed face if the line wD is
on the right of the edge (w, v). That means that the angle between (w, v) and the
line wD measured counterclockwise is larger than π ; i.e., we need to rotate the line
(w, v) for an angle larger than π to match the line uD.

In our case, we cannot detect the intersection of the line uD. What we detect is
that the edge (v,w) crosses the region su

D ∩ sD
u . By direct inspection and using the

Property 2, we conclude that a crossing that triggers a face switching occurs if and
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Fig. 8 There are 8 edges
that can be traversed in both
directions and by choosing
the two possibilities for
source u and destination D
there are 16 different
configurations leading to
face switching. Note that
only 5 edges are illustrated
for the clarity

only if (the arrow→ indicates the direction of the data, and the number of the sectors
are all mod 6; i.e., su

D + 1 means su
D mod 6 + 1). Note that the sector numbering used

here is the original sectoring, as we do not need to use the extended numbering to
detect crossing edges.

su
D + 1 → su

D − 1, or sD
u + 1, or sD

u + 2

sD
u − 2 → su

D − 1

su
D + 2 → sD

u + 1 (7)

sD
u − 1 → sD

u + 1, or su
D − 1, or su

D − 2

We represent on Fig. 8 the edges that can cross the region su
D ∩ sD

u . A full proof of
this result proceeds by inspection. Among all the edges that cross the sector su

D ∩ sD
u ,

we exclude some of them by using the Property 1 illustrated in Fig. 2a. The only
edges that remain and that lead to Face Switching following [4] are listed in Eq. (7).

The guaranteed delivery routing algorithm that we present in Algorithm 6 com-
bines greedy and face routing in the spirit of classical greedy–face routing algorithm
[4, 5] and implements the switching face algorithm from [4].

5.3 Face Routing Primitives : Geometric Approach

In this section, we present a routing algorithm [19] which guarantees delivery on the
second version of the VRAC system described in Sect. 2. This approach uses geomet-
ric properties of the coordinate system to define the required geometric constructs
to perform geographic routing. In fact, unlike in the previous approach, we are able
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Algorithm 6 Implementation of the routine Route(u,v,D,GREEDY)
procedure Route(u,v,D,mode) � u current, v previous mode = GREEDY , FACE

if mode=GREEDY then
next=greedy(u,D)
if next = NULL then

return nextedge(u,v)
else

return next
end if

end if
if mode=FACE then

next=greedy(u,D)
if next = NULL then

return nextedge(u,v)
else

return next
end if

end if
end procedure

to perform rotation and detection of line segment intersection as in Euclidean space.
Here we summarize the basics of this approach while a complete description of the
algorithm can be found in [19].

As illustrated in Fig. 2b, a node divides the physical space into six sectors based
on its coordinate value. Sectors are numbered according to the Fig. 2b, and two of
the components of the coordinates happen to be the borders of the sector. Drawing
a similar analogy with the Euclidean space, we treat those two components as axes.
Note that these axes are relative to a given sector, but the geometric properties are
same in all sectors due to the symmetry. By observation, we derive some geometric
properties useful for face routing, which is presented as Proposition 5 summarizing
the results in [19].

Consider any sector s of a given node u = (xu, yu, zu) and a neighboring nodes
v = (xv, yv, zv) andw = (xw, yw, zw) lying in the same sector.We observe that along
a line segment in a sector, at any point on the line it preserves the ratio between perpen-
dicular distances from two sector borders. Let θ1 and θ2 be the rising angles from one
of the borders of the sector as in Fig. 9 and�x1 = |xu − xv|, �y1 = |yu − yv|, �x2 =
|xu − xw|, �y2 = |yu − yw| are the perpendicular distances from respective borders
to the nodes.

Proposition 5 If θ1 > θ2 then �x1
�y1

> �x2
�y2

.

Proof We know that if θ1 > θ2 then tan θ1 > tan θ2 when 0 < θ1, θ2 < π
2 .

With basic trigonometric relationships, we can derive tan θ1 = �x1 sin α2

(�y1+�x1) cosα
and

tan θ2 = �x2 sin α2

(�y2+�x2) cosα
, where α is the angle of the sector. With a simple algebraic

simplification, it follows that �x1
�y1

> �x2
�y2

.
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Fig. 9 Definition of the
sector angle based on
�x1 = |xu − xv |, �y1 =
|yu − yv |, �x2 =
|xu − xw|, �y2 = |yu − yw|

We use Proposition 5 to define a subroutine to decide the edge with smallest rising
angle which is illustrated in pseudocode.

Algorithm 7 Comparison of angles within a sector
procedure right(u,v,w) � v,w ∈ Nu

if �x1
�y1

> �x2
�y2

then
return v

else
return w

end if
end procedure

Using the subroutine 7 and sector numbers, we define the Algorithm 8 to find
the first edge toward clockwise/counterclockwise direction. It starts its search from a
given sector and finds the edge with smallest rising angle in that sector. If there are no
edges in the sector, it continues the search through the following sectors according
to their numbering. Hence, it apparently searches the whole space around a given
node.

In order to perform face routing, we need to detect when a possible next edge
intersects with the line segment between two other points. Due to the geometric
properties of lines, it follows that two line segments get intersected, when the end-
points of the line segments do not mutually locate in the same side of the other line
segment. By inspection of sector arrangement and the possibilities to satisfy this
requirement, we define Algorithm 10 to check intersection of two line segments.
This algorithm essentially compares the sector positions of two other points w, x
compared to a selected point v with respect to point u. It repeats this process for
the other combination of points and checks whether it satisfies the above-mentioned
requirement.
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Algorithm 8 Rotation clockwise/counterclockwise
procedure facenextedge(u,D)

i = su
D

for i = 1 → 6 do
if N i

u = ∅ then � N i
u = Nu in sector i

right=right(v,w) � v,w ∈ N i
u

for x ∈ N i
u \ v,w do

right=right(x, right)
end for
return right

end if
end for

end procedure

Algorithm 9 Check if two points are in the same side against a line
procedure IsInSameSide(u,v,w,x)

if N i
u = ∅ then

i = Sw
u

j = Sx
u

if (i = j) ∨ (j = i + 2) then
return (|i − j| >= 2)

end if
end if

end procedure

Algorithm 10Check intersection based on the sector numbers and angle comparison
procedure IsIntersecting(u,v,w,x)

if IsInSameSide(u, v, w, x) then
if IsInSameSide(w, x, u, v) then

return true
else

return false
end if

elsereturn false
end if

end procedure

Face traversal performed with the classical right-/left-hand rule, where a node
rotates according to the rule and finds the first neighbor clockwise or counterclock-
wise. In addition to the face traversal, face changes should be performed accordingly.
While there are several variants of the face changing criteria, all of them checks
whether the face traversal intersects with the connecting line between current local
minima and the destination. We use the defined geometric concepts to implement
the face routing algorithm proposed in GFG, which is proven its delivery guarantee
in an arbitrary graph. Face routing algorithm is illustrated in Algorithm 4. It uses the
rotation algorithm to search its neighbors clockwise or counterclockwise and check
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for intersections based on the Algorithm 3. If it detects an intersection, following the
GFG algorithm it changes the rotation direction accordingly.

5.4 Numerical Validation

We evaluate our geographic routing algorithm in comparison with GPSR protocol.
Evaluation is done in a simulation environment developed in Java, which purely
focuses on routing algorithms, while ideal radio characteristics and link layer com-
plexities are abstracted. We extract a planar subgraph of the communication graph
according to the Schnyder’s criteria explained earlier. For GPSR, underlying planar
subgraph is a gabriel graph [11]. We analyze the stretch factor and greedy success
ratio, both in hop distance and Euclidean distance by varying the average degree
of a node. We simulate two settings of networks: one with a random distribution of
nodes and the other with random obstacles. Nodes are distributed over a 1000× 1000
square unit area, with 50 units of radio coverage.

According to the Fig. 10a, VRAC performs better in stretch, when the network
is sparser (degree 2). In this instance, greedy success rate of GPSR reports the low-
est compared to denser instances. Thus, it has to perform face routing more often,
apparently resulting in higher stretch. Comparatively, VRAC exhibits a poor greedy
success (Fig. 10b) even with denser networks (roughly 8 to 22%), yet due to efficient
face routing the stretch is maintained low (below 2.3 in all instances).

When the obstacles are present, VRAC reports lower stretch even for denser
networks (Fig. 11a), compared to GPSR. This is due to the poor greedy success of
GPSR due to the obstacles; see Fig. 11b and comparatively inefficient face routing.
Overall, when obstacles are present, stretch performance is closer in both approaches.

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 0  2  4  6  8  10

R
ou

tin
g 
St
re
tc
h

Degree

Routing Stretch

VRAC
GPSR

(a) Routing stretch

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  2  4  6  8  10

G
re
ed
y 
su
cc
es
s 
ra
te

Degree

Greedy Success Rate

VRAC
GPSR

(b) Greedy success rate

Fig. 10 Routing stretch in hop distance and greedy success rate without obstacles
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Fig. 11 Routing stretch in hop distance and greedy success rate with obstacles
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Fig. 12 Routing stretch in Euclidean distance

Finally, we analyze the stretch factor in terms of Euclidean distance; see Fig. 12a, b.
More importantly, the stretch in both metrics (Euclidean and hop distance) exhibit a
lower variance forVRACacross sparser and denser network instances.We emphasize
that VRAC does not perform costly computations, hence reducing the localization
overhead. This leads to an effective design trade-off for network design.

6 Greedy Routing over Virtual Raw Anchor Coordinates

While combined greedy–face routing guarantees delivery, it is important to investi-
gate the conditions on VRAC, where greedy routing with delivery guarantees can be
performed. In this section, we study a special case of a Schnyder graph, namely a
saturated graph, and formulate a greedy routing algorithm.
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6.1 Schnyder Characterization and Saturated Graph

Let G = (V, E) represent the communication graph, where V, E are the vertex and
edge sets, respectively. We investigate a network in a standard VRAC setting, hence
all the properties are as described in the Sect. 2. Considering a planar subgraph
extracted according to the Schnyder properties, a node u has atmost one edge (u, v) ∈
E such that v ∈ su

2i−1. Moreover, such a node v satisfies that v <i z ∀z ∈ su
2i−1, i.e.,

v = mini{z | z ∈ su
2i−1}. To develop the argument for a greedy algorithm, we rewrite

the order relations in each sector as in Proposotion 6.

Proposition 6

If v ∈ su
1, z = v we have

z <2 u
z <3 u

}
⇒ z >1 v. (8)

If v ∈ su
3, z = v we have

z <1 u
z <3 u

}
⇒ z >2 v. (9)

If v ∈ su
5, z = v we have

z <1 u
z <2 u

}
⇒ z >3 v. (10)

As described in Sect. 4, it is possible to perform a local planarization algorithm
to obtain a planar subgraph of G(V, E). An immediate saturation condition on such
a planar subgraph leads to the following definition.

Definition 8 Saturated graph [20] A planar graph is saturated if there exists exactly
one edge in each sector su

2i−1, i = 1, 2, 3 for each node u.

The definition holds for planar graphs given in an abstract way. For instance, a
maximal planar graph drawn as a Schnyder drawing is a saturated graph. Indeed,
such a planar graph admits a Schnyder representation and the definition refers to this
representation. Our greedy routing algorithm is performed on this planar saturated
graph and in the rest of the text all references to the graph are implicit to this graph.We
propose a metric-free characterization of a greedy path2 and show that it guarantees
delivery when the graph is saturated. We use the combinatorial properties (partial
orders) to reason on the delivery guarantees of our algorithm. These combinatorial
properties are derived from geometric properties of a saturated graph, yet the greedy
path construction is also valid if we assume that the order relation <i are given in
another (abstract) way. This is why in the rest of the paper we avoid direct reference
to VRAC system and make only use of the order relations.

If the (planarized) graph is saturated, then each internal node u has exactly one
edge in each sector su

1, su
3, su

5 and an indeterminate (0, 1, 2, . . .) number of edges in the
remaining sectors su

2, su
4, su

6. Since the representation is standard the sectors su
1, su

3 and
su
5 contain the nodes A1, A2 and A3, respectively, and are not empty. The maximality
assumption implies that if there is an option of adding an edge and keeping the
planarity property then the edge is present [17].

2Given two nodes u and v, we do not assume that we can compute the distance d(u, v).
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For routing from a node u to a destination D ∈ su
1 ∪ su

3 ∪ su
5, the natural option

is to follow the edge (u, v) such that v ∈ su
D (=su

1 or su
3 or su

5). Next, from v, if
D ∈ sv

1 ∪ sv
3 ∪ sv

5 we repeat the same strategy. However, it may happen that D /∈
sv
1 ∪ sv

3 ∪ sv
5; see Proposition 9. In this case, D ∈ sv

2 ∪ sv
4 ∪ sv

6 and the existence of
an edge in the sector su

D is not provided by the Schnyder’s characterization (2).
Nevertheless, in Proposition 8, we show that saturation implies the existence of an
edge in the sector Su

D.
Common approach most of the greedy routing algorithms [21, 22] follow is to

compute the greedy embedding given a graph and to use the underlying metric of
the respective space to perform greedy routing. However, we avoid the computation
of the planar embedding and the usage of a metric function for greedy routing. For
instance, [23] presents an algorithm to compute the greedy embedding of planar
triangulations. We rely on the metric-free definition of greedy paths in [8] without
embedding the graph. The coordinate system that we use differs from previous work
[21, 24], that are based on Schnyder’s characterization of planar graphs. They use
Schnyder drawing as the coordinate system [17], which is more complex to compute
than VRAC.

6.2 Characterization of Greedy Paths

We characterize the greedy path as in Sect. 5.1, following the transitivity and odd-
symmetry properties.

Definition 9 For destination node D, a path {uk} is a greedy path if there exists
i ∈ {1, 2, 3} such that

∀k uk+1 <i uk , or ∀k uk+1 >i uk . (11)

For a greedy path, there is a coordinate that changes monotonically.

It is important to distinguish this definition of a greedy path compared to the
Definition 6. This is a generalized definition as it only considers the existence of a
monotonically increasing or decreasing coordinate along the path. In the following,
we build greedy paths from u to D such that u <i uk <i D the fact that D is an
upper bound and the construction continues while uk <i D implies the convergence
of the sequence to D. In the proofs of Propositions 8 and 9, we use the assumption
that the graph is saturated, to say that given a node u there exist neighboring nodes
in the sectors su

1, su
3, su

5. Unfortunately, we must proceed with caution if the node
u is one of the distinguished nodes A1, A2, A3 since these nodes may not have any
neighboring nodes in these sectors. Actually, these nodes do not cause any trouble
because there is a path from any internal nodes to themwith increasing coordinate<i,
respectively. They are also all connected with each other. For these reasons, and in
order to simplify the exposition, we no longer make any reference to these particular
nodes in the proofs.
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(a) Destination D ∈ sv2i or sw2i (b) Destination D∈ su2i+1 and u∈ sD2i−2

Fig. 13 Two cases to consider in greedy path construction

In the proof of Proposition 8, we use following Proposition.

Proposition 7 If D′ ∈ sD
i and D′′ ∈ sD′

i then D′′ ∈ sD
i

Proof This property follows directly from the transitivity of the inequalities in the
definition of the sectors (3).

Proposition 8 We assume that the graph G is saturated. Then provided that the
destination D belongs to su

2 (or su
4, or su

6) then there is a path {ui} in G with u0 = u
such that ui+1 ∈ sui

2 (ui+1 ∈ sui

4 or ui+1 ∈ sui

6 respectively), and the path converges to
D.

Along the path, the order <3 (<1, <2) decreases monotonically if D ∈ su
2 (D ∈ su

4,
D ∈ su

6 respectively).

Proof For concreteness, we considerD ∈ su
4. If u is connected toD we define u1 = D

and the proposition is true. Otherwise, we prove below that there exists a neigh-
boring node of u, u1 such that D ∈ su1

4 and D <1 u1 <1 u. Hence, by applying the
construction iteratively, we construct the sequence of points that satisfy ui+1 ∈ sui

4 ,
lower bounded by D and decreases with respect to <1, i.e., D <1 ui+1 <1 ui. Such a
sequence converges to D.

Let us prove that, given u such that D ∈ su
4, there exists x such that (u, x) ∈ E,

D ∈ sx
4 and D <1 x <1 u. u is internal, by the assumption on saturation, there exist

two neighboring nodes of u such that v ∈ su
3 and w ∈ su

5. we then have (Fig. 13)

D <1 u, D >2 u, D >3 u ⇔ D ∈ su
4 (12)

v <1 u, v >2 u, v <3 u ⇔ v ∈ su
3 (13)

w <1 u, w <2 u, w >3 u ⇔ w ∈ su
5 (14)

If v (or w) is such that D ∈ sv
4 (or D ∈ sw

4 ) the next point on the path is u1 = v

(or u1 = w) and (13) shows that v = u1 <1 u, and D ∈ sv
4 ⇒ v >1 D (or (14) shows

that w = u1 <1 u , and D ∈ sw
4 ⇒ w >1 D).
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Otherwise, we have to prove that there exists a neighboring node of u in the sector
su
4 that satisfies the conditions. We have that D >2 u >2 w, and D >3 u >3 v [using
(12–14)] and D /∈ sv

4 and D /∈ sw
4 imply

D /∈ sv
4 ⇒ D >1 v D <2 v D >3 v or

D <1 v D <2 v D >3 v

}
⇒ D <2 v (15)

D /∈ sw
4 ⇒ D >1 w D >2 w D <3 w or

D <1 w D >2 w D <3 w

}
⇒ D <3 w (16)

Next, because D ∈ su
4 ⇒ u ∈ sD

1 and the assumption of saturation, there exists an
edge (D, D′) with D′ ∈ sD

1 . If D′ = u, we are done.

Otherwise, by the Property (8) and u ∈ sD
1 we have that D′ <1 u .

By gathering the inequalities corresponding to u ∈ sD
1 with the ones deduced

from (15),(16), we obtain D <1 D′, v >2 D >2 D′, w >3 D >3 D′. Using D′ <1 u,

D′ <2 v with Property (9), we obtain D′ >3 u .
Last fromD′ <1 u,D′ <3 w and Property (10) (with edge (u, w) instead of (u, v))

we obtain D′ >2 u . Finally, we have proved that D′ ∈ su
4 with the boxes equations

and D <1 D′ <1 u. The node D′ plays the same role as D in the statement of the
proposition but with an increasing <1 order position. Because D′ <1 u, we find by
applying iteratively the construction a sequenceD′, D′′, . . . of nodes that converges to
u and all belonging to su

4. Moreover, along the sequence we haveD′ ∈ sD
1 ,D

′′ ∈ sD′
1 ,...

and Proposition 7 implies that all the points in the sequence belong to sD
1 . In particular,

for the point x that is connected to u x ∈ sD
1 ⇔ D ∈ sx

4. We have then proved the
existence of a point x ∈ su

4 that satisfies D ∈ sx
4 and such that D <1 x <1 u.

Remark 1 Construction of the greedy path if D ∈ su
2i

In order to route from u to D ∈ su
2i, the node u must first check whether for v ∈

su
2i+1 and w ∈ su

2i−1 one of the condition D ∈ sv
2i or D ∈ sw

2i is satisfied and if yes
sends themessage accordingly. Otherwise, the message is forwarded to (the existing)
neighboring node in x ∈ su

2i such thatD ∈ sx
2i. This routing scheme converges because

the coordinate i decreases along the path and the path does not step over D, as all the
points in the path are >1 D.

Proposition 9 Let us assume that (u, v) ∈ E and D, v ∈ su
1 (or su

3 or su
5). Then,

D /∈ sv
3 ∪ sv

4 ∪ sv
5 (or sv

1 ∪ sv
5 ∪ sv

6 or sv
1 ∪ sv

2 ∪ sv
3).

Proof Let us consider v, D ∈u
1 the other cases are proved similarly by a permutation

of the indices. We have

v ∈ su
1 ⇔ u <1 v u >2 v u >3 v

D ∈ su
1 ⇔ u <1 D u >2 D u >3 D

Part b of the Schnyder’s conditions (2) implies that D must be larger than u and v

for one order and we see on the two inequalities above that it can only be <1. The
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condition D ∈ sv
3 ∪ sv

4 ∪ sv
5 implies that v >1 D and hence there is no i ∈ 1, 2, 3 such

that u, v <i D and the result is proved.

Remark 2 Construction of the greedy path if D ∈ su
2i−1

The practical implication of Proposition 9 for routing is to prove the existence of a
greedy path from u to D ∈ su

2i−1. We decompose the construction in two parts and
for concreteness we consider D ∈ su

1.
Part 1. The maximality assumption implies the existence of a node v ∈ su

1 such
that (u, v) ∈ E. If v = D, we are done. Else, u sends the message to v and the
first coordinate <1 increases, the second one <2 and the third one <3 decrease. If
D ∈ sv

1 then v repeats the same procedure and the coordinates continue to be updated
monotonically and D >1 v because D ∈ sv

1. This implies that the first part of the
construction converges to D or switches to the second part.
Part 2. If the path reaches a node v such that D /∈ sv

1 the construction of the path con-
tinues with this second part. In this case, D ∈ sv

2 or D ∈ sv
6 must be satisfied because

of Proposition 9. In both cases, we have D >1 v and we can apply Proposition 8 that
shows the existence of a sequence of nodes v′ with D ∈ sv′

2 or D ∈ sv′
6 , respectively,

and this sequence eventually reaches D. If D ∈ sv′
2 then by Proposition 8 the coordi-

nate <3 continues to decrease along the second part of the construction. If D ∈ sv′
6

the coordinate <2 continues to decrease. In both cases, we have shown that along
the two parts of the construction one coordinate (<2 or <3) decreases monotonically
and the resulting path is then greedy.

6.3 Routing in Maximal Planar Graph

Our results are summarized in the Theorem 2 below. The proof is apparent from the
above sections. The pseudocode of the algorithm is provided in Algorithm 11, and
the correctness of the algorithm is proved in the Remarks 1 and 2 of the construction
of the path if D ∈ su

2i or D ∈ su
2i+1 that follow the Propositions 8 and 9.

Theorem 2 1. There is a greedy routing algorithm on every saturated planar graph
(saturated version).

2. Every Schnyder drawing of a planar triangulation is a greedy embedding.

This result is connected to previous ones. In [21], it is proven the existence of an
embedding of the graph on a plane such that greedy routing is successful (using the
natural metric). In [24], the authors define a routing algorithm to route messages in
maximal planar graph. Their algorithm design is similar to the one we propose in
Fig. 11 for maximal planar graph. It makes use of Schnyder’s coordinate as defined
in [17]. The computation of Schnyder’s coordinate uses the realizer as defined in
[17] and is costly. Our algorithm uses the realizer for routing and does not require
the extra computation of the Schnyder’s coordinate system. Moreover, it may be
called greedy since we are able to introduce greediness without considering a metric.
Our algorithm assumes that the underlying graph is saturated; see Definition 8, a



Geometric Routing Without Coordinates but Measurements 633

Algorithm 11 Pseudocode of the greedy routing
1: input Source u, Destination D
2: repeat
3: if D ∈ Nu then u = D � Nu is the set of neighbors of u
4: else
5: if D ∈ su

2i−1 then
6: u = v ∈ su

2i−1 s.t. (u, v) ∈ E � v is unique

7: else � D ∈ su
2i consider v ∈ su

2i−1 and w ∈ su
2i+1 s.t. (u, v), (u, w) ∈ E

8: if D ∈ sv
2i then

9: u = v

10: else
11: if D ∈ sw

2i then
12: u = w

13: else
14: u = x ∈ su

2i s.t. D ∈ sx
2i � must exist by Proposition 8

15: end if
16: end if
17: end if
18: end if
19: until u=D

property satisfied by Schnyder’s drawing [25]. In [26, 27], the authors complement
the work in [24] by computing a metric ensuring that 3−connected graphs admit a
greedy embedding.
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Delay-Tolerant Mobile Sensor Networks:
Routing Challenges and Solutions

Eyuphan Bulut

Abstract Delay-tolerant Mobile Sensor Networks (DTMSNs), which have features
of both Delay-tolerant Networks (DTNs) and Wireless Sensor Networks (WSNs),
need to be considered as a different network type due to the unique characteristics.
DTMSNs have been getting popular due to the increasing number of applications. As
a result, several routing algorithms for the communication between the nodes have
been developed recently. In this chapter, we discuss the challenges for routing in
the DTMSN environment and present a survey of existing routing algorithms in the
literature.We categorize theDTMSNs as terrestrial, underwater, and flyingDTMSNs
and go through the challenges and routing solutions in each of these subcategories.
We not only examine the routing algorithms specifically designed for DTMSNs
but also examine the routing algorithms designed for DTNs and WSNs from the
perspective of DTMSNs. Moreover, we discuss the evaluation metrics used for the
performance analysis of developed routing algorithms.

1 Introduction

Wireless Sensor Networks (WSNs) have become popular with the advances in wire-
less communication electronics that enabled the development of low-power and
small-size sensor nodes. A WSN consists of many sensor nodes deployed in a
geographical area. There is a wide range of application areas of sensor networks
including military networks (e.g., battlefield surveillance), environmental monitor-
ing (e.g., habitat exploration, pollution detection), and transportation (e.g., vehicle
identification and tracking).WSNs have been broadly studied in the past two decades,
with primary focus on routing, energy saving, and topology control. However, when
the sensors are located at moving objects such as people, animals, and vehicles
and the connectivity between the objects shows DTN characteristics, the developed
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approaches usually fail to perform properly, requiring the development of new rout-
ing algorithms.

It has been more than a decade since Kevin Fall gave a talk about DTNs [1] and
initiated the research efforts on the topic. DTN topologies are very sparse, and the
nodes are connected intermittently. Thus, the network suffers from frequent partitions
and the probability that there will be an end-to-end path from a source node to a
destination node is very low. DTNs are originally proposed for communication for
the interplanetary Internet; however, it has been applied inmany different challenging
environments with similar characteristics such as ad hoc and sensor networks, and
vehicular networks.

Recently, DTN concept and technology has been introduced to sensor networks to
address the challenges in data gathering and dissemination inmobile sensor networks
with occasional connectivity. Delay-tolerant Mobile Sensor Networks (DTMSNs) is
a new type of sensor network based on DTN communication principles. DTMSNs
have been recently studied due to the lack of appropriate mechanisms that can handle
their unique characteristics. In aDTMSN, there could bemany sensors attached to the
mobile devices. For example, smartphones carried by people are a good example of
nodes in a DTMSN with multiple sensors (e.g., accelerometer, barometer, camera).
Moreover, a group of people in a community with wearable sensor units on their
body also forms a DTMSN. The connectivity between nodes can happen only when
the devices are within their communication (e.g., Wi-fi, Bluetooth) range of each
other. Thus, a loosely connected mobile sensor network topology is generated. Each
sensor on the device generates different types of data and can be delivered to a sink
node which can be located at a popular location to increase the likelihood of meeting
with other nodes in the network [2]. Such sink nodes are also usually assumed to
have no power problem compared to the regular nodes. Therefore, they can perform
heavy processing on the collected data (e.g., filtering, aggregation). Moreover, they
are usually equipped with powerful communication hardware.

In Fig. 1, a typical architecture for a DTMSN is illustrated. There can be nodes
with different mobility behaviors. Some sensor nodes can be static and can only
transmit data to mobile nodes that come to the range of them. Within mobile sensor
nodes, some of them such as smartphones can be connected to the backbone network
(e.g., cellular network) and communicate with each other. On the other hand, some
of the mobile nodes such as wearable sensing units on human beings or animals [3]
can only communicate to other mobile nodes and static nodes. The links between
sensor nodes can also show constant and intermittent connectivity patterns. Most
of the time, sensor nodes can only communicate with each other when they come
to the range of each other. It is possible that some nodes (e.g., smartphones) can
communicate with each other through backbone network. These nodes can also be
referred to as high-end sink nodes [4]. Such nodes usually have sufficient power in
their batteries so that they can collect, store, and process the data from other sensor
nodes. They also use their power for communication with other nodes through the
backbone network with their powerful wireless transceivers they have.



Delay-Tolerant Mobile Sensor Networks: Routing Challenges and Solutions 637

Fig. 1 Delay-tolerant Mobile Sensor Network architecture with different types of sensor nodes and
varying links

DTMSNs show similar properties as sensor networks such as short range of com-
munication, limited computation capability, and battery capacity. However, they also
have the following features which are different than traditional sensor networks [5]:

• Mobility: The sensors and sinks are carried by the people who have different
mobility patterns. This generates a very dynamic network topology and many
partitions. Network structure is highly affected by the mobility yielding unstable
link quality between nodes. On the other hand, mobility brings opportunities for
reaching out other nodes in the network.

• Intermittent connectivity: The connectivity among nodes in a DTMSN is very
low; thus, a very sparse topology is created. Sensor nodes can only communicate
to other nodeswhen they are in their communication rangesmutually,which occurs
very limitedly.

• Delay-tolerant: Loose connectivity between nodes causes high delays in data deliv-
ery. However, depending on the requirements of the applications, this can be usu-
ally tolerable. Ubiquitous and pervasive data gathering could be exchanged in the
expense of delays.

• Fault-tolerant: In order to increase the performance of communication, there can be
multiple redundant copies of the same packet in the network. Such a policy during
data acquisition and routing toward the sink makes the network more robust and
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fault-tolerant. Some of the packets can be lost or damaged, but the performance
of data gathering and dissemination process does not worsen.

• Limited buffer: There can be multiple sensors on each node in a DTMSN. Similar
to the sensor networks, each sensor has usually limited buffer or some sensors
can share some limited memory. As the sensed data needs to be communicated
to some high-end sink node without being deleted due to buffer problem, queue
management is important and challenging in DTMSNs.

Even though DTMSNs show similar characteristics with other networking types,
they differ from them inmultiple aspects. Table1 shows the comparison of aDTMSN
with other networking types in terms of several features.

The primary focus of researchers studying on DTMSNs has been the routing
problem. Due to the aforementioned characteristics, designing an effective routing
algorithm and a data delivery scheme for DTMSNs is challenging.Many studies have
been performed on how to handle the sporadic connectivity between the nodes of a
DTN and provide a successful and efficient delivery of messages to the destination.

In this chapter, we study the routing challenges and solutions in DTMSNs. There
are also other challenges such as developing efficientMACprotocols, queuemanage-
ment, and scheduling schemes, which could be found in several surveys [2, 6, 7]. We
categorize the routing algorithms developed for DTMSNs based on the deployment
space of the network. In some studies [4], DTMSNs are categorized as networks
with static sensors, networks with managed mobile nodes, and networks with mobile
sensors. However, we think that all these sensor types could be present in the same
DTMSN at the same time. Thus, we categorize the DTMSNs based on the space they
are deployed. In other words, we study terrestrial, underwater, and flying DTMSNs
with their own routing challenges and solutions.

The rest of the chapter is organized as follows. We discuss the routing challenges
and solutions in Terrestrial Delay-tolerant Mobile Sensor Networks (T-DTMSNs) in
Sect. 2. Then, we look at the different challenges and solutions in Underwater Delay-
tolerant Mobile Sensor Networks (U-DTMSNs) in Sect. 3. As the third category, in
Sect. 4, we discuss the differences in challenges and approaches proposed in Flying
Delay-tolerant Mobile Sensor Networks (F-DTMSNs). Then, the evaluation metrics

Table 1 Comparison of a DTMSN with other network types

Topology Mobility Connectivity Density Delay
tolerability

DTMSN Very dynamic Various
speeds

Intermittently
connected

Very sparse High

WSN Stable Static Mostly
connected

Dense Low

MANET Slow Low speeds Mostly
connected

Moderate
dense

Low

VANET Dynamic High speeds Mostly
connected

High Moderate
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used commonly for the performance analysis of routing algorithms in DTMSNs
are presented in Sect. 5. Finally, we discuss the open research issues and provide a
conclusion of the study in Sect. 6.

2 General (Terrestrial) Delay-Tolerant Mobile Sensor
Networks

In this section, we overview the routing algorithms proposed for DTMSNs. Most of
the routing algorithms proposed generally for DTNs also apply to DTMSNs. Thus,
we will study a mixed set of routing algorithms that could be applied in DTMSNs. In
a DTMSN, at any given time instance, due to the high dynamic and sparse topology,
the probability that there is an end-to-end path from a source to destination is low.
Most of the nodes in a DTMSN are mobile and the connectivity between nodes is
constructed only when the nodes come to the transmission range of each other. In
a DTMSN, even though the connectivity of nodes is not constantly maintained, it
can be still desirable to send a packet from a node to another node in the network.
This requires the development of a routing protocol which aims to route the packets
to destination node throughout the times the connections between the nodes are
available. However, this cannot be achieved by traditional routing algorithms which
assume the network is connected most of the time.

From routing perspective, this requires the usage of store-carry-and-forward
paradigm. That is, to deliver amessage to a destination (e.g., sink) node, themessages
are stored at some nodes and carried until a node with better delivery probability is
encountered. The message is then forwarded to the encountered node. Such a mech-
anism is repeated at each hop until a node with a message copy meets the destination
node.

In a standard network, since the nodes are connected most of the time, the routing
protocol forwards the packets in a simple way. The cost of links between nodes is
mostly known or easily estimated so that the routing protocol computes the best
path to the destination in terms of cost and tries to send the packets over this path.
Furthermore, the packet is only sent to a single node because the reliability of paths is
assumed relatively high and mostly the packets are successfully delivered. However,
in DTN-like networks, routing becomes challenging because the nodes are mobile
and connectivity is rarely maintained. The transient network connectivity needs to be
of primary concern in the design of routing algorithms for DTNs. Therefore, routing
of the packets is based on store-carry-and-forward paradigm. That is, when a node
receives a message but if there is no path to the destination or even a connection to
any other node, themessage should be buffered in this current node and the upcoming
opportunities to meet other nodes should be waited. Moreover, even a node meets
with another node, it should carefully decide on whether to forward its message
to that node. It is obvious that to forward a message to multiple nodes increases
the delivery probability of a message. However, this may not be the right choice
because it can cause a huge messaging overhead in the network which then causes



640 E. Bulut

redundant energy and resource consumption. On the other hand, sending a copy of
the message to a few number of nodes uses the network resources efficiently but
the message delivery probability becomes lower and the delivery delay gets longer.
Consequently, it is clearly seen that there is a trade-off between the message delivery
ratio and the energy consumption and delivery delay in the network.

Hence, in the design of an efficient routing algorithm for DTMSNs, the following
parameters need to be carefully considered: (i) the number of copies of each message
that will be distributed to the network and (ii) the determination of next hop nodes
to which the message is either replicated or forwarded.

Consider the sample delay-tolerant network illustrated in Fig. 2. The figure
presents different snapshots of the network topology showing connectivity between
nodes at four different times. Assume node A has a message destined to node G.
Looking at the snapshots, we can easily observe that delivery of the message could
be achieved by node B at time t4 if node A forwards the message to node B at time

Fig. 2 Snapshots of the topology in a Delay-tolerantMobile Sensor Network at four different times
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t1. However, the key point here is how node A will know that node B will meet the
destination node before it meets the destination. What makes routing challenging
in a DTMSN environment is to be able to make better decisions at contact times of
nodes using only local information available at nodes.

Routing algorithms for T-DTMSNs could be classified based on the number of
carriers of the message during routing. In some algorithms (i.e., single copy), only
one node carries the message at all times. In these algorithms, the messages are
forwarded to other nodes which are estimated to have higher chance to meet the
destination. One other common method used in the design of routing algorithms for
T-DTMSNs is using multiple carriers of the message. A number of copies of the
same message are generated and distributed to multiple nodes so that the delivery
probability of the message is increased. Among these algorithms, while some of
them distribute limited number of copies [8–11] to other nodes in the network, some
others [12] provide flooding-like dissemination of the message copies. Different than
replication-based algorithms, some algorithms [13, 14] use erasure coding technique
for efficient routing of messages. They first process and convert a message of k data
blocks into a large set of blocks such that the original message can be constructed
from a subset those blocks. Then, each of these encoded blocks is distributed to
the other nodes in the network and the delivery of sufficient number of blocks is
expected to reconstruct the originalmessage. Finally, some routing algorithms that are
designed based on social network features of these networks can also be considered
as a different category. Table2 summarizes these categories and highlights their
characteristics and comparison. Next, we will discuss the details of some of the
state-of-the-art algorithms in each category.

2.1 Replication-Based Routing

The very initial algorithm in this category is epidemic routing [12]. This field has
attracted considerable attention after this study, and other routing algorithms are

Table 2 Routing algorithm categories for T-DTMSNs

Number of
carriers

Distribution
technique

Pros Cons

Replication-
based

Multiple Copying to met node Fast delivery Could be costly

Utility-based Single Forwarding to met
node

Cost-efficient Could be slow

Erasure-coding-
based

Multiple Distributing encoded
blocks to met node

More reliable Computation
cost

Social-based Multiple/single Forwarding/copying
to met node

Network
structure-aware

Human-based
networks only
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developed to mitigate the problems of epidemic routing. Epidemic Routing protocol
works based on principles of spreading of an epidemic. That is, when the nodes in the
network come to the range of each other, nodes exchange pairwise information (i.e.,
their ids, ids of messages they hold) and decide which messages to share/exchange
to one another. For example, at the meeting of two nodes, a summary vector that
holds the index of all messages in the first node is transferred to the second node.
The second node then checks its own message ids and detects the messages which
are not available in its own buffer and requests the transfer of these messages from
the first node. Once the messages are exchanged, two nodes have the same messages
(if their contact duration allows to do so). Following this approach at every pairwise
node meeting, one of the copies of the message eventually reaches the destination.
As the result, the fastest spread of copies is achieved, yielding the shortest delivery
time and the minimum delay.

The major drawback of this approach is excessive usage of bandwidth, buffer
space, and energydue to the greedy spreadingof copies. Therefore, several algorithms
were proposed to limit the distribution of the message copies while still achieving
high delivery rates. One of the first examples of controlled flooding-based routing
algorithms is Spray-and-Wait [8] algorithm. The idea is to distribute only a limited
number of copies of the same message to other nodes in the network and wait for the
delivery of one of the copies of the message at the destination. The number of copies
of message can be determined based on the tolerance of the application to the delay.
A similar algorithm based on controlled flooding is also presented in [15]. These
algorithms cannot achieve the same delivery rate as epidemic routing; however, they
can achieve high delivery rates within the application’s expectation, while keeping
the cost of routing at very low levels. In [10, 11], Bulut et. al present the spraying-
based algorithm with multiple periods. That is, the copies that will be sprayed to
the network are not given to relay nodes at the beginning. First, a portion of copies
are sprayed and delivery with them is waited for some time. If the delivery does not
occur, in the second period, more copies are sprayed to the network. The goal is to
reduce average copy count sprayed to the network while still achieving a delivery
ratio by a delivery deadline. The idea is illustrated in Fig. 3.

In replication-based routing mainly unicasting is used. In sparse networks like
DTMSNs, at a meeting of nodes, there are usually two nodes. Thus, unicasting is
sufficient. However, in some scenarios, there can be some group of nodes meeting
together and such cases can provide the opportunity to benefit from multicasting. In
[16, 17], multicasting-based routing algorithms are presented. It is shown that with
sufficient knowledge of network dynamics and topology information, the routing
performance can increase with respect to unicasting algorithms.

2.2 Utility or Single-Copy-Based Routing

In utility-based routing, there is usually one message copy of the message. The
delivery of the message is achieved through forwarding of the message between
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Fig. 3 cdf of delivery probability of a message when different copies are sprayed in two different
periods [11]

nodes toward the destination or sink node. The utility here is the key factor that
determines the forwarding of the message.

One of the first studies that addresses the weakness of epidemic routing and uses
only one copy is Probabilistic ROuting Protocol using History of Encounters and
Transitivity (Prophet) [18]. The protocol depends on the observation that the mobil-
ity of nodes in a DTMSN is not random and can be predictable based on repeating
patterns. For example, if a node has visited a location previously several times, the
probability that it will visit that location again is high. A probabilistic routing model
is proposed based on this predicted mobility assumption. Each node maintains a
vector of delivery predictability which shows the likelihood of meeting with other
nodes. The vector is calculated based on historical meetings, and transitivity and
aging mechanisms. At the meeting of two nodes, the messages are forwarded to
nodes with high predictability. The delivery rate increases with the proposed idea
compared to epidemic routingwhile achieving lower communication overhead.How-
ever, the overhead is still high; thus, there are many variants of Prophet algorithm
[19, 20] which have been studied later, some of which include hybrid solutions with
replications of the message.

Following the same forwarding idea, several algorithms, mainly differing from
each other in terms of delivery probability computation, are proposed. For example,
the time passed since the last encounter of nodes with the destination is utilized
in some previous work [9, 21] and the messages are forwarded toward nodes with
recent meetings with the destination. Moreover, in MaxProp [22] prioritization of
the schedule of packets that will be transmitted to other nodes or that will be dropped
from the buffer (due to overflow) is also taken into account in the routing decisions;
thus, better performance results are achieved when the nodes have limited resources
(e.g., buffer, bandwidth).
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In some of the single-copy-based routing algorithms, the traditional shortest-
path-based routing idea is also utilized within the DTMSN definition. That is, a
virtual graph is constructed with links depending on the quality defined by a utility
function. Then, the shortest path is determined from the source to the destination
node and the message is routed over that path. Two example metrics used to define
the link qualities are minimum expected delay (MED [17]) and minimum estimated
expected delay (MEED [23]). These metrics compute the expected waiting time plus
the transmission delay between each pair of nodes based on historical meetings. The
first one uses the future contact schedule, and the second one uses only observed
contact history. Here, note that, in shortest-path-based routing, forwarding decisions
can be made at three different points: (i) at source, (ii) at each hop, and (iii) at
each contact. As the utilization of recent information increases from the first to the
last one, better forwarding decisions can be made. On the other hand, maintaining
the link qualities with latest information and computing the updated shortest paths
require more time. In [24], the impact of correlation between the meetings of a node
with other meetings on shortest-path-based routing is studied. Depending on the
condition of meeting with the node at previous hop, the meeting time with the next
hop node is calculated; thus, the algorithm is called conditional shortest path routing.
Even though such an extended algorithm improves the delivery ratio of shortest-path-
based routing algorithms, there is lots of computation overhead and it may be hard to
obtain link quality for each pair of nodes accurately when there is less training data
of node meetings in the past. The correlation concept has also been used to develop
efficient utility-based routing algorithms [25, 26] in different scenarios.

There are also hybrid algorithms that use both the idea of multiple copies of
the same message and utility-based forwarding. Spray-and-Focus [9] algorithm is
an example of hybrid routing protocols which basically follows the principles of
Spray-and-Wait [8] algorithm but improves the process in wait duration by further
forwarding the message copy to nodes that can meet the destination with high like-
lihood than the current holder. A similar hybrid approach is also presented in [27].

2.3 Erasure-Coding-Based Routing

In order to strengthen the robustness of the routing algorithm against failures and
increase its reliability, coding-based routing algorithms have been developed. They
spread many small-size messages and increase the message delivery probability.
Erasure coding technique is one of the powerful coding techniques used for that
purpose. The approach offers a procedure which first divides a message into k data
blocks and then converts these k blocks into a set of φ encoded blocks such that the
original message can be constructed from any k + ε subset of φ blocks. φ is usually
set as a multiple of k, and R = φ/k is defined as replication factor of erasure coding.
ε is considered as a very small value and can change in different coding algorithms.

Once the source node creates such encoded blocks, it distributes them to different
nodes in the network and delivery of at least k + ε of them to the destination is
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waited for the delivery of the original message. The benefit of erasure-coding-based
routing is that it will not be affected much if one of the pieces is lost or corrupted
as in non-fragmented-based routing. Moreover, the large files will be split into small
blocks and the routing and delivery of them will be conducted separately and over
different paths toward destination. All these features make the routing more robust
and resilient, which is crucial in several application scenarios such as Virtual Reality
(VR).

Let p(t) denote the cdf of a single node’s probability of meeting the destination
at time t after it is generated at the source device, which will be determined based
on the pairwise relations collected. The probability that there are already k messages
gathered at the destination node at time t is:

P(t, Φ) =
Φ∑

i=k

(
Φ

i

)
p(t)i (1− p(t))Φ−i

Once the source device generates the data, it will first divide the file into small
blocks of some fixed size, then with some replication factor, it will encode all these
blocks to obtain the set of blocks to be forwarded toward destination. As the device
meets other nodes, the blocks will be transmitted to other devices as contact duration
permits. Figure4 shows the summary of this coding and routing process from the
data generated at the source device toward the target node.

The idea is introduced in [13], by Wang et al. with extensive discussion on its
advantages over multicopy-based routing approach. In later studies, variants of the
approach are also presented. In [14, 28], the optimal distribution of the encoded
blocks over multiple delivery paths and multiple time frames are studied. In [29], a
similar approachwith a focus onnon-uniformdistribution is presented. Its application
in a secure routing approach is also discussed in [30].

In [5], replication-based efficient data delivery scheme (RED), which is specif-
ically designed for routing of messages in delay-/fault-tolerant mobile sensor net-
works, is presented. The RED scheme uses the erasure coding technique to reach the
target data delivery rate with small messaging overhead. There are two phases of the
scheme. In the first phase called data transmission, the decision of when and where
to transmit the data messages are made depending on the delivery probabilities of
nodes. In the second phase called message management, optimal parameters (i.e.,
number of blocks to encode and the redundancy level) of erasure coding technique
are determined depending on the current delivery probability of the node. The RED
scheme offers a simple joint message manipulation and queue management at inter-
mediate nodes as the source computes the necessary parameters and intermediate
nodes just use them. However, the optimal parameters of erasure coding calculated
at the source node based on its own delivery probability to the sink node. This may
result in inaccurate optimal results, especially when the source node is away from
the sink [5]. To avoid these problems (e.g., increased complexity in message trans-
mission and queue management) of RED scheme, authors propose a better scheme
called Message Fault Tolerance-based Adaptive Data Delivery Scheme (FAD).
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Fig. 4 Erasure-coding-based content delivery and routing from source to target node

In FAD scheme, the design is based on the message fault tolerance which is defined
as the probability that at least one copy of themessage is delivered to the sink by other
sensor nodes in the network. Unlike the RED scheme, when a message is transmitted
to next hop node, the message copy at the forwarder node is not deleted to increase
the redundancy and tolerant to fault of messages. Therefore, FAD scheme can also
be considered as a hybrid routing algorithm that benefits from both replication-based
routing and erasure-coding-based routing. Similar hybrid approaches are also stud-
ied in several other works [27]. The message is not only encoded into small number
of multiple message blocks, but these blocks are also replicated to further enhance
the delivery rate.

Next, we compare the erasure-coding-based approach to replication-based (non-
coding) approaches. As Fig. 5 shows, erasure coding can increaseworst-case delivery
ratio compared to replication-based routing (where BS stands for binary spraying
and SS stands for source spraying of coded blocks). Moreover, it makes the system
more reliable as the loss of a packet does not decrease the delivery ratio as it does in
replication-based routing approach. Thus, each of these routing approaches can show
better performance (i.e., high reliability, delivery ratio) in different environments.
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Fig. 5 cdf of delivery
probability with erasure
coding compared to
replication
(noncoding)-based approach
[11]

2.4 Social-Based Routing

In some DTMSN applications, the sensor nodes are carried by human beings; thus, a
human-oriented data gathering occurs. That is, the sensors on the devices attached to
human body collect data related to human body, human movement, or environment
in the current location of the person to achieve a goal (e.g., flu tracking, air quality
detection) [32]. The data can be sensed through different devices including dedicated
wearable sensing units and smartphones with multiple sensor types. With the rise of
Internet ofThings (IoT) andwidespread adoption of smartphones, such an application
forms a very largeDTMSNnetwork. Thus, designing effective routing algorithms for
such networks depends on understanding humanmobility andmeeting characteristics
(see Fig. 6 showing the highly varying node encounter patterns). To this end, several
studies [25, 33–36] have been conducted on real mobile user data and identified
regularities, repetitions, and correlations on these human networks.

In [37], a new data-gathering approach specifically designed for human-oriented
DTMSNs is proposed. The approach estimates the delay of data transmission for
each sensor node based on historical relations of humans and selectively replicates
the message to sensor nodes with lower estimated delivery delay. Thus, the algorithm
can be considered as a hybrid algorithm that uses replications and social relation
analysis.

There are also some routing algorithms that aim to improve the routing perfor-
mance based on social network properties (e.g., betweenness, centrality, degree) of
the network topology. In [38], the authors use two different social network metrics
to increase routing performance. First, the social similarity metric is used to detect
nodes in the same community. Second, they use egocentric betweenness metric to
identify the nodes that stay in between different communities and take bridging role.
Then, to route a packet toward the destination or sink node, when two nodes meet
each other, first a joint utility function comprised of these twometrics is calculated for
each destination node. Then, the nodewith higher value for themessage’s destination
is given the message.
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Fig. 6 Encounter
distributions of selected
nodes with other nodes in
two different mobile social
network dataset [31]

In [39], each node is assumed to have two rankings: global and local. While the
former denotes the popularity (i.e., connectivity) of the node in the entire society,
the latter denotes its popularity within its own community. Messages are forwarded
to nodes having higher global ranking until a node in the destinations community
is found. Then, the messages are forwarded to nodes having higher local ranking
within destination’s community. A distinction between local community members
and others is also made in [40], and the distribution of message copies is optimally
balanced between these two kinds of encountered nodes. In [41], a community-based
epidemic forwarding scheme is introduced. First, the community structure of the
network is detected using local information of nodes. Then, themessage is forwarded
to each community through gateways. An interesting algorithm based on the analysis
of friendship relations between nodes is also proposed in [31]. Additionally, in some
other studies, several different properties of social networks are considered. In [42],
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irregular deviations from the habitual activities of nodes are considered and it is
shown that the worst-case performance of routing can be improved by scattering
multiple copies of a message in the network such that even deviant (less frequently
encountered) nodes will be close to at least one of these copies. In [43], the effect of
socially selfish behavior of nodes on routing is studied.

3 Underwater Delay-tolerant Mobile Sensor Networks

Recently, the area of Underwater Wireless Sensor Networks (UWSNs) has attracted
a lot of attention due to high demand and rapid advances in technology. For example,
mines in terrestrial areas are getting exhausted and mines in undersea terrains, which
could be easier to reach than those in earth, are explored. Therefore, to detect such
underwater terrain, sensors are distributed around the field of interest. Designing
efficient routing protocols in UWSNs is challenging due to unique characteristics
[44–46]: (i) They rely on acoustic communication (rather than RF) in which the
channels offer low bandwidth and long propagation delays [47], (ii) the network
topology is very dynamic as the nodes move with water currents and some nodes
can be underwater autonomous vehicles, (iii) localization in underwater is difficult
[48, 49]; thus, routing algorithms that need location information may not perform
well, and (iv) energy efficiency in the design of routing algorithm should be a priority
as the underwater sensor nodes are usually battery powered, and could be hard to
recharge or replace them in such challenging environment.

Moreover, even though UWSNs have similar basic functions of sensor networks
including sensing, measuring, and information collection, they may also show char-
acteristics of delay-/disruption-tolerant networks (DTNs). In Fig. 7, a sample Under-
water Delay-tolerant Mobile Sensor Network (U-DTMSN) is illustrated. The sink
node usually floats on thewater, while the other sensors are located at different depths
of the water. There are also some mobile (e.g., underwater robot) nodes that move
around and collect data from other nodes. The links between nodes can be stable
and intermittent; thus, some delay is tolerable in the communication between nodes.
Once the sink node receives the data from other nodes, it can connect to satellite or
onshore station via RF link.

Due to the movement of sensors (e.g., triggered by flows in water), the network
topology could vary a lot and can be hard to control. Such uncertainty in the network
structuremakes the routing of information from sensors toward the sink a challenging
task. The routing protocols designed for them need to consider additional constraints
compared to the routing algorithms in other DTN types. There is a significant amount
of literature on routing protocols for U-DTMSNs. In Table3, we provide a catego-
rization of them, highlight their characteristics, and compare. Next, we will discuss
a few routing protocols in each category.
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Fig. 7 Underwater Delay-tolerant Mobile Sensor Network ecosystem

Table 3 Routing algorithm categories for U-DTMSNs

Key feature Pros Cons

Geographical Uses locations of
sensors

Efficient in dense
networks

May not perform well
with sparsity

Mobile relays-based Uses autonomous
vehicles

Fast delivery Costly

Clustering-based Cluster heads Structural Limited application

Opportunistic and
prediction-based

Learning-based Works well with
sparsity

Needs warm-up time
and training

3.1 Geographical Routing

The algorithms in this category utilize location information of the sensors for efficient
design. In [50], Depth-based Routing (DBR) is proposed. It only utilizes the two-
dimensional depth information of sensors. Multiple sink nodes are also considered
on the water surface to increase the data collection process. The depth information
is exploited to decide the next sensor node (i.e., qualified forwarder) to forward the
packets. If the difference between the depth of the nodes is larger than a threshold,
the node close to surface is considered as qualified forwarder. Even though such
distance-based approach helps limit the number of forwardings of the packets and
reduce the energy consumption, it takes into account only one parameter which
leads some drawbacks. For example, with a large depth threshold, delivery ratio can
decrease as there will be limited number of forwarders. That is why DBR algorithm
will work properly only in dense networks, which may not be the case especially in
UWSNs. Pressure routing protocol proposed in [51] is similar to DBR, but it uses the
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pressure levels at the seafloor as the key factor rather than depth. There are also other
geographical routing algorithms [52–54] which use location information of nodes.
However, they have either high communication cost or cannot performwell in sparse
networks.

3.2 Mobile Relays (AUVs)-Based Routing

Another type of algorithm gets benefit from mobile relays in their designs. For
example, Delay-tolerant Data Dolphin (DDD) algorithm that is proposed in [55]
assumes that in addition to many static sensor nodes in the seabed there are also
somemobile sensor nodes (orAutonomousUnderwaterVehicles (AUVs) [56]) called
dolphins. The static sensors collect information from seabed and forward them to
the closest dolphin node around. Dolphin nodes move randomly in the area and send
beacons to static sensors periodically to notify them about their presence. Receiving
the packets from static nodes, dolphin nodes deliver them to the base station once
they come to the range of it. Clearly, the performance of this type of routing will
depend on the number of dolphin nodes and their characteristics (e.g., speed, range).
With smaller number of dolphin nodes, there will be delay in packet delivery to
sink node (i.e., base station). On the other hand, with more dolphin nodes, the cost
will increase. Thus, such a trade-off requires careful determination of the number
of dolphin nodes based on available resources and performance requirements. There
are also other studies [57] which use AUVs to aid the routing.

In [46], a Link-state-basedAdaptive FeedbackRouting (LAFR) algorithm is intro-
duced using the 3D directions of underwater topology. The study analyzes the routing
in underwater networks with symmetric and asymmetric links (which is determined
by looking at the presence of the same node in downstream and upstream node
tables) and proposes an energy-efficient routing mechanism considering this sep-
aration. Impact of multiple factors (e.g., angle, radius, interference, beam width)
on link states is considered. Once the link states are determined, the routing query
proceeds according to the routing information at each node. There is also a feed-
back mechanism, which is used to update the routing information and increase the
efficiency.

3.3 Clustering-Based Routing

Classical cluster-based routing algorithms are also proposed for U-DTMSNs. In
Minimum-cost Clustering Protocol (MCCP) [58], clusters are formed based on total
energy required to send data to cluster heads, residual energy at clusters, and the
distance between the cluster head and the sink. Even though MCCP can improve
energy efficiency and prolong the network life, it does not support routing over
multiple hops. Location-basedClusteringAlgorithm forData (LCAD) [59] gathering
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is another clustering-based algorithm which divides the entire network into 3D grids
and determines the cluster head accordingly. Thus, the performance of LCADheavily
depends on the position of cluster heads, but with optimal locations, it can reduce
energy consumption during data transmission phase.

3.4 Opportunistic and Prediction-Based Routing

There are also several algorithms which focus on opportunistic nature of Delay-
tolerant Mobile Sensor Networks. The communication between nodes is predicted
based on several parameters. Prediction-basedDelay-tolerant Protocol (PBDTP) [60]
is one of the algorithms in this category. It uses a unique prediction approach rather
than relying on round-trip time (RTT), which may not be accurately estimated due to
the obstructions and different propagation rates in the underwater environment. The
algorithm can show tolerance to long and varying delays, and disruptions between
nodes. It predicates a value for a sensor node if its data does not reach to sink node
(instead of having the node retransmit the data). Sensors are formed into clusters.
If the packet from a node to cluster head is lost, cluster head predicts it based on
previous data values of the sensor node or its neighbor sensor nodes’ data values.
Once the cluster head node receives actual data from a sensor node, it replaces the
predicted value and use the actual data value for accurate predictions in the future.
PBDTP reduces data traffic in the network and uses the network resources efficiently.
However, if the actual data arrival interval from the nodes becomes large, the accuracy
of the proposed approach reduces dramatically.

In order to increase the delivery chance, multiple copies of the same message are
sent toward the sink node. However, this can yield high overhead in the network.
Thus, in some studies, the trade-off between high delivery rates and cost is analyzed.
In [61, 62], a Redundancy-based Adaptive Routing (RBAR) protocol is proposed.
The essential part of that algorithm is a sensor node is allowed to hold a packet as
long as possible until it is necessary to make a copy. By this way, the algorithm aims
to control the replication procedure and the copy count in the network, but in the
meantime achieving a guaranteed in-time delivery and better resource consumption.
Binary tree-based copy distribution scheme is utilized, and the packet replication
process is modeled as a continuous Markov chain process with an absorbing state.
The minimum number of copies required to guarantee a certain level of delay is also
calculated. This is similar to the concept of Spray-and-Wait algorithm where only a
certain number of copies of the message are delivered. Moreover, in [11], the idea is
extended with multiple period concepts. The algorithm can achieve a good trade-off
among delivery ratio, delay, and energy consumption.

Machine learning techniques are also utilized extensively in some algorithms. In
[63], a reinforcement learning-based algorithm (i.e., Q-learning) is used to deal with
uncertainty dynamics of UWSNs. The states are associated with each packet holding
a specific packet, and actions are defined based on the forwarding of the packets
between nodes. The reward in Q-learning model is defined based on residual energy
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and density. With increasing density, the forwarding probability increases but also
the energy consumption. Thus, a weighted equation is used. A Markov Decision-
process (MDP)-based model is used to define the relationship between the states
of Q-learning; then, an energy-efficient and adaptive routing protocol is proposed.
Even though the algorithm increases performance, the learning algorithmneeds some
warm-up time to learn and converge; thus, there might be unsatisfactory performance
in some cases.

Even though multicopy-based algorithms offer improved delivery ratios poten-
tially, due to the inconsistent nature of UWSNs, some copies can be lost and do
not provide benefit while increasing the cost. Thus, there are also studies which
focus on routing with single-copy-based messages. In [64, 65], Guo et al. propose
Prediction-assisted Single-copy Routing (PASR), in which single copy of the mes-
sage is routed toward the sink over a more reliable route. The concept of aggressive
chronological projected graph (ACPG), which basically integrates dynamic topology
change in the same graph, is introduced. Once the historical information about links
between nodes is collected and ACFG is formed (which could also be considered as
mobility pattern of nodes), the optimal routes are determined for the single copy of
the message. For example, the nodes with more neighbors are selected to be part of
the routes as they can provide more stable connectivity with their neighbors. Other
factors considered for optimal route selection include geographic location, contact
periodicity, inter-contact time distribution, and contact probability.

4 Flying Delay-Tolerant Mobile Sensor Networks

Delay-tolerant Mobile Sensor Networks (DTMSNs) can also consist of flying agents
(e.g., unmanned aerial vehicles (UAVs) or drones) in some scenarios. UAV sys-
tems can be operated remotely by human operators or can fly autonomously with-
out carrying human personnel. Exploiting UAVs offers new flexible ways for many
applications including military, search and rescue, public safety [66], transportation,
wildfire management [67], wind estimation [68], disaster monitoring [69], remote
sensing [70], and traffic monitoring [71]. Missions can be completed with UAVs
faster and with less cost. Some example missions could be listed as monitoring of a
disaster area and conducting an assessment of the destruction, video dissemination,
victim localization through thermal cameras or wireless signals from phones, and
providing immediate aid to stranded people in rural areas through video service.

Flying DTMSN (F-DTMSN) is a special network type that could be consid-
ered as a subtype of Mobile Ad hoc NETworks (MANETs), Wireless Sensor Net-
works (WSNs), Delay-tolerant Networks (DTNs), and Vehicular Adhoc NETworks
(VANETs). However, they have unique features which make them different than
these networks. As the communication range of UAVs is much higher than the nodes
(e.g., smartphone carried by people) in terrestrial DTMSNs, the distances between
nodes in an F-DTMSN are very large and the degree of nodes could be much higher
than in other networking scenarios. As the drones are agile and can move fast, the
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Fig. 8 Flying Delay-tolerant Mobile Sensor Network ecosystem

network topology changes very dynamically. This results in drones that connect
intermittently, a characteristic of links between nodes in DTNs.

Figure8 shows a sample Flying Delay-tolerant Mobile Sensor Network ecosys-
tem. There are ground sensors and UAVs flying. UAVs can carry information from
one subnet to another subnet with some delay. UAVs fly around obstacles; thus, the
links between UAVs are mostly intermittent. There can also be a ground satellite sta-
tionwhich communicateswith flying nodes and collects data. UAVs’ range is limited;
thus, they can only communicate with the other nodes in their range. Moreover, the
communication between UAVs can be achieved over multiple hops.

The nodes need to communicate through peer-to-peer connections (similar to
MANETs) for data exchange, synchronization, and coordination with each other.
They collect data from environment through their sensors and transmit to a sink node
(i.e., ground station) similar to the Wireless Sensor Networks (WSNs). In a multi-
UAV network, there might be many sensors located on UAVs and each sensor may
have different data dissemination requirements. Moreover, the energy constraints of
UAVs are much greater than the energy constraints of nodes in other nodes (e.g.,
a typical UAV may have battery capacity of 5200mAh, and a flight time of about
25min [72], while, for example, a smartphone in terrestrial DTMSN can last a day).
All these features make them show some similarities with other networking types
(DTN,WSN,MANET, VANET); however, the routing protocols developed for these
traditional networks do not work well due to their unique aggregate characteristics.

The advantages of F-DTMSNswithmultiple UAVs can be summarized as follows
[73, 74]:

• Lowcost:UAVs involved in such networks are usually small; thus, their acquisition
and maintenance cost is low compared to other large-size flying objects [75].
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Table 4 Routing algorithm categories for F-DTMSNs

Key feature Pros Cons

Routing table-based Link quality
Predetermined paths

Low latency May not be scalable

Hierarchical-based Cluster heads Scalable May not perform well
with high dynamicity

Geographical Uses locations of
nodes

Works well with less
dynamicity

May not perform well
with high dynamicity

• High-speed: UAVs can handle missions that human beings cannot handle, and as
the number ofUAVs in the network increases, the speed of completing themissions
becomes faster [76].

• Large scalability: UAVs can connect multiple ground sensors and provide com-
munication opportunity with minimum cost. This increases the scalability of the
sensor networks and size of coverage area [77].

• High survivability: When multiple UAVs are involved in an F-DTMSN, failure of
one UAV could easily be fixed through the reassignment of tasks to other UAVs
and the operation survivability increases.

• Small radar cross section: Multi-UAV-based sensor networks can produce very
small radar cross sections, instead of having one large radar cross section. This
will be critically important especially in military-based applications [78].

On the other side, there are some challenges to design routing algorithms for
these networks. The initial studies and experiments for flying networks focused on
adaptions of existing routing protocols designed originally for other networks types
(e.g.,MANET). However, most of such algorithms do not performwell in F-DTMSN
due to the unique challenges in these networks (e.g., high mobility and very dynamic
link quality). Therefore, recently new algorithms that try to address these challenges
are proposed specifically for these networks. Table4 summarizes a categorization of
these algorithms and their comparison. In the rest of this section, we survey over the
routing algorithms in each category.

4.1 Routing Table-Based Routing

In routing table-based algorithms, there is a routing table maintained to utilize in
making forwarding decisions. These algorithms could be proactive and reactive pro-
tocols and mainly depend on the rationale used in MANET routing. However, the
algorithms are usually adapted to satisfy the requirements of F-DTMSNs. For exam-
ple, in [79], a novel routing algorithm that promises low latency for F-DTMSN is
proposed. The algorithm is the extended version of the well-known Optimized Link
State Routing (OLSR) protocol [80]. Directional antennas are utilized to find the next
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relay node to improve the performance of OLSR. The sensor node chooses a set of
multipoint relay (MPR) nodes such that the two hop neighbors can be covered. The
proposed Directional OLSR (or D-OLSR) protocol reduces the number of MPRs
with directional antennas and thus reduces the messaging overhead and decreases
end-to-end latency, which is an important parameter for F-DTMSNs. Another exten-
sion of OLSR protocol is proposed in [81], with a name Predictive OLSR (P-OLSR).
It uses GPS information available at UAVs and link quality with ETH metric [82]. It
is currently the only F-DTMSN-specific routing technique with an available Linux
implementation.

There are also different variants of these algorithms proposed. In [83], a time-
slotted on-demand routing protocol is proposed for F-DTMSNs. It is indeed time-
slotted version of well-known Ad hoc On-demand Distance Vector Routing (AODV)
algorithm [84]. InAODV, the nodes send the control packets on random accessmode,
while in [83] dedicated time slots are used and only one node is allowed to send data
packets. The algorithm increases packet delivery ratio and reduces packet collisions;
however, this happens at the expense of some decrease in usable network bandwidth.

In a UAV network, it is also important to collect data from multiple sensors on
UAVs. Thus, data-centric routing algorithms can also be adopted for them (where
the routing tables are static). As the UAVs could be developed specifically for some
mission, the hardware (e.g., sensor) and capabilities of UAVs could be different at
every mission. This makes it difficult to use a routing algorithm for any mission.
Data-centric routing algorithms can be used to address this challenge, for example,
through a publish–subscribe mechanism [85]. The model links the data producers
(i.e., publishers) and data consumers (i.e., subscribers). The data collected fromnodes
toward the sink node is aggregated at intermediate nodes. Contrary to flooding-like
algorithms, only the registered data types are dispatched to the data consumers. Thus,
rather than point-to-point transmission, point-to-multipoint data transmission model
can be utilized. Data-centric communications are usually preferred on a network
with smaller number of UAVs and with predetermined path plans. Thus, a very small
portion of F-DTMSN scenarios may benefit from it.

4.2 Hierarchical/Clustering-Based Routing

There are several studies that target scalable routing for any network size of F-
DTMSN.They basically use hierarchical structure consisting of clusters. Each cluster
has a cluster head, and all the nodes in its cluster communicate with that cluster head
through direct communication link. The cluster head communicates with upper layer
UAVs or satellites directly or indirectly.When a cluster head receives data from upper
layers, it disseminates them to clustermembers by broadcasting. Hierarchical routing
algorithms provide better performance when the target area and the number of nodes
in the mission are high. However, there are critical design issues such as effective
cluster formation in such dynamic networks. In [86], a mobility prediction-based
cluster formation algorithm is presented. As the UAVs are fast, the high mobility
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of nodes requires frequent updates to clusters. In [86], authors aim to address this
challenge through a mechanism that predicts the topology updates of the network.
Utilizing a dictionary tree structure prediction algorithm [87] and link expiration
time mobility model, they model and predict the mobility of UAVs. The cluster head
is selected as the node with the highest weighted sum of all models used. The results
presented show that such a cluster head selection scheme increases the robustness of
the cluster and cluster heads.

Another clustering algorithm for flying UAV networks is also proposed in [88].
The clusters are first formed on the ground station using geographical information
of nodes and updated during the operation of the network. Cluster heads are selected
from the nodeswith high degree and long connection endurance. The cluster structure
is updated based on the mission information. The simulation results presented in the
study show that the stability of the network increases with the proposed clustering
method and routing.

4.3 Geographical Routing

If the physical position of the nodes in the network could be retrieved via GPS sen-
sors or other type of positioning techniques, geographical routing algorithms can
also be utilized for F-DTMSNs. The algorithm uses the position of the source node
and the destination to decide the forwarding strategy. There are some geographical
or position-based routing algorithms developed specifically for F-DTMSNs. In [89],
Lin et al. propose Geographic Position Mobility-Oriented Routing (GPMOR) algo-
rithm. InGPMOR, the nodemovements of UAVs are predictedwith aGauss–Markov
mobility model and this information is exploited in determining the forwarding of
packets. The results presented show that this algorithm can provide better latency
and high packet delivery ratio compared to existing location-based routing algo-
rithms proposed for MANETs. While some studies claim the benefit of geographical
routing for F-DTMNs, some also recommend to be cautious in applying them in
F-DTMSNs. In [90], authors develop a simulation framework to study geographic
routing algorithms in F-DTMSNs. Their simulation results illustrate that using only
greedy geographic forwarding (such as Greedy Perimeter Stateless Routing (GPSR)
[91]) is not fully reliable and a combination of other methods is necessary. In [92],
the power of geographical routing is combined with routing table-based (reactive)
routing. A combined algorithm called Reactive-Greedy-Reactive (RGR) routing is
presented to increase the performance further. The proposed RGR algorithm basi-
cally used both the location information of UAVs and reactive end-to-end paths in
the decision process.

Designing efficient routing algorithms for F-DTMSNs is very challenging due to
the unique features of them. Existing algorithms can only address some aspect of
these networks and propose some adaptions to existing protocols to support routing
in UAV networks. Thus, thorough and stable routing algorithms are still needed.



658 E. Bulut

An F-DTMSN can be used to collect information from the sensors on UAVs.
However, the data generation rates at these sensors together with their priority of
collection at the sink node could be different. All the data collected from all these
sensors needs to be routed toward the ground station (i.e., sink) over UAVs in mul-
tihop manner. Thus, collaboration between UAVs is important for coordination and
collision avoidance. Designing new routing algorithms that can converge quickly in
the highly dynamic F-DTMSN environment and can satisfy the needs of different
data collection requirements is still an open research issue. In [74], authors discuss the
potential of data-centric routing algorithms which can support multiple application
scenarios simultaneously. However, it is not yet explored for F-DTMSNs.

Considering the characteristics of such networks, in the design of a routing algo-
rithm, the following guidelines can also be considered. Routing tables can be hard to
maintain in dynamic network topology environment; thus, an efficient and quickly
adapting routing algorithm should not use routing tables in traditional manner. It
should also need to consider the requirements of different sensors at UAVs and also
intermittent connectivity patterns between UAVs. Thus, limited replication-based
routing algorithms whose benefit has been shown in DTN settings can increase
the performance of routing in F-DTMSNs. However, number of copies should be
determined efficiently depending on the pairwise node relations [11, 31] and mecha-
nisms that will stop copying somehow (through ACKs from destination node or with
self-stopping mechanisms [93, 94]) should be developed. As UAVs can carry GPS
devices, the location information of nodes is most of the time available. Thus, rout-
ing algorithm can be geographical. Finally, the remaining energy levels of the UAVs
should be considered while assigning routing-related tasks to UAVs. For example,
a UAV with a packet to deliver to ground station will give preference to a neighbor
UAV with more energy; however, a UAV with less energy which is getting ready to
visit ground station to be recharged can be preferable rather than another UAV that
can provide multihop connectivity to ground station.

5 Performance Evaluation Metrics

In this part, we discuss the evaluation metrics utilized in assessing the performance
of routing algorithms in Delay-tolerant Mobile Sensor Networks. At the end of this
section, we also provide an overview of the performance of the algorithms presented
in previous sections with respect to these metrics.

5.1 Average Delivery Ratio

Average delivery ratio is the ratio of packets received successfully at the sink node
to the total number of packets originated from all source nodes. Since the network
topology in a DTMSN could be very dynamic and there could be uncertainties about
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the links between the nodes, it is challenging to find the next sensor node that will
lead the packets to the sink. There may not be a connection between the source and
sink node at all. The routing (i.e., forwarding) decisions are made through current
neighbors of the packet carrying node; however, the connection between neighbor
nodes may be interrupted as they move and transmission of the packets may fail.
Thus, some of the packets may not arrive to the destination sink node and average
delivery ratio for all messages can decrease. Average delivery ratio metric is used to
ensure that the desired number of packets (i.e., information) is delivered to the sink,
so that sensor network can function properly. Delivery ratio sometimes linked with
some delivery deadline. Even though these networks are tolerant to delays, there is
sometimes a deadline [10, 11] considered for the successful delivery of certain ratio
of packets. In that case, the packets arriving to the sink node before the deadline need
to achieve a certain delivery ratio required by the application.

5.2 Average End-to-End Delivery Delay

The average end-to-end delay is another significant metric used in the evaluation of
routing protocols. There can be multiple services in DTMSNs, and an immediate
demand can emerge for these services or applications at the sink nodes or between
the sensor nodes. The communication between nodes is achieved via intermittently
connected links. Thus, a delay occurs when a message from a sensor node to another
node needs to be transferred. If there will be multiple hop communication, then
the delays at each hop will accumulate and constitute the end-to-end delay. For all
messages through the network, this will then be averaged to find the delay perfor-
mance of the routing algorithm. End-to-end delay is criticalmetric that can also affect
other factors in the network such as power consumption and buffer utilization. As
the network environment is challenging due to intermittently connected links, some
messages can stuck at some nodes and new messages arriving to these nodes can
cause dropping of messages.

5.3 Average Delivery Cost or Messaging Overhead

Delivery cost is usually defined as the number of copies of the message distributed
during routing and/or the number of forwardings of the message copy happened
between nodes. Whatever the mechanism used in the routing algorithm design (e.g.,
single copy, multiple copy), the delivery cost covers the communication cost between
the nodes. This is also directly related to the energy consumption at nodes as the
transmission of a message and receiving at the other node requires energy. Thus, this
metric also can be used to understand how energy efficient the routing algorithm is.
Routing algorithms should also be designed such that the energy consumption due
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to the routing is balanced among all nodes in the network. Fair routing [95] is one
example algorithm designed primarily with this goal.

5.4 Routing Efficiency

In some studies [31], there is also a metric called routing efficiency used to evaluate
the performance of routing algorithms and comparewith others. Basically, thismetric
measures the ratio of delivery ratio to the number of copies or forwardings made
throughout the routing of a packet. This gives the contribution of each copy or
forwardings to the delivery ratio. For example, direct deliverymethod tries to achieve
delivery with the copy at the source, so the cost is only one and happens at the time of
delivery to destination. But the delivery ratio with direct delivery within a deadline
can be very small as some node pairs may not even meet. Thus, routing efficiency
of the direct delivery method will be equal to the delivery ratio, which is small. On
the other hand, in epidemic routing, the delivery ratio will be very high and best
possible among all algorithms. However, the cost will be very large too, as many
message copies are generated and transferred over the radio between the nodes.
Thus, the routing efficiency will be small too. However, there are algorithms which
can provide high delivery ratios and low overheads. The routing efficiency for them
will be high.

5.5 Network Lifetime

In any type of sensor networks, one of the important metrics regarding the network
performance is its lifetime. Energy is consumed by different operations of the sensor
network including the copying and forwarding of the messages during routing. Thus,
routing algorithms should be designed in a way that it will contribute to the goal of
prolonging the network lifetime. In Wireless Sensor Networks (WSNs), network
lifetime sometimes considered as the time until the first node dies or the time when
the network is partitioned. However, in DTMSN systems, the nodes are not always
connected, and death of one node does not cause a problem in the functioning of
the routing algorithm as it is designed opportunistically. Thus, the network lifetime
in DTMSN environment can be defined as the time after which there will not be
any communication opportunity between nodes. In other words, there can be nodes
moving around but they may not come to the range of each other at all; thus, such
nodes cannot send their messages to other nodes.

Comparing the performance of the algorithms presented in previous sections in
terms of the presented metrics, we observe a very broad range of performance. For
example, the algorithms in each category may achieve a better average delivery
ratio than the algorithms in other categories depending on the application scenario
and network characteristics. A general observation is that the algorithms in which the
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messages are carried bymany carriers provide faster delivery, yielding higher average
delivery ratios and shorter end-to-end delivery delays. Moreover, hybrid algorithms
that utilize multiple information about nodes can overcome the other algorithms in
terms of average delivery ratio and delay. On the other hand, these algorithms may
generate high delivery cost; thus, routing efficiency can reduce dramatically. If the
buffer space of nodes is limited and the generated message traffic is very high, due
to the drops at nodes, this may even yield lower delivery ratios and longer delays.
Therefore, the algorithms that aim a delivery with single carriers of the message
may overcome these multicarrier algorithms in such environments in terms of all
metrics. Network lifetime, which is basically defined by other performance metrics,
could also be very different for the algorithms in each category depending on the
application.

6 Conclusion

In this chapter, we give a survey of Delay-tolerant Mobile Sensor Networks (DTM-
SNs) and the routing algorithms proposed for them. The challenges in a DTMSN,
which is a sensor network with low connectivity among nodes and sparse topology,
is different than the challenges in traditional WSNs. Thus, to address the require-
ments, several routing algorithms are proposed or traditional ones are adapted. After
summarizing the characteristics of DTMSNs and their unique features and differ-
ences from other network types, we present the routing algorithms proposed for
them under three categories. We classify such networks as terrestrial, underwater,
and flying DTMSNs and discuss their specific constraints and challenges. Finally,
we present the performance metrics used in the evaluation of routing algorithms
proposed for DTMSNs.

We believe that the following issues are still open research questions and worth
studying.

• A DTMSN may have different performance requirements based on the applica-
tion. High delivery ratio of packets with lowmessaging overhead has been consid-
ered as the most significant parameter in routing performance. However, in some
applications, there might be other concerns such as prioritized delivery for some
significant (e.g., emergency related, keyframes in a video file) messages. There
is very less focus on routing with such special requirements, and it needs further
study.

• The key factor that defines the routing performance is the ability to select the next
hop nodes properly. Different mechanisms that analyze and model the relations
between nodes and mobility of nodes are utilized to be able to predict nodes’
future encounter patterns accurately and give reasonable forwarding decisions.
However, the behavior of mobile agents carrying the sensor nodes can be very
different depending on the type of agent (e.g., human, animal). Thus, efficient
routing algorithms in heterogeneous environments have still needed to be studied.
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• Most of the research results have been obtained through specific mobility model-
based or real-trace-driven simulations. There is a lack of real DTMSN test beds
for real-world evaluation of proposed systems. In such a test bed, there should be
heterogeneous nodes (static, mobile) and the number of nodes should be easily
updatable.
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Location Privacy in Wireless Sensor
Networks
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Abstract In recent years, wireless sensor networks (WSNs) have been attracting
increased attention from the research and engineering communities, motivated by
applications like security surveillance, border protection, combat field reconnais-
sance, environment and habitat monitoring, and target tracking. In these applications,
a WSN typically consists of a large population of spatially distributed sensor nodes
that cooperatively monitor conditions in their surroundings and report their findings
to an in situ base station (BS). The BS not only collects and analyzes the incoming
data, but also interfaces WSN to a higher authority. Hence, the unique role of the
BS attracts adversary’s attention since it can be a single point of failure for WSN.
In addition, in some applications such as target tracking, the node that detects and
reports on an event could be of utmost importance for an intruder. An adversary
that seeks to diminish the network utility can apply traffic analysis techniques to
locate the sink of all packets (i.e., the BS) and/or the data sources in order to apply
a denial of service attack, e.g., radio jamming. Countering such a threat necessitates
enhanced BS and data source anonymity to conceal their identity, role, and location
from external observers. This chapter analyzes the threat, highlights anonymity met-
rics, categorizes contemporary traffic analysis countermeasures, and discusses some
of the emerging techniques.
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1 Introduction

Networked sensors technology is one of the most important technologies for
the twenty-first century [1]. Sensor nodes, networked through wireless links and
deployed in large numbers, can provide unprecedented opportunities for a wide vari-
ety of military and environmental applications such as combat field reconnaissance,
border protection, security surveillance, forest fire detection, and flood detection.
A wireless sensor network (WSN) is usually composed of multiple sensor nodes,
spread out in a large deployment area, and an in situ base station (BS). The sensor
nodes monitor the environment in their vicinity by measuring ambient conditions
such as temperature, lightning condition, pressure, and humidity and report their
findings to the BS over wireless links. The BS collects and analyzes the sensor data
and interfacesWSN to a higher authority. The employed sensor nodes are small-sized
battery-operated devices. Therefore, decreasing the transmission range of a sensor
node results in energy saving and consequently extends the lifetime of the network.
For that reason, multi-hop routing of data packets is the most popular strategy in
WSNs [2, 3]. Figure 1, shows an example of a wireless sensor network where white
arrows represent the routing topology, red antennas represent the sensor nodes, and
the blue computer represents the BS.

In many applications, WSN operates unattended in inhospitable areas that lack
protected physical boundary; such setup makes it very difficult, if not infeasible, to

Fig. 1 An example of a wireless sensor network topology
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replace nodes. In most of these applications, the failure of the BS is the most note-
worthy since it would disrupt the network operation and often makes WSN useless.
In addition, the failure of the BS can cause loss of important data that may not have
been sent to the remote users. Hence, the unique role of the BS attracts the adver-
sary’s attention. An adversary can nullify the value of WSN by simply disrupting
or physically damaging the BS. To do so, the adversary should first distinguish the
BS among the other nodes in the network and determine its location. To success-
fully protect the BS from a nefarious adversary, we must keep its role, identity, and
location anonymous. On the other hand, in some applications, the critical nodes are
the sources rather than the destination of data. For example, an adversary opts to
find the sensor that is reporting on the status of important assets. In these scenarios,
protecting the asset’s location from an external observer becomes critical.

As described earlier, data packets are forwarded from sensor nodes toward the BS
through multi-hop routing in order to conserve energy. Sensor nodes may generate
packets periodically or when they detect some event in their surroundings. In both
operational models, the BS’s location can be exposed by the high transmission rate in
theBS’s vicinitywhere the data routesmerge (since theBS is a sink of all data traffic).
On the other hand, the location of a data source cannot be exposed if all sensor nodes
transmit packets periodically. Therefore, the problemof source location privacy exists
only when sensor nodes generate packets to report the presence of an event and
its activity. A passive adversary silently intercepts transmissions and applies traffic
analysis techniques to infer properties about the structure of the network topology
and the profile of the various nodes.

Deng et al. [4] have identified two classes of passive traffic analysis attacks that
can be applied to WSNs. The first is the rate monitoring attack, where an attacker
tracks the packet transmission rate. A passive eavesdropper can determine the loca-
tion of the BS by identifying the nodes that transmit at high frequency. Similarly, the
adversary can locate the source of a transmission due to the large volume of packets
originating from a small area. The second and most sophisticated is the time corre-
lation (or statistical correlation) attack, where an attacker determines the correlation
in packets transmission time between neighboring nodes. The node that serves as a
relay on a data route is expected to transmit a packet soon after receiving it. Thus,
by accumulating observations, the attacker can correlate sender–receiver pairs and
infer the routing paths that lead to the BS or locate the source of a transmission by
back-tracing the hop-by-hop progression of packets generated at the source node
due to a detected event. While packet encryption and anonymous routing are usually
used to hide the identity of the BS and sensor nodes [5], the radio transmission of
packets itself can be the base for traffic analysis by an adversary in order to expose
the location privacy of WSN [6, 7, 8].

Unless traffic analysis countermeasures are being applied to WSN, an adver-
sary can identify a target entity by analyzing the traffic patterns. To increase the
location privacy of WSN, a number of anonymity boosting techniques have been
proposed in the literature [9–30, 31–56]. The traffic analysis countermeasures usu-
ally aim to attract adversary’s attention far from the BS/source location by altering
the network’s traffic pattern and consequently make the traffic analysis inclusive.
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However, anonymity boosting solutions usually impose overhead on the individual
nodes; therefore, protecting the WSN assets is subject to trade-off so that the net-
work’s performance and lifetime are not sacrificed for the sake of anonymity. In
addition, contemporary attack models found in the literature do make assumptions
that degrade the adversary’s capabilities and cause the used metrics to misrepresent
the level of anonymity. This chapter opts to cover all these issues.

The rest of this chapter is organized as follows. Section 2 defines anonymity in
WSNs. Section 3 briefly analyzes existing source location privacy attack models and
summarizes published source location privacy-preserving techniques. In Sect. 4, we
describe the existing sink location anonymity attackmodels and categorize published
traffic analysis countermeasures. In Sect. 5, we analyze the strengths and weaknesses
of the existing sink location privacy attack models. In Sect. 6, we present EARS, a
traffic analysis attack model that increases adversary’s confidence in locating the BS
while reducing the traffic analysis complexity. Finally, Sect. 7 concludes the chapter
with a summary and a highlight of open research problems.

2 Anonymity Definition and Categorization

System’s anonymity can be defined as the level of uncertainty an adversary has while
seeking to identify a target entity within the system. Therefore, the anonymity of a
system depends on the adversary’s capabilities and the level of sophistication. An
entity stays anonymous if it cannot be distinguished among others; thus, the basic
prerequisite for providing anonymity to a particular entity is that there should be
a set of entities SE(t) at a given time t with similar characteristics [13, 57]. From
the adversary’s perspective, the anonymity set SE(t) at given time t comprises all
entities in the system that can be identified as a possible target. Therefore, at time
t, the adversary can do no better than randomly selecting an entity e ∈ SE(t) as the
target with probability pe � 1

|Se(t)| . Over a period of time, the adversary gains further
knowledge, e.g., by intercepting and analyzing transmitted packets, that helps in
assigning a higher probability to a particular suspect e and hence increases confidence
about e being the target.

In communication systems, the definition of anonymity refers to concealing the
properties of the nodes that compose the network [13]. These properties can be the
identity, location, or role of a node ewithin the network and thus lead to the following
three types of anonymity:

1. Identity Anonymity: In a system that is composed from multiple entities, the
need for identifying each entity by a unique name is necessary. For example,
the Internet consists of hundreds of thousands of machines that are connected
together, and eachmachine is identified by a staticMACaddress and a dynamic IP
address. Inmany situations, it is necessary that an identity of a system component,
e.g., a node in aWSN, must not be revealed to external entities and in many cases
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even internal entities. Thus, achieving identity anonymity requires preventing an
adversary fromobtaining the addresses associatedwith particular system entities.

2. Location Anonymity: An adversarymay be interested in knowing the location of a
particular entity and not its identity. Location anonymity is defined as concealing
an entity’s position. For example, the adversary may know the IP address of
a node without being aware of its location. On the other hand, an adversary
may employ traffic analysis techniques and estimate a node’s position without
determining its identity. Depending on the application requirements, it may be
necessary to provide location or identity anonymity or both [13].

3. Role Anonymity: Role anonymity refers to hiding the particular role activities of
nodes within the network. For example, a particular node may be a gateway to a
larger network, or a BS that provides protocol and time synchronization, resource
assignments, and service to external users. The role of some nodes is critical for
the network’s operation which elevates the need of such type of anonymity.

To support anonymity in WSN, the system should ensure confidentiality for the
exchanged packets between nodes and must prevent traffic analysis attack models
from revealing the location of the target entity. Confidentiality of exchanged packets
is in essence required for the content privacy threat that can be associated with the
two types of anonymity, namely identity and role anonymity. The adversary attempts
to decode the packet content of the intercepted network traffic in order to uncover
the sensed data, and infer the identities and roles of nodes. This privacy threat can
be countered by applying packet encryption and anonymous routing protocols such
as [58–60]. On the other hand, location anonymity is associated with the contextual
privacy threat, where the adversary eavesdrops on radio transmissions and applies
traffic analysis techniques in order to infer valuable traffic information, uncover the
routing topology, and localize the target entity [32]. In the rest of this chapter, location
anonymity (privacy) is considered as the primary type of anonymity that is applied
to WSNs.

As pointed out earlier, a passive adversary silently intercepts transmissions, seek-
ing to locate the target node by applying a traffic analysis technique. In the literature,
three types of passive adversaries could be identified. The first reflects a local (in situ)
adversary who intercepts transmissions that occur in a small part of the network. The
second type indicates an adversary that has partial view to the network traffic by
deploying monitoring devices at different observation points. Finally, the third type
is a global adversary who eavesdrops on communications in the entire network’s
operation area. An adversary that has local or partial view of the network could
apply traffic analysis in the intercepted packets and gradually move to other parts
of the network until finally locating the target entity. The global adversary applies
traffic analysis using the collected traffic information throughout the entire network.
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3 Source Location Privacy in WSNs

The threat of traffic analysis against source location privacy has gained increased
attention from the research community in recent years [61]. In some applications, the
location of the source that senses an event/subject is of utmost importance and must
be hidden from the adversary. The adversary analyzes the intercepted transmissions
aiming to locate the node that reports on an event.

3.1 Attack Models for Source Location Privacy

Published source location privacy techniques have focused on a “Panda-Hunter”
scenario, where the adversary is termed as an animal poacher who seeks to determine
the location of amobile, tagged panda [31–56]. These techniques are employed under
the presence of different privacy attack models which can be classified into three
categories, namely global adversary, local adversary, and multi-local adversary [46].

Global adversary: The global adversary-based schemes [18, 34, 36, 44, 56]
assume that the adversary can intercept every radio transmission occurring in the
network. The adversary can eventually locate the source of an event notification by
observing the originator of the traffic. To enhance source node’s location privacy,
some selected or all nodes should generate packets periodically, e.g., at fixed time
intervals, in order to mimic the presence of multiple sources. If a selected node does
not detect event’s presence/activity at one time period, it generates a dummy packet,
so that the adversary cannot knowwhether the packet is due to a real event or dummy
data. It is obvious that in order to boost source location privacy against a global adver-
sary model, a countermeasure should introduce significant overhead which degrades
network performance and lifetime. Another reason for doubting the practicality of
this attack model is that if the adversary has a global view to the network traffic, the
source can be located without applying any traffic analysis technique [46].

Local adversary: This attack model assumes an in situ adversary with limited
eavesdropping capabilities.As illustrated inFig. 2, a local adversary is able tomonitor
only one region within the area of interest at a particular time. The adversary starts
from theBSand tries to locate the origin of a transmission by back-tracing the hop-by-
hopmovement of the packets until reaching the source node. To elaborate, initially the
adversary is positioned close to the BS and silently eavesdrops on communications.
When the adversary intercepts a transmission made from node X3, it moves to where
X3 is and waits. Similarly, the adversary moves closer to the source when node X2

transmits a packet. Eventually, the adversary reaches the source node when node
X1 generates a new packet in order to report on the event. It has been shown in
[32] that the wider the adversary’s overhearing range is compared to the sensor
node’s transmission range, the higher the likelihood of locating the source becomes.
Additionally, for events occurring in one location for some time period, the adversary
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Fig. 2 Illustration of how a local adversary determines the data source

may capture a sufficient number of packets to locate the source area even if different
routes are used to forward the data toward the BS.

Multi-Local adversary: In this attack model, the adversary is assumed to have a
partial view to the network traffic [46] by distributing a group of monitoring devices
at different observation points, as shown in Fig. 3. Traffic information, including
the coordinates of the sender and the time of a packet transmission, is collected by
the monitoring devices. The high generation rate of packets originating from small
regions (source area) creates inconsistency in the network traffic pattern. Traffic flows
are usually initiated from the sensor nodes within and around the source area due to
event’s presence/activities for some period of time. The adversary tries to identify the
originator of the traffic by analyzing the collected data from the observation points
through traffic analysis techniques such as nodes’ transmission rate and packets’
time correlation. Actually, the adversary uses traffic analysis back-tracing to move
from the BS to the source. Basically, the continuous packet flow from the source area
toward the BS causes some nodes on the routes to experience higher transmission
rates than nodes far from the source. The adversary changes the observation points
by moving the monitoring devices to more promising regions that can lead to the
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Fig. 3 A Multi-local adversary with four observation points

source area. The adversary suspects the presence of the source once a large drop in
the packet sending rates is observed after passing the source’s area. In other words,
a possible source is identified by the adversary when the outgoing packet flows from
a region are much more than the ingoing packet flows to that region.

3.2 Privacy-Preserving Measures for Source Location

Source location privacy measures focus on how information can be reliably and
efficiently delivered to the sink while preventing the adversary from uncovering the
location of the source. To enhance source location privacy, numerous anti-traffic
analysis techniques have been proposed in the literature. Conti et al. [61] classify
published techniques into eleven different categories, namely the random walk, geo-
graphic routing, delay, using dummy/fake data sources, cyclic entrapment, location
anonymization, cross-layer routing, separate path routing, network coding, limit-
ing the node detectability, and others. Overall, these techniques aim to protect the



Location Privacy in Wireless Sensor Networks 677

source by employing various traffic pattern alteration approaches like dummy pack-
ets, dynamic route setup, packet flooding, mobile sinks, and data aggregation.

In the randomwalk-basedmethods proposed in [31, 33], generated packets follow
a random path from the source to the sink. Therefore, it is difficult for an adversary
to back-trace a packet since there are no established data routing paths. Other pro-
posed solutions apply techniques that have similar effects, namely routing through
randomly selected intermediate node/s [35, 40] and phantom routing [32]. In [38],
the authors have studied the effect of intermediate nodes on anonymity and recom-
mended selecting them closer to the sink area. This methodology is called the sink
toroidal region (STaR). The separate path routing techniques described in [41] make
sure that packets generated from the same source are routed to the sink through dif-
ferent nonintersecting paths. Meanwhile, the approach of [52] uses mobile sinks to
collect the data in order to vary the routing paths based on the sink’s new location.
Spachos et al. [37] introduce opportunistic routing where the data paths are deter-
mined based on the proximity of relay nodes to the sink and on whether a node has
recently served as a relay node. The objective is to vary the packet flow over time. The
above techniques increase source location privacy by delaying the adversary progress
toward the data source in hope of degrading adversary’s confidence in whether the
right strategy is being pursued. Figure 4 shows the effect of using various routing
paths from the source to the destination. In this example, the adversary waits close
to the BS until he captures the first packet that is routed to the BS through “Route
1”. Then, the adversary moves where node “X1” is and waits for the next incoming
packet in order to move closer to the source. Since different routes are used from
the source to the BS, the adversary keeps waiting at node X1 until “Route 1” is used
again. That way the adversary gets delayed and probably assumes that the intercepted
transmission from node “X1” was a dummy packet.

Using fake data sources techniques introduces deceptive packets in order to alter
the traffic pattern in the network [36, 42–47, 56]. The adversary is assumed to be
incapable of differentiating the real from the fakepackets.Chen andLou [36] combine
random walk, intermediate nodes, and deceptive packets. The presence of deceptive
traffic complicates the local adversary’s analysis since it is not possible to differentiate
between real and fake packets. Therefore, the fake packets approach is probably the
most effective in boosting the location privacy if applied in a sophisticated way. For
that reason, in [44], two dummy traffic filtering techniques are presented. The first is
the proxy-based filtering scheme (PFS) where proxy nodes are responsible to filter
out dummy packets. Each proxy is connected to a set of nodes. The nodes send their
packets (real or fake) to their associated proxy node. Proxy nodes filter out fake
packets and queue the real packets. Finally, proxy nodes forward the queued real
packets toward the sink or transmit a fake packet in case where the queue is empty.
The second solution is the tree-based filtering scheme (TFS) where the proxies are
organized into a tree hierarchy. In TFS, proxies are responsible not only for filtering
out fake packets and forward real packets but also to aggregate real data. Additionally,
proxies closer to the BS filter traffic from proxies that are farther. That way, TFS
reduces the fake traffic and conserves energy. Finally, the optimal filtering scheme



678 N. Baroutis and M. Younis

Fig. 4 Increasing source location privacy by using dynamic routing

(OFS) is presented in [47]. In OFS, every node can become a proxy to allow flexible
routing and filtering so that the load is balanced and the WSN lifetime is extended.

Meanwhile, the cloud-based scheme [46] opts to blend real and fake packets
between sources and intermediate nodes in order to create “clouds of traffic” that
distract the adversary’s attentionwhile the intermediate node forwards the real packet
to the BS. In the fitted probabilistic rate (FitProbRate) approach [56], nodes generate
fake packets according to the statistical distribution of the real events. Real packets
are embedded in the stream of fake packets, making it hard for the adversary to
differentiate them. The idea of FitProbRate is extended in [45]. Essentially, when
there is no real event detected in the monitoring area, nodes mimic the presence
of a real event by initiating fake traffic. On the other hand, the cyclic entrapment
techniques [42, 43] aim to disrupt the adversary’s traffic analysis by creating cyclic
routes of deceptive packets along the real path. An example is shown in Fig. 5; the
red arrows represent the routes formed from fake packet transmissions, while the
blue arrows represent the real path. That way, the local adversary gets trapped in the
deceptive packets’ routing circles without finding the real source. Mehta et al. [18]
consider a global adversary and propose a solution called periodic collection (PeCo).
In PeCo, every node has a decrementing transmission timer. When the timer expires,
a node transmits the first packet in its queue. If there are no queued data packets at
that time, the node simply transmits a fake packet. Fake packets are being dropped
by the receiving nodes.
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Fig. 5 Illustration of the cyclic entrapment technique for protecting the location privacy of data
sources

Yang and Zhu [48] introduce an aggregation-based scheme that combines dummy
packets and data aggregation to provide source location privacy. Other data aggrega-
tion approaches [39, 49–51] generally enable trade-off between location privacy and
the increased overhead. On the other hand, flooding techniques have received a lot of
attention in the literature despite their resource blindness. In [31], the authors describe
the baseline flooding, where each node that receives a packet simply rebroadcasts
it to neighbors. Flooding significantly increases the energy consumption across the
network. Therefore, Kamat et al. [32] have proposed the flooding with forward prob-
ability technique where nodes randomly select some of their neighbors to multi-cast
the packets to. Generally, flooding techniques do not significantly boost the source
location privacy since the adversary can still back-trace a path to the source.

In the cross-layer approach and the double cross-layer approach [55], the nodes use
the link-layer-based beacon frames,which are used for networkmaintenance, to share
information on sensed events. Thus, a local adversary that eavesdrops on the packets
(network layer) wouldmiss part of the exchanged information and consequently does
not find the real source. Oh and Gruteser [53] propose a multi-cooperator power
control solution. Nodes collaboratively jam transmissions in order to complicate
the adversarial transmission localization methods and thus make it harder for the
adversary to find the actual source of the packet. Nonetheless, it is assumed that nodes
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Table 1 Comparative summary of the source location privacy boosting techniques

Approach Reference Layer Shortcomings

Dynamic routing [31–33, 35–38, 40, 41,
46]

Network Little effectiveness

Mobile sinks [52] Network High frequency of
topology changes

Dummy packets [18, 42–48, 56] Network Increased overhead

Packet flooding [31, 32] Network High overhead, little
effectiveness

Data aggregation [39, 44, 48–51] Network Little effectiveness

Cross-layer
techniques

[55] Cross Little effectiveness

Transmission range
reduction

[54] Link Little effectiveness

Multi-cooperator
power control

[53] Physical High overhead and
need for tight clock
synchronization

will be able to detect the presence and localize the adversary. Finally, Tavli et al. [54]
discuss how to increase source location privacy by lowering the radio transmission
power. They point out that such a technique leads to increased forwarding packets and
affects network’s performance. Table 1 summarizes the source privacy-preserving
techniques described above by comparing them based on the traffic pattern alteration
approach and the network layer at which they are being applied.

4 Sink Location Privacy in WSN

Although some work, e.g., [36, 62], has stressed the importance of simultaneously
providing both source and sink anonymity, source location privacy boosting tech-
niques assume that the location of the BS (sink) is known to the adversary. From
the adversary’s perspective, it could be much harder or even impossible to locate the
source if it does not locate the BS first. Precautionary measures can be employed in
the design and the operation of the BS in order to avoid exposing it to the adversary.
For example, the BS maintains a transmission power level equivalent to other nodes
in WSN and limits its involvement in controlling traffic in order to be undistinguish-
able from other nodes in the network. Additionally, physical camouflage techniques
may be applied to the BS such that an adversary cannot identify it visually, evenwhile
being present in the vicinity of the BS [18]. These techniques are very popular in
military applications where equipments are blended with the environment or hidden
to be out of sight. Therefore, trying to hide the location of the BS from an adversary
that analyzes the traffic pattern of the network can be crucial even if the adversary
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is seeking to locate the source of the traffic. For that reason, we focus in the rest of
this chapter on the threat that an adversary can impose on the BS location privacy.

4.1 BS Location Privacy Attack Models

Three traffic analysis attack models are widely used in the literature, namely GSAT
test, entropy, and evidence theory [13]. These attack models are in published work
while developing countermeasures and validating their effectiveness in boosting the
BS location privacy. In all the three attack models, the adversary eavesdrops on
communications and applies techniques such as angle of arrival (AOA) and received
signal strength (RSS), along with trilateration, to locate the source of the wireless
transmission with considerable accuracy [63–68]. When a sensor node transmits a
packet with a certain radio range, any of the nodes that lie within this range can
be potential receivers of the packet. Due to insufficient localization accuracy, the
adversary cannot accurately determine the location of a source and subsequently the
potential receivers. To overcome that problem, the adversary maps the deployment
area into a grid of equal-size square-shaped cells and determines the source cell
of each transmission in the network. Thus, for each intercepted transmission, the
adversary identifies the set of cells in which the potential receivers are located.

GSAT Test: The general satisfiability (GSAT) test is intended to measure the
ability of a countermeasure to guard the network against an adversary that seeks to
locate the BS. The GSAT test is motivated by the GSAT algorithm [69], which was
proposed for solving NP-hard satisfiability problems. The GSAT test falls under the
rate monitoring attack model and was first proposed by Deng et al. [4] as a tool of
measuring the average number of steps an adversarymakes until discovering theBS’s
cell. The GSAT test assumes a local eavesdropper rather than the more sophisticated
global eavesdropper. An adversary that uses the GSAT algorithm performs greedy
local search by identifying radio transmission hot spots and gradually moves to
the area where the BS is located. As we mentioned earlier, nodes closer to the BS
experience higher transmission ratio. Initially, the adversary starts from a random cell
and monitors radio transmission activities within its vicinity, which includes its own
cell and all the neighboring cells, for a certain period of time. Then the adversary
moves to the neighboring cell with the highest transmission activities hoping to
find the BS. If the adversary is already in the cell with the highest transmission
activities among its neighbors and such a cell does not contain the BS, the adversary
is said to be trapped in a local maxima. In such a case, the adversary randomly
chooses a neighboring cell to move to. The greedy search terminates when the BS
cell is reached. The number of moves that the adversary takes until reaching the BS
represents the GSAT number. The more the network traffic is evenly distributed, the
higher GSAT number the adversary gets.

Entropy: The entropy model uses Shannon’s information theory [70] as a mathe-
matical foundation. Diaz et al. [71] and Serjantov and Danezis [72] proposed entropy
for gauging the anonymity of a system. Basically, sensor nodes are spread throughout
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the deployment area of a WSN. A global adversary with passive presence divides
the entire deployment area into a grid of N2 square cells and tries to locate the BS’s
cell. The adversary assigns to each cell a probability that the BS is located within
that cell. Let pi be the probability at time t that a cell i contains the BS. Then the
entropy of the system at time t is defined as:

entrt � −
N 2−1∑

i�0

[
pi × log2 pi

]
(4.1)

When the adversary starts eavesdropping on the network, each cell is assigned
an equal probability of hosting the BS: i.e., the probability for each cell will be 1

N 2 .
Hence, the initial entropy of the system will be entr0 � log2 N

2 which reflects the
maximum entropy. An adversary learns new information and adjusts the cells’ proba-
bilities by analyzing the traffic. The information that an adversary has learnt at time t
can be expressed as entr0−entrt . The ratio d � entrt

entr0
defines the system’s anonymity

at time t. When the adversary successfully identifies the BS, the probability of its
cell becomes 1, the entropy becomes 0, and subsequently the anonymity will be zero
at that time. Ideally the anonymity is 1 and stays high when the traffic is evenly
distributed across the network. Thus, in the entropy attack model, an adversary tries
to uncover the BS’s location by identifying the cell where the largest traffic volume
is occurring and concludes that the sink should be located within that cell [17, 22,
23]. The traffic volume (TV) of a cell i can be computed as follows:

T V (i) � num. of tranmissions × transm. range × packet si ze (4.2)

Assuming that the transmission range is the same for all sensor nodes and the
packet size is the same for any type of packet, then the TV of a cell can be reduced
to the number of packet transmissions occurring within that cell. The probability pi
in Eq. (4.1) that an adversary assigns to each cell can be defined as the TV measured
by the adversary for cell i divided by the total TV across all cells.

Figure 6 shows an example to illustrate this attack model. The green arrows
represent the routing topology, red antennas denote the sensor nodes, and the blue
computer represents the BS. For this example, each node generates 15 packets and
is responsible for forwarding the generated and incoming packets to the next hop
node in the routing path. The total number of transmissions each node makes (by
accumulating the generated and forwarded packets) is shown next to the outgoing
arrows from each node. The cell dimension is assumed to be equal to the nodes’
transmission range, dividing the deployment area into a 3 × 3 grid. The “simplified”
TV (assuming equal transmission range and packet size for each node) of each cell
is shown in the yellow box of each cell. The BS’s cell has the highest TV among
the cells. In general, cells closer to the BS have higher TV and subsequently higher
pi . This also applies to the BS’s cell itself if its size is large and has a considerable
number of sensors.
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Fig. 6 Illustration of how TV is applied through an example scenario

Evidence Theory: Huang [73] first proposed evidence theory (ET) as a network
traffic analysis model for measuring anonymity. ET falls under the statistical corre-
lation attack model and has received attention from researchers because it provides a
global adversary analysis framework that identifies a node or a cell with the highest
likelihood of being or containing the BS, respectively. In ET, the adversary observes
the network over a period of time, aiming to implicate a certain node as the BS. The
attacker correlates the intercepted transmissions to compose all routing paths by con-
sidering all possible recipients of a transmission. Since multi-hop routing is used for
disseminating data to the BS, the closer a node is to the BS the higher transmission
rate it experiences. Therefore, most of the adversary’s composed paths merge in the
BS’s vicinity, revealing the BS’s location.

Specifically, the global adversary silently eavesdrops on the radio communications
in the observed area. Each time a packet is intercepted during transmission from a
source to a destination, it is considered an evidence of a communication link between
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Fig. 7 Illustration of how ET is applied through an example scenario

source–destination pair. The approximate location of the source determines a set of
probable receivers based on the estimated output power of the source radio. The
adversary collects evidences and correlates them in order to deduce composite end-
to-end communication paths. If S is the set of nodes in a network, the evidence E(R)
for an end-to-end path R between two nodes x and y ∈ S is defined as:

E(R) � minU⊆R{E(U )}, |R| ≥ 2 (4.3)

where |R| represents the number of sensors that compose the inferred path. The
normalized evidence of a path R is given by m(R) � E(R)∑

E(V )
, where V represents

any possible composed path. Basically, m(R) expresses the proportion to which all
evidences collected from the adversary support the claim that a particular path R is
part of the routing topology [73, 12, 13]. The weighted Belief, Bel(y), denotes the
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Table 2 Collected evidences and composed paths for the example scenario in Fig. 7

Trans. cell Evidence E(V) M(V)

3 E(3, 2), E(3, 4), E(3, 6), E(3, 7), E(3, 8) 1 0.2

2 E(2, 1), E(2, 3), E(2, 5), E(2, 6), E(2, 7) 1 0.1

5 E(5, 1), E(5, 2), E(5, 6), E(5, 9), E(5, 10) 1 0.066

Derived E(3, 2, 1), E(3, 2, 5), E(3, 2, 6), E(3, 2, 7), E(3, 2, 5, 1), E(3, 2, 5,
6), E(3, 2, 5, 9), E(3, 2, 5, 10), E(2, 5, 1), E(2, 5, 6), E(2, 5, 9),
E(2, 5, 10)

1 0.037

adversary’s confidence in the existence of paths Y that end at a specific node y and
is defined as:

Bel(y)�
∑

Y⊆V

n ×
∑

U |U⊆Y

m(U ) (4.4)

where n denotes the length of the path Y . In few words, Bel(y) refers to the sum of
eachY ’s subpath’s normalized evidencesmultiplied by the length of Y’s path. A small
weighted Belief value for the BS corresponds to decreased adversary confidence or
higher BS anonymity, and vice versa.

As described earlier, the adversary experiences an errorwhen localizing the source
of a radio transmission and subsequentlywhendetermining the potential destinations.
To overcome this problem, the adversary partitions the target WSN into a N × N
grid. Consequently, y now refers to one of the N2 cells within the adversary’s grid
and not to a particular node. Figure 7 shows an illustrative example of ET analysis
applied to a 4 × 4 grid, where the cell side is equal to the transmission range of
nodes. Two packets are generated from the nodes in cells 3 and 5, respectively. The
BS is located in cell 6. The first packet is forwarded to the BS through the node in
the second cell. If we assume that the time-based order of transmissions according
to the cell number is 3, 2, and 5, then the adversary collects evidences and derives
all possible paths in Table 2.

Most paths in Table 2 are ending at cell 6. Cell 6 has also the highest weighted
Belief, that is: (2 × 0.037) + (2 × 0.037) + (2 × 0.037) + (3 × (0.037 × 3)) + (3 ×
(0.037 × 3)) + (4 × (0.037 × 6)) = 1.776. As we can see in Table 2, the collected
evidences derive composite paths based on the sequence of radio transmissions. The
radio transmission order of the collected evidences enables the adversary to com-
pose derived paths based on ordered pair-wise evidences. That way the derived paths
are composed based on time-correlated transmissions (for this example, 3, 2, 5).
If the adversary composes derived paths based on all possible permutations of the
collected transmissions, then (i) the number of the derived paths increases signifi-
cantly, in fact exponentially, and (ii) the weighted Belief value of each cell will not
be valid.
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Fig. 8 A sample network where traffic flows (blue arrows) merge at BS vicinity (yellow circle)

4.2 Base Station Location Privacy-Preserving Measures

Traffic pattern alteration approaches, discussed earlier in Sect. 3, can successfully
boost the source location privacy. While similar or same approaches can be applied
in order to increase the BS location privacy, most of these approaches do not suffice
for achieving that goal. There are two main reasons that make the transition of these
approaches from source to sink location privacy insufficient. First, the BS location
privacy boosting techniques should be able to defend against a global, more “sophis-
ticated” adversary instead of a local or a partial one. Second and most importantly,
when sensor nodes generate packets periodically, all the traffic flows merge in the
BS vicinity, no matter the route a packet follows or if the BS is mobile or how many
fake packets would be injected along each route, etc. Figure 8 shows how the traffic
routes (blue arrows) merge into the BS vicinity (yellow circle). Even if the traffic
routes vary over time while sensor nodes generate packets, the BS is exposed from
the huge incoming traffic and cannot be hidden from an adversary without sacrificing
network’s resources and performance. Such trade-off between location privacy and
network performance and lifetime should always be under consideration.
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The crucial role of the BS has motivated the development of traffic analysis coun-
termeasures in order to sustain the location privacy of the BS while considering the
aforementioned trade-off. The objective of these countermeasures is to significantly
alter the traffic pattern of the network in order to complicate the adversary’s analysis,
decrease its confident about locating the BS, and most importantly avert attention by
exposing other network nodes/areas as the traffic’s sink. To achieve that goal, traffic
analysis countermeasures usually employ various approaches like dynamic routing,
deceptive packets, data aggregation, packet flooding, mobile BS, and fake sinks.
These approaches, as can be easily guessed, are imposing overhead. For that rea-
son, cross-layer countermeasure techniques have been explored intending not only
to increase the level of location privacy but also to conserve energy and maintain
acceptable network performance.

Conner et al. [9] introduce a decoy BS that diverts the adversary’s attention away
from the real BS. All data packets are first forwarded to the dummy BS and then
re-routed to the real BS. We illustrate that idea in Fig. 9, where all traffic is routed
(blue arrows) to the decoy BS (blue sensor node) and then forwarded from the decoy
sink to the BS (red arrows). Acharya and Younis [13] have proposed two techniques
to boost the BS anonymity level. The first requires that the BS retransmits a subset
of the packets it receives with different time-to-live in terms of the number of hops
for which these packets are relayed. The second technique assumes a mobile BS that
can relocate itself to a more secure location. In [30], the authors try to mimic the
BS behavior by using aggregator nodes, delaying the real traffic, injecting deceptive
packets, and varying the routing topology. Aggregator nodes (ANs) are responsible
for collecting real packets and randomly forwarding them toward the BS via other
AN. Real traffic is being delayed by increasing the time-to-live at each AN hop. ANs
and regular sensor nodes introduce deceptive packets as well. Finally, the BS has the
capability to update the routing topology at any time.

In ATA [20], each node generates the same TV with the sink’s neighbors by
transmitting deceptive packets so that the traffic density is evenly distributed across
the network. In [14], data generated by each node is destined not only to the sink but
also to every other node in the network (flooding) such that all nodes including the
BS have equal share of total incoming and outgoing flows. Meanwhile, the technique
proposed in [10, 11, 16] increases the BS location privacy by strategically injecting
deceptive packets in areas with low traffic density in order to manipulate the traffic
pattern that an eavesdropping adversary observes. By targeting only low-traffic areas,
it is possible to boost the location privacy while conserving energy. The differential
enforced fractal propagation (DEFP) technique proposed in [4] is a combination of
multiple anti-traffic analysis approaches, namely multi-parent routing, randomwalk,
and fractal propagation. Deceptive packets are propagated in the network. A node
uses a lottery scheduling algorithm to choose one of its neighbors to forward the
deceptive packet to. That way, fake packets form traffic patterns that turn specific
areas into hot spots.

In [29], two different types of nodes are used in order to hide the BS. Nodes
located near the BS are called BLAST nodes, while other nodes are just regular
nodes. BLAST nodes have different communication ranges and forward the received
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Fig. 9 Increase in BS location privacy by using a decoy sink (blue sensor node)

packets to the BS through shortest paths. Deceptive packets are used in order to
distribute the traffic across the network. The approach of [15] opts to grow the
computational complexity of an adversary’s ET-based analysis by increasing the
transmission power used by all network nodes. To provide an additional element of
confusion, distributed beamforming is exploited as a cross-layer technique in [20,
21]. Basically, multiple nodes cooperatively transmit a packet at short range such
that the individual transmissions sum up at a distant receiver. Thus, the transmissions
would appear to the adversary as unrelated andwould not implicate a sender–receiver
relationship.

Data aggregation is exploited as a means for boosting the BS location anonymity
in [26–28]. Selected cluster head (CH) nodes are responsible for collecting and
aggregating real packets. Aggregated data are forwarded from CH to CH toward
the BS. In [26], a Hamiltonian cycle is used as the routing topology among the CH
and the BS so that the BS appears as a CH to an external observer. In [27], only
one CH node is able to forward the aggregated data to the BS. To achieve that, CH
nodes form a hierarchical routing topology in order to propagate the data to the sink.
Furthermore, the BS selectively transmits the packets to one of the CHs so that it



Location Privacy in Wireless Sensor Networks 689

appears as one of the regular network nodes rather than the sink of all traffic. Finally,
CoDa [28] combines the data payload ofmultiple packets into a single packet in order
to reduce the pair-wise evidences and cut down traffic flows that are headed toward
the BS. An additional challenge to the adversary’s traffic analysis is introduced by
the forwarding delay that is accumulated since incoming packets should be queued
in order to be combined.

Fake sinks and deceptive relay nodes have been pursued for boosting the location
privacy of the BS [18, 22–24]. In [18], simulation is used to explore the effect of fake
sinks; yet no algorithm was proposed to determine how many, where they have to
be, and how to route traffic to them. Di Ying et al. [22] have proposed an algorithm
to determine the location of fake sinks aiming to minimize the total traffic load in the
network. However, the fact that the routing topology and the first fake sink are picked
randomly cannot guarantee that the selected set of fake sinks achieve the desired goal.
Additionally, nodes are assumed to be deployed on a grid topology, with the distance
between two neighboring nodes on the grid equal to the communication range of
nodes. Obviously such an assumption limits the applicability of the algorithm.

Both IATA [22] and MoRF [23] address the identification of the fake sinks; yet
onlyMoRF factors in the traffic loadbyprobabilistically generating deceptive packets
toward the fake sinks such that the traffic is well distributed across the network.
Figure 10 illustrates howMoRF alters the traffic pattern by routing deceptive packets
to the fake sinks (blue sensor nodes). For each real packet that is generated and is
being forwarded toward the BS (blue arrows), fake packets are probabilistically
generated from nodes in the real path and forwarded (red arrows) toward each fake
sink.WhileMSI [24] applies the same heuristic ofMoRF to determine the fake sinks,
unlikeMoRF,MSI deterministically identifies deceptive relay nodes and defines their
deceptive packet generation rate in order to turn the vicinity of the fake sinks into
hot spots without a significant impact on the network’s performance.

Table 3 summarizes the BS location privacy countermeasures described above
and compares them based on the traffic pattern alteration approach and the network
layer at which the countermeasure is being applied.

All countermeasures, described above, seek to enhance the BS location privacy
by altering the traffic pattern of the network. As described earlier, the alteration of
the network’s traffic pattern decreases adversary’s confidence in locating the BS and
makes its analysis inclusive, but may not guarantee that the adversary would fail
to discover the BS. Generally, we categorize the performance of a countermeasure
based on the following criteria: (i) whether the countermeasure can resist traffic
analysis attacks launched by a global attacker, or only a local one, (ii) whether
the countermeasure is capable of defending the BS against both types of global
adversary models: rate monitoring and statistical correlation attacks, (iii) whether
the countermeasure allows balancing the interest in energy consumption and location
privacy, and (iv) whether the countermeasure can be applied to any WSN topology.

Published countermeasures are usually evaluated while considering an adversary
with specific capabilities. The fact that a countermeasure is evaluated against a local
or global adversary that uses rate monitoring or statistical correlation attack model
does not mean that this countermeasure cannot successfully protect the BS under
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Fig. 10 Boosting the BS location privacy by routing deceptive packets (red arrows) toward each
fake sink (blue sensor nodes)

different adversary models. Therefore, in order to assess whether a given counter-
measure provides high location privacy level while satisfying (i) and (ii), the coun-
termeasure should explore and efficiently address the following critical issues: (1)
in which area/s of the network the traffic pattern should be altered, (2) how much
the traffic pattern should be altered in these area/s, and (3) which nodes are respon-
sible to accomplish the traffic pattern alteration. Tackling these issues should strike
a balance between energy consumption and location privacy in order to satisfy (iii).
Additionally, it would be beneficial if the mechanisms for addressing these issues
vary over the operation time of WSN. Table 4 summarizes the capabilities of the
discussed countermeasures to manage these conceptions.
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Table 3 Comparative summary of the sink location privacy boosting techniques

Approach Reference Layer Shortcomings

Dynamic routing [4, 9, 30] Network Little effectiveness

Mobile sink/s [13] Network High frequency of
topology changes

Fake sinks [9, 18, 22–24] Network Increased overhead

Deceptive packets [4, 10, 11, 16–18,
22–24, 29, 30]

Network Increased overhead

Packet flooding [14] Network Excessive overhead

Data aggregation [26, 28] Network Increased data
delivery latency

Delay [13, 30] Network Little effectiveness

Varying/growing
transmission range

[15, 29] Link Increased medium
access collision and
signal interference

Distributed
beamforming

[20, 21] Physical Need for tight clock
synchronization

Table 4 Classifying the capabilities of published countermeasures for enhancing the BS location
privacy

Criteria Counter both types of global
adversary models

Balancing privacy and
network performance

Applied to any
network topology

Where? How much? Which nodes?

[4] ✓ ✓ ✓ ✓ ✓

[9] ✓ ✓

[11] ✓ ✓

[13] ✓ ✓ ✓

[14] ✓ ✓ ✓

[15] ✓

[16] ✓ ✓ ✓ ✓

[17] ✓ ✓ ✓ ✓

[18] ✓ ✓ ✓

[20] ✓ ✓ ✓ ✓

[21] ✓ ✓ ✓ ✓

[22] ✓ ✓ ✓

[23] ✓ ✓ ✓ ✓ ✓

[24] ✓ ✓ ✓ ✓ ✓

[26] ✓ ✓

[27] ✓ ✓

[28] ✓ ✓

[29] ✓ ✓ ✓

[30] ✓ ✓ ✓
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5 Sink Location Privacy Attack Models: Strengths
and Weaknesses

As discussed in Sect. 4, three traffic analysis attack models, namely entropy, GSAT
test, and evidence theory (ET), are widely used by published techniques to define
countermeasures and to validate their effectiveness in boosting the BS anonymity.
In Sect. 4.1, we used the traffic volume (TV) attack model to assess entropy, while
detailed examples of howaglobal adversary applies ETorTV to discover theBSwere
also given. In this section, we analyze the strengths and weaknesses of these models
froman adversary’s point of view in order to assesswhether existing countermeasures
are as effective as they are thought of to be. Our analysis highlights some fundamental
shortcomings in these models, and consequently, the effectiveness of the related
countermeasures is degraded.

5.1 Traffic Volume—Discussion and Critique

In the traffic volume attack model, as was discussed in Sect. 4.1, the adversary is a
global passive observer that eavesdrops on the entire deployment area and intercepts
transmissions. The adversary maps the deployment area into a N × N grid of equal-
size square-shaped cells and determines the source cell of each transmission in the
network. To locate the BS, the adversary tries to identify the cell where the largest
traffic volume is occurring. The traffic volume (TV) of each cell can be computed by
using Eq. (4.2). Then the adversary assigns to each cell i a probability pi for hosting
the BS, which can be defined as the traffic volume measured by the adversary for cell
i divided by the total traffic volume across all cells. The BS’s cell and its neighboring
cells are expected to have higher traffic volume and subsequently higher pi .

Figures 11, 12, and 13 show an example of this attack model applied to different
grid sizes. For simplicity, we assume that the transmission range is the same for all
sensor nodes and the packet size is the same for all packets. Thus, the traffic volume of
a cell in Eq. (4.2) can be reduced to the number of packet transmissions made within
that cell. The green arrows reflect the routing topology, the red antennas represent
the sensor nodes, and the blue computer denotes the BS. For this example, each node
generates 15 packets and is responsible for forwarding the generated and incoming
packets to the next hop node in the routing path. The number of transmissions each
node makes by accumulating the generated and forwarded packets is shown next to
the outgoing arrows from each node. In Fig. 11, the cell dimension is equal to the
node’s transmission range, dividing the deployment area into a 3× 3 grid. The traffic
volume of each cell is shown in the yellow box of each cell. The BS’s cell has the
highest traffic volume.

Figure 12 shows the effects of decreasing the cell size. Each cell contains at most
one node, and the traffic volume of each cell is the number of packets that its nodes
transmit. The BS’s cell does not experience any transmission, and hence, its pi will
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Fig. 11 Traffic volume distribution for the 3 × 3 grid

be zero. A close cell to the BS has the highest traffic volume, and subsequently, the
adversary can conclude that the BS is located within that cell or in a neighboring
cell otherwise. It is important to note that the communication range of nodes is still
same.

Finally, in Fig. 13, we increase the cell dimensions, dividing the deployment area
into a 2 × 2 grid. The cell in the bottom right corner experiences the highest traffic
volume while the BS is located in another cell. Hence, increasing the cell size does
not guarantee the highest pi for the BS’s cell. Basically, the routing topology and
the distribution of the nodes in the deployment area significantly affect the traffic
density.

A fundamental advantage of the TV analysis is its simplicity as its complexity is
linear in the number of cells. Nonetheless, it suffers quite a few shortcomings. First,
the probability pi of a cell varies over time and depends on the traffic volume of that
cell. If the transmission range is not the same for all nodes and/or the packet sizes
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vary, then such an attack model could be easily deceived. Additionally, the cell size
that the adversary considers can be too small such that most of the BS’s neighboring
nodes will belong to different cells. That results in assigning higher pi to cells close
to the BS than the BS’s cell itself. Generally, the larger the cell size is, the higher
the probability for identifying the BS cell by using this attack model becomes (not
always though as we have shown above).

As a countermeasure, nodes located in cells that are far from the BS can insert
redundant traffic and counter this attack model without significant effect on the
network lifetime and packet delivery ratio. Hence, the traffic volume analysis could
depend on the node distribution across the deployment area, cell size, transmission
range of nodes, packet size, and redundant traffic. From the adversary’s point of view,
performing such an attack will require low computational power and will assign high
probability to BS’s cell if the cell size is relatively big.While TV is easy to be applied,
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a sophisticated adversary knows that even a “simple” countermeasure technique that
introduces redundant traffic far from the BS will defeat such an attack.

For that reason, the adversary should consider a cell that has higher pi than a
specific threshold as candidate to host the BS. Hence, the goal of the adversary is
to identify a set K of cells that represent the set of possible BS locations. Thus, the
probability of each candidate cell to host the BS is 1/|K |, which reflects the level of
uncertainty the attacker has in identifying the BS cell. Therefore, the uncertainty of
the adversary depends on the threshold for pi . If the threshold increases, the size
of the candidate set decreases, but the adversary is not confident that the BS cell
belongs to the candidate set. On the other hand, lowering the threshold boosts the
adversary’s confidence that the BS’s cell belongs to the candidate set, yet the size of
the candidate set is now larger.
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5.2 GSAT Test—Discussion and Critique

The GSAT test assumes a local adversary rather than the more sophisticated global
adversary. The adversary is assumed to divide the deployment area into a grid of
equally sized square cells as before. The local adversary starts from a random cell i
and eavesdrops on communications within its vicinity for a certain period of time.
Then the adversary moves to the i’s neighboring cell that experiences the highest
transmission activities, hoping to find the BS. If no neighboring cell has more trans-
mission count (local maxima), the adversary randomly chooses a neighboring cell
at random and goes to. The GSAT number denotes the average number of moves
before the adversary finds the BS.

Assuming that contemporary camouflaging techniques are employed to make it
hard for the BS to be visually identified by the adversary, even if it is in the same
cell, the GSAT test will never terminate. For this reason in [13], the adversary model
is extended to track the total number of moves (cell transitions) and the number of
times an individual cell is visited. At any time t, the GSAT score of a cell i is defined
as:

G(i, t) � # of cell visi ts

# of total moves
, (5.1)

If an adversary has moved to one particular cell many times due to its high trans-
missions activities, it can be concluded with high confidence that the BS resides in
that cell. Considering the previous example, we can see the effect of the cell size
(Figs. 11, 12, 13) in this type of attack model. If the cell size is too small (Fig. 12),
the GSAT score for the BS’s cell will be too low and the number of moves taken by
the adversary will not be less than a random search. The local view of the adversary,
on the other hand, cannot assume big cell size. As it can be easily guessed, it is not
difficult to counter the GSAT attack model; basically, nodes that are away from the
BS can inject redundant traffic and boost the anonymity of the BS.

As discussed above, this attack model assumes a local adversary. An adversary
with a global presence ismore powerful. TheGSATscore does not exclusively depend
on the traffic distribution, but it also depends on the cell size (and subsequently the
number of cells), the starting cell, the number of local maxima, and most importantly
the randomness of the move the adversary takes to advance past a local maxima.
Obviously, a traffic distribution with many local maxima can significantly delay the
convergence of GSAT-based attacks.

5.3 Evidence Theory—Discussion and Critique

In Sect. 4.1, we have described the ET-based attack model. The ET attack model
considers a more “sophisticated” global adversary, who passively eavesdrops on
the radio communications in the observed area for a certain period of time. The
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global adversary intercepts transmissions and correlates them in order to compose
end-to-end communication paths. As described earlier, the adversary partitions the
target WSN into a N × N grid, localizes the source of a transmitted packet, and
determines the potential receivers. Then, the adversary computes the evidence E(R),
of each path R, by using Eq. (4.3). The normalized evidence of a path R is given
by m(R) � E(R)∑

E(V )
, where V represents any possible composed path. Finally, the

adversary, by using Eq. (4.4), computes the weighted Belief Bel(y) for each cell y.
As discussed in [15], the complexity of discovering all possible paths using cell-

based analysis is derived based on a breadth-search tree as O(N2bd), where b is the
branching factor, d is the depth to search, and N2 is the number of cells in a N×
N grid. The branching factor b of a cell depends on the transmission range of the
nodes within that cell. Assuming that all nodes have the same transmission range,
the branching factor b will be the same for all cells and is defined by:

b � O

(
q∑

i�1

8 × i

)
, (5.2)

where q=�Transmission Range/CellSide�. In essence, the parameter q deter-
mines the number of all possible recipient cells for a transmission made by a node
given the radio range and cell dimensions. The depth to search d is O(longest path).
Since the longest path in a N×N grid could consist of N2 cells, the complexity of
the traffic analysis is represented as:

Complexi ty � N 2 × O

⎛

⎝
(

q∑

i�1

8 × i

)N 2⎞

⎠, (5.3)

To reduce the complexity of the analysis, the adversary should reduce the branch-
ing factor. The minimum value for b is achieved when the cell side is equal or greater
than the transmission range of nodes. Hence, decreasing the cell size can increase
the complexity of ET traffic analysis. Additionally, the adversary can reduce the
complexity by correlating evidences for short time windows, i.e., by considering the
order of transmissions within a short duration so that a subset of the possible paths is
excluded. The adversary computes the weighted Belief of each cell per time window
based on the derived paths. All derived paths are deleted before the new time window
begins. Finally, each cell is assigned the average of the cell’s Belief values. In other
words, the adversary reduces the depth to search d by deriving fewer composed paths
with shorter length at the cost of lower confidence. As the time window expands, the
analysis grows in complexity and the confidence of the adversary increases.

In Fig. 14, we use the example of Sect. 4.2 (Fig. 7), but now let us assume that the
transmissions from nodes in cells 2 and 3 are captured within the same time window,
while the transmission from cell 5 is captured during another time window. Table 5
shows the derived paths based on such an assumption. The number of paths is smaller
and their length is shorter compared to the composed paths of Table 2 (Sect. 4.2).
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Fig. 14 Illustration of how ET is applied with time windows

The weighted Belief of cell 6 is (0.07×2)+ (0.07×2)+ (3 × (0.07×3))�0.91 for
the first time window and 0.2 for the second time window. Cell 6 has an average
weighted Belief equal to 0.555 that is still the maximum compared to the Belief of
other cells, yet it is less than the Belief value that cell 6 had (1.776) before we apply
a shorter time window (Sect. 4.1).

Consider now the example of Fig. 15, where the cell side equals the node’s trans-
mission range. Assume that each of the sensor nodes within cell 5 generates a packet.
The arrows represent the routing paths. There are 3 transmitted packets that the adver-
sary captures during the same time window. Assume that the dark blue path finishes
before the light blue path starts. Table 6 shows the derived paths during this time win-
dow. Only two paths end at the BS’s cell, and consequently, the BS’s cell has lower
Belief value than most of the cells. The reason is that the BS’s cell does not behave
as a sink anymore. The BS’s cell experiences transmissions because of the sensor
node within it. This attack model points out many reverse paths, i.e., going away
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Table 5 Collected evidences and composed paths for the example in Fig. 14 while assuming a
small time window

Time window Trans. cell Evidence E(V) M(V)

1 3 E(3, 2), E(3, 4), E(3, 6), E(3, 7), E(3, 8) 1 0.2

2 E(2, 1), E(2, 3), E(2, 5), E(2, 6), E(2, 7) 1 0.1

Derived E(3, 2, 1), E(3, 2, 5), E(3, 2, 6), E(3, 2, 7) 1 0.07

2 5 E(5, 1), E(5, 2), E(5, 6), E(5, 9), E(5, 10) 1 0.2

Derived – 1 0.2

1 2 3

64 5

7 8 9

Fig. 15 An example scenario that illustrates howET fails whenBS’s cell experiences transmissions

from the BS, if sensor nodes belong in the same cell with the BS. The more sensor
nodes belong to the BS’s cell, the more BS’s cell weighted Belief value diminishes.
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Table 6 Derived paths for the collected evidences for the example in Fig. 15

Trans. cell Evidence

5 E(5, 1), E(5, 2), E(5, 3), E(5, 4), E(5, 6), E(5, 7), E(5, 8), E(5, 9)

6 E(6, 2), E(6, 3), E(6, 5), E(6, 8), E(6, 9)

5 E(5, 1), E(5, 2), E(5, 3), E(5, 4), E(5, 6), E(5, 7), E(5, 8), E(5, 9)

Derived E(5, 6, 2), E(5, 6, 3), E(5, 6, 8), E(5, 6, 9), E(6, 5, 1), E(6, 5, 2), E(6, 5, 3),
E(6, 5, 4), E(6, 5, 7), E(6, 5, 8), E(6, 5, 9)

Thus, if the cell dimension is large enough such that the BS’s cell contains many
neighboring nodes, the ET attack model will fail to reveal the BS cell. On the other
hand, to increase the adversary’s confidence in determining the BS cell, we should
decrease the cell size. Therefore, there is a trade-off between adversary’s confidence
and complexity by using this attack model. As pointed out earlier, the injection of
redundant traffic far from the BS seems to be a remarkable anonymity boosting
technique against TV analysis and GSAT test. Simply, nodes that are positioned
far from the BS can broadcast redundant packets periodically aiming to increase
the transmissions in their regions and subsequently to boost the BS anonymity. In
contrast, the ET attack model does not only capture events but also correlate them
intending to identify routing paths. The deception of ET attack model requires the
injection of redundant traffic into well-defined areas, but the redundant traffic should
follow a pattern that is radically different from the normal.

ET tries to locate theBS’s cell as an endofmost inferredpaths (sink). It is not risqué
to say that statistical correlation attack is the most powerful and sophisticated attack
model, but requires extremely high computational power to apply when assuming a
small cell size. Therefore, in order to reduce the complexity of ET analysis without
reducing adversary’s confidence (by considering bigger cell size), we can reduce the
branching factor (to be less than N2) in Eq. (5.3). If we set the branching factor to
one, ET composes paths consisting of one single cell and the complexity becomes
linear. That is exactly what TV traffic analysis does, but TV tries to identify the BS’s
cell as a hot spot area based on a threshold. In general, despite the cell size and the
attack model, the BS’s cell can be a sink or a hot spot or none if a countermeasure
completely changes the traffic pattern.

6 A Novel Traffic Analysis Attack Model and Base Station
Anonymity Metrics

In the previous section, we have analyzed attack models that are commonly used
to validate the effectiveness of BS anonymity boosting techniques. In general, these
attackmodels can be classified based on themethodology into two categories. Traffic
volume (TV) and GSAT test belong to the transmission rate category, and evidence
theory (ET) falls under the statistical correlation category. The performance of these
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attack models depends on the cell size and the countermeasure technique that is
applied to distribute the traffic across the network. Cells are used by the adversary
to express uncertainty in accurately locating the source of a signal transmission.
Considering a small cell size for the traffic analysis generally spoofs the TV attack
model and increases significantly the convergence time for GSAT test; meanwhile,
considering a large cell sizemay nullify the ET attackmodel. AlthoughET is themost
sophisticated attack model, its convergence time can be an obstacle. The trade-off
between ET traffic analysis complexity and adversary’s confidence can be balanced
by choosing a cell side of (2/3)r, where r is the sensor’s node transmission range
[25]. Then, the complexity can be further reduced by applying ET traffic analysis
for shorter time windows as explained in Sect. 5.3. The larger the time window, the
higher the complexity and confidence for adversary’s traffic analysis.

It is obvious that to further reduce the complexity of ET traffic analysis in Eq. (5.3),
we should reduce the number of cells that ET is applied to. Therefore, we need to
identify a set M of cells, where |M|≤N2, and exclude the other (N2 − |M|) cells
from the analysis. It is crucial to carefully select members of M such that the BS’s
cell is among them. To achieve such an objective, we present a sophisticated attack
model, named, Evidence theory Analysis with Reduced search Space (EARS), that
combines the advantages of the TV and ET attack models. As we pointed out in
Sect. 5.1, TV analysis can be an attractive approach because of its low complexity
which is linear in the number of cells. For that reason, EARS first uses TV analysis to
identifyM that consists of traffic hot spot and sink cells and then ET is applied while
only considering the cells inM. In other words, TV helps ET in eliminating possible
data paths by pointing out a subset of the cells in the grid that should be focused on.
In the rest of this section, we describe how EARS overcomes the weaknesses of the
existing models and locates the BS more efficiently [25]. Additionally, we present
two metrics that can be further used to evaluate a countermeasure.

6.1 EARS’s Hot Spot Cells Identification Phase

As we pointed out in the previous section, the cell size affects both TV and ET-based
analysis. For ET, the recommendation is to make the cell side equal to (2/3)r, where
r is the transmission range of the nodes. For TV, as the cell size decreases, the BS’s
cell may not be a hot spot cell anymore and instead the BS could be located in one
of the hot spot neighboring cells. Basically, as the cell size gets smaller, fewer of the
BS’s 1-hop neighboring nodes will belong to BS’s cell and cause it to become a hot
spot rather than sink cell. In fact, unlike the case of large cells, a countermeasure
can easily create local maxima in the traffic distribution without imposing major
redundant traffic when the cell size is small. On the other hand, a small cell size
better reveals the routing topology and improves the fidelity of the TV analysis. The
fact that the complexity of TV analysis is linear gives us the opportunity to apply
it repeatedly for different cell sizes. Hence, EARS applies TV analysis for different
grids (number of cells) in order to be able to determine the local maxima that a



702 N. Baroutis and M. Younis

countermeasure may create, get a better insight about the traffic distribution across
the network, and identify the real hot spots with high probability.

By injecting redundant traffic, a countermeasure usually aims to either balance
the traffic density across the network or create hot spot areas far from the BS [13–24].
A major challenge for TV attack model is how to determine the value of threshold
β since it depends on the grid size and can be set high for small grid sizes or low
for big grid sizes. For that reason, EARS sets threshold β equal to the average pi
of the grid’s cells, which equals to 1/N2, where N2 is the number of cells in a N ×
N grid. If a cell i in a grid has a probability pi that exceeds threshold β, cell i is
considered to be a hot spot for that grid. A considerably low value of threshold β

does not ensure that the BS’s cell or a BS’s neighboring cell would be identified as
a hot spot if a countermeasure is applied. To overcome this issue, EARS initially
divides the monitoring area into a 2×2 grid and computes the probability pi of each
cell i (i�1,…, 4), as explained in Sect. 5.1. Then, EARS repeatedly divides the area
into a finer-grained grid, i.e., with smaller cells, until the cell side is equal to 2r/3,
and again computes the probability pi of each grid’s cell. We set the minimum cell
side to 2r/3 in order to limit the complexity of evidence theory when applied at a
later stage. EARS identifies the hot spots for each of the considered grid sizes based
on the associated threshold β, i.e., average pi for that grid.

Finally, EARS identifies the high-fidelity hot spot regions by considering the
traffic distribution in all grids. That is, if a region of the monitoring area is defined as
a hot spot in at least half of the considered grids (i.e., by applying simplemajority vote
among the considered grids), then that region is marked as a high-fidelity hot spot.
The rationale for such a technique is to identify the hot spot regions with respect to
contiguous traffic flowswhile excluding hot spot areas that a countermeasure creates.
Thus, EARS decides if a cell i from the final grid Gf (with the smallest cells) is a
hot spot if and only if the cell’s i area is identified as a hot spot in at least half of
the considered grids. Basically, the area of cell i in Gf may be covered by a single
(bigger) cell j in another grid Gq. In such a scenario, if cell j was identified as a hot
spot for Gq, then the area of cell i is implicitly a hot spot. However, when the area of
cell i is covered by a set C of multiple cells in Gq, the fraction of cell’s i area that is
considered hot spot in Gq is calculated based on whether the cells in C are hot spots
or not. For example, in Fig. 16, if cells x and y in Gq (grid with continuous lines) are
hot spots and cover 39 and 14% of the cell’s i area (yellow cell) in grid Gf (grid with
dash lines), respectively, then 53% of cell i is considered a hot spot inGq. Generally,
the decision on whether cell i is considered a hot spot w.r.t. Gq depends on whether
50% or more of the cell’s i area is covered by hot spot cells in Gq.

To illustrate the space reduction phase through TV analysis considering the sam-
ple network in Fig. 17a where no countermeasure is applied, each node transmits
periodically 15 packets that are forwarded to the BS over the shortest paths. The
blue arrows represent the routing topology, and the annotated numbers indicate the
number of packets each node transmits. Figures 17 and 18 demonstrate how EARS
reduces space and highlight its advantage over ET. EARS first applies TV using
different grid sizes, as illustrated in Fig. 17b–d where the number of transmissions
occurring at each cell is shown in the red or the yellow boxes. In a (N×N) grid, a hot
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Fig. 16 Identify the area of
cell i, in the smallest grid
that EARS considers, as a
hot spot in a bigger grid

39%

14%

x

y

i

spot cell is the one experiencing at least the average number of transmissions (435/N2

in the example in Fig. 17), which constitutes the average probability of hosting the
BS according to TV analysis (since each node has the same transmission range and
all packets are of the same size). In Fig. 17, hot spot cells are marked with red boxes.
The cells with yellow boxes are the cells with probability lower than the average.

EARS then determines the set F of hot spot cells in the biggest grid (4×4 for this
example) by using the traffic distributions from all grids (2×2, 3×3, 4×4). If the
area of a cell in the 4×4 grid is a hot spot in at least one more grid (i.e., total of two
out of three grids), then such a cell is considered to be a hot spot and is placed in set
F. Figure 18 shows the cells that are identified as hot spots (set F) with a red box
within them. It is easy to map the cells from 4×4 to 2×2 grid and decide which
cells are hot spots in both grids (cells 10 and 14). On the other hand, a cell j in the
4×4 grid may be covered by 1 or 2 or 4 cells in the 3×3 grid. EARS handles that
by considering all the cells in smaller grids that cover a cell j in a bigger grid. For
example, the area of cell 11 in the 4×4 grid is covered by 4 cells in the 3×3 grid.
Cells 5, 6, 8, and 9 in the 3×3 grid cover 45%, 22%, 22%, and 11% of cells’ 11 area,
respectively. Cells 5, 8, and 9 in the 3×3 grid are identified as hot spots, and hence,
78% (>50%) of the area of cell is identified as hot spot in the 3×3 grid counterpart.
Therefore, cell 11 is identified as a hot spot for 2 out of 3 grids (3×3 grid and 4×4
grid) and is added to set F. As we can see in Fig. 18, EARS identifies hot spot cells
with higher confidence while increasing the complexity only by a linear factor as we
show later.
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Fig. 17 TV analysis applied for different grid sizes

6.2 EARS’s Sink Cell Identification Phase

To overcome the shortcoming of TV analysis where the BS’s cell could be a sink
instead of a hot spot, i.e., the BS’s cell is a neighbor of hot spot cells, EARS expands
the set of considered cells. The idea is to augment the set “F” of hot spots with the
candidate sink cells to form the set “M”. Although it can simply be assumed that
every cell that is a neighbor of a hot spot may be a sink and may be added to set “F”,
the number of cells will grow substantially and the advantage of EARS diminishes.
Instead, EARS qualifies the neighbors (cells) of hot spot cells in order to determine
the most relevant sink cells. Basically, neighbors (cells) of the hot spots with the
highest probabilities of having the BS based on TV form the set S. First, EARS
determines a set D ⊆F, consisting of the high-fidelity hot spots among the cells in
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Fig. 18 EARS identifies set
F (hot spot cells) 15 15 15
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F, i.e., those with the highest probabilities. To do so, EARS identifies the cells of F
that have pi higher than the average probability over all members of the set F. These
cells are the members of the set D. Finally, EARS defines a set S of highly probable
sink cells which are adjacent to any member of D, i.e., high-fidelity hot spots in F.
Thus, the set of cellsM, where |M |≤N2, considered by EARS for applying ET traffic
analysis equals S ∪ F.

How EARS accounts for sink cells is demonstrated in Fig. 19, based on the hot
spots in Fig. 18. Only one cell is identified as a high-fidelity hot spot (set D), that
is, the cell with the purple box (cell 10) while all the adjacent cells (with the orange
boxes) are identified as high probable sinks. Thus, the setM consists of cells with red
(hot spots), purple (high-fidelity hot spot), and orange (highly probable sinks) boxes.
It is worth noting that a cell that appears as a hot spot in the 4×4 grid, e.g., cell 8
is excluded from M. This highlights the importance of voting across grids, which
fundamentally masks cells with high traffic volume due to packet relaying rather than
the presence of the BS. Additionally, cell 15 that hosts the BS was identified as a hot
spot only in the 3 × 3 grid (one out of three), but EARS succeeds to identify it as a
sink cell and include it in setM. This shows that EARS overcomes the disadvantage
of TV analysis which assumes that the BS’s cell is a hot spot.

ET traffic analysis can now be applied to the cells of M, which collectively con-
stitutes only 56% of the total monitoring area. Additionally, instead of correlating
435 packet transmissions to derive all possible paths for 4×4 grid, we correlate 285
(65%) packet transmissions for a 3×3 grid. In other words, EARS not only reduces
the complexity of the ET analysis by decreasing the search space, but also by excludes
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Fig. 19 EARS’s reduced
space M (cells with purple,
red, and orange boxes)
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a significant portion of collected evidences (transmissions) that ET analysis would
have correlated.

6.3 EARS Complexity Analysis and Anonymity Metrics

EARS uses TV analysis repeatedly to capture the hot spot regions based on traffic
flows in order to filter out local maxima that a countermeasure may have been intro-
duced. After hot spot regions are identified with high confidence, EARS identifies
the high probable sinks to capture the BS’s cell as a sink. As shown in [25], the com-
plexity of the EARS space reduction process is O

(
k × N 2

)
, where k is the number

of different grids EARS uses and N2 is the number of cells in the final grid, i.e., with
the smallest cells. Finally, EARS applies ET traffic analysis in the reduced space.
Assuming that EARS reduces the search space for ET analysis by a factor γ%, then
runtime complexity of EARS is as follows:

Complexi ty � (1 − γ )N 2 × O

⎛

⎝
(

q∑

i�1

8 × i

)(1−γ )N 2⎞

⎠ + O
(
kN 2

)
, (6.1)

The first term is the complexity that ET analysis requires, while the second term is
what EARS takes to reduce the space (using TV analysis). The second term is dom-
inated by the exponential cost of ET, even with the reduced space. Figure 20 shows
the complexity reduction with respect to different grid sizes that EARS provides by
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Fig. 20 Illustration of the
effect of EARS on reducing
the runtime complexity of
the traffic analysis

reducing the space, i.e., 20 and 40% of the total number of cells in the grid, com-
pared to ET analysis that considers the whole grid. Figure 20 shows how reduction
becomes more significant when the number of cells increases and demonstrates that
EARS enables fine-grained analysis of the traffic.

An additional advantage of EARS is the introduction of two anonymity metrics
that can be used to evaluate the performance of countermeasures. The first metric is
based on the threshold β and assesses how much a countermeasure alters the traffic
pattern in the network. A low value of β ensures that the setM includes the BS’s cell
even when a powerful countermeasure is applied to the network. The lower the value
of threshold β should be set, the better a countermeasure alters the traffic pattern,
meaning that a countermeasure creates high local maxima in the traffic distribution
such that we should set threshold β low to capture the BS’s cell or BS’s vicinity
as a hot spot. The second metric is the size of the set M and reveals how well a
countermeasure distributes the traffic across the network. The higher the |M | is, the
better the distribution of the redundant traffic across the network.

6.4 EARS Evaluation

EARS reduces the scale of the analysis by excluding parts of the network that are not
identified as hot spots or possible sinks of the collected traffic. Thus, EARS enables
finer analysis of the traffic distribution which results in higher adversary’s confidence
in localizing the BS. The effectiveness of EARS is validated through simulation
using sample countermeasures. EARS performance has been evaluated under both
network operation models, (i) event-triggered, where packets are generated when
sensors detect something noteworthy to report on, and (ii) periodic, where sensors
send samples every predefined time period. In addition, we show how effective
the proposed anonymity metrics, namely size of set M and threshold β, are for
countermeasure’s evaluation. In this subsection, we show a subset of the results
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Fig. 21 Impact of network size on the normalized weighted Belief value of the BS’s cell that ET
computes (a) and that EARS computes (b)

while only considering the periodic data sampling experiments. More results can be
found in [25].

The simulation experiments involve 75–150 sensor nodes whose communication
range is set to 150 m and are deployed in 1200×1200 m2 area. As we discussed
in Sect. 6.1, in EARS, the adversary divides the monitoring area into different grid
sizes. Theminimumcell size thatEARS reaches is (2/3)×150m�100m,making the
biggest grid (12×12). Hence, for EARS, we divide the monitoring area into grids of
sizes (2×2), (3×3), (4×4),…, (12×12). EARS computes for each countermeasure
the set M, as described earlier. We set the threshold β equal to the average pi for
the cells of the grid under consideration. To validate that EARS successfully locates
the BS, we applied ET analysis into the whole space of the 12×12 grid and we
computed the weighted Belief value of the BS’s cell for MP [4], DEFP [4], and
MoRF [23] countermeasures. The extremely high number of collected evidences in
periodic networks necessitates the use of short time windows. We use time windows
of 7 s in the composed derived paths in order to reduce the complexity that the 12×
12 grid imposes to all attack models.

Figure 21 shows the normalizedweightedBelief value of theBS’s cell for different
network sizes, when ET is applied to the whole monitoring area (144 cells) (Fig. 21a)
andwhen ET is applied into the reduced space (setM) generated by EARS (Fig. 21b).
The results are averaged over 25 simulation runs. The error bars represent the standard
error of each measurement. As we can see, EARSmatches and often slightly exceeds
ET for all countermeasures. Additionally, it is notable to report that the monotonicity
of the normalized weighted Belief value function remains the same as the network
size increases when EARS is applied.

Finally,we show the importance of the thresholdβ to the performance of EARS. In
Fig. 22, we vary threshold β and report the size of the setM for all countermeasures.
Figure 22 expresses the adversary’s uncertainty for all countermeasures as a ratio
of the number of times BS’s cell is not included in M divided by the number of
simulation runs. The results are averaged over 50 random-shaped topologies of 150
nodes. The error bars represent the standard error of each measurement.
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Fig. 22 Effect of the
threshold β on EARS’s
reduced space

Fig. 23 Effect of the
threshold β on the miss ratio
for each countermeasure

Figure 22 indicates that as the threshold β increases, the size of M decreases.
MoRF has the largest |M | for all values of β. While it seems that we can decrease
significantly the complexity of ET analysis as the threshold increases, we cannot
ensure the BS’s cell is in set M for both countermeasures. In Fig. 23, we see how
many times EARS has failed to identify the BS’s cell as a hot spot or sink for the
various values of β. We express the uncertainty of having the BS’s cell in M, for a
given thresholdβ as a percentage ofmisses. That percentage indicates what threshold
is appropriate for each countermeasure. When a countermeasure has low miss ratio
for high threshold β, it means that the countermeasure does not alter the traffic
distribution significantly.

From the simulation results, we can conclude that EARS successfully locates the
BS with at least the same accuracy of ET analysis when applied to the entire area.
EARS’s complexity reduction enables the use of bigger grids and time windows and
hence further reduces adversary’s uncertainty. EARS also allows to mute the effect
of countermeasures that just create traffic hot spots throughout the network and thus
helps the application designer gauge the resiliency of the network to traffic analysis
attacks and uncover vulnerabilities. Furthermore, the two anonymitymetrics, namely
size of set M and threshold β, that EARS introduces are shown to be invaluable in



710 N. Baroutis and M. Younis

evaluating how much a countermeasure alters the traffic pattern and how well it
distributes the overhead across the network.

7 Conclusion

In this chapter, we have discussed different traffic analysis attack models and sum-
marized published countermeasures that opt to preserve location privacy in WSN.
Traffic analysis is a major threat to WSN, where an adversary may eavesdrop on
transmissions and correlate them in order to uncover the location of a target entity.
Source location privacy has attracted significant attention from the research commu-
nity since the scope ofmany applications is to protect the reported event. On the other
hand, sustaining the BS’s location privacy is the most important given the crucial
role that the BS plays. In general, it is easy to provide single-source anonymity in
an event-triggered network since energy and performance constraints are relaxed. In
contrast, hiding the BS’s vicinity from a sophisticated adversary while continuous
traffic flows toward and merges in the vicinity of the BS requires countermeasures
that significantly impact the network performance and lifetime.

Published location privacy-preserving techniques have mainly assumed three
models for how the traffic analysis can be performed. In this chapter, we have ana-
lyzed thesemodels and pointed out shortcomings thatmay lead towrongfully assume
degraded adversary’s capabilities than in reality. TV analysis and GSAT test have
low complexity, but the injection of redundant traffic far from the BS seems to be
a remarkable anonymity boosting technique. Simply, nodes that are positioned far
from the BS can broadcast redundant packets periodically aiming to increase the
transmissions in their regions and subsequently to boost the BS anonymity. In con-
trast, the ET attack model not only captures events but also correlates them intending
to identify routing paths. Injection of redundant traffic into well-defined areas does
not suffice for the deception of ET attack model, and the redundant traffic should
follow a sophisticated traffic pattern.

Additionally, we have presented EARS as a novel traffic analysis attackmodel that
addresses the shortcomings of the existing attack models and better reflects what an
adversary coulddo.EARS introduces twonewanonymity assessmentmetrics that can
be further used to gauge the effectiveness of anti-traffic analysis techniques. EARS
raises the bar for the countermeasures and motivates the need for a fresh look on how
the network asset is protected in practice and for developing more robust techniques
for preserving the location privacy of the BS. Finally, as an open research problem,
we would like to stress the importance of providing multi-source and sink location
privacy, simultaneously, with respect to the network’s performance and resources.
This type of location privacy-preserving problem necessitates the design of anti-
traffic analysis techniques that are nondeterministic and aim to attract adversary’s
attention on different network areas over time based on the various events’ locations.
Achieving such a goal while minimizing the incurred overhead is quite challenging.
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Implementation of Secure
Communications for Tactical Wireless
Sensor Networks

Preetha Thulasiraman and David W. Courtney

Abstract The ability to securely disseminate data in a timely manner is critical to
military missions within a hostile environment. Tactical wireless sensor networks
(WSN) consist of power-constrained devices spread throughout a region-of-interest
to provide data extraction in real time. In this chapter, we discuss cyber security
mechanisms to be implemented on a tactical WSN using the 6LoWPAN protocol
for use by the United States Marine Corps (USMC). Specifically, we develop an
architectural framework for tactical WSNs by studying cyber security gaps and vul-
nerabilities within the 6LoWPAN security sublayer, which is based on the IEEE
802.15.4 standard. We present a key management scheme and a centralized routing
mechanism that is non-broadcast but feasible in an operational scenario. In addi-
tion, we modify the 6LoWPAN enabled IEEE 802.15.4 frame structure to facilitate
the newly developed keying and centralized routing mechanisms. Methods to aid in
deployment planning are also discussed. The tactical WSN architecture was tested
against a variety of well-known network attacks. The attacks simulated were spoof-
ing, man-in-the-middle, and denial-of-service. Through MATLAB simulations, we
showed the effectiveness and efficiency of the developed cyber security mechanisms
to provide integrity and reliability to a deployed tactical WSN.

1 Introduction

The Internet of Things (IoT) embraces network connectivity of everyday, low power
sensor devices for two-way data communication. The IoT offers the potential to
extend connectivity to sensor devices and mobile nodes at the tactical edge of the
battlefield at a low cost. A tactical WSN has different priorities from a WSN used
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for civilian applications. A tactical WSN is generally deployed in hostile or austere
environments where the intentional compromise of nodes is quite high. Specifically,
a tactical WSN requires situational awareness of its environment, more so than a
WSN that is used commercially. In this chapter, we discuss the security of specific
IoT protocols such that they can be used at the tactical edge by the United States
Marine Corps (USMC) within their wireless sensor networks (WSN).

1.1 Low Power Wireless Sensor Networks

A WSN is a group of sensor nodes that are geographically distributed to provide
data gathering and monitoring of tasks and events [22]. Sensor devices collect and
transmit data to a centralized controller, also known as a base station. WSNs can be
used in a variety of industrial, commercial and military applications. In recent years,
WSNs have become integral to all parts of life and continue to evolve as technology
advances. The use ofWSNs has continuously grown and is becoming fully integrated
within commercial systems as well as our homes. Due to the growth of WSNs and
the increased reliability of the devices used, a WSN is an attractive intelligence
gathering system to the Department of Defense (DOD). The implementation of a
WSN provides the ability to remotely collect intelligence on an area-of-interest,
eliminating hazardous manpower requirements. In addition, a WSN can be used to
remotely monitor deployed systems and trigger alerts at a command and control site
when certain events occur [22]. The implementation of tactical WSNs empowers the
DOD to cost effectively collect reconnaissance data within critical areas-of-interest,
increasing the DOD’s intelligence gathering capabilities.

The deployment of tacticalWSNs in remote regions requires that the sensor nodes
function independently. In order to function for a period of time without manual sup-
port, the sensor devices must have their own power supply as a permanent electrical
infrastructure might not be readily available. To meet the low energy consumption
requirement that extends the life expectancy of the device and, thereby, the network
as a whole, WSNs have been designed to use a minimal amount of power to perform
a desired task.

TheWSN devices in use today by the USMC for tactical networking are known as
theAN/GSQ-257,UnattendedGroundSensor Set. TheAN/GSQ-257devices are part
of the USMCs Tactical Remote Sensor System and have multiple configurations that
enable sensing of seismic/acoustic, magnetic, and/or infrared data [2]. This is helpful
in performing perimeter enemy detection and tracking enemy movements. The use
of a WSN allows the USMC to remove the human element from possible danger
while maintaining situational awareness with early detection from a remote location;
however, the limitations of these sensor devices include (1) physical attributes, the
weight and size of these sensors are considerably higher than commercial sensor
nodes, and (2) limited ability to airdrop, sensors with seismic sensing capability may
be air dropped whereas all other sensing functions are only available if the sensors
are hand placed. Embracing the technological advancements of sensor and sensor
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communication over the past 20 years will enable the USMC to modernize their
network infrastructure.

1.2 Introduction to 6LoWPAN/IEEE 802.15.4

One of the advantages of a sensor device is its ability to be deployed within harsh
environmental conditions without a dedicated power supply. Since sensors are tradi-
tionally lowpower devices, a different type of communication protocol that conserves
energywithin thewireless environment needs to be used. The IEEE802.15.4 standard
is a physical and data link communication protocol for low power wireless personal
area networks (LoWPAN). LoWPAN is commonly used in embedded applications
for real-time data extraction covering a large geographic area requiring the use of
many sensor nodes [10]. The sensor nodes within the LoWPAN need to be low cost
as well as be able to operate unattended, use typical batteries, and communicate over
multiple hops [10].

Since the IEEE 802.15.4 standard only defines the first two layers of the Open
Systems Interconnection model, another protocol must be used to provide full net-
working functionality for theWSN [8]. The Internet Engineering Task Forces (IETF)
6LoWPAN (IPv6 over Low Power Wireless Personal Area Networks) is a protocol
designed to work with the IEEE 802.15.4 standard [8]. Both IEEE 802.15.4 and
6LoWPAN are specifically tailored for IoT applications [8]. 6LoWPAN is an open
standard networking technology that standardizes Internet connectivity for lowpower
wireless sensor networks. It alters the landscape by allowing IPv6 packets to be car-
ried efficiently within link layer frames, such as those defined by IEEE 802.15.4 [15]
while reducing Internet Protocol (IP) overhead. This low overhead is achieved using
cross-layer optimizations. A powerful feature of 6LoWPAN is that while originally
conceived to support IEEE 802.15.4 low power wireless networks, it is now being
adapted and used over a variety of networking media including Bluetooth and Wi-
Fi [15]. By connecting to an IP based infrastructure, low power wireless networks
are then connected to other IP networks and devices via IP routers. 6LoWPAN takes
advantage of the well-developed end-to-end IP infrastructure, providing open stan-
dards and interoperability [15].

1.3 Chapter Motivations

As the use of WSNs grow in the USMC, they will become more attractive to poten-
tial attackers. In order to prevent a passive or active cyber attack, multiple security
methods must be implemented to maintain an efficient and effective WSN. Com-
prehensive defense security mechanisms must account for multiple types of attacks.
Generally, to defend against an attack, the military develops a defense model for the
attack. Since there are multiple types of attacks, the military has developed multiple
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Fig. 1 Dimensions of the
COC (AN/MSC-77)
currently used by the USMC

models to defend against each case. The development of a single model to defend
against a variety of attacks prevents the need for an expanded arsenal of defense
models, saving the military manpower.

The USMC has high interest in WSNs and their ability to connect to a pub-
lic domain. Currently, when their WSN devices are deployed in the field, they are
deployed with a base station, known as AN/MSC-77, which contains working spaces
for two military personnel [1]. The AN/MSC-77 is also known as the Combat Oper-
ations Center (COC). The COC includes a dedicated power source to provide the
power necessary to run all of the equipment within it. The COCmust be placed in the
vicinity of the WSN devices unless a repeater is used to place the unit further away,
but the COC must again retain a line-of-sight with the repeater. The size of the COC
is a concern since it is a large unit, as shown in Fig. 1, and can be easily seen by an
enemy. The currentWSN used by the USMC requires the COC to be located near the
deployed network even with the use of repeaters; thus, an enemy can generally avoid
the area to evade detection. The current data flow from legacy equipment and sensor
devices lacks automation. In order for the USMC to obtain the data from the WSN,
an individual must physically go to the COC and extract the necessary information,
as the COC does not transmit the data acquired from the WSN.

To facilitate seamless data delivery to and from the sensor devices, the network
must be connected to another secure domain using a comprehensive communication
protocol. The use of 6LoWPAN will significantly improve the information flow as it
currently exists by allowing multiple operators in a unit to access sensor information
despite their location. IP based information canbe easily used to inform the situational
awareness and common operational picture of the engaged unit.

The feasibility of using 6LoWPAN for the operational information flow scenario
described above is based on its ability to do two things: (1) provide for secure energy
conserving communications with regard to the limited power devices that operate
over the network and (2) provide secure communications by improving upon the
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security sublayer currently utilized by IEEE 802.15.4. The ability to communicate
using 6LoWPAN is meaningful only if physical and cyber security considerations
are in place.

Our study into the applicability of a 6LoWPAN enabled IEEE 802.15.4 infras-
tructure for USMC tactical sensor networking is focused on a structured, multi-hop,
static WSN rather than an ad hoc deployment. To this end, this chapter aims to pro-
vide an analysis of the 6LoWPAN standard by studying the standard’s ability to (1)
provide energy conservation for the low power devices that are deployed, where the
sensors are static and (2) implement and use a key management scheme that has
the ability to defend against a variety of cyber security attacks that could cause the
WSNs to become inefficient and/or ineffective. In order to achieve this objective,
the vulnerabilities of the cyber security mechanisms used within 6LoWPAN WSN
is evaluated. A focus on cyber security gaps and vulnerabilities within the security
sublayer, a key management scheme that is non-broadcast but also feasible within
an operational scenario, is determined. Finally, the effectiveness of the selected key
management scheme on different threat models is assessed.

1.4 Chapter Objectives and Outline

To address the objectives stated above, we developed a theoretical network design
framework for a multi-hop WSN that uses 6LoWPAN and IEEE 802.15.4 such that
it can be deployed for tactical operations by the USMC.

This chapter discusses the following issues:

• Development of a command and control (administrative control) structure of the
tactical WSN that incorporates node control, a unique defined/centralized routing
model, and a selected keying mechanism for data confidentiality, authentication
and integrity.

• Construction of a modified 6LoWPAN enabled IEEE 802.15.4 frame structure to
incorporate the unique centralized routing model and selected keying mechanism.

• Enhancement of methods to aid in the deployment planning of the secured tactical
WSN to prevent critical vulnerabilities.

• Simulation and evaluation of the proposed network framework against multiple
attacks and testing for security robustness and energy conservation.

2 Related Works

There is an existing foundation of research in the literature that aims to achieve
security and energy conservation within a WSN [4]. This chapter focuses on devel-
oping specific energy conserving security measures for a tactical WSN. To that end,
we study specific tactical WSN architectures, routing mechanisms, the 6LoWPAN
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frame structure and related cyber security mechanisms. In the following sections,
we examine current research relating to these areas to provide a basis for the work
presented in this chapter.

2.1 Architecture of a Tactical WSN

The architecture determines how the network is physically deployed and how the
nodes are interconnected with one another. It also determines the types of devices to
be used within the network and their functions. There has been work published on
tactical WSNs that serve as a foundation for our work [13, 19]. A specific view of
a tactical WSN architecture was taken in [13] for the deployment of the network in
a large scale environment. The authors proposed an architectural design based on a
cluster-tree network with multi-hop capability [13]. The cluster-tree design groups
nodes into clusters, and a node is selected to act as a cluster head. The election of the
cluster head is based on a nodes residual energy level [13]. The role of the cluster head
is rotated among the nodes throughout the lifespan of the deployed tactical WSN,
thereby conserving nodal energy. In addition, because the network is multi-hop, it
allows the network to scale to a large environment.

The architecture model developed in [13] was also used in the model devel-
oped by [19], which applied the 6LoWPAN protocol. The protocol architecture
for the deployed nodes was separated into five protocol layers. Each layer was
examined, detailing the functions and techniques used within the layer. The IEEE
802.15.4 standard was determined to be a suitable protocol for the physical andMAC
layers [19]. While detailing the adaptation and network layers, the authors of [19]
assumed that the nodes would be randomly deployed, requiring the nodes to perform
a self-organizing function through address auto-configuration. Other functions that
were discussed include routing protocols, header compression, fragmentation, and
energy saving [19]. Within the transport and application layers, the authors used a
military application management entity that contains a military operations profile
specifically defining parameters required for tactical deployment [19]. While [13,
19] provide architectural constraints for tactical WSN deployment, cyber security
mechanisms and its relationship to energy consumption was not discussed.

2.2 Routing

Multiplemethods of routing in aWSNexist, each ofwhich is geared toward achieving
a specific purpose such as energy conservation, low delay, or high throughput. A
unique routing approach was taken in [4] where the objective was to conceal the sink
node due to its high value as a target for an enemy attacker. In order to keep the sink
node concealed, a routing algorithm was proposed that obfuscated the sink nodes
location within the deployed network, reducing the risk of attack while preserving
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the nodes energy levels. While the algorithm provided an anonymity mechanism to
conceal the sink nodewithin the network, a cyber securitymechanism for the network
communications using encryption and authenticationwas not provided.Theproposed
routing mechanism within [22] focused on the development of an energy efficient
cross-layer load balancing and routing algorithm called EZone. With the application
of the EZone routing protocol, the network lifetime was maximized; however, the
EZone algorithm does not provide a mechanism for secure communications.

In [8], theRoutingProtocol forLowPower andLossyNetworks (RPL),which uses
routing control messages, was proposed as a routing mechanism for networks of low
power devices. RPL is an end-to-end routing solution based on IPv6 communications
and is specially adapted for the needs of specific types of traffic flow [20] and is
capable of supporting control messages onmultiple network architectures [8]. One of
the disadvantages of RPL is that the protocol focuses on attacks that occur externally
to the network rather than internally to the network [8]. The ability to provide a
method of control over the routing scheme within the network is a form of security.
This type of administrative control over the routing of data is a strategic decision that
is applied within the work presented in this chapter.

2.3 6LoWPAN Frame Structure

In order to develop a feasible, secure design for tactical WSNs using 6LoWPAN,
it is necessary to understand its frame structure. The composition of a 6LoWPAN
frame was given in [9]. Given that the packet is reduced to a size of 127 bytes, some
header information has been either removed or compressed. Two of the fields within
the header that underwent significant compression were the IP addresses for the
source and the destination nodes. 6LoWPAN offers two types of addressing modes
where the IP address is either used in its entirety or is compressed. The compressed
address mode offers the administrator an option to reduce the IPv6 address from
128 bits (16 bytes) to 16 bits (2 bytes), which saves 14 bytes per address, saving a
total of 28 bytes [8]. The authors of [9] also demonstrate the implementation of a
Compressed IPSecurity (IPSec) packet proposed in [16], which uses a UDP packet
structure within the 6LoWPAN frame. The combination of the different compression
methods and the implementation of compressed IPSec within the 6LoWPAN frame
is the underpinning of our proposed frame structure in this chapter.

2.4 Security Mechanisms

A survey on security for the IoT was conducted in [8], which went into detail on the
security vulnerabilities of the IEEE 802.15.4 standard in concert with the 6LoWPAN
protocol. Within the IEEE 802.15.4 standard, the authors of [8] discussed different
security mechanisms depending on a prescribed vulnerability. The model proposed
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in [8] included the use of approved security modes, an access control list, and time
synchronization to limit vulnerabilities, reducing the number of potential internal
attacks; similar security mechanisms were used in [17]. The authors of [17] also
provided greater detail on the potential attacks that could be used at each layer of the
6LoWPAN stack.

Encryption within the 6LoWPAN environment is a requirement in order to have
an effective tactical WSN. Encryption has been addressed in the most recent release
of the IEEE 802.15.4 standard [8, 17]. Multiple encryption modes are presented
for use, and the challenge is for the researcher to determine what mode best fits
the intended tactical WSN application. Along with encryption, there is a method to
ensure data authentication called a Message Integrity Code (MIC). Knowing how
encryption methods operate helps determine which one to use to defend against
a variety of attacks. Advanced Encryption Standard-Counter with Cipher Block
Chaining-MessageAuthenticationCode (AES-CCM) is the suggestedmethodwithin
the 6LoWPAN standard [8]. Within the encryption method, an Initialization Vector
(IV) is used. The combined fields within the IV provide a unique value to be used
along with the encryption key, creating a unique encrypted payload for each trans-
mitted packet. The keys for encryption are either public or private. Public and private
shared keys both have positive and negative aspects. The application determines the
type of key to be used.

An adaptation of the 6LoWPAN enabled IEEE 802.15.4 infrastructure devel-
oped in [16] incorporates the use of encryption over the typical IP infrastructure
using IPSec. IPSec is the protocol suite used for IP communications to encrypt
and authenticate IP packets. The IPSec suite is an immense protocol; thus, the full
implementation of IPSec is inefficient within the 6LoWPAN enabled IEEE 802.15.4
infrastructure. The authors of [16] proposed a method to reduce the overhead within
the IPSec protocol while maintaining the protocol’s core capabilities. IPSec on the
typical IP infrastructure uses two types of headers, the Authenticated Header (AH)
and the Encapsulation Security Payload (ESP) header. The AH provides authentica-
tion of who sent the packet but the data is not encrypted, whereas in the ESP header,
the data is encrypted, providing confidentiality to the transmitted data. Additionally,
both the AH and ESP headers can be used together within the same packet. The
information fields required for the AH and ESP headers are able to be incorporated
within the already used header compression for the IP address and the Next Header
field. The Next Header is an 8-bit field that identifies the next type of header immedi-
ately following the IPv6 header. The 6LoWPAN packet structure including the fields
of the compressed header is shown in Fig. 2. The proposal by [16] further examines
different types of encryption methods to be used within the ESP packet, including
some of the security modes within the IEEE 802.15.4 standard.

Non-repudiation is another security measure that has been studied for 6LoWPAN
networks. Non-repudiation ensures that the sender of a message cannot deny having
sent the message. Non-repudiation is particularly useful in detecting and isolating
compromised nodes [21]. A common technique to guard against non-repudiation is
the use of a public key infrastructure (PKI) (also known as public key cryptography)
which involves digital certificates to bind public keys with a user’s identity. As it
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Fig. 2 Sample next header compression (NHC) compressed IP/UDP packet secured with ESP.
Source [16]

is, PKI is considered to be not optimal for use in 6LoWPAN because it requires
a significant amount of resource consumption and processing overhead [7]. The
6LoWPAN RFC does not discuss specific approaches to deal with non-repudiation.
Despite the many advantages for PKI, it remains time and energy consuming on
sensor nodes [11]. In this chapter, we focus on private keying rather than PKI. The
keying mechanism will be further discussed in Sect. 3.1.9.

Location privacy of nodes in 6LoWPAN is also of interest. Anonymity schemes
to hide the location and/or identity of the base station is very common [4, 5] in
order to deal with adversaries performing traffic analysis. However, this topic is out
of the scope of this chapter and was not considered the security architecture that is
developed.

The final type of security mechanism to be discussed is Neighbor Discovery.
Neighbor Discovery is a method of finding neighboring nodes through which the
newly added node can route messages. Neighbor Discovery is a known vulnerability
of 6LoWPAN networks [8]. The vulnerability lies in verifying if the neighbor is a
node that is authorized to access the WSN. Multiple methods have been proposed
to deal with this vulnerability, including a Lightweight Secure Neighbor Discovery
for Low-power and Lossy Networks (LSeND) addressed in [16] as well as a variety
of methods presented in [8]. Methods presented in [16] include RFC 6775-Neighbor
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Discovery Optimization for 6LoWPAN, RFC 4861-Neighbor Discovery for IPv6,
and an adaptation of RFC 3971-SEcure Neighbor Discovery (SEND). Given the
complexity and known vulnerabilities of having a Neighbor Discovery protocol,
limiting the capabilities of the network by disabling Neighbor Discovery mitigates
both the complexity and vulnerabilities of the deployed WSN.

3 Theoretical Framework for Security Architecture

In this section, we discuss the theoretical framework for the design and implemen-
tation of a 6LoWPAN enabled tactical WSN using IEEE 802.15.4. This theoretical
framework is developed with a focus on the cyber security mechanisms that are
required for tactical deployment. We discuss (1) the network design, including the
network devices used and their purpose, (2) the command and control (i.e., Network
administration) parameters of the WSN, which detail specific tactical characteris-
tics within the network (i.e., data routing and key management), and (3) the type of
encryption and authentication algorithm used for the transmitted data. The network
design, administrative privileges, and encryption and authentication of the network
are the three main components of the security architecture for the tactical WSN.
We then discuss the 6LoWPAN enabled IEEE 802.15.4 frame structure and the
modifications that are made to the frame in order to deal with the cyber security
considerations discussed. We also discuss recommendations for the deployment of
the WSN for USMC tactical operations. Finally, the three types of cyber security
attacks to be performed against the network are discussed. These attacks are used
as an evaluation tool for the security architecture that is developed and is discussed
further in Sects. 4 and 5.

3.1 Network Design

The proposed network design includes multiple elements, each serving a specific
purpose. The elements includedwithin the network architecture are as follows:master
station (MS), base station/border router (BS), and sensor nodes. In the following
sections, a description of each element is provided along with its intended use. In
addition, the cyber security mechanisms associated with each network element are
also provided along with assessments on attack mitigation. The proposed network
architecture is shown in Fig. 3 and is based on a typical mesh network.

3.1.1 Master Station (MS)

The MS serves as the central node of the network, as depicted in Fig. 3. The pro-
posed MS is a modified AN/MSC-77 (COC) currently used by the USMC but with
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Fig. 3 Proposed 6LoWPAN network design

modifications. As discussed in Sect. 1.3, the typical USMC COC/MS unit must be
within the line-of-sight of the WSN devices. Due to its large size, a typical COC/MS
cannot be easily concealed. Rather than place theMSwithin the austere environment
in which tactical WSNs are typically deployed, we position the MS in a structured,
fortified military base, away from the tacticalWSN region-of-interest, making it eas-
ier to protect. The proposed MS provides accessibility and administrative privileges
to the sensor nodes while located at a safe, remote location away from the WSN.
The MS has the ability to connect to each node within the internal domain since
each element within the WSN supports two-way communication links. The MS can
also connect to other servers outside of the WSN in order to disseminate data and
populate other operator databases. When connected to other servers and databases,
the data becomes accessible to remote operators, including those deployed within
theWSNs environment. TheMS also provides the operator a secure position to man-
age and control the WSN while extracting data from the sensor nodes. The flow of
information discussed in this chapter does not require USMC personnel to rely on
physically retrieving the stored data.

Cyber security mechanisms for the MS have already been developed and tested
throughout the military (i.e., security mechanisms for the COC are well known).
The MS will not be operating within the 6LoWPAN network environment but will
be able to decipher the encrypted payloads sent to it from a 6LoWPAN device. As
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a security measure, the encrypted payloads are the only method of communication
between the nodes and the MS.

3.1.2 Base Station/Border Router (BS/BR)

The BS is the transitional element within the WSN that connects the 6LoW-
PAN/internal environment to the public/external environment. This is also commonly
known as a sink node. The proposed BS is a secured router that transmits the data
received from the sensor nodes into an external domain. The BS receives frames
from the sensor nodes and removes unnecessary 6LoWPAN header information. It
reassembles the payload into the compatible external network frame structure in order
transit to the MS. The BS performs the same task in the reverse direction, removing
unnecessary frame headers and adding the appropriate 6LoWPAN header to send the
frame to the sensor nodes. Within the 6LoWPAN environment, the BS converts the
addresses between the internal and external network environments since 6LoWPAN
uses amodified addressingmode. The BS does not interfere with the payload because
it is encrypted. The BS only contains the necessary encryption in order to connect
to the MS; therefore, the frame payload to be transmitted remains secure. The actual
transition of frames from one domain to the other is not the focus of this chapter and
is not discussed at length.

The BS is restricted to 63 hops from the furthest node since the hop limit field
within the frame structure consists of only six bits. The hop-limit field is further
discussed in Sect. 3.3.4. Since the BS connects the WSN to an external network, it
requires either a dedicated electrical supply, a generator, or robust battery supply as
more power is needed to transmit a signal strong enough to reach the external domain.
The BS is also able to withstand the harsh environments in which it is deployed and
is much smaller than the COC since it does not need to have workstations available
within the unit. The smaller size of the BS also allows it to be concealed more
easily within the deployed environment. The BS should also contain anti-tamper
technology to prevent physical modifications or reverse engineering of the device.
Anti-tampering is already implemented on deployed USMC sensor devices [2]. We
assume that the same tamper proof mechanisms can be implemented on the BS as
well.

3.1.3 Sensor Node

The sensor nodes are the end elements. Each node is designed to attach to multiple
types of sensors and to send data to the MS for compilation and analysis. The node is
assumed to have the sensor capabilities as described in [2], including which sensors
can be connected and which modes of operation are offered. The nodes have the
ability to withstand the harsh environment and the capability to relay frames to the
intended destinations. The node remains at its deployed location in order to maintain
a static network. This facilitates our ability to sustain its continued connection to the
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MS and to monitor each nodes energy use. The sensor nodes communicate with the
MS only through encrypted payload routed through the BS. The nodes are deployed
and contain anti-tamper physical securitymeasures as noted in theUSMCmanual [2].

3.1.4 Attack Mitigation for Network Design

Vulnerabilities associated with the design of this tactical WSN include single points-
of-failure and physical protection of the sensor nodes. The MS and BS are single
points-of-failure to theWSN, and if removed, the network is no longer accessible and
unable to be used.Adenial-of-service (DOS) attack exploits this type of vulnerability.
TheMS has a greater impact on theWSN since it provides reachability, accessibility,
and administrative privileges to the sensor nodes. The BS can be replaced by another
BS without affecting the encryption or payload data transmission between the nodes
and MS.

The vulnerability of theMS and BS is not the focus of this chapter, but themilitary
does have similar devices in place today. Lastly, the physical protection of the nodes
and BS remains an accepted risk. The deployed nodes will be able to detect an
enemy approaching since the sensors can detect threatening events. The ability to
sense potentially hostile events allows the sensor nodes to report suspicious data
before becoming compromised, and if compromised, the node is removed by theMS
to prevent further corruption within the WSN. In the end, the node is still able to
perform the job it was deployed to do by detecting the enemy’s presence even if it
becomes compromised.

3.1.5 Command and Control (Administrative Control)

The administrative control aspects of theWSNare critically related to its functionality
as well as the implementation of its cyber security mechanisms. These mechanisms
are controlled by the MS. The control mechanisms of the MS include node control,
centralized routing, and keying mechanisms. Using a centralized entity, such as the
MS, to perform these functions, we limit attacks on the network.

3.1.6 Node Control

The MS maintains a directory of all of the networks connected to the BS as well as
the sensor nodes within each network. The sensor nodes in the network are controlled
by the MS via encrypted payload. The encrypted payload contains information that
includes when the node provides real-time coverage or when the node stores detected
events and transmits them in bulk at a later time [2]. Since all of the control messages
are encrypted within the payload, the encryption provides the ability to securely
control each node. The control of each node is limited to the MS. The MS serves
as a centralized controller of all network functions. This centralization of control
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removes the need to send an individual to make a modification to the BS or sensor
for a new task; instead the node can be adjusted immediately from the MS. In the
event a node is compromised, the MS can remove the node from the network as well
as reset the node to delete its cryptographic and routing information, preventing the
enemy from obtaining any data. The ability to remove the node either before, during,
or after it has been compromised is a mitigating factor to the risks of a node deployed
in a hostile environment.

3.1.7 Centralized Routing

As has been stated, theMS contains a directory of all nodes connected in the network.
The MS implements centralized routing functions by controlling each sensor nodes
routing table. In the network, data is either routed upstream, from the sensor node
to the MS, or downstream, from the MS to the sensor nodes. For upstream data,
each sensor node is only able to route data to two neighboring sensor nodes; each
node has a primary path to the MS through one neighbor and a secondary path to
the MS through the second neighbor. Exceptions to this include sensor nodes that
are directly connected to the BS or when a sensor node is deployed to a location in
which only one other node (neighbor) is within its wireless range. The sensor node
also performs in the same manner downstream.

The centralized routing scheme allows theMS to add new nodes to the network by
adding the new nodes address information into the neighboring nodes routing table
via the encrypted payload. TheMS also adds the necessary routing table information
to the new node during the network setup. This method prevents the need for a
neighbor discovery protocol, which is noted as a vulnerability within 6LoWPAN [8,
17]. The MS can also remove compromised or expired nodes by removing the node
from the neighboring nodes routing tables; thus, any data sent from the obsolete
node(s) is not routed.

An example of the centralized routing scheme of deployed sensors at an intersec-
tion is shown in Fig. 4. An intersection was used as an example since these devices
track not only personnel but tanks or other manned vehicles [2]. The sensors are
not limited to deployment at an intersection as they may also be deployed along a
perimeter of a base or along a path of intended traffic. If an anomaly within the traffic
flow occurs, it may mean an impending attack or an attack by the enemy is already
underway within the area. To provide full coverage of an intersection, sensors are
placed on each side of the road. The primary and secondary routing paths aremarked,
with every node having a secondary path except for the nodes with a direct link to
the BS.

As discussed within the description of theMS, administrative control of the nodes
is performed by the MS via encrypted payloads. If a node were to become compro-
mised, the MS edits the nearby nodes routing tables via the encrypted payloads and
then removes the compromised node from the network. An example of a compro-
mised node and the adjustments made to the primary and secondary paths of the
surrounding devices is shown in Fig. 5. In Fig. 5, node 17 is the compromised node.
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Fig. 4 Centralized routing scheme that depicts the primary and secondary paths for each node

The centralized routing scheme is adjusted to not allow a frame to be transmitted to
or from the compromised node (node 17) as it is no longer in the routing tables of any
node within the WSN. The routing adjustments depicted in Fig. 5 include nodes 12,
13, 16, 18 and 21. Each of these nodes loses its secondary routes, thereby limiting
its ability to transmit to only one other node. Essentially, all paths that contain node
17 are removed, thereby isolating the compromised node. The adjustments in the
routing path force some nodes to assume additional traffic loads, but the WSN is
able to remain effective until the compromised node is repaired or replaced.

3.1.8 Data Transfer/Hidden Node Mitigations

A mechanism to transport data between nodes needs to be determined; however,
the transporting mechanism to be used within an energy constrained environment
must limit the creation of new network traffic. The authors of [16] use the User
Datagram Protocol (UDP) as the basis of their packet structure, which in turn is the
basis of the frame structure employed in this research. UDP also supports broadcast,
multi-cast, and unidirectional communications. We focus on unidirectional UDP
communications as it is better suited for the keying mechanism that is developed and
discussed in this chapter. We discuss this further in the next subsections.
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Fig. 5 Centralized routing schemewith a compromised node that depicts the changes to the primary
and secondary paths of the surrounding devices

As mentioned above, UDP is a connectionless, best-effort mechanism used to
route network traffic. This means that the sending nodes do not receive confirmation
that the transmitted frame was correctly received [6]. To provide assurance that
frames are received correctly within an unreliable transport protocol (i.e., UDP), we
use a unique implicit acknowledgement detection mechanism. This unique implicit
detection mechanism operates as described in the following paragraphs.

As previously mentioned, the communication links between the nodes are recip-
rocal; therefore, each node is able to see the next-hop transmission of the frame.
This confirms that the frame was properly received without errors and forwarded.
If the sending node does not see the next-hop nodes transmission, the sending node
determines the frame needs to be retransmitted and performs the retransmission after
the predetermined back-off period. If the transmitting node is forwarding to a relay
node to funnel the traffic to the BS, a small random increment of time (seed num-
ber) is added to the back-off period. The predetermined back-off period is similar to
carrier-sensemultiple access-collision avoidance (CSMA-CA)with binary exponen-
tial back-off (BEB) in which the time between retransmissions doubles after each
failed transmission attempt [14]. The seed number is applied in order to prevent
repeated attempts at transmitting a frame at the same time as a neighboring node. If
the sending node does not see the transmission of the frame from the follow-on node
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after four re-transmissions, the sending node repeats the same process with the node
designated in the routing table as the secondary route.

The primary advantage of using an implicit acknowledgment detection mecha-
nism is the ability to ensure that a frame was received by the next-hop node without
the extra network traffic required to set up sessions or send feedback control mes-
sages (acknowledgement frames) as used by other types of protocols. Essentially,
this implicit acknowledgement detection mechanism takes advantage of the listening
capability that each node has to detect transmissions within its transmission range.
A disadvantage to this mechanism is the possibility of the originating node detecting
the transmission of the follow-on node, which is transmitting a previously received
frame from another node. The receiving node then uses the transmitted frame by the
follow-on node as confirmation of a successful receipt.

This implicit acknowledgement detection mechanism cannot be applied to the
nodes next to the BS as a result of the BSs transition and subsequent transmittal
of the frame into the public domain. The neighboring nodes of the BS are not able
to detect the follow-on transmission the BS makes since it is beyond the nodes
capabilities. With the assumption that the BS has a dedicated power supply, the BS is
continuously awake and ready to receive any frame sent to it. All of the traffic within
the network is then funneled into the nodes surrounding the BS, which increases
the network traffic. By limiting the BSs neighboring nodes to one transmission per
frame, we reduce the possibility of congestion. With the increase in traffic density
of the BSs surrounding nodes, hidden nodes also become a factor to consider.

In order to mitigate hidden nodes near the BS, extra relay nodes are used to funnel
the traffic toward the BS, thereby removing possible hidden nodes from around the
BS. A network implementation without the use of the extra relay nodes to funnel
the network traffic is shown in Fig. 6. Nodes 1 through 4 can transmit to the BS;
however, nodes 1 and 2 cannot see node 4 and nodes 3 and 4 cannot see node 1,
creating a hidden node problem. If nodes 1 and 4 transmitted at the same time, a
collision would occur, and the frame would be lost. The use of utilizing extra relay
nodes within the vicinity of the BS to avoid hidden node problems is shown in Fig. 7.

Fig. 6 Network design
without the use of extra relay
nodes
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Fig. 7 Network design with
the use of extra relay nodes
(nodes 25 and 26) to
illustrate the remedy for the
hidden node problem

Within the network design and prior to deployment, the BS is moved further away
from nodes 1 through 4 to allow for the addition of nodes 25 and 26 to the network.
The BS is then far enough away to not be affected by nodes 1 through 4 and can
only see nodes 25 and 26, while node 25 can only see 1, 2, 26 and the BS and,
similarly, node 26 can only see nodes 3, 4, 25 and the BS. Nodes 25 and 26 are now
functioning as a relay/sensing node and can see each other within the network. Since
the extra relay nodes can see each other, the nodes do not transmit at the same time,
preventing collisions from occurring at the BS. Also since nodes 25 and 26 are extra
relay sensing nodes, they are able to concentrate on sensing the area around the BS
to provide further physical security to the high value device.

One final modification was made to the delay in time between the first and second
transmissions of a node. The first transmission is typically used towake-up the receiv-
ing node, which affects the implementation of the BEB protocol. Traditionally, the
BEBwaits zero or one time slot before attempting a first transmission. Thereafter, the
wait time doubles (two slots, four slots, eight slots, etc.) before each re-transmission.
In our implementation, the BEB is modified as follows. A node waits 6.0 ms after
the first transmission before trying to re-transmit. This time was adapted from [17].
The transmitting node does not know if the next-hop node is awake, thus this time
permits the next-hop node to wake-up in preparation to receive the incoming frame
for the second retransmission. TheBEB begins after the second transmission but with
an initial back-off time delay of 10.0 ms which then doubles after each successive
unsuccessful attempt to transmit to the follow-on node. Thus, in our implementation,
back-off times between the first and second transmissions do not follow the typical
BEB delay of zero or one time slots; doubling of wait time does not occur until after
the second transmission.

Each node has the ability to store frames that cannot be successfully forwarded.
After a period of time, the node repeats the same process to forward the stored frame.
By waiting a period of time without retransmitting, the node does not add to network
congestion, thereby reducing possible collisions or delays. This is a capability already
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demonstratedwithin [2] in its ability to store all events and transmit themat a specified
time given by the network administrator.

3.1.9 Keying Mechanisms

A keying mechanism is needed to protect the information being transported between
the nodes and the MS. Multiple keying mechanisms may be implemented, such
as a private keying mechanism, in which each node has its own unique key, or a
public keying mechanism, in which each node has both a private key specific to each
node and a public key that is shared between all of the nodes. As was discussed in
Sect. 2.4, PKC/PKI is a time and energy consuming protocol for WSNs. Previous
research from [8] determined that after evaluating the energy requirements of PKI,
private keying is the most efficient method to encrypt the payload. Public keying
was also determined to have vulnerabilities, including an increase in transmissions
throughout the network to update the keys. The focus of this chapter is to evaluate a
non-broadcast key management method; therefore, individual frames are also used
to disseminate each key update, creating more transmissions and, in turn, increasing
energy use.

With the use of a private key, each node has a unique key that is only shared
with the MS. As mentioned previously, the BS does not have any of the encryption
keys shared between the nodes and the MS, but the BS does have a separate keying
mechanism shared with the MS. The external network and, specifically, the keying
mechanism for the external network are already in use in other areas within the
military and is not the focus of this chapter.

3.1.10 Attack Mitigation for Administrative Control

Administrative control allows for mitigating factors if the WSN has nodes that are
attacked via man-in-the-middle (MITM) or DOS. Each of these attacks requires an
individual or remote device to be near the WSN, but the attacker is detected prior to
performing the attack due to the sensing capabilities of the sensor node as previously
mentioned above [2]. The centralized routing scheme prevents the intruder from
further infecting and draining the rest of the networks power resources. Use of a
keying mechanism also protects the data during transportation over the network;
therefore, MITM or spoofing attacks are not able to change any of the data nor are
they able to eavesdrop.

3.2 Encryption

Multiple encryption algorithms based on private keying are available. The algo-
rithms include the Advanced Encryption Standard (AES), Elliptic Curve Cryptogra-
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phy (ECC), and RSA. Each encryptionmethod is authorized by the National Security
Agency (NSA), which sets the encryption standards for the Department of Defense
and establishes key lengths for various classification levels [3]. Themost recent IEEE
802.15.4 standard lists eight security modes ranging from no encryption (one mode)
to different versions of AES (sevenmodes) [8]. As a result, AES is used as the keying
mechanism in the work presented in this chapter. The seven modes of AES boast
different levels of encryption and authentication. Since the devices being used can be
located within a hostile environment and are interacting with government networks,
the highest levels of security are required within the WSN; therefore, the data must
be encrypted and authenticated. To meet these requirements, AES-CCM with 128
bit keys is used as the keying mechanism to provide confidentiality, integrity, and
authentication. It is shown that the selected encryption method also protects against
MITM and spoofing. The keying mechanism is further discussed in the next section.

3.3 6LoWPAN Enabled IEEE 802.15.4 Frame Structure

The proposed 6LoWPAN enabled IEEE 802.15.4 frame structure is shown in Fig. 8
and is based on the structure defined in [16] with header compression schemes. In
this work, we modified the frame structure to incorporate the previously discussed
cyber security mechanisms. The fields within the frame structure are defined in the
following subsections.

Fig. 8 Modified 6LoWPAN frame structure



Implementation of Secure Communications … 735

3.3.1 Frame Control (2 Bytes)

This field has been defined by the 802.15.4 standard [9].

3.3.2 Source MAC Address/Destination MAC Address (8 Bytes Each)

This field has been defined by the 802.15.4 standard [9].

3.3.3 LoWPAN IPHC(2 Bytes)

This field has been defined by RFC 6282 [10] with no changes made.

3.3.4 Path (2 Bits)/Hop Limit (6 Bits)

The proposed centralized routing mechanism defined in this chapter limits the direc-
tion each frame can take to reach the BS from the transmitting node. This mechanism
is a modification from the proposed frame structure in [16]. We use the Path/Hop
Limit field in the following manner. The Path/Hop Limit field is a total of eight bits
(one byte). Within the Path/Hop Limit byte, the first two bits are used to help the
MS determine if there is an issue with a node routing frames. Specifically, the first
two bits are used individually to determine whether the frame was transmitted over
a primary or secondary route. The second bit is used only by the source node. In the
event the primary route is used to send the frame, the bit is 0. If the secondary route
is used, then the bit is 1. The same method is applied to the first bit and is used by
all nodes except the originating node. When the MS receives the frame, it is known
if a node was not able to transmit to a designated primary node. Depending on the
modes of operation selected, the MS may be able to determine which node may be
off line or compromised instead of waiting for a response or detection. The final six
bits limit the number of hops a frame can take to 26 − 1, or 63 hops. Limiting the
number of hops to 63 does not present an issue since the nodes adjacent/neighboring
to the BS are not able to support a large network of nodes. In other words, we want to
maintain energy efficiency within the network. By reducing the possible number of
hops within the network, we provide battery relief to those nodes, particularly those
near the BS, that have to transmit data regularly.

3.3.5 Initialization Vector (16 Bytes)

The IV is used to help protect against replay attacks and is also used in the CCM
process to encrypt the payload [8]. The IV is shown as the shaded portion of the
frame in Fig. 8. The IV is a combination of unique identifiers, described as follows:
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• Source IP address/destination IP address (2 bytes each): the addresses are in the
compressed 16-bit mode, thus incurring smaller overhead as describedwithin [16].

• LoWPAN NHC (2 bytes): this field is defined by RFC 6282 [10] with no changes
made.

• Flags (1 byte): this field is reserved for the originating source and each bit is
designated by the administrator of the WSN.

• Frame Counter (4 bytes): This field keeps track of the sequential order of frames
sent; therefore, a separate sequence number field outside of the IV is not required.

• Source Port/Destination Port (2 bytes each): These fields have no changes or
compression modifications [16].

• Length of IP Header (1 byte): This field is reduced to one byte since the maximum
frame size is 127 bytes.

To prevent replay attacks, the frame counter (which is part of the IV) is used. A
replay attack is when a valid message is maliciously or fraudulently repeated. The
objective is to ensure sequential freshness of frames. The frame counter prevents a
replayed message from being accepted by the receiver and ensures that the frame
that has arrived is not a replayed one. The frame counter is incremented after each
transmission and cannot wrap to 0. If a neighbor node receives a transmission with a
frame counter that is less than or equal to the last received frame counter, the packet
will be discarded as a replay transmission [refs: mac security and secutiy overhead
analysis in ieee 802.15.4 wsn, thwarting attacks on zgibee-removal of the killerbee
stinger].

3.3.6 Payload (71 Bytes)

The payload is the amount of data that can actually be transmitted. The data is
encrypted, providing confidentiality during data transmission using the combination
of the IV and the AES-CCM 128 bit key.

3.3.7 Message Integrity Code (16 Bytes)

To provide authentication and integrity, aMIC is created within the AES-CCMmode
of encryption and is attached to the end of the frame. The MIC is a hash unique to
the packet and is used to verify that no changes were made to the original message.
The MIC provides another layer of protection against any attack that tries to inject
or change data being transmitted.

3.3.8 Next Header (1 Byte)

This is used in higher layers and remains unchanged [16].
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3.3.9 CRC (2 Bytes Each)

This field has no changes or compression modifications [16].

3.4 Deployment of Nodes

The deployment of the WSN is similar to [2] but with some modifications. It is
proposed to first create the intended network, then connect the devices to the MS,
and finally deploy the devices. Creating the network first requires setup of the key
exchange for encryption purposes, the routing table to be loaded, and evaluation of
ideal physical placements for the nodes. The administrator determines the physical
location of the node within the designated network.

3.4.1 Key Exchange/Routing Table

After the network is designed and all of the routing tables have been constructed,
the information for each node needs to be transferred to the node and BS. Each node
and BS is physically connected to the MS for bootstrapping. The private key for
the device and the constructed routing table is transferred to the node and BS. The
routing table is transferred to the nodes by the MS to enable the nodes to connect to
the network. The key exchange consists of a private key that is only shared between
the MS and the node. The physical transfer of each unique key exists to prevent an
enemy from gaining access to an entire networks information simply by obtaining the
key from one node. By using a private key unique to each node, the enemy only has
access to that nodes information. This also allows the MS to remove the node from
the network by adjusting routing tables of surrounding nodes without compromising
the rest of the network. Using a key also allows the MS to perform other security
procedures, including resetting the node completely before it is compromised, thus
preventing the enemy from obtaining information stored on the node.

3.4.2 Physical Placement

While connected, the MS is able to maintain a geographical map of deployed nodes
and map the deployment of any new node. This helps determine if the pending
placement of the new node is able to connect to surrounding nodes. This is critical
to the deployment of the WSN since it helps track enemy movements and position.
Since theMS is also able to compile data from all deployed nodes, this allows the data
to be utilized by more entities. For example, warning messages can be automatically
disseminated to surrounding units if a certain threshold ismet, alerting themof enemy
activity within the area.
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3.5 Proposed Attacks

Three different types of attacks are conducted in the simulated environment: spoofing,
MITM, and DOS. Each attack uses a different method of execution and exploits dif-
ferent vulnerabilities within a network, but as previously reviewed, the implemented
cyber security mechanism can either prevent or lead to the detection of an attack,
which triggers the deployment of mitigation methods that maintain the integrity of
the network. The attacker in each of the following scenarios is assumed to be an
experienced hacker. Under this assumption, the attacker knows what MAC and IP
addresses to use within the injection frame as well as the key used for the cyclic
redundancy check (CRC); however, it is assumed that knowledge of the pre-shared
key between the node and the MS is not known.

3.5.1 Spoofing

Spoofing is simulated by a rogue node pretending to be a legitimate node within
the network. To conduct the attack, a device is required to be within range of the
nexthop node. The frame is then transmitted to the next-hop node to increase the
probability that it will traverse the network. Operating under the assumption that
the attacker is experienced, the frame successfully reaches the MS. The MS then
examines the frame and determines the frame is not authentic since the MIC does
not match, therefore dropping the frame. The MS also records the node the frame
was from for future comparison. After multiple frames have been received, the MS
can analyze the results and determine if there is a rogue node within the network. The
actions of the rogue node can be mitigated by removing the node that was initially
spoofed, denying all traffic sent by either of the nodes.

3.5.2 MITM

AMITM attack is simulated by placing a node between two network nodes. When a
network node transmits a frame, the attacking node intercepts and changes the data
within the frame before transmitting the original frame to the next-hop node. The
frame continues to transit the network until it reaches the MS. The MS examines the
frame and determines it is not authentic while recording the result within its logs.
Since a MITM attack affects more than one node, it is assumed that the MS can
rapidly determine that a rogue node has invaded the network. The neighboring nodes
affected by the attacking node can then be removed from the network.
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3.5.3 DOS

A DOS attack is the disruption of services to a specific node within the network. To
simulate a DOS attack on a node, a continuously transmitting rogue node is placed
near a network node. This keeps the affected node constantly receiving from the
rogue node, which prevents the network node from transmitting any detected events
or forwarding any frames from other nodes. Using the path indicator bits within
the frame, the MS can determine where the disruption is occurring and modify the
networks routing tables to mitigate the disabled node.

4 Experimental Setup

In this section, we discuss the experimental setup used to perform network simu-
lations using MATLAB. These simulations test the efficacy of the cyber security
mechanisms implemented in the theoretical framework. We start by describing the
characteristics of the sensor nodes used in the simulations, the phases of operation of
each sensor node and the frame parameters.We then describe the network parameters
in relation to the simulation. Lastly, we discuss the simulation program including
the different WSN modules that were developed, the required user files, and the
simulation logs.

4.1 Sensor Parameters

The sensor-node attachment for the purpose of detecting events is not the focus
of this chapter; however, some detection parameters are assumed in order to have a
fully functioning network simulation. The sensors in all simulations are theMagnetic
Intrusion Detector (MAGID) described within [2]. This sensor is designed to detect
large vehicles such as tanks and small vehicles as well as individuals; although,
detection ranges vary depending on the power level being used and the element size.

During the simulations, sensors are set on a low power setting and placed along
a two-lane intersection. The deployment of the nodes with an attached MAGID are
shown in Fig. 9. The low power setting has a maximum range of 15.0m for the
detection of vehicles, whereas the maximum range for the detection of individuals is
4.0 m [2]. The ranges are illustrated by the ellipses in Fig. 9 to exhibit the detection
areas of the deployed sensors. The extra relay nodes near the BS are not shown in
Fig. 9 since the focus of the figure is to illustrate sensor coverage.

As mentioned in Sect. 3.1.8, the extra relay nodes are used to funnel the network
traffic to the BS and prevent hidden nodes. In addition, the extra relay nodes provide
coverage to the WSNs only single point of failure, the BS. A close up view of the
BS, demonstrating how the extra relay nodes function together as a sensing node and
the resulting coverage is shown in Fig. 10.
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Fig. 9 MAGID deployment coverage of an intersection

4.2 Node Characteristics

Each node transitions between multiple phases of operation/execution. The various
phases of node operation alongwith the amount of power (inmW) that is used at each
phase and the duration of each phase (in ms) are outlined in Table1. These metrics
identify the amount of time and energy used by the node to perform its functions
in the simulations. The duration times shown in Table1 were adopted from [18];
however, we rounded these times to the nearest millisecond because the simulation
program we developed is based on one millisecond increments.

The Receive-Transmit (RX-TX) requires the node to switch from receiving to
transmitting in order to transmit the frame and then switch back to receiving; thus,
the execution of transmitting a frame requires two RX-TX phases, one to switch
from receiving to transmitting and two to switch from transmitting to receiving.
The RX-TX phase within [18] has a period of 0.4 ms, which totals 0.8 ms during
the transmission and receiving process of a frame. Since our simulation programs
smallest increment in time is 1.0 ms, 0.8 ms is rounded to 1.0 ms and is used to
represent the two RX-TX switching phases detailed in Table1.

To complete a frame transmission, the node must execute the following phases,
totaling a period of 7.0 ms: CSMA, RX-TX switch, transmit, and RX-TX switch.
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Fig. 10 Close-up view of the MAGID deployment coverage of the extra relay nodes used to funnel
traffic to the BS and avoid hidden nodes

Table 1 Phases of node operation. Adapted from [18]

Phase Power draw (mW) Duration (ms)

Wakeup 20 1

Pre-process 24 4

CSMA-CA 72 2

Transmit 90 4

Receive 72 4

RX-TX switch 54 1

Post-process 24 1

Waiting 72 Varies

Go to sleep 20 1

Multiple logs record the status of the node throughout the lifespan of the network.
One log only records each time a node transitions from one phase to another, while
another log tracks the status in which the node is currently, and a third log is used to
record the nodes time in phase by the millisecond. The nodes status logs are critical
since they are used by multiple modules within the simulation program. The nodes
status logs include the expiration time for the phase inwhich the node is to prevent the
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node from performing/entering another phase. In most simulation programs, detailed
status change logs and current node status logs are not available to the researcher,
limiting a researcher’s ability to troubleshoot any errors. As this network is meant to
be deployed by the USMC, the ability to troubleshoot is imperative; thus, we provide
the researcher with the pertinent logs. These logs are further discussed in Section G
of this chapter.

Within [18], encryptionwas not addressed.We assumed encryptionwas not incor-
porated into the power and time metrics given in Table1; therefore, we incorporated
the time and power draw for encryption into the simulation. In [12], metrics for vari-
ous brands of sensor nodes performing multiple methods of encryption with varying
key sizes are given. To give the best results, we chose to use the TelosB platform
since it is more power efficient [12]. Within the TelosB platform, we used the power
draw and times obtained from the implementation of AES 128 to match our WSN
model. The time and power draw metrics used in the simulation with AES 128 were
3.77 ms and 7.47 µW, respectively.

The nodes within the simulation are only awake for the time period in which
there is activity. If a node does not have any activity for 25.0 ms, it transitions to the
sleep phase. The duration of 25.0 ms was chosen to compensate for transmissions
occurring when the node is processing a received frame from a node that is hidden
from the transmitting node. The duration of 25.0 ms accounts for the time between
the third and fourth transmissions, CSMA-CA, and both the RX-TX switch phases
between actual transmissions of a frame, allowing the follow-on node to see the
retransmission before entering its sleep phase.

There may be instances when the transmitting node cycles through both the pri-
mary and secondary routes without a confirmation of the next hop node transmitting
the frame. In this situation, the transmitting node stores the packet and waits 1.0 s
plus a seed number between 1 and 200. This provides enough time for the network to
clear any data congestion, transmit all the frames to the BS, and allow all the nodes
to enter their sleep phase.

4.3 Frame Parameters

As with a node, the frame also transitions through multiple phases. The phases
include creation (unprocessed), transmission, processing, and completion. A log is
also maintained, which tracks the status of the frame as it transitions between phases.
Within the log, a phase expiration is attached to each nodes entry and coincides with
the duration metrics used for the nodes.
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4.4 Network Parameters

As previously discussed, the network implements a modified CSMA-CA BEB pro-
tocol with an additional seed number added to the BEB for frames transiting from
the neighboring nodes to the BS. The primary focus of this section is to discuss the
modified CSMA-CA BEB and the parameters used. We also discuss the addition of
the seed number for the nodes forwarding traffic to the BS via an extra relay node.

4.4.1 Modified CSMA-CA BEB

CSMA-CABEB is a protocol that determines a set timeperiod between transmissions
of the same frame to avoid collisions with other transmissions from other nodes.
Once the initial time period is determined, each retransmission doubles the previous
time period between the transmitted frames [14]; however, this model is used within
the IEEE 802.11 standard and assumes that each node is awake and receiving the
frame [14]. Within the simulated network, when the nodes are no longer forwarding
or sensing other events, they go to sleep to conserve energy. This sleep feature
requires the transmitting node to send a frame to wake-up the next hop node. Even
though it only takes 1.0 ms for a node to wake up, the transmitting node must take
into account that the next-hop node might already be awake and receive the frame
successfully; thus, the time the transmitting node must wait before beginning the
second transmission process is 6.0 ms, which permits receipt of the next-hop nodes
transmission.

After the second transmission, the typical BEB takes place with the initial backoff
period of 10.0 ms, then 20.0 ms after the third transmission and 40.0 ms after the
fourth transmission. If forwarding of the frame has not been detected after com-
pleting the fourth transmission, the transmitting node switches the frames next-hop
destination to the secondary route. The transmitting node then performs the same
sequence again while simultaneously adjusting the designated path bits within the
header.

4.4.2 Seed Number

The CSMA-CA BEB protocol also provides a method to alleviate network conges-
tion in the node by retransmitting at different set time intervals [14]. To prevent the
occurrence of two nodes transmitting at the same time near the BS, a seed number
between 1.0 and 4.0 ms is added to the back-off time. The seed number creates dis-
parity between the back-off times between transmitting nodes. With the application
of the seed number, neighboring nodes that initially transmit at the same time has
a smaller probability of retransmitting at the same time since each node applies a
random seed number to the BEB. This helps mitigate congestion caused by collisions
as the network begins to taper to the BS.
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5 Simulation Results and Analysis

An assessment of the proposed 6LoWPAN WSN is needed in order to validate the
effectiveness of the implemented cyber security mechanisms. While the focus is on
the cyber security mechanisms within a 6LoWPAN enabled WSN, it must be antic-
ipated that these WSNs can be deployed to different types of environments. The
different types of environments create varying levels of network traffic. We simulate
these different environments using four scenarios that mimic the varying levels of
traffic density. The scenarios developed within this section mimic vehicles transiting
an intersection at different speeds. These scenarios then allow the researcher to deter-
mine the effects of the implementation of the proposed cyber security mechanisms
within a variety of simulated network environments with each simulation listed as a
trial.

The network topology used in the simulation is shown in Fig. 4. A reference
number is given to each node in the figure. The reference number provides a simple
method for the researcher to reference a node within the program and within the user
created files. There are four scenarios simulated, each representing a specific speed
of vehicle traversing an intersection. The first scenario represents vehicles traveling
at 25 miles per hour (mph), the second at 35 mph, the third at 45 mph, and the last
scenario represents vehicles traveling at 65 mph. We chose these numbers to simply
show a range of speeds, from slow (25 mph) to fast (65 mph). Each of the four
scenarios are initially simulated with no attacks occurring. These trials act as the
normal conditions of the tactical WSN, creating a baseline to compare the results
from simulations that incorporate attacks performed on the WSN.

The nodes selected for each attack remain the same for all scenarios to allow for
comparisons between the different network environments. The total number of trials
conducted for each scenario is as follows: five trials with no attack, five trials with
a spoofing attack on node 24, five trials with a spoofing attack on node 16, a DOS
attack on node 5, a DOS attack on node 25, and anMITM attack between nodes 7 and
2. In total, each scenario has six different network implementations with five trials
per implementation, resulting in a total of 30 trials for each scenario. This results in
a total of 120 trials for the program. Due to space, we show and discuss only a subset
of the results obtained.

In the following subsections, each attack is discussed and analyzed. An analysis
of each of the attacks is displayed from the view of the MS with the implemented
cyber security mechanisms in place; these mechanisms lead to either the detection
or mitigation of the attack. The power draw for each node, which is not analyzed by
theMS, is also discussed. Within the analysis slight variations within the results may
be observed due to the implementation of frame errors. The frame errors are caused
by frames being dropped or not properly received and can occur undetected on the
last hop to the BS.
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5.1 Spoofing Results

The purpose of the spoofing attack is to test the efficacy of the MIC security mecha-
nism added to the IEEE 802.15.4 6LoWPAN enabled frame. The two nodes imitated
in the spoofing attack are nodes 16 and 24. Node 16was chosen since the surrounding
nodes have a higher traffic density than a node on the edge of the network. Node 24
was selected since it is on the edge of the network with limited network traffic flow
and is one of the least protected nodes in the WSN. In order to detect a spoofed node
within the WSN, the MIC security mechanism is used to authenticate the frames
received by the MS.

The number of spoofed frames detected by the MS and sent by the rogue node
imitating node 16 is shown for Scenarios 2 and 3 in Figs. 11 and 12, respectively.
As expected, the number of detected, spoofed frames varies between trials due to
the activity of the receiving node. The number of detected, spoofed frames also
varies between scenarios. This was determined through further analysis of the logs
maintained during each trial. It is observed that fewer frames were injected as the
speed of the vehicles being simulated increased.

We calculate and analyze the rate of the frames injected. The average number of
frames injected for the five trials performed for Scenario 2 was 43 (Fig. 11), while 38
frames were injected in Scenario 3 (Fig. 12). The rate for frame injection per second
was computed using

RF I = F Iavg
TLast Frame − TFirst Frame

(1)

Since the simulation program performing the analysis of the MS can only tell
if the frames being processed are spoofed, the logs were examined to determine

Fig. 11 Number of non-authenticated frames received by the MS in each of the five trials for
scenario 2 simulating a spoofing attack on node 16
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Fig. 12 Number of non-authenticated frames received by the MS in each of the five trials for
scenario 3 simulating a spoofing attack on node 16

if a spoofed frame was not detected and processed. After reviewing the logs and
determining which frames were spoofed, 100% of the spoofed frames received by
the BS within the program were detected and denoted as non-authenticated by the
MS. Within the logs, it was also noted that not all spoofed frames were received, as
a small percentage were either lost or received in error by the BS.

The number of frames detected by the MS that were sent by the rogue node
imitating node 24 is shown for Scenarios 2 and 3 in Figs. 13 and 14, respectively.
Nodes 16 and 24 share similar characteristics in the slight variation of injected frames

Fig. 13 Number of non-authenticated frames received by the MS in each of the five trials for
scenario 2 simulating a spoofing attack on node 24
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Fig. 14 Number of non-authenticated frames received by the MS in each of the five trials for
scenario 3 simulating a spoofing attack on node 24

between trials for a given scenario as well as between the scenarios; however, since
node 24 is on the edge of the network and has a low density of network traffic,
the node is asleep more than node 16. This explains the difference in the average
number of frame injections. The average number of frames injected for the five trials
performed on Scenario 2was 26 (Fig. 13) while Scenario 3 s averagewas 23 (Fig. 14).
The calculated rates were also similar to those for node 16; for node 24 for Scenario
2, RF I was 0.221 frames per second, resulting in an injected frame every 4.52 s. The
RF I for Scenario 3 was 0.238 frames per second, resulting in an injected frame every
4.20 s.

The ability of the MS to perform an analysis on received frames to determine if
there is a possible spoofing attack within the WSN, as well as to determine which
node to remove from the WSN to prevent further attacks, is illustrated in Figs. 11
through 14. The analysis focused on the use of the implementation of the MIC
security mechanism to authenticate valid frames sent by the nodes. Variations were
also visible within the results between the trials and scenarios being run, but they
were expected and were accounted for in the network logs. Overall, theMIC security
mechanism is able to provide data integrity by allowing the MS to authenticate each
received frame. In addition, while the increase in the number of frames transmitted
has an impact on the power draw, it is minimal, keeping the WSN functional.

5.2 DOS Results

The DOS attack was used to determine if the centralized routing scheme and the use
of the path indication bits could detect an attack or incapacitated node. The two nodes
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for the DOS attack are nodes 5 and 25 due to their differing characteristics within
the WSN. Node 5 is on the edge of the network with limited network traffic flow and
is also able to be physically accessed undetected by an individual due to the MAGID
coverage. Node 25 is one of the extra relay nodes deployed near the BS and handles
half of the traffic within the network. An attack on Node 25 demonstrates the ability
of the WSN to remain reliable if an extra relay node is incapacitated. Specifically, a
DOS attack on node 25 validates the networks ability to utilize the secondary route of
the centralized routing mechanism. In addition, it also validates theWSNs capability
to accommodate an increased traffic load. Scenario 1 and Scenario 4 are used to
compare the DOS results.

5.2.1 Original Hop

Our analysis of theDOSattack examines the centralized routingmechanism executed
by the MS. Specifically, we first look at the number of frames the originating node
failed to successfully send along the primary route. These results are shown in Fig. 15
for Scenario 1 and Fig. 16 for Scenario 4. Nodes 1, 2 and 11 are observed to have
a significant increase in number of frames transiting to the next-hop node from the
originating node. The increase for nodes 1 and 2 occurred during the trials in which
there was a DOS attack on node 25, and the increase for node 11 occurred during
the trials in which there was a DOS attack on node 5. This is expected since the
primary route for node 11 is through node 5, and the primary route for nodes 1 and
2 is through node 25.

A closer examination of Fig. 15 indicates that a limited number of frames from
nodes 7, 8, 16, and 17 also took secondary next-hop routes. These anomalies can

Fig. 15 Frames transmitted via secondary route per node (original hop) in scenario 1 for no attacks
and DOS attacks at nodes 5 and 25
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Fig. 16 Frames transmitted via secondary route per node (original hop) in scenario 4 for no attacks
and DOS attacks at nodes 5 and 25

be attributed to a small amount of congestion within the network as it occurs even
when no attacks are executed as denoted by the results in red in Fig. 15. Also shown
in Fig. 16 are the same anomalies that occurred in Fig. 15. As shown in Fig. 16, a
moderate number of frames from nodes 5, 6, 7, 8 and 11 also took secondary next-hop
routes. This is attributed to the increased congestion from not only the DOS attack
on node 25 but also the increased density of the traffic due to the faster detection rate.
The network was not able to clear the congestion quickly enough, and the congestion
began to spread to nodes two to three hops from the attacked node. Even though there
was a greater amount of congestion in the network, it remained secure and continued
to reliably deliver frames from affected nodes with near real-time precision.

The analysis presented in Figs. 15 and 16 is based on the implementation of the
centralized routing mechanism with the utilization of the path indication bits. The
path indication bits alerts the MS that the frame was not able to successfully send the
packet along the primary route from the originating node. The use of the secondary
route is an indication of possible congestion or a node malfunctioning, causing the
WSN to operate in a non-optimal manner. Furthermore, this increases the power
draw of multiple nodes and possibly causes more network congestion. Using the
information gained from the path indication bits, we see that the MS adjusts the
centralized routing mechanism for optimization.

5.2.2 Follow-On Hop

The DOS attack is further examined through the analysis of the number of frames
that were unsuccessfully transmitted along the primary route by the follow-on nodes.
These results are shown in Fig. 17 for Scenario 1 and Fig. 18 for Scenario 4. As shown



750 P. Thulasiraman and D. W. Courtney

Fig. 17 Frames transmitted via secondary route per node (follow-on hops) in scenario 1 for no
attacks and DOS attacks at nodes 5 and 25

Fig. 18 Frames transmitted via secondary route per node (follow-on hops) in scenario 4 for no
attacks and DOS attacks at nodes 5 and 25

in Fig. 17, a DOS attack on node 5 does not produce any significant changes in terms
of the number of unsuccessful transmitted frames. This is expected since node 5 is
only a primary route for node 11 and is not a primary route for any other nodes
within the network; however, the analysis of the DOS attack on node 25 shows a
significant increase in nodes that sent frames that utilized a secondary route at a
follow-on node. The significant increase in the utilization of secondary routes at
follow-on nodes is expected since node 25 is the primary route for half of the WSN
to the BS. Minor escalations at nodes 13, 17, 18, 21, 22, and 24 can be explained
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Fig. 19 Power draw per node in Scenario 1 for no attacks and DOS attacks at nodes 5 and 25

by congestion experienced from the surge of network traffic utilizing the secondary
routes. This is more evident in Fig. 18 due to the increased density of network traffic
in Scenario 4.

The analysis presented in Figs. 17 and 18, like Figs. 15 and 16, are possible due
to the implementation of the centralized routing mechanism with the utilization of
the path indication bits. The secondary route information data provides an additional
awareness of the WSNs status, which the MS uses in order to determine if and/or
how much congestion is within the WSN. The combination of the follow-on hop
data as well as the original hop data provides a near real-time status of the WSN to
the MS.

5.2.3 Power Draw

The average power draw for each node during the simulations of Scenarios 1 and 4,
in conjunction with either a DOS attack on node 5 or a DOS attack on node 25 as well
as no attacks, are shown in Figs. 19 and 20. As shown in Fig. 19, there are minimal
changes in the power draw between no attack and the DOS attack on node 5 trials
except for node 5. The increase in power draw for node 5 is expected because node
5 is constantly receiving a signal from the rogue node performing the DOS attack.
It is also observed in Fig. 19 that the DOS attack on node 25 affects all of the nodes
up to two hops from the BS as well as nodes 7 and 8, which are three hops from the
BS. This is attributed to the increase in network traffic causing congestion, which in
turn increases the power draw of the affected nodes. Similar characteristics are also
seen in Fig. 20, with the same nodes having an increase in their power draw for both
attack simulations.
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Fig. 20 Power draw per node in Scenario 4 for no attacks and DOS attacks at nodes 5 and 25

The results shown in Figs. 19 and 20 have a strong correlation to the results shown
in Figs. 15 and 16. The nodes from Figs. 15 and 16, which utilized secondary routes
to transmit the frame from the original hop, correspond to the same nodes with an
increase in power draw in Figs. 19 and 20. The increase in the power draw for the
surrounding nodes is expected since it requires the originating node to first transmit
to the primary route four times prior to transmitting to the secondary route. After
further examination of the results in Figs. 19 and 20, we find that the nodes in Fig. 20
had a much larger power draw than those in Fig. 19. As mentioned before, Scenario
4, shown in Fig. 20, simulates an environment in which detections occur at a rate
approximately two times greater than Scenario 1, shown in Fig. 19. These results are
expected since the nodes have less time to sleep and spend more time awake, which
increases the power draw for the nodes.

5.3 MITM Results

Similar to the spoofing attack, the analysis performed on theMITM attack is focused
on the implementation of theMIC securitymechanismbut also the centralized routing
mechanism using the path indication bits. The wireless connection between nodes 7
and 2 was selected as the point of attack since it has a high density of traffic affecting
a large portion of the network but not the entire network. The power draw of the
nodes was not impacted as much as the Spoofing and DOS attacks. Shown in Fig. 21
is the analysis of the power draw for no attacks and an MITM attack between nodes
7 and 2. The differences between the MITM simulations and no attack simulations
are negligible since the power draw for each node is the same.
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Fig. 21 Average power draw per node in mW when no attack occurs and during the MITM attack
simulations between nodes 7 and 2

Fig. 22 Power draw per node in Scenario 4 for no attacks and DOS attacks at nodes 5 and 25

The average number of non-authenticated frames over the five conducted trials for
Scenario 1 is shown in Fig. 22. Nodes 7, 12, 15, 16, 19, 20 and 23 have primary routes
through node 7 to node 2, and these nodes had the most non-authenticated frames.
The number of detections per node is 45 with a frame generated for each detection. A
slight variation between the frames sent by nodes and the frames received by the MS
is shown in Fig. 22. The variation is accounted for by either a node along a frames
path utilizing a secondary route, resulting in the frame not transitioning through the
affected nodes, or the frame being lost or dropped at the BS. The non-authenticated
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frames from nodes 17 and 18 are due to congestion within the network and the
utilization of the secondary route, which ultimately went through the affected nodes
7 and 2.

6 Conclusion

In this chapter, we discussed the implementation of the 6LoWPAN protocol for
tactical WSNs and examined the need for 6LoWPAN in tactical WSNs used by the
USMCinoperational scenarios. Through theuse of 6LoWPAN,our aimwas to reduce
the manpower required to maintain the tactical WSN by allowing the WSN to be
managed froma remote, secure location.Ultimately, 6LoWPANprovides automation
to the data flow by eliminating the need of an individual to physically retrieve data
from theCOC.The 6LoWPANprotocol,with the addition of necessary cyber security
mechanisms, can be implemented and used by the USMC to boost the abilities of its
current WSNs.

This chapter presented a comprehensive tactical WSN framework using 6LoW-
PAN that includes a hierarchical network design using defined network devices. The
use of a structured/centralized network design allows for secure network reachability
and accessibility. We implemented multiple cyber security mechanisms within the
6LoWPAN protocol. These security features included a centralized routing scheme,
encryption, authentication and integrity. These features were applied/implemented
into the 6LoWPAN frame structure. The combination of these various cyber secu-
rity mechanisms and frame structure modifications create an effective and efficient
tactical WSN that can be utilized by the USMC.

We evaluated our framework using MATLAB and tested it against three well-
known attacks. Results obtained from the simulations focused on the effectiveness
of the cyber security implementations. The use of the MIC provided integrity to the
WSN by preventing the authentication of 100% of the frames received by the MS
in either the spoofing or MITM attacks. The use of the centralized routing scheme
ensured the WSN remained functional and reliable even when one of the two nodes
connecting the BS to the rest of the WSN was disabled during the DOS attack. The
implementation of indication bits within the modified 6LoWPAN frame structure
enabled the MS to determine that there was congestion within the network resulting
from either traffic density or an incapacitated node.

This chapter provided an effective and efficient tactical WSN using 6LoWPAN
that can remain reliable and secure while deployed within harsh environments. We
conclude that the developed cyber security mechanisms and network structure pro-
vide a foundation onwhich future tacticalWSNs usedwithin theUSMCcan be based.
Our future work includes designing security algorithms for specific vulnerabilities
of the 6LoWPAN network, including neighbor discovery and routing.
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Data-Driven Detection
of Sensor-Hijacking Attacks
on Electrocardiogram Sensors

Hang Cai and Krishna K. Venkatasubramanian

Abstract In this chapter, we build a detector for identifying sensor-hijacking attacks
that alter sensor readings in aWearable Medical Internet of Things (WMIoT). A
sensor-hijacking attack targetsmedical devices in aWMIoTandmakes themgenerate
arbitrary user health state information. A sensor-hijacking attack is very dangerous
because it can be mounted stealthily on unsuspecting WMIoT users. We focus on
sensor-hijacking attack on one of the most commonly collected vital signs from a
person, the electrocardiogram (ECG) sensor. Using sensor-hijacking attack to alter
ECGmeasurements can have profound consequences for the user, as an adversary can
easilymake a personwho is experiencing cardiac arrhythmia appear to be normal and
thus cause immediate or long-term harm to their health. To detect sensor-hijacking-
based alterations of the ECG measurements, our approach leverages the idea that
multiple physiological signals based on the same underlying physiological process
(e.g., cardiac process) are inherently related to each other, i.e., have common features.
Any surreptitious alteration of one of the signals will not be reflected in the other
reference signal (s) in the group. We describe an ECG alteration detector that uses
arterial blood pressure (ABP) measurements as reference. The advantages of using
a distinct reference signals are: (1) It does not require redundant ECG sensors to
operate, (2) it adapts to the changing physiology of the user and does not depend
on historical trends, and (3) it does not require instrumentation on other hardware
modifications of the devices to work. In this work, we describe a temporal ECG
alteration detector. Analysis of our detector shows promising results with over∼97%
accuracy in detecting even subtle ECG alterations for both healthy users and those
with cardiac conditions, within 5 s of the occurrence of the sensor-hijacking attack.
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1 Introduction

Our society has been facing considerable challenges in recent years. Increasing traffic
congestion, energy scarcity, climate change, and many other issues have taken a turn
for the worse and need urgent attention. One such area is that of providing quality
health care to people in a safe and effective manner. The healthcare system in most
countries has increasingly come under pressure as the average age of their population
increases and the number of elderly people swells. This will most likely lead to dire
shortages of healthcare personnel, and, if left unattended, could result in a drop in the
quality ofmedical care and a substantial increase in healthcare costs [39]. Technology
can play a major role in alleviating this problem through the development of smart
health monitoring systems.

In the last two decades, crucial technological breakthroughs have made it possible
to miniaturize sensing, communication, and processing platforms that can be embed-
ded as a part of larger systems/processes for providing real-time monitoring and
feedback control services. Such platforms, deeply embedded in physical processes,
are fueling the Internet of Things (IoT) revolution that we are all experiencing. The
idea behind IoT is to incorporate intelligence in everyday objects/services in order to
improve the efficiency of performing routine but crucial tasks. Examples include sim-
ple systems such as smart coffee pots that can detect the decrease in the temperature
of the coffee and alert the user so that the coffee does not have to be unnecessar-
ily re-heated; to complex ones such as closed-loop control of an individual’s type
1 diabetes using artificial pancreas. IoT systems in the form of wearable medical
technologies, referred by us from now on asWearable Medical Internet of Things
(WMIoT) systems, can play a huge role in alleviating the problems of providing
improved health care through the realization of continuous health monitoring.

WMIoT systems are a collection of wearable medical devices to enable pervasive,
long-term, real-time health management. A typical WMIoT has sensing medical
devices (aka sensors) that collect, store, and communicate physiological (e.g., vital
signs), activity (e.g., gait, sleep), and environmental (e.g., temperature, pollen-count,
humidity) data from within and around the user it is deployed on, and forwards it to a
base station entity, such as a smartphone or smart-watch for processing, visualization,
and storage. WMIoT systems may also contain actuating medical devices that can
provide therapies to the user based on the data collected by the aforementioned
sensors. In general, the output of the medical devices in WMIoT can be used to
understand the user’s health state and provide appropriate treatments. The use of
WMIoT for health monitoring provides several benefits:

• They provide the ability to monitor users in their “habitat,” which allow caregivers
to understand the causes of user’s symptoms and thus provide personalized care.

• They allow for continuous monitoring of users thus reducing the overcrowding at
healthcare facilities, while at the same time maintaining the standard of care.

• They allow very few caregivers to monitor a large body of users and therefore
alleviate some of the effects of shortage of caregivers from aging populations.
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• They allow for quick detection of medical emergencies and alerting of EMT, other
caregivers, and the user’s relatives.

• They can be extended, and indeed are already being extended, to provide closed-
loop management of chronic conditions, thus minimizing frequent caregiver inter-
vention.

Recent years have seen a dramatic increase in the number of wearable monitoring
systems, particularly fitness trackers. Examples include Fitbit [10], Jawbone [12],
and AppleWatch [4]. We view these devices as the first generation of WMIoT sys-
tems that are not medical devices but rather provide movement and in some cases
heart-rate monitoring of the user based on in-build accelerometer and optical mon-
itors, respectively. More complex systems are already available such as Empatica’s
E4 devices [9] and Sotera Wireless’ Visi [46] that allow the user to monitor not only
movement and heart rate but also electrocardiogram (ECG), continuous blood pres-
sure, skin conductance, and body temperature. We expect this trend to continue in
the future as we move from non-medical physiological monitoring to medical grade
ambulatory physiological monitoring using wearable systems. Already several next-
generation WMIoT platforms are available such as [3, 5, 6, 8, 13, 14, 16]. While
the continuous sensing capabilities of these systems offer unprecedented opportuni-
ties for personalized care [44], the consequences of an attack on the same sensing
capabilities of the WMIoT system can be devastating.

1.1 Sensor-Hijacking Attacks on Wearable Medical IoT
Systems

Security is essential forWMIoT environments. Lack of security inWMIoTs not only
harms user privacy, but may also harm the user’s safety. Data security is also a legal
requirement that WMIoTs have to fulfill due to Health Insurance Portability and
Accountability Act (HIPAA) [11]. Though devices in the WMIoT can be attacked in
many ways, in this chapter we focus on adversaries who mount what we call sensor-
hijacking attacks. We define sensor-hijacking attacks as attacks that prevent sensing
medical devices from correctly collecting and reporting the user’s health state (e.g.,
reporting old or wrong physiological measurements). Sensor hijacking in WMIoT
systems presents itself due to vulnerabilities in four basic areas of the system: (1)
the communication channel, (2) the software and firmware update process, (3) the
unprotected sensory-channel, and (4) from direct physical compromise.

The communication channel used by wearable systems is usually wireless in
nature, for example, using Bluetooth Low Energy (BLE), Wireless Medical Teleme-
try Service (WMTS), MedRadio, or ZigBee. An insufficiently secured communica-
tion link within the WMIoT can allow adversaries, from relative proximity of the
user (victim), to introduce bogus data, modify/suppress legitimate health data into
the system. Such user health data manipulation can lead to erroneous evaluation of
a user’s health, untimely administration of treatment, or denial of service (DoS).
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Communication links in wearable medical systems are rarely secured properly and
consequently, recent years have seen a plethora of attacks newly identified for wear-
able medical devices that exploit the wireless communication channel. Examples
include the reverse engineering and replay attacks on pacemakers [30] and insulin
pumps [23, 35] that allow the adversary to not only know the current state of the
user’s health but also modify it.1

In addition to communication attacks on wearable medical devices and their data,
sensor-hijacking vulnerabilities also exist in the software/firmware update process.
Medical devices in WMIoT systems are complex entities that need to be updated
from time to time in the field to provide new features, fix bugs, and update their
operating parameters based on latest research. This update process is often remotely
over the Internet in order to minimize the disruption to the user. However recently,
instances have been found where the update process is not authenticated. This seems
to be a larger trend with IoT systems that often seem to allow anyone to update their
devices [36]. A case in point is the recent Food and Drug Administration recall of
Hospira’s infusion pumps because the received software and libraries during on-field
updates in an unauthenticated manner allowing an adversary to man-in-the-middle
the whole process [2] and compromise the device. Even though the infusion pump
vulnerability was focused on an actuator medical system, the same applies to sensing
medical devices as well.

Moreover, vulnerabilities also exist in the sensors themselves. For instance, sen-
sors are susceptible to awhole class of sensory-channel threats that involve interfering
with the transducers of the sensors and introducing arbitrary sensor measurements
into the system again from relative proximity. This sensor hijacking can be per-
formed using a variety of stimuli including electromagnetic induction [17, 27], light
[41, 45, 47], and acoustic waves [24, 25]. Such sensory-channel attacks can not only
be used to tamper with the sensor measurements [27], but also enable arbitrary code
execution under specific conditions, as we ourselves recently identified [17].

Finally, physical compromise of the sensor directly or its replacement with a
malicious device is yet another way to compromise the WMIoT and thus harm the
user. Figure1 lists the broad class of attacks that can lead to sensor hijacking on
WMIoT.

1.2 Challenges in Detecting Sensor Hijacking

Detecting sensor-hijacking attacks on WMIoT is a challenging endeavor. This is
becauseWMIoT is very different from traditional desktop and smartphone computing
domain in several important ways. For example, in WMIoT user safety is given at

1In addition, attacks on pacemakers and insulin pumps also affect their actuation capabilities;
however, we do not focus on such attacks in this work. That being said, in this work, we are detecting
amore upstream attack, whichwill itself reduce the overall chances of incorrect actuation, assuming
the actuation element is not directly attacked.
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Fig. 1 A comprehensive classification of sensor-hijacking attack categories

the most importance. The devices in the WMIoT need rigorous device certification
from agencies like the FDA. Furthermore, the medical devices themselves have
limited computational capabilities that precludes effective implementationof security
primitives. Traditional approaches to security that work well in the desktop and
smartphone world are insufficient to deal with security problems in the WMIoT
context. For instance:

• Communication encryption-based solutions are insufficient. The sensor-hijacking
attacks compromise the source (sensors) of the data flow within the WMIoT.
Consequently, no amount of securing the communication in themiddle is therefore
going to protect against user harm.

• Malware detection solutions are not easy to introduce on medical devices. Medi-
cal devices platforms are extremely heterogeneous and often built using very con-
strained embedded platforms. This makes deployment of general-purpose anti-
virus (AV) software infeasible without incurring extensive customization costs
[22]. Further, even if AV software is present, in many cases manufacturers switch
them off during firmware updates [22].

• Hardware-oriented solutions are expensive.Researchers have proposed upgrading
the device hardware to prevent some of the hijacking attacks using techniques
such as tamper-proof hardware, sensor shielding, or advanced filtering systems



762 H. Cai and K. K. Venkatasubramanian

[27]. These approaches increase the cost, weight, and energy consumption of the
devices, thus affecting the deployment and wearability of the device along with
the mobility of the user.

Given the various barriers that exist in making the medical devices more secure,
we tackle the problem from a different angle. In our efforts, we are focused on
developing an attack-agnostic way to secure the WMIoT systems against sensor-
hijacking attacks. We do this by observing that the goal of any security solution
with respect to WMIoT should be to ensure that the user is protected from harm.
This means that the adversary should not be allowed to introduce incorrect user
state information into the system such that wrong diagnosis and treatment are made.
Therefore, if we can analyze the data being received from the sensors, we should be
able to determine whether the data has been legitimately measured from the user or
it has been tampered by someone. In this regard, our work has focused on detecting
attacks on sensor data being output by electrocardiogram (ECG) sensors in WMIoT.
The reason we focused on ECG sensors is because (1) ECG is one of the most
important vital signs collected by a variety of WMIoT; (2) ECG is a representation
of the cardiac process, which is very important to monitor for any user; and (3)
ECG sensors have already been demonstrably compromised in variety of contexts
[27, 30].

1.3 ECG Sensor Hijack Detection

In general, an ECG measurement has two key characteristics that can be manip-
ulated by sensor-hijacking attacks such as temporal and morphological [40]. The
manipulation of temporal characteristics involves modifying the timing information
of the ECG complex (e.g., inter-beat-interval). This can result in situations where a
user who has tachycardia (fast resting heart rate) being shown to have normal sinus
rhythm ECG or vice versa. Similarly, manipulation of the morphological character-
istics involves modifying the shape of the ECG complex that results in situations
where a user’s atrial fibrillation is misread as normal ECG or vice versa. Figure2
shows examples of temporal and morphological changes in the ECG of the person
and its visual manifestation.

One obvious way of addressing this problem is to deploy redundant ECG sensors
on the user. This way even if one of the ECG sensors is compromised, we can
detect that by correlating its output with that of other ECG sensors that may not be
compromised. There are several issues with this approach: (1) If one ECG sensor is
compromised, so can all the others; (2) it requires the deployment of a large number of
sensors on user, which affects the usability of the WMIoT and therefore its effective
in user care. Another approach to address this problem could be to have one ECG
sensor but maintain a repository of historical ECG data form the user and correlate
the current ECG measurements with historical observations. These solutions may
work for healthy user whose ECG characteristics rarely change over time; however,
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Fig. 2 Example of temporal
and morphological
alterations

it does not work for users who develop cardiac complications or generally for users
with cardiac problems [18]. We therefore need an approach that does not require
redundant ECG sensors nor depends on historical ECG data for its detection.

In this chapter, we present a detector for identifying sensor-hijacking-based
temporal alteration of electrocardiogram (ECG) measurements in a WMIoT
that relies on redundancy of signal characteristics rather than redundant
devices.Our principal idea is to use another reference signal related to the ECG, also
measurable from the user, as a way to identify if the ECG signal has been tampered
with. The idea is to leverage the fact that different physiological signals generated by
the same underlying physiological process are inherently correlated, i.e., they share
similar features among them. Therefore, a surreptitious modification of one without
the modification of the other can be identified with changes in features. For example,
electrocardiogram and arterial blood pressure (ABP) are different manifestations of
the cardiac process and the both signals track each other. Hence if we build a model
that uses features that capture their behavior in tandem then a unilateral change in
the ECG signal without a corresponding change in the ABP signal will be caught.

Of course our work relies on the assumption that the reference signal has not
been tampered with. However, we believe that this is not a far-fetched assumption
because detecting any sensor hijack requires a reference source that can be trusted
to determine that sensor is indeed malfunctioning. If such a reference source is not
present or if cannot be trusted, then no detection is possible. Further, there can be
multiple possible reference signals that can be utilized. Therefore, ABP is only one
option for ECG hijack detection, any cardiac signal can be used to detect ECG hijack.
Furthermore, with this work we are suggesting that models based on characteristics
of interrelated signals can be a powerful method for detecting hijacking and an
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important alternative to device redundancy. A secure, untampered reference signal
can be integrated in many ways in to the WMIoT: (1) It could be a part of a secure
base station (e.g., Amulet platform [32]) that measures the reference signal purely
for sanity checking the received ECG signal, (2) it could be a part of a suite of
physiological monitoring sensors within the WMIoT, or (3) it could be a synthetic
signal generated using a generative model based on historic measurements of the
reference signal from the person (assuming the user’s physiology has not changed
substantially since then).

Consequently, to identify if the ECG sensor’s measurement has been temporal
altered, we train a temporal alteration detection model, at the base station that cap-
tures the commonalities of the ECG measurement with that of a correlated physi-
ological signal, the arterial blood pressure (ABP) signal. Under normal situations,
both ECG and ABP, which are measured synchronously, produce features that are
not observable when the ECG signal is altered without a corresponding change in
the user’s physiology, thus indicating alteration. We used ABP as a reference signal
mainly because of the availability of the dataset. We can use almost any other car-
diac signal to perform the same kind of detection. That being said, ECG and ABP
are often measured in tandem in a variety of situations [42, 46]. Numerous devices
are available that measure ECG and continuous blood pressure in tandem as well
[31, 46].

Note that we in [18] presented a preliminary version of the temporal alteration
detector, where we used ABP and respiration signals as reference to determine ECG
alteration. However, the version required over 60min of ECG, ABP, and respiration
data to train its model and 5min of ECG, ABP, and respiration measurement before
it could detect any attack. This was of course not optimal for WMIoT environments,
where we want to be able to detect any attack on the sensors quickly. In this chapter,
we present a new version of the detector that performs the same task in several orders
of magnitude less time, only 1min of ECG and ABP measurements for training the
model and 5s for detecting an attack, whilemaintaining comparable overall detection
accuracy (around 97%).

1.4 Chapter Organization

The rest of the chapter is organized as follows. Section2 presents the related
work. Section3 discusses the system and threat model along with the problem state-
ment. Section4 presents some background information about ECG, ABP, and rela-
tionship. Section5 presents the model for detecting the temporal alteration of the
ECG signal. Section6 presents the evaluation of the detector. Section7 presents a
discussion of some of the limitations of the model presented. Finally, Sect. 8 presents
the conclusions and future work.
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2 Related Work

Not much work has been done in the domain of detecting sensor-hijacking attacks.
In [27], the authors present several preventive solutions for sensor-hijacking attacks.
However, these solutions require the sensor hardware to be upgraded through
improved shielding and adaptive filtering techniques, which is hard to do without
increasing the complexity and cost of the limited capability sensors. Therefore, we
need a detection solution that executes at the base station (which typically has consid-
erably more computational power) and can identify sensor-hijacking attacks through
analysis of the measurements.

Work on detecting anomalous sensor measurements has largely focused on the
benign case of fault detection. Fault detection in sensors in a WMIoT has involved
the adaptation of sensor-redundancy-based methods from wireless sensor network
domain to the WMIoTs [26, 28, 34, 43]. However, almost all the approaches are
designed for motion and gait monitoring WMIoTs, and these kinds of WMIoTs nat-
urally require considerable sensor redundancies (multiple sensors of the same type).
In [37], the authors identify faults in a sensor by correlating its data with different
sensors measuring related stimuli. Specifically, the paper focuses on detecting per-
manent faults in ECG signals based on ventricular pressure signals. Their approach
builds a rule-table for various combinations of blood pressure and heart rates and
determines whether the observed data fall within these expected bounds and, if not,
then the sensors are deemed faulty.

An interesting approach for detectingmedical device misbehavior has been devel-
oped by Kevin Fu’s team at Michigan, called WattsupDoc [22]. The approach uses
a supervised machine-learning model to learn a hospital-based medical device’s (a
drug compounder) behavior with respect to the amount of current it draws. How-
ever, such an approach would require device instrumentation in wearable systems,
which may not be feasible because of the warranty requirements and limited tech-
nical expertise of the users who use and manage them. Consequently, in this project
we plan to develop a solution that detects adversarial manipulation of device output
without assuming: redundancy of devices, historical device output to be correlated
with the current output, and device instrumentation or shielding.

As mentioned before in our previous work [18], we detect malicious temporal
alterations of an ECG measurement using ABP and respiration measurements as
references. The approach had a training time of 60min (i.e., needed 60min of physi-
ological signal measurements to build the detector model) along with 5min of ECG,
ABP, and respiration measurements to detect (i.e., detection time) a sensor hijack,
with is considerably slow for an application that is primarily used for real-time mon-
itor of a person’s health. In [19, 20], we demonstrate a version of the morphological
alteration detector using ABP as reference, which is considerably accurate and much
faster (training time of 20min and detection time of 3 s) than our previous attempt
at temporal change detection. In this chapter, we present an approach that remedies
the situation for the temporal case.
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3 System Model, Threat Model, and Problem Statement

System Model: We assume, the WMIoT consists of a number of wearable medical
devices (i.e., sensors) (See in Fig. 3). These sensors are low-capability devices that
collect physiological data from the user at regular intervals and forward that data to
a highly capable sink entity, which we refer to as the base station, for processing
and storage. The base station provides a root of trust for our system. The base station
is assumed to be immune to attacks from the adversary. Examples of systems that
are suitable to be base stations include the Amulet platform [32] developed at Dart-
mouth College. The Amulet system is designed to be energy-efficient, secure, and
always present aggregator device with a watch-like form factor. Sensors in aWMIoT
typically connect with the base station over a wireless network.

Threat model: The principal goal of the adversaries is to compromise the safety of
the user, through sensor-hijacking attacks. In this regard, we will discuss some of the
principal assumptions we make regarding the threats faced by our systemmodel. We
assume the adversaries possess the following characteristics. They can mount sensor
hijacking on (a subset of) sensors through one of the many attacks listed in Fig. 1
(in Sect. 1) to misrepresent the current user state. In order to mount sensor-hijacking
attacks effectively, the adversary needs to have some knowledge of the wearable
medical system and the user. This resultant user medical state modification from the
sensor-hijacking attack can take three forms: (1) by introducing arbitrary noise to
the original sensor measurements; (2) by replaying historical sensor measurements
stolen from the user in the past as current measurements; and (3) by replacing the
actual sensor measurements with measurements belonging to another user.

BASE STATION 

EKG 
Blood Pressure 

Sensor 

Pulse Oximetry 
Sensor 

EMG Sensor 

ECG Sensor 

EEG Sensor 

Respira on Sensor 

Fig. 3 Wearable medical internet of things (WMIoT) system
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In the case of introducing arbitrary noise, the user and their caregivers will imme-
diately be able to see the noise in the signal,which they can either ignore or investigate
depending upon the larger context of the user’s health. One can imagine a situation
adversary deliberately introduces noise at critical parts of the measurement time-
series and thus try to hide the emergence of specific medical conditions that need
urgent action. However, this is unlikely because the adversary would have to intro-
duce noise in real time to mask specific medical conditions, which is difficult to do
with precision. Further we could have a policy in place which requires the caregiver
to check on the user in the event of noisy output. The second form of hijacking
attack where the adversary replays a historical ECG measurement would require
adversaries to access to a user’s past medical records, which we assume they do not
have. Consequently, in this chapter we focus on the third case, where actual ECG
measurements are replaced with measurements belonging to another user.

We do not consider eavesdropping or passive side-channel attacks per se, as these
attacks by themselves do not affect user safety. However, eavesdropping and passive
side-channel attacks can be used as a precursor to attacks on the sensor itself. In such
cases, we detect the eventual sensor-hijacking attacks they enable. As a final note, as
we are dealing with relatively closed systems, we assume that the adversary cannot
poison the training data used by the machine-learning models, which form the basis
of the detector.

Problem Statement: Our goal is to develop a detector for identifying temporal
alteration of electrocardiogram (ECG) measurements in a WMIoT using the syn-
chronously obtained measurements of a trustworthy reference, the arterial blood
pressure (ABP) measurements.

4 Background

Before we delve into the details of ECG alteration detection based on correlated
signal features, we provide some background information on the principal signals
we consider for this work, i.e., electrocardiogram (ECG) and arterial blood pressure
(ABP) and the interrelationship between them. This is important becausewe leverage
such interrelationships for detection ECG alteration for sensor-hijacking attacks.

ECG is the measurement of the electrical representation of the cardiac process
of a person. As shown in Fig. 4, a single ECG complex consists of P, Q, R, S, and
T waves. The P-wave is observed during atrial depolarization (which causes the
blood to be pushed to the ventricles), the QRS complex is observed during the rapid
depolarization of the right and left ventricles (which causes the blood to be pushed
out of the ventricles into the lungs and the rest of the body), and the T-wave is the
depolarization of the ventricles. The time difference between two R-peaks is known
as an RR-interval. The RR-interval refers to the beat-to-beat variations in heart rate
and is a measure of heart rate.

Atrial blood pressure (ABP), on the other hand, is the continuous measurement
of blood pressure and can be measured non-invasively [7] much like ECG. As shown
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Fig. 4 P, Q, R, S, T waves in
a typical ECG

Fig. 5 Systolic peak and
diastolic trough in ABP Systolic 

Diastolic 

in Fig. 5, a typical atrial blood pressure contains the trough representing the diastolic
bloodpressure and apeakwhich is the systolic bloodpressure.Diastolic troughsoccur
near the beginning of the cardiac cycle and systolic peaks occur when the ventricles
contract. As ECG and ABP signals are both measures of the cardiac process (see
Fig. 6), they track each other. For example, an R-peak in the ECG signal will typically
be followed by a systolic peak in the ABP signal as both represent the compression of
the ventricles that results in the blood being circulated through the entire body via the
Aorta (see Fig. 6). Therefore, under normal conditions, the RR-intervals and systolic
peak intervals in the ABP signal (referred to as SS-intervals from now on) are highly
correlated, as they are measures of the same phenomenon (ventricular compression)
[38]. Similarly, pathologies in the cardiac process that results in abnormal ECGwave
form are also reflected in the ABP signal [1].
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Fig. 6 ECG and ABP
signals in time domain
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5 Detecting Temporal ECG Alterations

In this section, we present a new version for detecting temporal alteration of electro-
cardiogram (ECG) sensor measurements in a WMIoT that is a order of magnitude
faster than our previous attempt at the problem [18] while maintaining high accuracy
rate. The overall approach used by our detector is the same as in our previous work
[18]. It works by training a user-specific supervised-learning model that includes
features that capture the interrelationship among synchronously measured ECG and
another signal(s), which in this case is arterial blood pressure (ABP) from a par-
ticular user. The model also includes features collected from ABP measured from
the user and ECG measured from several different users (thus modeling the attack
where a user’s ECG is replaced with someone else’s as part of the sensor hijacking).
Once the model has been trained, we then use features extracted from snippets of
synchronously measured ECG and ABP signals from the user and feed it into the
model. The model generates an alert if it determines that the signals came from
two different users. Figure7 shows our system setup. It contains three main steps:
(1) extracting features that capture the interrelationship among ECG and ABP, (2)
training a user-specific model, and (3) detecting altered ECG measurements based
on the newly received ECG and ABP snippets. We generate a user-specific model to
capture the features of the user’s cardiac process as observed through the ECG and
ABP signals to get a baseline for expected behavior and unexpected behavior for our
detection system. We now describe each of the three stages below.

Feature Extraction: We view alteration of ECG measurements, with the intention
of providing incorrect data about the user, to manifest itself as temporal changes in
the output ECG signal. Temporal changes are associated with the interval between
two consecutive R-peaks being misreported. Here, as we are focused on tempo-
ral properties of ECG signals, we first transform the ECG signal into a series of
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Fig. 7 Detection of temporal alteration of ECG measurements

inter-beat-intervals by detecting the R-peaks and calculating the time difference
between two consecutive R-peaks. (Note that before extracting features, the signals
cleaned, to eliminate noise such as baseline wandering.) The RR-tachogram thus
produced forms our candidate signal. We then correlate this candidate signal with
a reference ABP signal and extract feature points in tandem. These feature points
will then be used to train a user-specific model and used to detect ECG alterations.
In all, we extracted a set of 13 features from candidate and reference signals (see
Table1). These features can be classified into two categories: (1) Time-Domain Fea-
tures, which include (i) average and standard deviation of the time elapsed between
two consecutive R-peaks in the ECG signal, (ii) average and standard deviation of
the time elapsed between two consecutive systolic (S) peaks in the ABP signal, (iii)
average amplitude of the systolic peak and diastolic peak, (iv) average, standard devi-
ation, and root-mean-squared of the pulse transit time (PTT) and backward PPT. (2)
Frequency-Domain Features, which include area under the curve of the magnitude
squared coherence (MSC) curve computed between ECG and ABP signals.

Above, the pulse transmit time (PTT) is defined as the distance between R-peak
and the systolic peak which is preceded by that R peak (shown in Fig. 8). Similarly,
backward PTT is defined as the distance betweenR-peak and the nearest systolic peak
shows ahead of that R-peak (shown in Fig. 8). Further, magnitude squared coherence
(MSC) is the measure of spectral coherence and measures the causality between
the two signals. The MSC of two signals, signal x(t) and signal y(t), is defined

as follows: Cxy( f ) = |Pxy( f )|2
Pxx ( f ) ∗ Pyy( f )

, where Pxx ( f ) and Pyy( f ) denotes the power
spectral densities of signal x(t) and signal y(t), respectively, and Pxy( f ) denotes the
cross power spectral density of these two signals. We use MSC as feature for our
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Table 1 Feature summary for ECG temporal alteration detection

Type Feature

Time domain Average RR-interval

Standard deviation of RR-interval

Average SS-interval

Standard deviation of SS-interval

Average SBP amplitude

Average DBP amplitude

Average pulse transmit time (PTT)

Standard deviation of PTT

Root mean square of PTT

Average backward PTT

Standard deviation of backward PTT

Root mean square of backward PTT

Frequency domain Area under MSC curve of ECG and ABP

Fig. 8 PTT and backward
PTT

Backward PTT PTT 

ECG

ABP

work because it has been shown that it provides an important measure of the power
interchanged between the signals in determined frequency bands (around 0.1Hz and
around the respiration frequency) [15].

Training: In order to account for the individual variation in the physiological pro-
cesses, we build a user-specific model for each user on whom we tested our system.
We tried several classifiers in this regard. However, we include results of the best
performing classifier, namely Support Vector Machine (SVM). To train these classi-
fiers, we first extract the aforementioned 13-dimensional features from Δt minutes
of synchronously measured ECG and ABP signals from the same user and label
these as negative class points. The feature extraction is done using sliding window
of sizewt < Δt , which is moved over the two synchronously measured signals. Each
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wt -sized window of data thus produces one feature point for the system. We then
extract the aforementioned features using snippets from ECG signals with ABP sig-
nal from different users and label these as positive class points. Once the negative
and positive points are collected, we feed them into the SVM classifier to gener-
ate a user-specific model. The use of SVM presents advantages in that it is well
understood, relatively easy to understand, and has excellent tool support, and can be
implemented cheaply on resource-constrained base stations [21].

Generating Alerts: After model training stage is completed, we can use the trained
model for a user to decide if any newly received snippet of ECG and ABP signal has
been temporally altered or not. Again, we use feature generation method forwt -sized
long synchronously measured ECG and ABP snippets to generate a feature point,
and then feed this feature point to our user-specific model. Then the user-specific
model will output a label for this feature point as negative or positive. If the point is
deemed positive, we raise an alarm.

6 Evaluation of ECG Temporal Alteration Detector

In this section, we evaluate performance of this new version of ECG alteration detec-
tion model. Our goal with the validation is to demonstrate the ability of our models to
detect alterations in the temporal properties of ECG signals induced by an adversary
while minimizing the latency in training the models and attack detection time.

We use the following metrics to evaluate the ability of our detector to detect
alterations of ECG sensor measurement: false positive rate, false negative rate, and
balanced accuracy. We define false positive (FP) as the fraction of the cases where
an unaltered ECG sensor measurement is misclassified as altered. Similarly, false
negative (FN) as the fraction of the cases where an altered ECG sensor measurement
is misclassified as unaltered. We define balanced accuracy rate (BAC) as the sum of
the half of the true negative rate (fraction of the unaltered ECG sensor measurement
was classified as unaltered) and half of the true positive rate (fraction of the altered
ECG sensor measurement was classified as altered). We use the BAC because of the
metric weighs the positive and negative samples equally. This is important given that
we have an imbalanced sample withmanymore positive examples than negative ones
during the learning phase [48]. In addition, we also track the training time (Δt ), that
is the amount of time for which we need to measure ECG and ABP signals such that
we can build an accurate detector, and detection time (wt ), which determines how
quickly our model detect an attack. Even though we compute these metrics for each
user in our dataset, we present summary statistics of these metrics over all users.

Dataset: The first step in validating the ECG temporal alteration detection model is
to train a user-specific learning model. We collected data belonging to 28 users from
the MIT PhysioBank Fantasia and MGH databases [29]. We chose these particular
users from these databases as they contain both ECG and ABP signals. Furthermore,
the Fantasia database is made up of healthy users, while the MGH database mainly
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Table 2 Balanced accuracy rate for different wt with fixed Δt = 41 min

Window size wm (s) Avg. FP (%) Avg. FN (%) Avg. BAC (%)

5 1.27 3.28 97.72

15 1.33 0.54 99.06

30 2.65 0.03 98.66

60 2.35 0.03 98.81

contains data from users with specific cardiac conditions (i.e., ailment). We searched
the MGH database to specifically choose users whose cardiac condition manifested
itself in temporal variation in the measured ECG signal. We categorize the list of
28 users into three user types based on their ECG signals: (1) Normal user type
indicates users who did not suffer from any cardiac conditions and had normal sinus
rhythm ECG. Our dataset had 13 Normal users, 6 males, 7 females, with an average
age of 44.46 (std 25.52). (2) Abnormal T user type indicates users with consistent
tachycardia (fast resting heart rate) or bradycardia (slow resting heart rate). Our
dataset had 6 Abnormal users, 4 males, 2 females, with an average age of 61.4 (std
19.25). (3) Mixed user type indicates users whose ECG signal showed both normal
as well as tachycardia or bradycardia rhythms. Our dataset had 9 Mixed users, 5
males, 4 females, with an average age of 44.78 (std. 20.39).

Parameter Selection: Given the dataset we now extract features and train a user-
specific model using the data collected from the databases. Two important questions
to address at this point are the window size (i.e., wt ) we need based on which one
13-dimensional feature point can be extracted, and the duration of ECG and ABP
data (i.e., Δt ) we need for the training phase. Note that as we need a window size
amount of ECG andABPmeasurements for generating one feature point, thewindow
size is the same as the detection time metric for our system.

To test which window size wt works best, we set Δt to be a fixed value 41min (as
that was the maximum duration of ECG and ABP measurements that were available
for the users in our dataset) and tested our temporal alteration detector with different
valueswt as 5 ,10, 30, and60 s.Togenerate the negative feature points,weused41min
synchronously measured ECG and ABP signals from the same user. To generate the
positive feature points, we used each user’s ABP with a randomly selected ECG
snippet from every other user in the dataset. These feature points are then fed into a
machine-learning classifier for training purposes. We used Support Vector Machine
(SVM) and used tenfold cross validation to test the detector built. Table2 shows the
metrics BAC, FP, and FN for temporal alteration detector using SVM with different
window size wt . We can see that the temporal alteration detector works best with a
window size of 60 s. Further, we can see that, for these four different window sizewt ,
the temporal alteration detector all achieve at a really high BAC rate with an accuracy
difference between 5 and 60s around 1%. Therefore, in the rest of the experiment,
we set wt = 5 s, since the window size wt determines how fast and frequently the
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Table 3 Balanced accuracy rate, FP, and FN for different Δt with fixed wt = 5 s

Training data (min)
Δm

Avg. FP (%) Avg. FN (%) Avg. BAC (%)

1 2.98 3.77 96.63

5 1.79 2.29 97.96

10 1.96 2.19 97.92

15 2.12 2.04 97.92

20 2.23 2.19 97.79

Fig. 9 Balanced accuracy
rate for ECG temporal
alteration detector
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temporal detector outputs the decision whether the ECG signal is temporally altered
or not.

We then determine how the performance of our ECG temporal alteration detector
is affected by our choice of the size of training data. In this regard, we set the window
size to 5 s andourmodelwith for different amounts ofECGandABP (i.e.,Δt ) training
data. Using each Δt , we generated a set of negative and positive feature points, and
used SVM classifier to train the detector, respectively. We also used tenfold cross
validation to test the model built. Table3 shows the metrics BAC, FP, and FN for the
temporal alteration detector with different Δt . We see that the temporal alteration
detector works best with 5min of training data. However, we chose Δt = 1 min
because it faster to train and also the difference in accuracy from between 5 and
1min is only 1.3%. In the rest of the experiments, we set training data size Δt = 1
min.

Detection Results: Figs. 9 and 10 show the box plots for BAC, FP, and FN rates of
ECG temporal alteration detector using Support Vector Machine classifier based on
the different groups of users (Δt = 1 min, wt = 5 s). In terms of detection accuracy,
we can see that even though the Abnormal T user group has a considerably higher
spread comparing with Normal user group, the balanced accuracy of this group is
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Fig. 10 False positive rate
and false negative rate for
ECG temporal alteration
detector
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still high. If we look at the false negative rate, all three groups work pretty much
similar and the rate is close to zero. The false positive rates are low as well for the
normal case in the median case, but we can see a few outliers where the rates much
higher. In the case of the mixed users, the false positives rates showed similar trend
to what we saw with the normal users. The worst performing set was the abnormal
set, where even the median false positive rate was close to 8%. Given the larger
inter-quartile range for the false positive rate for the abnormal case of about 15%, it
is clear that there is a lot of variability in the results.

Comparison with Previous Work: In our previous work in [18], we developed a
different version of temporal alteration detector that usedABP and respiration signals
as reference. Table4 summarizes the results, including the average BAC, FP, and FN
of the detector in this chapter (current version) with our previous version in [18],
and the base case that analyzes historical inter-beat-interval pattern (RR-intervals),
which we call the RR-only cases. In terms of detection accuracy and error, we can see
that RR-only is reasonably accurate (average BAC of ∼87.41%) but has large false
positives and negatives particularly for the Mixed dataset where users exhibit both
healthy and unhealthy ECG signals. Both the previous version and current version
of the detector consistently outperform this base version for all user types not only in
terms of accuracy but also false positive and false negative rates. In comparison to the
previous version of the detector, our current detector shows less than 1% decrease in
accuracy. However, the biggest advantage for our the work presented in this chapter
is that it is very fast to train its underlying model and (1min as opposed to 60min)
and fast to detect the attacks (5 s as opposed to 5min), which is a crucial property
for actual deployment.
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Table 4 Performance Summary

Method Avg. BAC (%) Avg. FP (%) Avg. FN (%) Training Time
(s)

Detection
Time (s)

Current
version

96.63 2.98 3.77 60 5

Previous
version in [18]

98.46 2.44 0.65 3.6 K 300

Base version
(RR-only)

87.41 16.83 8.36 3.6 K 300

7 Discussion

In this section, we discuss the limitation of our detector and the results we presented
in the previous section.

• Combining Temporal and Morphological Detectors: In our previous work, we
have developed a morphological alteration detection model that uses a window
size is 3 s and the training time is 20min [20]. In light of the approach presented
in this chapter, we now have two separate models which together can detect any
type of ECG alteration. Therefore, to identify if any newly received snippet of
ECG measurements have been maliciously altered or not, these two models have
to run in parallel, and the final decision has to be made based on both output
of the two models. However, combining the outputs of the two models to detect
ECG alteration is not straightforward because the datasets that used to evaluate
these two models are different, we are focused on the temporal alteration of ECG
measurements,while [20]wewere focusedon themorphological alteration ofECG
measurements. Moreover, the window size for the temporal alteration detection
model (1 s) and thewindow size for themorphological alterationmodel (3 s) are not
the same. This leads us to the question, how to combine the output of two models
that are based on the different length of the ECG measurement, and make a final
decision. It cannot obviously be done synchronously. Since the difference between
the window sizes is so small we could simple announce temporal alterations every-
second, while we announce morphological changes every 3 s. The bigger issue
occurs during training or retraining of themodels, which show amarked difference
between the two detectors. Every timewe take the detectors offline (to retrain them)
we have to wait for 20min before redeploying them, even though the temporal
detector is ready is fairly short amount of time. This means despite having a
short training time, temporal detectors when used as part of the larger alteration
detection infrastructure cannot benefit from this property.Weare currentlyworking
on building a unified model that can detect both temporal and morphological
alterations of ECG measurements.

• Dealing with Variations in ECG Signal Behavior: The development of the
machine-learning model for the aforementioned detector is non-trivial because
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physiological characteristics display a large variety of normal behaviors for a given
user and between users. This means the machine-learning model not only has to
be user-specific, but also has to capture a variety of transient idiosyncrasies of the
user’s physiology (e.g., ectopic beats) in order to be effective. In [33], the authors
show that a good strategy in using machine learning to detect adversary-induced
deviations from norm, is to use a family of detectors. This allows the detectors
to compensate for the population drift, where the patient’s physiological signals
change their characteristics over time. We therefore propose to deploy a family of
detectors, each with its own machine-learning model, to detect sensor-hijacking
attacks and compensate for the uniqueness of the patient’s physiology. Figure11
illustrates an overview of our detection system, which employs a family of detec-
tors. After initial preprocessingwherewe clean the candidate and reference signals
(e.g., de-noise it), we use them as input to a family of detectors, each of which has
its own transformation function, feature extractor, and machine-learning model.
Each detector is designed to capture user-specific physiological variations. A deci-
sion fusion module then takes results of the individual detectors and produces a
final decision (and an alarm).

• Dealing with Drift in Physiological Signals Over Time: Our approach relies on
the interrelationship among ECG, and ABP signals to operate. If a user’s physiol-
ogy changes over time, themodels have to adapt aswell. In our current design, both
two models are trained in an offline fashion with only the alert generation happen-
ing online. This means that the model has to be retrained every so often in order to
capture the current state of the user’s health. One approach is to automate the re-
learning based on a schedule. However, choosing the inter-relearning interval has
to be done carefully. Too short an interval would lead to unnecessary re-learning
and too long an interval would result in increased errors. Determining the optimal
model retraining frequency for our work is probably a user-dependent parameter.
For relatively healthy users, the retraining need not happen often, while for indi-
vidual cardiac conditions, the training has to be done more frequently depending
upon the actual condition, how acute it is, and any medications they might be

Fig. 11 Sensor-hijacking attack detection system
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taking. The calculation of optimal model retraining is a non-trivial problem in its
own right something we plan to explore in the future.

• Using ImprovedMachine-LearningModels: In this chapter, we used supervised
learning to train the user-specific model to illustrate our ideas. Supervised learning
is based on the training dataset as the ground truth. The positive class points are
generated by using ECG from a group of arbitrary users. If the ECG is altered by
using an ECG snippet that is collected from a new user who is outside that group,
then the detection system may not work as well. Thus, to solve this problem, the
possible solution might be: (i) use unsupervised learning instead of supervised
learning; (ii) enrich the dataset thus the altered ECG could be representative; (iii)
build a general model, and then using transfer learning to build a user-specific
model. We plan to explore this in the future.

8 Conclusions

In this chapter, we presented a novel version of our sensor hijacking-based tem-
poral alteration detector for ECG measurements in a Wearable Medical Internet of
Things (WMIoT) context. This version leveraged the similarity of ECG to another
physiological signal that measures the cardiac process, arterial blood pressure sig-
nal to detect the alterations. We built a new detector for temporal alterations that is
much faster to train its underlying model and then detect alterations as compared to
our previous work in [18]. Analysis of our detector demonstrated promising results
with ∼97% accuracy in detecting ECG alterations for both healthy and unhealthy
users with an order of magnitude less time for training and attack detection that the
previous version.

8.1 Future Work

In the future, we plan to extend this work in several directions.

• We want to build a combined detector for both temporal and morphological alter-
ations of ECG measurements are that synchronizes the amount of time it needs to
train and then detect potential sensor-hijacking-based alterations.

• Wewant to implement this new temporal detector on an actual base station platform
such as the amulet system [32] and evaluate the performance and computational
cost. We have already done so for the morphological detector on amulet and the
results were published in [21].

• Detection of an attack is only the beginning. Once the attack has been detected, it
is important to alert the user of the attack and help them take mitigative actions to
reduce the consequences of the attack. How to design such an alert system is an
open problem.
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Cryptography in WSNs

Thomas M. Chen, Jorge Blasco and Harsh Kupwade Patil

Abstract Cryptography is the field for mathematically transforming messages to
protect their confidentiality from eavesdropping. It is an essential foundation for all
secure protocols. This chapter is a concise review of cryptography used in wireless
sensor networks (WSNs) beginning with background on symmetric key encryption
and the Diffie–Hellman key agreement protocol for sharing secret keys. Asymmetric
key encryption and its usefulness for digital signatures and digital certificates are
described. Finally, the unique constraints on the use of cryptography in wireless sen-
sor networks are reviewed. A short survey of the literature is presented, whichmainly
dealwith evaluating ciphers (particularly elliptic curve cryptography), proposing new
approaches for key management, and implementing identity-based cryptography.

1 Introduction

Although easy to deploy, wireless networks are obviously vulnerable to eavesdrop-
ping by any radio receiver within a proximity close enough to pick up the sig-
nal. Therefore, wireless communications are routinely encrypted for confidentiality.
Encryption guarantees a measure of privacy by mathematically transforming data
messages (plaintext) into ciphertext that is not understandable by an eavesdropper
without knowledge of the secret key to properly decrypt the ciphertext back to plain-
text. If a strong encryption algorithm such as the standard Advanced Encryption
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Fig. 1 A general cryptosystem

Standard (AES) [62] is used, the ciphertext should appear to be “scrambled” random
without any apparent statistical structure.

Cryptography provides the mathematical foundations for the construction of
secure protocols. It offers not only assurance of confidentiality but also means to
authenticate identities and verification of data integrity. Although historically devel-
opedmainly for military or political applications, cryptography has become essential
for all modern secure communications ranging from private conversations on mobile
phones to electronic commerce in the Internet. Just as importantly, cryptography pro-
tects electronically stored data (e.g., on hard drives or in the cloud) fromunauthorized
reading.

A general cryptosystem consists of encryption and decryption processes, as shown
in Fig. 1. It has become common practice to refer to the communicating parties as
Alice andBob; adversaries include an eavesdropper on the channel, Eve. The readable
plaintext message M is encrypted into ciphertext C = E(M) before transmission.
The encryption must be reversible by decryption for Bob to recover M = D(C).
Encryption and decryption depend on keys that are the same in symmetric key cryp-
tography but different in asymmetric key cryptography.

It may be tempting to hide all details of the cryptosystem in an effort to increase
security, then Evewould have to discover the encryption algorithm (or cipher) as well
as the key. However, this “security through obscurity” approach is dubious. First, it
is often practically difficult to keep everything about a cryptosystem secret. Sec-
ond, if an adversary manages to discover the encryption algorithm, the system may
become seriously compromised (particularly if the encryption algorithm is weak).
Third, undisclosed encryption algorithms are more likely to have vulnerabilities that
make the system easy to crack. Standardized encryption algorithms have undergone
extensive public review to verify that they do not have serious weaknesses. For these
reasons, security through obscurity can give a false sense of security. Alice and Bob
might believe their cryptosystem is secure because its details are unknown, when
actually it can be easily compromised when Eve learns the encryption algorithm.

Instead, it is typically assumed that an adversary knows the encryption algorithm
being used in a cryptosystem. As far back as 1883, Kerckhoffs [38] suggested that
a cryptosystem should be secure even if everything, except the key, is known by the
adversary (which has become referred to as Kerckhoffs’ principle, reiterated later by
Shannon [77]). The security of a cryptosystem then depends on the secrecy of the
encryption key.
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Cryptanalysis is the study of cryptosystems by attempting to break them, which
depends on the information available to the cryptanalyst. In a “ciphertext-only”
attack, the cryptanalyst sees only the encryption algorithm and ciphertext. In a known
plaintext attack, the cryptanalyst can see the plaintext and corresponding ciphertext.
A more powerful attack can be carried out if the cryptanalyst has some control over
the plaintext or ciphertext. In a “chosen plaintext” attack, the cryptanalyst can choose
the plaintext and see the corresponding ciphertext. In a “chosen ciphertext” attack,
the cryptanalyst can choose the ciphertext and see the corresponding plaintext.

It is current practice to publish encryption algorithms for public and expert review.
Experimental evaluation can identify weaknesses that might allow an adversary to
crack an encrypted message faster than random guessing the key (i.e., a brute force
attack). In theory, public review leads to the strongest algorithms being standardized.
A strong cryptosystem may still be attacked by brute force guessing, but this can be
thwarted simply by sufficiently long keys.

In practice, encryption algorithms do not have to be mathematically impossible
to break, only impractical to break without an enormous amount of time or resources
(another principle from Auguste Kerckhoffs). For instance, if a cryptosystem takes a
thousand years to break, it is effectively secure because the plaintext will no longer be
interesting after that time. Modern ciphers, as well as the secure protocols dependent
on them, often make use of mathematical problems that are believed to be computa-
tionally difficult. If these problems turn out to be much easier to compute, then some
secure protocols will be much less secure than believed.

Ciphers have been implemented in a variety of cryptographic devices throughout
the long history of cryptography. Many cryptosystems were developed for military
or political purposes, such as the famous rotor machines in World War II. Today,
modern cryptography iswidely available to consumers throughhardware (specialized
chips) and software (built into operating systems and applications). Secure end-to-
end encrypted communications arewidely used inwireless (cellularmobile networks
and IEEE802.11wireless local area networks) aswell aswired networks, e.g., Secure
Socket Layer/Transport Layer Security (SSL/TLS) in the Internet.

This chapter is a concise introduction to the field of cryptography, and a review of
its usage in WSNs, without requiring a deep understanding of mathematics. There
are many good references on cryptography for the reader interested in more details,
such as [10, 21, 27, 41, 55, 83]. Section2 reviews symmetric or private key cryptog-
raphy that was the only approach until the 1970s. Section3 describes asymmetric key
cryptography and its usefulness for digital signatures and digital certificates. Com-
mon uses of cryptography for confidentiality, key distribution, and authentication are
highlighted in Sect. 4. Lastly, Sect. 5 is a short survey of cryptography used inWSNs.
The section begins with a review of the unique constraints on cryptography inWSNs
and then highlights the current literature dealing with evaluating ciphers (particularly
elliptic curve cryptography), proposing new approaches for key management, and
implementing identity-based cryptography (IBC).
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2 Symmetric Key Cryptography

A symmetric or private key cryptosystem is shown in Fig. 2. The same key K is
used for encryption and decryption. The plaintext M is encrypted into ciphertext
C = EK (M), and the ciphertext is decrypted by M = DK (C). The security of the
system depends on the secrecy of the key K . There must be a separate method for
Alice and Bob to agree securely on the secret key, either physically or electronically.
The problem of key distribution or key agreement is a major challenge for symmetric
key cryptography. After all, the purpose of the cryptosystem is to provide a secure
communication channel for Alice and Bob. Without a secure channel, how can they
share a secret key; or if they already have a secure channel to share a secret key, why
is the cryptosystem needed?

Early ciphers used simple substitution (mapping letters of the plaintext alphabet
to letters of the ciphertext alphabet) or transposition (rearranging the order of letters).
However, substitution and transposition ciphers can be broken by frequency analysis.
It is known that certain letters and words occur more frequently than others in most
languages. For example, the letter “e” occurs most frequently in English. Although
substitution and transposition may change the frequency distributions of letters and
combinations of letters, some statistical structure remains in the ciphertext that can
help a cryptanalyst.

Intuitively, encryption is effective if the ciphertext does not have any statistical
structure that gives clues about the plaintext or encryption key. Claude Shannon
suggested the concepts of “confusion” and “diffusion” [77]. Confusion refers to a
complex relationship between the ciphertext and key which means that the cipher-
text will not help an eavesdropper discover the key. As a counterexample, consider a
polyalphabetic substitution cipher with an encryption key “ab.” The key is repeated
“abababab…” The “a” in the key means that letters in odd positions in the plaintext
will be shifted by zero (i.e., unchanged). The “b” in the key means that letters in
even positions in the plaintext will be shifted by one; e.g., “a” will be replaced by
“b”; “b” replaced by “c”. In this case, there is little confusion for the eavesdrop-
per, who only has to look at the separate frequency distributions of odd position
letters and even position letters. The frequency distribution of odd position letters
will appear normal, suggesting that the plaintext letters were not changed. The fre-
quency distribution of even position letters will also appear normal but shifted by one.

K

Alice E D Bob

K

M MC

Fig. 2 Symmetric key cryptography
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Thus, the eavesdropper may well guess that the key is “abababab…” In this case, the
statistical structure of the ciphertext gives clues about the key.

Diffusion refers to the relationship between the plaintext and ciphertext. The oppo-
site of diffusion is a one-to-one relationship between plaintext letters and ciphertext
letters, e.g., a simple substitution cipher. The statistical structure of the plaintext will
be reflected directly in the statistical structure of the ciphertext. Diffusion means that
the statistical structure of the plaintext should be obscured by a complex dependency
between plaintext letters and ciphertext letters. If a cipher has good diffusion, chang-
ing one plaintext letter will affect multiple letters in the ciphertext, or in other words,
each ciphertext letter depends on many plaintext letters. A strict avalanche effect is
a desirable property where a change of any plaintext letter will affect all ciphertext
letters randomly and independently, changing any ciphertext letter with fifty percent
probability.

Shannon further suggested that confusion and diffusion could be accomplished by
a combination of substitutions and permutations, repeated multiple times. A product
cipher can be constructed by multiple stages, each stage (or round) consisting of sub-
stitutions and permutations. This idea is somewhat surprising because it implies that
a strong encryption algorithm does not necessarily require complex operations. Each
stage may not achieve much confusion or diffusion by itself, due to the simplicity
of substitutions and permutations. However, sufficient confusion and diffusion can
be realized by a large number of stages. The US standards Data Encryption Stan-
dard (DES) and AES are based on this approach of constructing strong ciphers from
multiple stages repeating simple operations.

2.1 Block Ciphers

Cryptosystems are categorized as block ciphers or stream ciphers. Block ciphers
divide the plaintext message into fixed-length chunks and encrypt them separately,
whereas streamciphers encrypt one letter of plaintext at a time. The best known exam-
ples of block ciphers areDES, theUS standard from1977 to 2001, and its replacement
AES. DES operates on 64-bit blocks using 56-bit keys (or 64 bits including 8 parity
bits). In AES, the block size is 128 bits using three key sizes: 128, 192, or 256 bits,
respectively.

2.1.1 DES

National Institute of Standards and Technology (NIST) adopted DES as the US
standard based on the Lucifer cipher submitted by IBM led byHorst Feistel [61]. The
general structure of DES encryption is shown in Fig. 3. DES consists of 16 rounds,
each dependent on a 48-bit subkey (or round key) derived from the encryption key
according to a key schedule. Thus, the “hardware” for each round is identical, but
each round carries out different operations due to the different subkeys.
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Fig. 3 General structure of
DES
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DES includes an initial and final permutation, but they are not important to the
cryptographic function. The 64-bit plaintext block is divided into left and right halves,
and then each round consists of these operations:

1. The right half goes through a F function.
2. The result is added (i.e., XOR’ed) with the left half.
3. The halves are transposed.

The F function is shown in Fig. 4. It carries out these operations:

1. The 32-bit left half text is expanded to 48 bits (by replicating some bits).
2. The result is added to the 48-bit subkey for that round.
3. The 48-bit result is changed to 32 bits by S-boxes that perform substitutions by

lookup tables.
4. The 32-bit result goes through a permutation (P-box).

The S-boxes carry out a nonlinear transformation on 6-bit inputs and produce 4
bits of output. Their design is important to the strength ofDES. Itwas rumored that the
S-boxes in the original IBMdesignmight have been changed by theNational Security
Agency (NSA) to implement a backdoor that could allow the NSA to break DES-
encrypted messages easily. However, no backdoor has not been found. Instead, it has
been found that the S-boxes are surprisingly resistant to an attack called differential
cryptanalysis, which was proposed by Biham and Shamir in 1990 [8]. In 1994,
IBM revealed they had been aware of differential cryptanalysis in the 1970s and
subsequently changed the design of the S-boxes, which was kept confidential by
request of the NSA [20].
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Fig. 4 F function in DES
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As shown in Fig. 5, the key schedule consists mainly of shifting the bits of the
encryption key and choosing a 48-bit subkey in each round. The 56-bit encryption
key is first divided into two 28-bit halves. In each round, the halves are circularly
shifted by 1 or 2 bits, and 48 bits are selected for the subkey. For details of the key
schedule and S-boxes, refer to the DES standard specification [61].

DES has important practical advantages. First, the rounds can be implemented
in identical hardware, simplifying implementation. Second, the substitutions and
permutations are simple operations and fast in hardware. Third, the same hardware
is used for encryption and decryption (a feature of Feistel ciphers); decryption is the
same process as encryption except the order of subkeys is reversed.

Although no serious weakness was found in DES, it became apparent that the
56-bit key length was too short against brute force attacks as computing power was
increasing rapidly in the 1990s. For instance, theDESChallenge III contest in 1999 to
break a DES ciphertext was won by distributed.net (a distributed computing project)
and a specialized computer called DES cracker (“Deep Crack”) in just 22.5 h.

2.1.2 Triple DES

Double DES consisting of two stages of DES encryption using two separate keys
would seem to offer the strength of 112-bit encryption. However, double DES was
found to be vulnerable to a “meet-in-the-middle” attack [51]. As a result, double
DES is not considered to be much stronger than DES.
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Fig. 5 DES key schedule
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Triple DES consisting of three stages of DES encryption is not vulnerable to a
meet-in-the-middle attack but offers only 112-bit security. Triple DES was recom-
mended for a short time as a temporary method to achieve strong encryption resistant
to brute force attacks until a replacement for DES could be found.

2.1.3 AES

NIST announced a contest to find a new US standard in 1997. The Rijndael cipher
by Vincent Rijmen and Joan Daemen was chosen in October 2000 and standardized
as AES in 2001 [62, 72]. The three versions of AES are listed in Table1.

Like DES, AES consists of a number of identical rounds, each dependent
on a different subkey (except the last round does not include the MixColumns()
transformation). It is not a Feistel cipher like DES but a substitution–permutation
network. The input and output of each round is an intermediate state represented by

Table 1 Versions of AES Version Key size (bits) Rounds

AES-128 128 10

AES-192 192 12

AES-256 256 14
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s0,0 s0,1 s0,2 s0,3

s1,0 s1,1 s1,2 s2,3

s2,0 s2,1 s2,2 s2,3

s3,0 s3,1 s3,2 s3,3

w0

w1

w2

w3

Fig. 6 AES state as array of bytes or column of words

Fig. 7 SubBytes() transformation (from [62])

a 4 by 4 array of bytes {s0,0, . . . , s3,3}, or a column of 4-byte words {w0, . . . , w3},
as shown in Fig. 6. It is initialized as the 128-bit plaintext before the first round and
changes after each round.

Each round carries out four transformations—SubBytes(), ShiftRows(), Mix-
Columns() (except in the final round), and AddRoundKey()—described below.

1. SubBytes(): S-boxes perform substitutions of each byte of the state according to
lookup tables, as shown in Fig. 7, which is a nonlinear transformation.

2. ShiftRows(): Transposition is performed by cyclically shifting each row as shown
in Fig. 8. The first row is not shifted. The second row is shifted to the left by
one byte. The third row is shifted to the left by two bytes, and the fourth row is
shifted to the left by three bytes.

3. MixColumns(): Each column ismultiplied by a fixed polynomial, shown in Fig. 9,
effectively carrying out a matrix multiplication.

4. AddRoundKey(): Each column of the state is added (XOR’ed) to a 4-byte word
of the subkey (for that round), as shown in Fig. 10.
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Fig. 8 ShiftRows() transformation (from [62])

Fig. 9 MixColumns() transformation (from [62])

Fig. 10 AddRoundKey() transformation (from [62])
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The S-boxes are designed mathematically based on the mathematics of Galois
fields to provide good confusion and diffusion. First, S-boxes should exhibit a strict
avalanche property: Changing one input bit will change or not change each output bit
with equal likelihood. The bit independence criterion states that output bits should
also change independently. Second, S-boxes should have balance; i.e., the numbers
of 0 and 1 bits in the output should be equally frequent (for any arbitrary input).

The AES key schedule generates 128-bit subkeys for each round from the 128-bit
key. First, there is a complicated key expansion using a combination of rotation, expo-
nentiation, and substitutions. It is followed by choosing a subset from the expanded
key. For more details, refer to the AES standard specification [62] or Rijmen and
Daemen’s description of Rijndael [72].

2.1.4 Block Cipher Modes

The most obvious way to use a block cipher is to encode each plaintext block sepa-
rately, called the electronic codebook (ECB)mode. A cipher is essentially a mapping
of a given plaintext to a specific ciphertext. It is called the codebook mode because
it is theoretically possible to list all plaintext–ciphertext pairs in a table (codebook).
A drawback to the ECB mode is that two identical plaintext blocks will produce
identical ciphertext blocks, which can be helpful to cryptanalysis.

Another popular mode is cipher block chaining (CBC) shown in Fig. 11. In this
mode, each plaintext block is XOR’ed with the previous ciphertext block before
being encrypted. This prevents two identical plaintext blocks producing identical
ciphertext blocks; clearly, each ciphertext block depends on all previous blocks.

IV

Plaintext 
block 1

E

Ciphertext 
block 1

+

Key

Plaintext 
block 2

E

Ciphertext 
block 2

+

Key

Fig. 11 CBC mode
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Keystream

Alice Bob
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Plaintext PlaintextCiphertext
+ +

Fig. 12 A stream cipher

The first block has no previous ciphertext block; instead, the plaintext block is
XOR’ed with a chosen initialization vector (IV). The drawback to the CBC mode
is that encryption must be done serially. It is not possible to encrypt all blocks in
parallel, which can be done ECB mode.

2.2 Stream Ciphers

Stream ciphers encode one letter of plaintext at a time. The basic operation is shown
in Fig. 12. For encryption, a pseudorandom keystream is XOR’ed bit-by-bit with the
plaintext. The same pseudorandom keystream is XOR’ed with the ciphertext at the
decryptor. Stream ciphers are simple to implement and work with any plaintext size
(unlike block ciphers).

The concept may be traced to Gilbert Vernam’s 1919 invention (US patent
1,310,719) where the keystream was encoded in teletype tape. The keystream was
bitwise XOR’ed with the plaintext at the encryptor. The decryptor carried out the
same operation using the same tape.

2.2.1 One-Time Pad

Joseph Mauborgne in the US Army Signal Corps noted that if the keystream was
completely randomand never reused, then cryptanalysiswould be very difficult. If the
keystream is truly random, the ciphertext will be completely random and impossible
to break. Suppose the keystreambit is 0 or 1with equal likelihood; then, the ciphertext
bit will be 0 or 1 with equal likelihood for any plaintext. This is an embodiment of
a “one-time pad” which is considered to be totally secure.

A one-time pad has three requirements: (1) The key is as long as the plaintext,
(2) the key is completely random, and (3) a key is used only once. Claude Shan-
non referred to the one-time pad as “perfectly secure” in the sense that an adversary
observing an infinite amount of ciphertext is still left uncertain about the correspond-
ing plaintext [77].

Consider a case where the plaintext is n bits and the key is also n bits. A given key
K specifies one of 2n mappings of a plaintext M to a ciphertext C . If all 2n possible
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keys are equally likely, then a givenM will bemappedwith equal likelihood to any of
2n possibleC . From an adversary’s a priori view, all 2n possible M are equally likely
(before seeing any ciphertext). After an adversary observes a particular ciphertext
C , the adversary’s a posteriori view is the same as the a priori view: All 2n possible
M are still equally likely to have produced the observed C . Hence, observations of
ciphertext do not give any useful information to cryptanalysis.

2.2.2 Linear Feedback Shift Registers

A stream cipher with a truly random keystream is not practical because the encryptor
would need to send the random keystream (which is as long as the plaintext) securely
to the decryptor, requiring a separate secure channel. Instead, stream ciphers use a
pseudorandom bitstreamwhich is a deterministic sequence that appears to be random
in the sense that it should satisfy many statistical tests for randomness (e.g., 0 and
1 bits are equally frequent; autocorrelation is zero for all lags). The encryptor needs
to only synchronize the initial state of the pseudorandom number generator with the
decryptor.

Pseudorandom bitstreams are often generated by linear feedback shift registers
(LFSRs). An example is shown in Fig. 13. The shift register holds three bits, and the
feedback to the input (at s2) is the sum of bits s2 and s0. Suppose the shift register
holds 111. The bits will be shifted to the right by one, and the feedback will be a 0
bit input at the left. The shift register will then hold 011 at the next clock tick. As
the clock ticks, the shift register contents will change to 101, then 010, 001, 100,
110, and back to 111. This LFSR has a period of 7 (the contents 000 is not allowed
because it will continue to be 000 indefinitely). LFSRs with n bits have a maximum
period of 2n − 1, and LFSRs with the maximum period are practically interesting
because they produce the longest pseudorandom sequences (before the numbers start
to repeat).

The simple structures of LFSRs make them vulnerable to attacks that can guess
their structure from observing enough output. Nonlinear feedback shift registers are
more resistant to attacks. It is common practice to construct them by combining
multiple LFSRs with a nonlinear function. For example, this approach is taken for
the stream ciphersA5/1 andA5/2 used inGlobal System forMobileCommunications
(GSM), a standard for second-generation mobile cellular networks.

Fig. 13 Example of a 3-bit
LFSR S2

+

S1 S0
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2.2.3 RC4

RC4 by Ron Rivest is the best known and widely used stream cipher (e.g., in IEEE
802.11 WEP and BitTorrent). It makes use of a state register consisting of 256 bytes
denoted S[0], . . . , S[255]. The state register is initialized by the following procedure.
First, the state begins as {0, 1, . . . , 255}. A key register denoted K [0], . . . , K [255]
is initialized with a key (if the key is shorter than 256 bytes, it is repeated up to 256
bytes). Then, the state register is permuted depending on the key register [27]:

j=0

for i = 0 to 255

{

j = (j + S[i] + K[i]) mod 256

swap (S[i], S[j])

}

After initialization of the state register, the keystream K can be generated by the
pseudocode repeated for each bit [27]:

i = (i + 1) mod 256

j = (j + S[i]) mod 256

swap (S[i], S[j])

t = (S[i] + S[j]) mod 256

K = S[t]

2.3 Key Exchange

The main drawback of symmetric key cryptography is the need for Alice and Bob
to agree somehow on a secret encryption key through physical or electronic means.
Obviously, it would be more convenient to be able to share secret keys through a
network instead of sharing them physically, e.g., in person or throughmail. However,
a key agreement protocol introduces the risk that the secret key might be exposed to
adversaries through eavesdropping ormasquerade attacks. Indeed, since standardized
encryption algorithms such as DES and AES are believed to be strong, adversaries
will look intently for weaknesses in the way keys are exchanged or stored.

2.3.1 KDC

Alice and Bob may share secret keys with or without the help of a trusted third
party. A key distribution center (KDC) is a trusted third party assumed to have a
preexisting trust relationship with Alice and Bob. The KDC is assumed to share
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separate secret keys with Alice and Bob so that they can communicate securely with
the KDC. Protocols such as Needham–Schroeder [60] and Kerberos [1] allow aKDC
to securely distribute a session key for Alice and Bob to communicate securely with
each other.

However, a KDC is a centralized approach and not scalable to large networks.
For instance, Kerberos is not designed to work over a wide area network. The KDC
represents a performance bottleneck because it is involved in every new session. It
is also a single point of failure or compromise.

2.3.2 Diffie–Hellman

Diffie–Hellman is a well-known key agreement protocol that allows Alice and Bob
to agree on a secret key directly without a third party such as a KDC [24]. Without
prior agreement on a secret, Alice and Bob exchange public numbers and calculate
the same private key. An eavesdropper Eve observes the same public numbers but
is unable to discover the private key. The Diffie–Hellman protocol is based on the
mathematical difficulty of finding discrete logarithms of large numbers.

The discrete logarithm is an example of a one-way function that is easy to calculate
but the inverse function is extremely difficult. Given x , g, and p, the calculation of

y = gx mod p (1)

is fairly easy. That is, y is the remainder after dividing gx by p. However, given y, no
efficient method is known for finding x if g and p are chosen carefully, namely p is
a prime number and g is a primitive root mod p. Then x must be found by guessing,
which becomes computationally infeasible if x is a large number (at least 100 digits)
and p is a large prime (at least 300 digits).

Assume that p is a (large) prime number and g is an integer (g < p) and a
primitive root mod p. Both p and g may be known publicly. The Diffie–Hellman
key agreement protocol proceeds with Alice and Bob each choosing secret numbers
and exchanging public numbers:

• Alice chooses an arbitrary secret A (A < p − 2) and sends A′ = gA mod p to
Bob.

• Bob chooses an arbitrary secret B (B < p − 2) and sends B ′ = gB mod p to
Alice.

• Alice computes k = (B ′)A mod p.
• Bob computes k ′ = (A′)B mod p.

Alice and Bob’s shared secret key is k = k ′ = gAB mod p. They find the same key
because Alice computes

(B ′)A mod p = (gB)A = gAB mod p (2)

and Bob computes
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Fig. 14 Diffie–Hellman
protocol from the perspective
of public and private keys
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(A′)B mod p = (gA)B = gAB mod p (3)

The protocol is shown in Fig. 14 from the viewpoint of public and private keys.
Alice has public keys p, g, and B ′ (from Bob) and private key A. Likewise, Bob has
public keys p, g, and A′ (from Alice) and private key B. Although their keys are
different, they compute the same secret k.

Consider an example with p = 353 and g = 3.

• Suppose Alice chooses a secret A = 97 and sends A′ = 397 mod 353 = 40.
• Bob chooses a secret B = 233 and sends B ′ = 3233 mod 353 = 248.
• Alice computes k = 24897 mod 353 = 160.
• Bob computes k ′ = 40233 mod 353 = 160.

Their shared secret key is k = k ′ = 160.
In this example, an eavesdropper Eve will know p = 353, g = 3, A′ = 40, and

B ′ = 248. From these numbers, Eve wants to find A or, equivalently, B. Eve knows
that 40 = 3A mod 353; she can try different guesses for A, but no easy way to find
A is known.

3 Asymmetric Key Cryptography

The concept of asymmetric or public key cryptography was speculated for many
years, but no practical public key cryptosystem was known until the invention of
Rivest–Shamir–Adleman (RSA) in 1977 [74]. As mentioned earlier, the main draw-
back of symmetric key cryptography is the need for Alice and Bob to share a secret
key, risking exposure of the key to Eve. Asymmetric or public key cryptography
avoids the need for a shared secret.

An asymmetric key cryptosystem is shown in Fig. 15. Bob has a public key Kpub

to be shared with anyone and a private key Kpriv that is never shared. Although
the two keys are mathematically related, it should be computationally infeasible to
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Fig. 15 Asymmetric key cryptography

discover the private key from the public key. A message for Bob is encrypted using
his public key as C = EKpub(M), and Bob decrypts the ciphertext using his private
key as M = DKpriv (C).

3.1 RSA

RSAdepends on the longstanding belief inmathematics that it is easy tomultiply two
prime numbers, but difficult to factor the product into two primes particularly when
the prime factors are very large. It makes use of modular arithmetic which follows
notation and rules that may seem unusual compared to everyday mathematics. For
example:

• Let X be a number in modular arithmetic, then it is an integer between 0 and n − 1
(if mod n).

• X mod n is the remainder of X divided by n. For example, 12 mod 10 = 2 or
12 = 2 mod 10.

• −X is the additive inverse where X + (−X) = 0 mod n. For example, if X = 4
then −X = 6 mod 10 because 4 + 6 = 0 mod 10.

• X−1 is the multiplicative inverse where X (X−1) = 1 mod n. For example, if X =
7, then X−1 = 3 mod 10 because 7 × 3 = 1 mod 10.

• The totient function φ(n) represents how many numbers less than n that are rel-
atively prime to n. If n = pq where p and q are prime numbers, then φ(n) =
(p − 1)(q − 1).

RSA keys are generated by these steps:

1. Choose two secret prime numbers p and q (which will be discarded after the
keys are created).

2. Calculate the modulus n = pq.
3. Calculate the totient φ(n) = (p − 1)(q − 1).
4. Select an integer e less than φ(n) that is relatively prime to φ(n).
5. Find d as the multiplicative inverse of e mod φ(n), i.e., such that de mod

φ(n) = 1.
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The public key is {e, n}, and the private key is {d, n}.
RSA can use any key length and any plaintext size (shorter than the key). The

ciphertext will determine the key length. RSA encryption and decryption are actually
simple calculations. To encrypt a message M < n, the ciphertext is computed as

C = Me mod n. (4)

Given ciphertext C , it is decrypted by computing

M = Cd mod n. (5)

Consider an example with p = 61 and q = 53. The modulus is n = 61 × 53 =
3233, and totient is φ(3233) = 60 × 52 = 3120. Suppose the public exponent cho-
sen is e = 17. Confirm that the private exponent d = 2753 is the multiplicative
inverse of e by calculating de mod φ(3233) = 17 × 2753 mod 3120 = 46801 mod
3120 = 1. The public key is {17, 3233}, and the private key is {2753, 3233}.

Continuing this example, the encryption and decryption process can be illustrated
with a message, say M = 123. The ciphertext is:

C = Me mod n = 12317 mod 3233 = 855. (6)

The message is recovered by decrypting:

M = Cd mod n = 8552753 mod 3233 = 123. (7)

Why does RSA encryption and decryption work? Start with the ciphertext C =
Me mod n, the following shows that the message can be recovered by decryption.

M = Cd mod n (8)

= (Me mod n)d mod n (9)

= (Me)d mod n = Med mod n (10)

= M1 mod φ(n) mod n (11)

= M mod n = M if M < n (12)

If p and q are known, then decryption is easy because the totient φ(n) can be
calculated, which then leads to finding the private exponent d. However, p and q are
discarded after the RSA keys are created. An adversary does not know p and q but
can find them by factoring n. However, as mentioned earlier, factoring the product of
large prime numbers is a known difficult problem. In practice, p and q should each
be at least 150 decimals.
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3.2 Hash Functions

Asymmetric key cryptography makes it possible to digitally sign messages to verify
the sender’s identity and provide assurance that the message has not been altered.
Digital signatures depend on cryptographic hash functions; the design of good cryp-
tographic hash functions is a specialized field of study [50].

Hashes can be motivated by the well-known use of checksums appended to mes-
sages for error detection. Checksums are commonly parity bits or cyclic redundancy
check (CRC) codes [69]. These are designed to detect or correct random bit errors
that might occur during message transmission. However, they are not well suited to
protect against an adversary who might deliberately alter a message in transit and
recompute a new checksum. Instead of a checksum, better protection would be a
message authentication code (MAC) that acts like a checksum or “message digest”
but dependent on a secret key [36]. An adversary could not alter a message and attach
a newMAC without knowing the secret key. Hash functions such as MD5 or SHA-1
have been developed with certain properties to be well suited for MACs.

Some desirable properties for hash functions include:

• Message M can be any length, whereas its hash H(M) is a fixed length.
• H(M) is easy to calculate for any message M .
• Pre-image resistance: Given a hash h, it is computationally infeasible to find any
message M such that H(M) = h. Like ciphertext, hashes generally look like ran-
dom bit strings with no apparent statistical structure giving clues about the original
message.

• Second pre-image resistance: GivenM and H(M), it is computationally infeasible
to find any M ′ such that H(M ′) = H(M).

• Collision resistance: It is computationally infeasible to find different M and M ′
such that H(M) = H(M ′).

Generally, messages are longer than the hash, so it is not possible to recover the
original message. Suppose messages are n bits, and hashes arem bits (m < n). Thus,
the hash function maps 2n messages to a smaller number of 2m hashes. On average,
2n−m messages are mapped to the same hash. Hence, some information is lost in a
sense when amessage is “boiled down” to a hash. It is not possible to reverse the hash
function because a given hash might feasibly have been produced by many possible
messages.

Intuitively, a hash might be thought of as a “fingerprint” of a message; however, a
hash is not quite a uniquemessage identifier like a real fingerprint. Again, if messages
are n bits, and hashes arem bits (m < n), then 2n−m messages produce the same hash
on average.

It is clear that resistance properties are highly dependent on the length of the hash.
Howmuch effort is involved in finding a message that will match a given hash? Each
guess has a probability of 2−m of matching the hash. The probability of at least one
match in j guesses is 1 − (1 − 2−m) j ; if this probability is 0.5, then the required
number of guesses is j = 2m−1 when m is large.
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Fig. 16 Construction of hash functions by repeating compression function F

One of the applications of hashes is verification of passwords. Instead of storing
passwords on a computer system, which might be stolen, some computer systems
store the hashes of passwords. When a user submits a password, it is hashed and
compared to the stored hash for a match. If an adversary can keep making guesses,
the adversary will eventually find a guess to match the stored hash. Most computer
systems have a limit of three failed login attempts, in which case, the probability of
success for the adversary is 1 − (1 − 2−m)3.

Another application of hashes is verification of a file’s data integrity. Suppose the
hash of a file is stored separately. If the file is accessed and changed illegitimately, it
will not match its stored hash. However, it might have been possible that an adversary
changed the message to a different message that matches the hash. In this case, the
second pre-image resistance property is important. The adversary is able to see the
original file M and compute its hash h, and wants to find another file M ′ that has the
same hash. It is similar to the earlier effort; the probability of at least one match in
j guesses is 1 − (1 − 2−m) j .

Damgard andMerkle proposed a general method to construct good hash functions
from repeated stages of a “compression function” F as shown in Fig. 16 [50]. The
compression function takes a fixed-length input and produces a shorter fixed-length
output. Any size message can be handled by repeating more stages. The message is
divided into blocks. In the first stage, the first message block and an initial set of bits
are put into the first compression function. The result and second message block are
input into the second compression function, and so on. The compression function
can be a block cipher or a special purpose function as in MD5 and SHA-1.

In Message Digest 5 (MD5) by Ron Rivest, any length message is divided into
512-bit blocks. The compression function takes 128 + 512 bits input and produces a
128-bit output. The final result is a 128-bit hash. For details of theMD5 compression
function, refer to IETF RFC 1321 [73]. Unfortunately, serious flaws have been found
in MD5 and its usage is generally discouraged.

NIST standards include a family of Secure Hash Algorithm (SHA) functions
consisting of SHA-1, SHA-2, and SHA-3. Their differences are listed in Table2.
Standardized in 1995, SHA-1 is a 160-bit hash function resembling MD5 [63]. The
2001 SHA-2 standard includes SHA-224, SHA-256, SHA-384, SHA-512, SHA-
512/224, and SHA-512/256 [63]. Standardized in 2005, SHA-3 is a hash function
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Table 2 SHA family of hash functions

Hash Output (bits) Max. message
length (bits)

Block size (bits) Rounds

SHA-1 160 264 − 1 512 80

SHA-224 224 264 − 1 512 64

SHA-256 256 264 − 1 512 64

SHA-384 384 2128 − 1 1024 80

SHA-512 512 2128 − 1 1024 80

SHA-512/224 224 2128 − 1 1024 80

SHA-512/256 256 2128 − 1 1024 80

SHA3-224 224 None 1152 24

SHA3-256 256 None 1088 24

SHA3-384 384 None 832 24

SHA3-512 512 None 576 24

formerly called Keccak, with the same hash lengths as SHA-2 but with a different
internal structure [64]. For details, refer to the NIST standards.

3.3 HMAC

A hash H(M) appended to a message M does not provide more security than a
checksum. An adversary can change the message and append a new hash. A solution
could be to encrypt the hash using a secret key K , but an even simpler and more
efficient approach is to compute a hash of the message concatenated with the secret
key, i.e., H(M, K ). An adversary cannot change the message and compute a new
hash without knowing the secret key.

An example of this approach is the MAC used in Secure Socket Layer/Transport
Layer Security (SSL/TLS) standardized by the Internet Engineering Task Force
(IETF) [23]. SSL adds end-to-end security to the transport layer protocol transmis-
sion control protocol (TCP) for secure Web connections. During the SSL handshake
protocol between a Web server and client, they negotiate an agreement on a pair of
message authentication keys. When data is sent, it is segmented into fragments, and
each fragment is appended with a MAC. The MAC is essentially a MD5 or SHA-1
hash of a concatenation of the fragment, message authentication key, sequence num-
ber, and fragment length. The MAC verifies the sender’s identity and data integrity
of the fragment.

Hash-based message authentication code (HMAC) is an IETF recommendation
[42] for computing a MAC dependent on a secret key using any hash function as an
input. As shown in Fig. 17, an HMAC is computed and appended to a message before
transmission. It requires a secret key to be pre-agreed between Alice and Bob. The
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calculation of HMAC is a complicated algorithm involving two stages of hashing;
details are in IETF RFC 2104.

3.4 Digital Signatures

HMAC is a straightforward method to provide sender authentication and data
integrity assuming that Alice and Bob share a secret key. Digital signatures tak-
ing advantage of asymmetric key cryptography offer an alternative that avoids the
need for a secret key [74]. Suppose Alice wants to digitally sign a message to Bob.
She can compute a hash of the message, and then encrypt it using her private key to
create a digital signature as shown in Fig. 18.

When Bob receives the signed message, he decrypts the digital signature using
Alice’s public key as shown in Fig. 19. The resulting hash is compared with a new
hash that Bob computes from the received message. If they match, Bob is assured
that the message has not been altered, and the message came from Alice (because
the signature was decrypted properly using Alice’s public key).
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Suppose that an eavesdropper Eve intercepts and changes Alice’s message, or
forges a different message pretending to come from Alice. Eve has to calculate a
valid signature. She can compute a hash of the new or altered message but cannot
encrypt the hash without Alice’s private key.

A digital signature is appended to a message without changing the message. This
means that a digital signature does not protect the message from eavesdropping, but
the message can obviously be encrypted for confidentiality if wanted.

3.5 Digital Certificates

Digital signatures come in handy for public key certificates. At first glance, it may
seem that asymmetric key cryptography solves the problem of key distribution
because Alice and Bob do not need to share a secret key in order to communicate.
Alice does not ever share her private key and can give her public key to everyone.
However, it is not straightforward to securely distribute public keys with protection
against tampering. Suppose Bob receives a public key that appears to belong toAlice;
how can Bob verify it is really Alice’s key?

Certificate authorities (CAs) are organizations acting as trusted third parties to
vouch for ownership of public keys. Essentially, CAs issue public key certificates that
declare the owner of a particular public key, alongwith theCA’s digital signature. The
owner can distribute certificates to anyone, and the CA’s signature provides assurance
that the certificate has not been forged or altered. For example, Web site operators
present their public key in the formof a certificate during the SSLhandshake protocol.
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X.509 is an International Telecommunications Union (ITU) standard for pub-
lic key certificates adopted by the IETF’s Public Key Infrastructure X.509 (PKIX)
working group [19]. The current version 3 certificate includes these fields:

• Version (3);
• Certificate serial number;
• Signature algorithm and parameters;
• CA’s name;
• Dates of validity;
• Certificate owner’s name;
• Owner’s public key; and
• CA’s digital signature.

4 Applications of Cryptography

People usually think of cryptography to protect data confidentiality. For example,
when the padlock icon appears in a Web browser, the user is typically aware that
means the session is encrypted to protect online banking or online shopping trans-
actions from eavesdropping. But cryptography has broader applications including
key distribution and user authentication. This is the reason that cryptography is the
fundamental foundation for secure protocols.

4.1 Privacy

Encryption is particularly important inwireless networkswhere radio signals are eas-
ily vulnerable to eavesdropping. This section reviews some examples of encryption
used in wireless networks.

IEEE 802.15.4: IEEE 802.15.4 is a technical standard for the lower protocol layers
(physical and medium access control) for low-rate wireless personal area networks
(LR-WPANs). The encryption algorithm used is AES-128.

ZigBee: IEEE802.15.4 is the basis forZigBee and several otherwireless standards.
ZigBee is a technical standard for low-power, low-bandwidth wireless personal area
networks maintained by the ZigBee Alliance. ZigBee adds two security layers on top
of 802.15.4 in the network and application layers. Building on IEEE 802.15.4, AES-
128 is still the encryption algorithm. Three types of keys are defined: master, link,
and network. Master keys are preinstalled in each node to protect the confidentiality
of link key exchange. Link keys are exchanged between pairs of nodes for encrypting
data in a session. The network key is a unique 128-bit number needed to joint the
network. It is generated and regenerated by the “Trust Center” which may be the
coordinator or a separate device.
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IEEE 802.11WPA/WPA2: IEEE 802.11i-2004 is an amendment added to the orig-
inal IEEE 802.11 standard in 2004 that establishes WPA2 (Wi-Fi Protected Access)
for Wi-Fi network security. It specifies the AES-128 block cipher for encryption.
WPA was an interim standard prior to IEEE 802.11i that recognized the need for
backward compatibility using RC4 but recommended AES as an option.

4.2 Key Wrapping by Asymmetric Key Cryptography

Asymmetric key cryptography offers an easy way to share secret keys. Symmetric
key cryptography is preferred for long messages because it is orders of magnitude
faster than asymmetric key cryptography such as RSA. As mentioned earlier, Alice
and Bob can establish a secret session key by using Diffie–Hellman or a trusted third
party (KDC). Instead, Alice can send an encrypted message along with a wrapped
secret encryption key as shown in Fig. 20.

Alice chooses any secret encryption key K . The message is encrypted, say with
AES, using key K . The key is also attached to the message encrypted with Bob’s
public key. Presumably, only Bob has his private key that can decrypt the wrapped
secret key and then decrypt the message.

4.3 User Authentication

There are two authentication problems: verifying amessage’s sender and verification
of a user’s identity at the start of a new session. User authentication is performed
only once per session, whereas message authentication is done for every message.
User authentication can be done by symmetric or asymmetric key cryptography. In
both cases, authentication protocols often use the concept of challenge–response.
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Suppose that Alice and Bob share a secret key K . Obviously, Alice and Bob
can prove their identities by revealing K to each other, but then the secret would
be exposed to an eavesdropper. The basic challenge–response protocol shown in
Fig. 21 allows Alice and Bob to demonstrate their knowledge of K without exposing
it to Eve. Bob challenges Alice with a random nonce r . Alice replies by encrypting
the challenge using the secret key K , i.e., EK (r). Thus, Alice shows knowledge
of K without revealing it. Bob’s identity is authenticated similarly with a different
challenge from Alice. Different variations are feasible; e.g., the response can be an
HMAC of the challenge and the secret key.

It is well known that the basic challenge–response protocol may be vulnerable to a
reflection attack. Suppose Eve tries to masquerade as Alice. As usual, Bob will send
a random challenge r to Eve. Eve must reply with the encrypted challenge EK (r),
but of course, she cannot reply without knowing the secret K . However, she can
open another session with Bob and “reflect” the same challenge r to Bob as shown
in Fig. 22. Bob will reply with the correct response, which Eve can then use as her
response to Bob’s earlier challenge. It might seem that Bob is dumb for responding to
his own challenge but think of Bob as an automated software program, not a human
being.

There are many possible ways to modify the challenge–response protocol to pre-
vent a reflection attack. For instance, the response can include the responder’s name.
When Bob issues a challenge r to Alice, Alice can reply by encrypting (“Alice”,
r). If Eve is masquerading as Alice and reflects Bob’s challenge r back to Bob, she
cannot reuse his response which has his name in it.

Another variation is shown in Fig. 23. The first challenge to Alice is encrypted so
that Eve cannot respond to it. Likewise, the response from Alice is encrypted and
serves simultaneously as a response and challenge.
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using asymmetric key
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Challenge–response works in a slightly different way with asymmetric key cryp-
tography. SupposeBobwants to verifyAlice’s identity.As usual, Bob issues a random
challenge r . Alice can encrypt r using her private key as shown in Fig. 24. Bob can
verify the response by decrypting it using Alice’s public key and check that it cor-
rectly decrypts to r . This verifies that Alice possesses the private key used, which
presumably only Alice should know.

Challenge–response with asymmetric key cryptography is amenable to imple-
mentation in a physical device such as an ID card or security token. The device
stores the owner’s private key in an unreadable memory space and responds to any
challenge by encrypting it using the private key. On the downside, the device must
be carried constantly, and a user risks losing access if the device is lost.

5 Cryptography in WSNs

WSNs translate the real world into the digital realm [22, 49]. They have a diverse
range ofmilitary and civilian applications including environmentalmonitoring, secu-
rity and surveillance, healthcaremonitoring, industrial control processes, smart home
monitoring, and battlefield monitoring. WSNs are designed specifically for their
applications which often involve a remote, harsh, or hostile environment without
human attendance [65]. WSNs are decentralized; nodes organize themselves and
collaborate toward their common goal [87].

The use of cryptography in WSNs must consider their unique characteristics.
WSN nodes are characterized by [43]:

• Low data rate sensing although nodes may vary in capabilities [22];
• Low-power embedded processors (typically 8MHz microcontroller with less than
128 KB of instruction memory [75]);

• Limited random access and read-only memory (typically around 10 KB of RAM
memory [75]);

• Low-rate, short-range wireless radio (10–100 Kbps, up to 100 m);
• Geopositioning systems;
• Battery power (often difficult to change or recharge); and
• Intelligent in-network processing, e.g., for data compression or signal processing.
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5.1 Security Threats

The often hostile environment means that nodes are exposed to multiple threats such
as [49]:

• Common attacks (e.g., eavesdropping, packet modification, replay);
• Denial of service attacks;
• Node capture or compromise;
• Impersonation attacks; and
• Protocol-specific attacks.

Several good references are available for comprehensive overviews of security
problems and solutions in WSNs [13, 26, 46, 49, 65, 68]. Cryptography is not
expected to solve every security problem, but it does provide a mathematical foun-
dation for important primitives addressing the problems of privacy, authentication,
and data integrity. For example, say sensor nodes make majority-based decisions
as part of their collaborative information processing. A malicious node might inject
packets to cause an entire cluster to generate inaccurate decisions [4]. Cryptographic
authentication can help to solve this problem, although there is an issue that the
malicious node might have legitimate credentials, so authentication is not a com-
plete solution.

A considerable literature has grown around the issues of appropriate cryptographic
techniques for WSNs. Surveys on the topic can be found in [44, 66, 75, 78, 82]. In
this section, the literature is reviewed following these fundamental issues:

• Symmetric or asymmetric key encryption;
• Elliptic curve cryptography (ECC);
• Key management; and
• Identity-based cryptography (IBC).

5.2 Symmetric Versus Asymmetric Key Cryptography

Many studies have implemented symmetric and asymmetric key ciphers to evaluate
their energy demands. It is well known that asymmetric key ciphers such as RSA
are orders of magnitude more computationally demanding than a symmetric key
cipher such as AES. Hence, symmetric key cryptography is generally considered
to be well suited for resource-constrained WSN devices, whereas asymmetric key
cryptography is often ruled out [49, 66].

RC5, RC4, and TEA were mathematically analyzed for overheads of frequently
used basic operations [48]. Themathematicalmodelingwas verified by simulations to
be accurate. Some symmetric key encryption algorithms (e.g., RC4, RC5, Skipjack,
IDEA, AES) have been evaluated experimentally on sensor nodes [17, 30, 44, 66].

RC4 and Skipjack were found to be the most effective algorithms, while other
algorithms such as AES incur a slightly higher overhead. Skipjack, MISTY1, and
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Rijndael were found to be storage and energy efficient [44]. Also, the output feedback
mode for block ciphers was recommended for pairwise links but cipher block chain-
ing (CBC) mode for group communications. Another study recommended SkipJack,
RC4, and HIGHT for time-critical or energy-efficient applications, and TEA, SEA,
and SkipJack if SRAM requirements are more important than time and energy [47].

To argue against the belief that asymmetric key cryptography is unsuitable for
WSNs, RSA and Diffie–Hellman key agreement protocol were implemented in
MICA2 motes running TinyOS [85]. It was concluded that asymmetric key cryp-
tography with careful design can be deployed on even the most constrained sensor
networkdevices.Acomprehensive surveyof asymmetric key cryptography forWSNs
is found in [78].

An overview of both symmetric and asymmetric key cryptography for WSNs
concluded that for asymmetric key cryptography, “very simple designs are able to
efficiently provide ciphering and signing services for any kind of sensor node hard-
ware” [75].

A broadcast scheme based on RSA was proposed [16]. Unlike traditional usage
of RSA, the proposed scheme uses short moduli to enhance performance. Short
moduli are normally avoided due to weak security, but the proposed scheme fixes
that weakness by means of rekeying strategies. To minimize the rekeying overhead,
a multi-modulus RSA generation algorithm is proposed.

5.3 ECC

The suitability of asymmetric key cryptography forWSNshas beenuncertain because
of costly key computation, long keys, and complex key distribution [31, 49, 66]. It
has been noted that a public key is usually 1024 bits (128 bytes) or 2048 bits (256
bytes) long,making asymmetric key cryptography expensive in terms of computation
(e.g., large integer modular exponentiations) and long packets [46].

However, a number of studies point out that elliptic curve cryptography (ECC)
can be implemented much more efficiently than RSA [4, 5, 84]. ECC is theoretically
appealing for offering high security for relatively small key sizes. It is often stated
that the security of a 160-bit key for ECC is equivalent to 1,024-bit key of RSA. ECC
is also attractive for memory and energy savings, and the simplicity of its underlying
operation, the scalar point multiplication [31, 37, 49, 65, 84]. Point multiplication
is a sequence of point additions and point doublings. Several techniques have been
proposed to boost ECC point multiplication. For instance, an optimized dynamic
window was shown to reduce average calculation time [35].

Koblitz [40] and Miller [53] independently introduced the notion of using elliptic
curves in asymmetric key cryptography. ECC is based on algebraic structure of
elliptic curves over finite Galois fields. These fields can be binary polynomial fields
GF(2n) or prime integer fields GF(P). ECC is a much harder problem than simply
factoring integers. The security of ECC is based on the intractability of the elliptic
curve version of the discrete logarithm problem.
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Choosing binary fields is more attractive for hardware implementations because
it reduces both hardware area and energy consumption. They also offer more options
in terms of bases, irreducible polynomials, and fields.

An important issue with ECC is what are the best choices of the domain param-
eters of the elliptic curve for efficiency. An analysis has been done on the relevant
parameters of elliptic curves for ECC implementation in WSNs and the impact of
their values on the level of security they offer [59].

Theoretical expectations have been supported by a considerable amount of exper-
imental results to show that ECC can be executed on resource-constrained sensor
nodes in reasonable time. ECC has been implemented both in software [45, 86] and
in hardware [7, 54, 58].

TinyECC is a widely used, configurable library for ECC operations including a
number of optimization switches to change the state of the specific optimization as
required by the need of the user [45]. The framework is flexible allowing different
combinations of the optimizations resulting in different execution times and resource
consumptions.

RSA and ECC operations (digital signatures and key exchange) were experimen-
tally evaluated on four types of nodes: MICA2DOT, MICA2, MICAz, and TelosB
[70]. They were found to have insignificant costs on lifetime. While both RSA and
ECC are possible using 8-bit CPUs, ECC demonstrated a performance advantage
over RSA [33].

An optimized ECC implementation was developed from scratch for an 8-bit
ATmega128 microcontroller [18]. Measured performance was 2.78 times faster than
the widely used TinyECC library.

A critical study of the underlying finite field, representation basis, occupied chip
area, consumedpower, and time performancewas done in a hardware implementation
of ECC [34].

The performance of bivariate polynomials was studied while changing the degree
of the polynomial and the number of nodes [14].

Investigation of software implementations led to the recommendation for ECC
defined on the standard binary Koblitz curve as the best choice forWSNs “in terms of
computational complexity, communication overhead, key size,memory, and storage”
[78].

ECC andRSAare not the only asymmetric algorithms.XTR-DSAandNTRUSign
have been proposed as well as implemented for MICAz motes [25]. Pairing-based
cryptography (PBC), related to ECC but more complex, was implemented on a
number of platforms to show its feasibility [80].

ECC was compared with Rabins Scheme and NTRUEncrypt [31]. It was con-
cluded that these asymmetric algorithms actually reduce the amount of traffic
overhead due to key management in WSNs, and the computational cost is within
acceptable limits.

Using a hardware/software codesign approach, a public key cryptosystem based
on Rabin’s scheme was implemented in motes developed by Tyndall National Insti-
tute [56]. It is claimed that the public key algorithms used minimal resources.
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5.4 Key Management

Key management is a critically important problem in any type of cryptosystem. Key
management involves: key storage, key agreement or distribution (among sensor
nodes), and key maintenance (including revocation) [49]. In symmetric key cryptog-
raphy, nodes must have a secure way to share secret keys before they can exchange
data [22]. For example, there might be a network-wide shared key but there is obvi-
ously a risk that the key will be exposed if any node is compromised [4]. The key
management problem is more complex and challenging in WSNs because of the
resource limitations of nodes and the variety of security threats posed to nodes.

A taxonomy of symmetric key management in WSNs identifies three main
approaches [6]:

• Base station participation: A trusted base station acts as a key distribution center
(KDC) to create and give out unique link (session) keys.

• Trusted third node: A peer sensor node is a trusted intermediary that helps establish
a shared key between node.

• Pre-distribution schemes using a master key, randomness, polynomials, matrix,
tree, hierarchy, or combinatorics.

Many studies have focused on pre-distribution using randomness or polynomials.
Random key pre-distribution basically focuses on the bootstrapping problem by
issuing a different set of pre-established keys to each node, thereby reducing the
probability that capturing one node will jeopardize the entire network. However, any
two given nodes are not always guaranteed to be able to compute a pairwise key for
a secure connection.

A symmetric key management scheme was implemented on a Silica board (Xyn-
ergyM4), which includes an ARM-M4microprocessor and a Xilinx Spartan6 FPGA
[11].

Traditionally, asymmetric key cryptography offers more elegant solutions to key
distribution through the Diffie–Hellman key agreement protocol or public key infras-
tructure (PKI). The first question is suitability of Diffie–Hellman for WSNs. The
Diffie–Hellman key agreement protocol appears at first glance to be infeasible for
WSNs because it requires a key size of at least 1024 bits. However, ECC allows a
much shorter key around 160 bits for the equivalent security level [4]. Therefore, the
elliptic curve version of Diffie–Hellman has attracted a good deal of attention from
researchers.

Elliptic curve Diffie–Hellman is part of a proposed key distribution protocol that
establishes pairwise keys between nodes according to a specific routing algorithm,
instead of loading full pairwise keys into each node [28]. Each node does not have
to share a key with all neighbors except those involved in the routing path with it.
This increases the resiliency against the threat of node capturing.

Kerberos and the elliptic curve Diffie–Hellman key exchange with the Elliptic
Curve Digital Signature Algorithm (ECDH-ECDSA) were evaluated on MICAz and
TelosB sensors [52]. Kerberos was found to bemuch less costly than ECDH-ECDSA
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but has the major drawback that it requires a trusted third party. Given the ad hoc
nature of WSNs, online central management is impractical [4].

Similarly, lightweight Kerberos was compared with ECMQV, an authenticated
version of the elliptic curve Diffie–Hellman key exchange, in terms of energy cost
[32]. Results showed that the ECMQV key exchange consumes up to twice as much
energy as Kerberos-like key transport. Again, Kerberos is not well suited to WSNs
because it is a centralized online approach.

Elliptic curve Diffie–Hellman was implemented in software on an
8-bit ATmega128L Micaz platform [39]. The implementation is shown to be not
so demanding in flash memory space.

The next question is whether PKI is suitable for WSNs, having established that
asymmetric key cryptography is feasible [49]. The functions of a PKI normally
include registration, initialization, key generation, certification, certificate retrieval,
and revocation. While WSNs are highly decentralized, base stations have been pro-
posed to act as certificate authorities (CAs) and registration authorities (RAs). The
base station generates the public–private key pair of a sensor node, assigns a unique
identification to it, and creates the digital certificate that links the unique identifica-
tion with its public key. It is generally believed that PKI is complex and probably too
burdensome for WSNs. A possible solution is offered by the idea of identity-based
cryptography (IBC), which has become a fertile area of research.

5.5 Identity-Based Cryptography

In theory, the problem of key management may be simplified considerably by IBC,
first proposed by Shamir [76]. In IBC, public keys are derived from users’ identities
(e.g., name, email address, phone number). It eliminates the need to distribute public
key certificates because an encrypted message can be sent to anyone without having
to retrieve the recipient’s public key. Shamir constructed an identity-based signature
(IBS) scheme using RSA but was unsuccessful in constructing an identity-based
encryption (IBE) scheme. In 2001,Boneh andFranklin cameupwith thefirst practical
solution based on bilinear map pairings on elliptic curves [9]. Decryption depends
on private keys distributed by a private key generator (PKG).

The security of IBC depends on the secrecy of the information stored in the PKG,
so the PKGmust be designed to be secure [67]. Good explanations of IBC forWSNs
can be found in [67, 79].

The combination of IBC and ECC is particularly attractive because of the shorter
keys made possible by ECC. Much of the research literature has focused on identity-
based elliptic curve cryptography (IBE-ECC).

An identity-based elliptic curve cryptosystem based on Tate pairing, which is
lightweight without any public key infrastructure and no key exchanges, was imple-
mented on an Android phone platform [3]. It was shown to outperform existing IBE
schemes in terms of complexity and efficiency.
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A location-aware key authentication and distribution mechanism combining ECC
and identity-based public key scheme was proposed [2]. In this scheme, public key
authentication is based on the position of the sensor node in the monitored area.
Before establishing a pairwise key between two nodes, each one of them must verify
the neighborhood location of the other node using amessage authentication code cal-
culated on the corresponding public key using keys derived from encrypted beacons
broadcast by anchor nodes.

An identity-based system is claimed to be secure against a variety of attacks
including hello flood, wormhole, sinkhole, location deployment attack, man-in-the-
middle attack, and masquerading as neighboring node [57].

IBC was used in a proposed heterogeneous online/offline signcryption scheme
implemented in a Raspberry Pi B [81]. The proposed scheme was compared to four
previous heterogeneous signcryption schemes.

Another identity-based public key scheme called C4W was proposed for
certificate-less mutual authentication and key agreement [37]. Experiments showed
savings in energy compared to simplified SSL (SSSL) protocol using an abbrevi-
ated certificate, but unfortunately no comparisons were made to other identity-based
schemes.

6 Conclusions and Open Issues

Cryptography is the mathematical foundation for all secure protocols. It is a well-
developed field with strong symmetric key ciphers such as AES, the well-known
Diffie–Hellman key agreement protocol, and proven asymmetric key ciphers such as
RSA routinely used for digital signatures, public key certificates, key distribution, and
authentication. However, the implementation of cryptographic primitives in WSNs
is not straightforward due to the unique constraints on energy, processing, memory,
and bandwidth.

While symmetric key cryptography is generally preferred, studies have shown that
asymmetric key cryptography, and in particular ECC, can also be feasible. Efficient
implementation of elliptic curve cryptography (ECC) for WSNs is still a very active
research topic, and techniques to further reduce the time and energy cost of ECC are
eagerly sought.

Key management in WSNs remains an open research issue. A wide variety of
symmetric key management schemes have been proposed without a solution that is
clearly best.

In terms of asymmetric key management, the approach of elliptic curve Diffie–
Hellman has been shown to be promising through a substantial amount of experimen-
tal work. As an alternative to PKI, researchers are looking at IBC and particularly
the combination of IBC and ECC.

Another open issue is how cryptography can help data aggregation in the face of
possibly malicious nodes. Not much work has been done in this area yet. A simple
and provably secure encryption scheme that allows efficient additive aggregation
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of encrypted data was proposed [12]. Only one modular addition is necessary for
ciphertext aggregation. The security of the scheme is based on the indistinguishabil-
ity property of a pseudorandom function. Chan did a formal treatment of concealed
data aggregation (CDA) and the more general private data aggregation (PDA) [15].
Engouang described an ECC scheme with homomorphic properties allowing users
to execute operations on encrypted metrics values [29]. Another data aggregation
scheme called SA-SPKC uses stateful public key encryption and an additive homo-
morphic encryption and aggregate MAC to provide the end-to-end confidentiality
and the end-to-end integrity [71].
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