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Abstract Metaheuristics are truly diverse in nature—under the overarching theme of
performing operations to escape local optima, algorithms as different as ant colony
optimization, tabu search, harmony search, and genetic algorithms have emerged.
Due to the unique functionality of each type of metaheuristic, the computational
comparison of metaheuristics is in many ways more difficult than other algorithmic
comparisons. In this chapter, we discuss techniques for the meaningful computa-
tional comparison of metaheuristics. We discuss how to create and classify instances
in a new testbed and how to make sure other researchers have access to these test
instances for future metaheuristic comparisons. In addition, we discuss the disad-
vantages of large parameter sets and how to measure complicated parameter inter-
actions in a metaheuristic’s parameter space. Finally, we explain how to compare
metaheuristics in terms of both solution quality and runtime and how to compare
parallel metaheuristics.
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18.1 Introduction

Metaheuristics are truly diverse in nature—under the overarching theme of perform-
ing operations to escape local optima (we assume minima in this chapter without
loss of generality), algorithms as different as ant colony optimization, tabu search,
harmony search, and genetic algorithms have emerged. Due to the unique function-
ality of each type of metaheuristic, the computational comparison of metaheuristics
is in many ways more difficult than other algorithmic comparisons. For example, if
we compare two exact solution procedures, we can focus solely on runtime. With
metaheuristics, we must compare with respect to both solution quality and runtime;
these measures are influenced by the selected parameter values. It is also the case
that, unlike simple heuristics, metaheuristics may be difficult to replicate by another
researcher.

In this chapter, we discuss techniques for the meaningful computational compar-
ison of metaheuristics. In Sect. 18.2, we discuss how to create and classify instances
(e.g., based on source (real-world vs. artificial), size (large vs. small), difficulty (hard
vs. easy), and specific instance features (such as the distribution of item weights in
bin packing) in a new testbed and how to make sure other researchers have access to
these test instances for future metaheuristic comparisons. In Sect. 18.3, we discuss
the disadvantages of large parameter sets and how to measure complicated param-
eter interactions in a metaheuristic’s parameter space. In Sects. 18.4 and 18.5, we
discuss how to compare metaheuristics in terms of both solution quality and run-
time. Finally, in Sect. 18.6, we discuss how to compare parallel metaheuristics.

We point out that we do not discuss multi-objective metaheuristics (MOMHs) in
this chapter, although many of the ideas presented here are applicable to MOMHs.
We refer the interested reader to articles [11, 29, 32, 61].

18.2 The Testbed

One of the most important components of a meaningful comparison among meta-
heuristics is the set of test instances or the testbed. The heterogeneity of test in-
stances is key to identifying instance spaces where one metaheuristic might out-
perform the other. In this section, we will highlight the nuances of using existing
testbeds, augmenting them with diverse new test instances, and using instance char-
acteristics to systematically compare metaheuristics.

18.2.1 Using Existing Testbeds

When comparing a new metaheuristic to existing ones, it is advantageous to test on
the problem instances already tested by previous papers. Then, results will be com-
parable on a by-instance basis, allowing relative gap calculations between the two
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heuristics. Additionally, the trends in the performance of the new metaheuristic on
existing testbeds can help in providing insights to the behavior of the metaheuristic.

18.2.2 Developing New Testbeds

While ideally testing on an existing testbed should be sufficient, there are many
cases when this is either not possible or not sufficient. For instance, when writing
a metaheuristic for a new problem, there will be no testbed for that problem, so a
new one will need to be developed. In addition, even on existing problems where
heuristic solutions were tested on non-published, often randomly generated problem
instances, such as those presented in [23] and [44], a different testbed will need to
be used. Last, if the existing testbed is insufficient (often due to containing instances
that are too simple or too homogeneous) to effectively test a heuristic, a new one will
need to be developed. Given the increases in available computing power observed
through time, it is often the case that a difficult instance from 10 years ago may be
simple today, necessitating the development of more challenging instances.

18.2.2.1 Goals in Creating the Testbed

The goals of a problem suite include mimicking real-world problem instances while
providing test cases that are of various types and difficulty levels. Further, if one
metaheuristic outperforms all others on the testbed then it is important to add new
test instances, as one would expect that no metaheuristic can be best on all instances
by the no free lunch theorems [67]. As an example of the value of a broad testbed,
the authors of [19] show that for the NP-hard Max-Cut and Quadratic Unconstrained
Binary Optimization problems, 23 heuristics out of the 37 heuristics they tested were
not the best heuristic for any instance in the standard testbed but outperformed all the
other heuristics on at least one instance when the standard testbed was expanded to
include a more heterogeneous set of instances. Thus, the testbed used for evaluating
and comparing heuristics or more sophisticated metaheuristics must be heteroge-
neous so that the performance over the testbed reflects the weaknesses and strengths
of metaheuristics.

In order to generate heterogenous test instances, it is common to define a set of
instance features and to cover the feasible feature space. For graph-related problems,
common practice in the literature includes using various random graph generators
like the machine-independent generator Rudy [51], the Python NetworkX library
[25], and the Culberson random graph generators [15]. These random graph genera-
tors can be sampled appropriately such that the constructed instances have a desired
range of various feature values, like average degree, connectivity, etc. To estimate
which types of instances should be included in a testbed, one can either visualize the
instance space projected down to a two-dimensional plane across the most predictive
features [55] to check for instance types that are underrepresented or estimate the
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coverage of normalized features (in [0,1]) as the fraction of the interval covered by
the testbed[19]. The missing feature values can then be included in the testbed us-
ing appropriately parameterized random graph generation. In a recent line of work,
genetic algorithms have also been used to evolve random instances until they have
features in the desired range [55].

Another key requirement of the testbed that is especially important in the testing
of metaheuristics is that large problem instances must be tested. For small instances,
optimal solution techniques often run in reasonable runtimes and they generate a
guaranteed optimal solution. It is, therefore, critical that metaheuristic testing oc-
curs on the large problems for which optimal solutions cannot be calculated in rea-
sonable runtimes using known techniques. As discussed in [28], it is not enough to
test on small problem instances and extrapolate the results for larger instances; algo-
rithms can perform differently in both runtime and solution quality on large problem
instances.

While it is desirable that the new testbed be based on problem instances found
in industrial applications of the problem being tested (like the TSPLib [50]), it is
typically time intensive to do this sort of data collection. Often real-world data is
proprietary and, therefore, difficult to obtain and potentially not publishable [45].
Still, capturing real aspects of a problem is important in developing a new testbed.
For example, in the problem instances found in [21], the clustering algorithm placed
nodes in close proximity to each other in the same cluster, capturing real-life char-
acteristics of this problem.

It is more common to create a testbed based on existing well-known problem in-
stances than it is to create one from scratch. For example, many testbeds have been
successfully made using instances from the TSPLib [50]. Recent examples include
testbeds both for variants of the Traveling Salesman Problem (TSP) like the Prize-
Collecting TSP with a Budget Constraint [46] or the TSP with Time-Dependent
Service Windows [62] as well as a wide variety of other problems like the Hamilto-
nian p-median problem [20] and the graph search problem [36]. It is also beneficial
to use well-studied reductions of NP-hard problems [33] to combine test instances
of various interesting problems. For example, the SATLIB benchmark library for
the Satisfiability Problem contains SAT-encoded benchmark instances for the Graph
Coloring Problem [31], which is also NP-hard.

18.2.2.2 Accessibility of New Test Instances

When creating a new testbed, the focus should be on providing others access to
the problem instances. This will allow other researchers to more easily make com-
parisons, ensuring the problem instances are widely used. One way to ensure this
would be to create a simple generating function for the problem instances. For ex-
ample, the clustering algorithm proposed in [21] that converted TSPLib instances
into clustered instances for the Generalized Traveling Salesman Problem was sim-
ple, making it easy for others to create identical problem instances. Additionally,
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publishing problem instances in the paper [40] or on the Internet [19, 45] are other
common ways to make problem instances accessible.

18.2.2.3 Problem Instances with Known Optimal Solutions

One problem in the analysis of metaheuristics, as discussed in more detail in
Sect. 18.4, is finding optimality gaps for the procedures. Even when using advanced
techniques, it is typically difficult to determine optimal solutions for large problem
instances; indeed, this motivates the use of metaheuristics. A way to minimize the
difficulty in this step is to construct instances where optimal or near-optimal solu-
tions are known, often via geometric construction techniques or reduction from an-
other optimization problem. This removes the burden on a metaheuristics designer
to also implement an exact approach, relaxation results, or a tight lower bound. In-
stead, the designer can use the specially designed problem instances and provide a
good estimate of the error of each metaheuristic tested.

A number of papers in the literature have used this approach. For instance, in
[8], problem instances for the split delivery vehicle routing problem were generated
with customers in concentric circles around the depot, making estimation of optimal
solutions possible visually. Other examples of this approach are found in [7, 18, 37–
39].

18.2.3 Problem Instance Classification

Apart from identifying instance types that are underrepresented in the testbed, prob-
lem instance classification is critical to the proper analysis of metaheuristics. It is
first important to identify features or metrics that might correlate well with the al-
gorithmic performance, and then extensively test and report performance over in-
stances that have a wide spread across these metrics (see Sect. 18.2.2.1 for expand-
ing the testbed). The choice of the features depends on the problem domain; for in-
stance, for graph problems one can consider the number of nodes, density of edges,
spectral analysis of the adjacency matrix [10], eigenvalues of the Laplacian, or pla-
narity [56]. Another technique is to use predictive features in the study of phase
transitions to identify hard instances for various NP-hard problems. For example,
the k-colorability problem has been shown to undergo a phase-transition on regular
random graphs with finite connectivity dependent on the average degree of the ver-
tices [35]. Typically, heuristics are known to take a long time on instances that are
closer to the phase transitions (thus providing a proxy for hard instances). Recently,
the solutions from fast heuristics for a related NP-hard problem have been used to
predict heuristic performance on a different problem [19].

A thorough comparison of performance of heuristics over a broad heterogenous
testbed opens up many possibilities for further analysis. Machine learning tech-
niques like classification and regression trees can be used to interpret heuristic per-
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formance for different instance types [19]. Especially in testbeds based on real-
world data, this classification of problem instances and subsequent analysis could
help algorithm writers in industry with a certain type of dataset determine which
method will work the best for them.

18.3 Parameters

One way to compare two heuristics is to compare their complexity; if two algo-
rithms produce similar results but one is significantly simpler than the other, then
the simpler of the two could be considered superior. Algorithms with a low degree
of complexity have a number of advantages, including being simple to implement in
an industrial setting, being simple to reimplement by researchers, and being simpler
to explain.

A number of measures of simplicity exist. Reasonable metrics include the num-
ber of steps of pseudocode needed to describe the algorithm or the number of lines
of code needed to implement the algorithm. However, these metrics are not particu-
larly useful, since they vary based on programming language and style in the case of
the lines of code metric and pseudocode level of detail in the case of the pseudocode
length metric. A more meaningful metric for metaheuristic complexity is the num-
ber of parameters used in the metaheuristic, as a larger number of parameters makes
it harder to analyze the method.

Parameters are the configurable components of an algorithm that can be changed
to alter the performance of that algorithm. Parameters can either be set statically
(for example, creating a genetic algorithm with a population size of 50) or based on
the problem instance (for example, creating a genetic algorithm with a population
size of 5

√
n, where n is the number of nodes in the problem instance). In either of

these cases, the constant value of the parameter or the function of problem instance
attributes used to generate the parameter must be set to run the procedure.

Different classes of metaheuristics have a number of parameters that must be
set before algorithm execution. Consider Table 18.1, which lists basic parameters
required for major types of metaheuristics. Though these are guidelines for the min-
imum number of parameters typical in different types of algorithms, in practice,
most metaheuristics have more parameters. For instance, a basic tabu search proce-
dure can have just one parameter, the tabu list length. However, some procedures
have many more than that one parameter. The tabu search for the vehicle routing
problem presented in [69] uses 32 parameters. Likewise, algorithms can have fewer
than the “minimum” number of parameters by combining parameters with the same
value. For instance, the genetic algorithm for the minimum label spanning tree prob-
lem in [68] uses just one parameter, which functions to both control the population
size and to serve as a termination criterion.
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Table 18.1 Popular metaheuristics and their standard parameters

Name Parameters

Ant colony optimization Pheromone evaporation parameter
Pheromone weighting parameter

Genetic algorithm Crossover probability
Mutation probability
Population size

Harmony search Distance bandwidth
Memory size
Pitch adjustment rate
Rate of choosing from memory

Simulated annealing Annealing rate
Initial temperature

Tabu search Tabu list length

Variable neighborhood search Maximum neighborhood size

All metaheuristics also must include a termination criterion

18.3.1 Parameter Space Visualization and Tuning

The effort needed to tune or understand a metaheuristic’s parameters increases as
the number of parameters increases. A brute-force technique for parameter tuning
involves testing m parameter values for each of the n parameters, a procedure that
should test mn configurations over a subset of the problem instances. Assuming we
choose to test just 3 values for each parameter, we must test 9 configurations for an
algorithm with 2 parameters and 2187 values for an algorithm with 7 parameters.
While this number of configurations is likely quite reasonable, the number needed
for a 32-parameter algorithm, 1,853,020,188,851,841, is clearly not reasonable. The
size of the parameter space for an algorithm with a large number of parameters
expands in an exponential manner, making the search for a good set of parame-
ters much more difficult as the number of parameters increases. While, of course,
there are far better ways to search for good parameter combinations than brute-force
search, such as automatic parameter tuning packages like irace [41], the size of
the search space still increases exponentially with the number of parameters, mean-
ing a large number of parameters makes this search much more difficult.

A large number of parameters also makes the parameter space much harder to
visualize or understand. As a motivating example, consider the relative ease with
which the parameter space of an algorithm with two parameters can be analyzed. For
example, we applied the two-parameter metaheuristic in [54] for solving the Gen-
eralized Orienteering Problem on a few random problems from the TSPLib-based
large-scale Orienteering Problem dataset considered in that paper. To analyze this
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Fig. 18.1 Depiction of solution quality of a metaheuristic for the Generalized Orienteering Prob-
lem over its two-dimensional parameter space. The x-axis is the parameter i at three separate values
and the y-axis is the parameter t over a large range of values. The colors in the figure represent the
optimality gap of the metaheuristic at the indicated parameter setting

algorithm, we chose a number of parameter configurations in which each parameter
value was close to the parameter values used in that paper. For each parameter set,
the algorithm was run 20 times on each of five randomly selected problem instances
with known optima from all the TSPLib-based instances used.

The resulting image, shown in Fig. 18.1, is a testament to the simplicity of anal-
ysis of an algorithm with just two parameters. In this figure, different values of
the parameter i are shown on the x-axis, while different values of the parameter t
are shown on the y-axis. Parameter i is an integral parameter with small values, so
results are plotted in three columns representing the three values tested for that pa-
rameter: 3, 4, and 5. For each parameter set (a pair of i and t), a rectangle is plotted
with a color indicating the average optimality gap of the algorithm over the 20 runs



18 Computational Comparison of Metaheuristics 589

for each of the five problem instances tested. It is immediately clear that the two
lower values tested for i, 3 and 4, are superior to the higher value of 5 on the prob-
lem instances tested. Further, it appears that higher values of t are preferred over
lower ones for all of the values of i tested. This sort of simplistic visual analysis
becomes more difficult as the dimensionality of the parameter space increases.

18.3.2 Parameter Interactions

Parameter space visualization and tuning are not the only downside of metaheuris-
tics with a large number of parameters. It is also difficult to analyze parameter inter-
actions in metaheuristics with a large set of parameters. These complex interactions
might lead to, for instance, multiple locally optimal solutions in the parameter space
in terms of solution quality. In a more practical optimization sense, this concept of
parameter interaction implies that optimizing parameters individually or in small
groups will become increasingly ineffective as the total number of parameters in-
creases.

Parameter interaction is a topic that has been documented in a variety of works.
For instance, in [16] the authors observe non-trivial parameter interactions in genetic
algorithms with just three parameters. These authors note that the effectiveness of a
given parameter mix is often highly based on the set of problem instances consid-
ered and the function being optimized, further noting the interdependent nature of
the parameters. To a certain extent, it is often very difficult to avoid parameter inter-
actions such as these. In the case of genetic algorithms, for instance, a population
size parameter, crossover probability parameter, and mutation probability parame-
ter are typically used, meaning these algorithms will often have at least the three
parameters considered in [16]. However, there have been genetic algorithms devel-
oped that operate using only one parameter [68] or none [52, 53], eliminating the
possibility of parameter interactions.

Given three or more parameters, an effective and efficient design of experiments
method is the Plackett-Burman method [48], which tests a number of configurations
that is linear in the number of parameters considered. Though this method is lim-
ited in that it can only show second-order parameter interactions (the interactions
between pairs of parameters), this is not an enormous concern as most parameter
interactions are of the second-order variety [43].

18.3.3 Fair Testing Involving Parameters

Though the effect of parameters on algorithmic simplicity is an important considera-
tion, it is not the only area of interest in parameters while comparing metaheuristics.
The other major concern is one of fairness in parameter tuning—if one algorithm is
tuned very carefully to the particular set of problem instances on which it is tested,
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this can make comparisons on those instances unfair. Instead of tuning parameters
on all the problem instances used for testing, a fairer methodology for parameter
setting involves choosing a representative subset of the problem instances to train
parameters on, to avoid overtraining the data. A full description of one such method-
ology can be found in [14]. To ensure reproducibility of results, the resultant param-
eters, which are used to solve the test instances, must also be published along with
the running time and the quality of solutions obtained.

18.4 Solution Quality Comparisons

While it is important to gather a meaningful testbed and to compare the metaheuris-
tics in terms of simplicity by considering their number of parameters, one of the
most important comparisons involves solution quality. Metaheuristics are designed
to give solutions of good quality in runtimes better than those of exact approaches.
To be meaningful, a metaheuristic must give acceptable solutions, for some defini-
tion of acceptable.

Depending on the application, the amount of permissible deviation from the op-
timal solution varies. For instance, in many long-term planning applications or ap-
plications critical to a company’s business plan, the amount of permissible error is
much lower than in optimization problems used for short-term planning or for which
the solution is tangential to a company’s business plan. Even for the same problem,
the amount of permissible error can differ dramatically. For instance, a parcel com-
pany planning its daily routes to be used for the next year using the capacitated ve-
hicle routing problem would likely have much less error tolerance than a planning
committee using the capacitated vehicle routing problem to plan the distribution of
voting materials in the week leading up to Election Day.

As a result, determining a target solution quality for a combinatorial optimization
problem is often difficult or impossible. Therefore, when comparing metaheuristics
it is not sufficient to determine if each heuristic meets a required solution quality
threshold; comparison among the heuristics is necessary.

18.4.1 Solution Quality Metrics

To compare two algorithms in terms of solution quality, a metric to represent the so-
lution quality is needed. In this discussion of the potential metrics to be selected, we
assume that solution quality comparisons are being made over the same problem in-
stances. Comparisons over different instances are generally weaker, as the instances
being compared often have different structures and almost certainly have different
optimal values and difficulties.

Of course, the best metric to use in solution quality comparison is the deviation
of the solutions returned by the algorithms from optimality. Finding the average
percentage error over all problems is common practice, because this strategy gives
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equal weight to each problem instance (instead of, for instance, giving preference to
problem instances with larger optimal solution values).

However, using this metric requires knowledge of the optimal solution for ev-
ery problem instance tested. This is an assumption that likely cannot always be
made except in the case of instances constructed with known optima, as described in
Sect. 18.2.2.3. If exact algorithms can compute optimal solutions for every problem
instance tested in reasonable runtimes, then the problem instances being considered
are likely not large enough.

This introduces the need for new metrics that can provide meaningful informa-
tion without access to the optimal solution for all (or potentially any) problem in-
stances. Two popular metrics that fit this description are deviation from best-known
solutions for a problem and deviation between the algorithms being compared.

Deviation from best-known solution or tightest lower bound can be used on prob-
lems for which an optimal solution was sought using an exact approach, but optimal
solutions were not obtained for some problem instances within a predetermined time
limit. In these cases, deviation from best-known solution or tightest relaxation is
meaningful because for most problem instances the best-known solution or tightest
relaxation will be a near-optimal solution. An example of the successful application
of this approach can be found in [22]. In this paper, the authors implement three
approaches for solving the multilevel capacitated minimum spanning tree problem.
One of these approaches is a metaheuristic, another uses mixed integer program-
ming, and the third is a linear programming relaxation. Though the optimal solution
was not provably computed for the largest problem instances due to the excessive
runtime required, the low average deviation of the metaheuristic from the optimal
solution on smaller problem instances (0.3%) and the moderate average deviations
from the relaxed solutions over all problem instances (6.1%) conveyed a notion of
the solution quality achieved by the metaheuristic.

The deviation from best-known solution could be used for problems for which
no optimal solution has been published, though the resulting deviations are less
meaningful. It is unclear in this case how well the metaheuristic performs without
an understanding of how close the best-known solutions are to optimal solutions.
One way to construct such a bound is to consider a relaxation PR of the original
problem P. Typically PR is much easier to solve than P, and the optimal solution of
PR provides a lower (upper) bound to the minimization (maximization) problem P.
The gap from optimality of any solution to P can then be bounded using the gap
from the optimal solutions to the relaxed problem PR. We refer the reader to [64] for
an introduction to such techniques.

Though the metric of deviation between the metaheuristics being compared
also addresses the issue of not having access to optimal solutions, it operates
differently—any evaluation of solution quality is done in relation to the other meta-
heuristic(s) being considered. This method has the advantage of making the compar-
ison between the metaheuristics very explicit—all evaluations, in fact, compare the
two or more procedures. However, these comparisons lack any sense of the actual
error of solutions. Regardless of how a metaheuristic fares against another meta-
heuristic, its actual error as compared to the optimal solution is unavailable using
this metric. Therefore, using a metric of deviation from another algorithm loses



592 J. Silberholz et al.

much of its meaningfulness unless accompanied by additional information, such as
optimal solutions for some of the problem instances, relaxation results for the prob-
lem instances, or deviation from tight lower bounds (to give a sense of the global
optimality of the algorithms).

When comparing two stochastic metaheuristics, whenever possible one should
generate a number of replicates (say 10) for each instance. For each metaheuristic,
one should record the average, worst, and best solutions, as well as the standard
deviation. Furthermore, one should try to compare the distribution of solutions ob-
tained from each metaheuristic. Statistical tests might be applied to compare the
average or minimum solution values. See [8] for an interesting comparison based
on the binomial distribution and [49] for more on statistical analysis.

18.4.2 Comparative Performance on Different Types of Problem
Instances

When comparing the performance of a portfolio of heuristics, it is often useful to
identify instance types where one heuristic outperforms all the others. As noted ear-
lier, such a comparison does not require the knowledge of the optimal solutions for
hard problems and the comparison can be made with respect to the best solution
attained by any heuristic in the portfolio. A comparative analysis highlighting the
weaknesses and strengths of heuristics in the instance space is known as an algorith-
mic footprint [13]. Instances are represented as points in a high dimensional feature
space, and these points can be colored on a continuous scale (e.g., a gradation from
red to blue where red depicts worst performance and blue depicts best performance)
in order to reveal heuristic performance. It helps to visualize the instance space
on a 2-dimensional plane, by performing a principal component analysis [58] or
self-organizing maps [57]. Important insights into the effectiveness of various algo-
rithmic techniques can be gained by analyzing the footprints of classes of heuristics,
for instance, evolutionary, tabu search, simulated annealing approaches, etc.

Interpretable machine learning models like regression trees can also be used
to identify problem instances where a given heuristic performs better or worse,
using instance features or metrics that are the most predictive of performance (see
Sect. 18.2.3 for details). Such heuristic-specific models make it harder to directly
compare the footprints of different heuristics, since the most significant features
used in each model might be different across heuristics. However, the results of such
an analysis remain interpretable without losing much information due to dimension
reduction [19].

18.5 Runtime Comparisons

One can find examples in the metaheuristics literature where a metaheuristic A out-
performs another metaheuristic B in terms of solution quality using the metrics de-
scribed in Sect. 18.4 but was also run for a substantially longer time before termina-
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tion. This makes it challenging to interpret the comparison of A and B because most
metaheuristics will continue making progress toward optimality if they are allowed
to run for longer; the reader cannot determine if the solution quality difference is due
to the additional computational resources given to A or due to superior algorithmic
performance.

To address this concern, researchers must allocate the same amount of compu-
tational resources when comparing heuristics. One way to do this is to limit the
heuristics to the same fixed runtime, an approach that we describe in Sects. 18.5.1
and 18.5.2. Runtime growth rate is discussed in Sect. 18.5.3. Alternatives to runtime-
based limits are described in Sect. 18.5.4.

18.5.1 Runtime Limits Using the Same Hardware

When making a comparison between metaheuristics A and B using a fixed runtime
limit for each problem instance, the best approach is to get the source code for each
algorithm, compile them with the same compilation flags, and run both algorithms
on the same computer. Since the hardware and software environments are the same
for both metaheuristics, one can argue that the runtime limit gives each the same
computational resources, enabling us to focus on solution quality differences when
comparing A and B. However, this technique for imposing runtime limits is often
not possible.

One case in which it is not possible is if the algorithms were programmed in dif-
ferent languages. This implies that their runtimes are not necessarily directly com-
parable. Though attempts have been made to benchmark programming languages
in terms of speed (see, for instance, [6]), these benchmarks are susceptible to the
types of programs being run, again rendering any precise comparison difficult. Fur-
ther invariants in these comparisons include compiler optimizations. The popular C
compiler gcc has over 100 optimization flags that can be set to fine-tune the perfor-
mance of a C program. While the technique of obtaining a scalar multiplier between
programming languages will allow comparisons to be more accurate within an order
of magnitude between algorithms coded in different programming languages, these
methods cannot provide precise comparisons.

It is sometimes not possible to obtain the source code for the algorithm being
compared to. The source code may have been lost (especially in the case of older
projects) or the authors may be unwilling to share their source code. Another way
to proceed when comparing heuristics with a runtime limit is to reimplement the
other code in the same language as your code and run it on the same computer on
the same problem instances. However, this approach suffers from two major weak-
nesses. First, the exposition of some algorithms is not clear on certain details of the
approach, making an exact reimplementation difficult. Second, there is no guarantee
that the approach used to reimplement another researcher’s code is really similar to
their original code. For instance, the other researcher may have used a clever data
structure or algorithm to optimize a critical part of the code, yielding better runtime
efficiency. As there is little incentive for a researcher to perform the hard work of
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optimizing the code to compare against, but much incentive to optimize one’s own
code, at times reimplementations tend to overstate the runtime performance of a
new algorithm over an existing one (see [5] for a humorous view of issues such as
these). One way to address these concerns is to make the implementations of pre-
viously published heuristics open source, so that an active research community can
optimize implementations as required.

18.5.2 Runtime Limits Using Different Hardware

As indicated previously, it can be challenging to compare two heuristics using a
runtime-based termination criterion without access to source code or reimplemen-
tation. One approach is to compare the performance of a metaheuristic A to the
published results of another metaheuristic B on the publicly available problem in-
stances reported in B’s publication. While the instances being tested are the same
and the algorithms being compared are the algorithms as implemented by their de-
velopers, the computer used to test these instances is different, and the compiler and
compiler flags used are likely also not the same. This approach has the advantage of
ease and simplicity for the researcher—no reimplementation of other algorithms is
needed. Further, the implementations of each algorithm are the implementations of
their authors, meaning there are no questions about implementation as there were in
the reimplementation approach.

However, the problem then remains to provide a meaningful comparison between
the two runtimes. Researchers typically solve this issue by using computer runtime
comparison tables such as the one found in [17] to derive approximate runtime mul-
tipliers between the two computers. These comparison tables are built by running
a benchmarking algorithm (in the case of [17], this algorithm is a system of linear
equations solved using LINPACK) and comparing the time to completion for the
algorithm. However, it is well known that these sorts of comparisons are impre-
cise and highly dependent on the program being benchmarked, and the very first
paragraph of the benchmarking paper mentions the limitations of this sort of bench-
marking: “The timing information presented here should in no way be used to judge
the overall performance of a computer system. The results only reflect one problem
area: solving dense systems of equations.” In fact, [30] argues that new and more
relevant benchmark codes in the field of combinatorial optimization (perhaps based
on metaheuristics for the Traveling Salesman Problem) would be quite useful. Be-
yond limitations of the code being benchmarked, these scaling factors do not take
into account RAM, operating system, compiler and its optimization level, and other
factors known to impact the runtime of metaheuristics. Hence, the multipliers gath-
ered in this way can only provide a rough idea of runtime performance, clearly a
downside of the approach. In situations where the systems used for testing seem
roughly comparable, there may be no benefit to performing runtime scaling in this
way, and indeed the scaling may only introduce noise to the comparison.
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18.5.3 Runtime Growth Rate

Regardless of the comparison method used to compare algorithms’ runtimes, the
runtime growth rate can be used as a universal language for the comparison of run-
time behaviors of two algorithms. While upper bounds on runtime growth play an
important role in the discussion of heuristic runtimes, metaheuristic analysis often
does not benefit from these sorts of metrics. Consider, for instance, a genetic algo-
rithm that terminates after a fixed number of iterations without improvement in the
solution quality of the best solution to date. No meaningful worst-case analysis can
be performed, as there could be many intermediate best solutions encountered dur-
ing the metaheuristic’s execution. (For example, the nearest neighbor heuristic for
the TSP is a simple heuristic with an unambiguous stopping point. It has a running
time that grows with n2 in the worst case, where n is the number of nodes. For meta-
heuristics such as tabu search, simulated annealing, genetic algorithms, etc., there is
no unambiguous stopping point.)

An alternative approach to asymptotic runtime analysis for metaheuristics is fit-
ting a curve to the runtimes measured for each of the algorithms across a range of
problem instance sizes. These results help indicate how an algorithm might perform
as the problem size increases. Though there is no guarantee that trends will continue
past the endpoint of the sampling (motivating testing on large problem instances) or
on problem instances with different structural properties than the ones used for the
analysis, runtime trends are key to runtime analyses. Even if one algorithm runs
slower than another on small- or medium-sized problem instances, a favorable run-
time trend suggests the algorithm may well perform better on large-sized problem
instances, where metaheuristics are most helpful. Curve-fitting for runtime analysis
has been recommended or used in a number of metaheuristics articles [9, 12, 66].

18.5.4 Alternatives to Runtime Limits

The focus thus far has been on using runtime limits to control the computational re-
sources allocated to each metaheuristic. This sounds like a fair comparison, but, as
[30] points out, the results are not reproducible. Another researcher, using a slightly
different computing environment, might obtain distinctly different results. Instead of
controlling computational resources with runtime limits, codes might be designed
to count easy-to-measure basic combinatorial operations, such as the number of
neighborhoods searched or the number of branching steps. Then, solution quality
and running time can be reported after a stopping rule of at most k basic combinato-
rial operations, as recommended in [1, 30]. A number of studies compare heuristic
runtimes using representative operation counts or give all heuristics the same budget
of these operations [2, 3, 47].

Beyond improved reproducibility, there are several clear advantages to this ap-
proach over runtime comparisons. As described in [1], it removes the invariants of
compiler choice, programmer skill, and power of computation platform. However,
this approach suffers from the fact that it is often difficult to identify good oper-
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ations that each algorithm being compared will implement. Also, some operations
may take longer than others. The only function sure to be implemented by every pro-
cedure is the evaluation of the function being optimized. As a result, comparisons of
this type often only compare on the optimization function, losing information about
other operations, which could potentially be more expensive or more frequently
used. As a result, in the context of metaheuristic comparison, this technique is best
if used along with more traditional runtime comparisons.

A related approach is to predetermine a percentage or several percentages above
a well-established tight lower bound (e.g., the Held and Karp TSP lower bound)
and compare metaheuristics based on how long each one takes to reach these targets
(see [26, 27] for details). A maximum runtime is typically specified. Of course,
these tight lower bounds are often difficult to obtain. We point out that this notion of
setting a level of solution quality and comparing runtimes is used in the definition of
speedup for parallel algorithms (e.g., see Fig. 18.2 in Sect. 18.6.1). It has also been
used with MOMHs [29].

18.6 Parallel Algorithms

Until 15 or so years ago, the use of parallel computers was largely restricted to com-
puter scientists at major research universities or national laboratories; they were the
only ones with access to these resources. More recently, parallel computing has be-
come a very practical tool in the computational sciences (and in industry). In this
section, we devote our attention to the use of parallel computing in metaheuristic
optimization and, in particular, to the theme of assessing the relative performance
of metaheuristic algorithms. For example, suppose we have a serial (or sequential)
metaheuristic (called A), a parallel metaheuristic (called B) designed to run on m
processors, and another parallel metaheuristic (called C) designed to run on n pro-
cessors. How should we compare the performance of these three metaheuristics?
What are the right metrics to look at and report? Accuracy, runtime, and cost of
computation are measures that come to mind, but some of these issues are more
subtle than they may seem at first glance.

Furthermore, there are at least two key scenarios to consider. In the first, we have
access to the three codes (A, B, and C) and we can fully control the computational
experiments. That is, we can select the benchmark instances and the experimental
environment (computer, network protocol, operating system, etc.). In the second, we
have access to the literature but not the codes themselves. The three codes were run
on three different machines and in different experimental environments at different
times. How should we perform a computational comparison that is fair, revealing,
and informative?

This topic will be the focus of this section. Although we will offer some detailed
suggestions, we point out that our recommendations are tentative. This is a topic of
discussion that has not been widely covered in the literature. Two recent exceptions
deal specifically with parallel genetic algorithms [4, 42].
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18.6.1 Evaluating Parallel Metaheuristics

Although parallel algorithms have been proposed and analyzed with respect to ge-
netic algorithms, the operations research community has been slow to take advan-
tage of this readily available technology. This is somewhat surprising, since most
modern desktop computers already have CPUs with at least four cores, and the num-
ber of cores will surely increase over the next few years. In addition, new research
from M.I.T. by [59] seeks to make it easier to write parallel computer programs.

The motivation behind parallel computing is to reduce the elapsed or wall-clock
time needed to solve a particular problem or problem instance. In other words, we
want to solve larger problems in minutes or hours, rather than weeks or months.
For some applications, parallel computing may be the only way to solve a problem.
For example, nearly 400 computers were used to create the 2017 NFL schedule
[34]; the elapsed time to solve the problem on a single machine would have been
prohibitively long.

Given the importance of elapsed time, speedup is a key metric in evaluating par-
allel algorithms. A standard speedup metric is given by

Sn =
E(T1)

E(Tn)

where E(Tn) is the mean parallel execution time of a given task using n proces-
sors and E(T1) is the mean serial execution time of the same task. Numerous other
measures of speedup are discussed in Chapter 2 of [42] and in [60].
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Fig. 18.2 Average solution trajectories

We will illustrate the notion of speedup in Fig. 18.2 where four trajectories are
shown for an algorithm running with four different numbers of processors (8, 16,
32, and 64). Each trajectory (solution value improvement over time) represents an
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average over 20 runs of a stochastic metaheuristic. This figure is an adaptation of
several figures in [24]. For example, we observe that the trajectories for 64 proces-
sors and 16 processors can obtain the same low objective value of about 11.0. The
latter requires 400 s vs. 100 s for the former. This reduction in elapsed or wall-clock
time is the key motivation behind parallel computing.

18.6.2 Comparison When Competing Approaches Can Be Run

We first consider the computational comparison of a parallel metaheuristic against
other metaheuristics (either serial or parallel) when we are able to run all the relevant
procedures. As in Sect. 18.5, this is the ideal scenario for computational compari-
son, because we can test all the procedures on a wide range of test instances and
using the same computing environment. We can see how well each code performs
with respect to quality of solution as we increase a predetermined limit on elapsed
runtime. In addition, we are better able to specify most of the key characteristics
of each metaheuristic. However, in practice, such a comparison might not be pos-
sible due to unavailability of the source code for competing approaches or due to
difficulties in getting that code to work in one’s own computing environment.

In comparing two parallel metaheuristics, ideally each metaheuristic would be
run with the same number of processors and the same limit on elapsed runtime.
Then, solution qualities could be directly compared. However, parallel algorithms
are often designed for a specific computer environment with a pre-determined num-
ber of processors, so it may not be possible to run them with the exact same number
of processors. In some parallel algorithms, all the processors essentially perform the
same task. In more heterogeneous parallel algorithms, different processors play dif-
ferent roles. For example, in [24] some processors perform local search, while others
solve set-covering problems. In addition, there is a master processor responsible for
controlling the flow and timing of communication. It also coordinates the search for
the best set of vehicle routes and tries to ensure that bottlenecks are avoided or min-
imized. The relative numbers of the three types of processors are determined in the
algorithm design process; the goal is to maximize the performance of the parallel al-
gorithm. An algorithm designed to run on 129 processors may not make sense on 29
processors. Even if it does run, it is likely to be a substantially different algorithm.
In such scenarios, it may only be possible to run the two parallel metaheuristics with
a similar number of processors.

Now suppose we want to compare a serial (stochastic) metaheuristic and a par-
allel metaheuristic that runs on n processors. While we could simply run each pro-
cedure for the same elapsed time, this provides an unfair advantage to the parallel
metaheuristic, which uses more processors. To perform a more evenhanded compar-
ison, we could instead build a simple parallel algorithm on n processors for the serial
metaheuristic, simply running the procedure with a different random seed on each of
the n processors and then taking the best of the n solutions produced. Furthermore,
we could give each of the two (now) parallel algorithms t units of elapsed time
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and compare the resulting solution values. This approach can be implemented using
software such as the SNOW package in R (see [63] for details). Equivalently (from
a conceptual point of view), we could run the serial code n times in succession, ide-
ally allowing t units of time per run. Next, we would record the best of the n solution
values. Of course, if the serial metaheuristic is deterministic, this will not work.

18.6.3 Comparison When Competing Approaches Cannot Be Run

Given that source code is often unavailable for heuristics published in the literature,
it is often the case that a new parallel metaheuristic must be compared against pro-
cedures that cannot be further tested. In this case, the comparison must be based on
published information about the competing metaheuristics.

First, consider the comparison of a new parallel metaheuristic (A) against a par-
allel metaheuristic (B) published in the literature. Assume B was tested using n
processors and that information was published about average elapsed runtimes and
solution qualities on a testbed of problem instances. Following our approach from
Sect. 18.6.2, we would ideally like to test A on the same instances for the same
elapsed runtime using n processors and the same hardware configuration. However,
it is very unlikely that we have access to the same hardware that was used in the pub-
lished study. Instead, we might scale the elapsed runtimes of the procedures based
on the hardware used, as described in Sect. 18.5.2. Such scaling should be done with
a good deal of caution—in addition to the limitations described in Sect. 18.5.2, the
scaling also does not control for details of the communication network connecting
the processors, which can also have a significant impact on the performance of a
parallel algorithm. As discussed in Sect. 18.6.2, additional complications may arise
if metaheuristic A cannot be run on exactly n processors; in such cases, it may only
be possible to test on approximately the same number of processors.

Next, consider the comparison of a new stochastic serial metaheuristic (A)
against a parallel metaheuristic (B) published in the literature. Again, assume that
B was tested using n processors and that information was published about average
elapsed runtimes and solution qualities on a testbed of problem instances. Follow-
ing our approach from Sect. 18.6.2, we “parallelize” A by running it with different
random seeds on n different processors and returning the best result from the n in-
dependent runs. Ideally, we would perform our comparison by running each of the
n copies of A for the elapsed time that was reported by B, using the same hardware.
As before, the same hardware is likely unavailable, so some form of elapsed time
scaling might be warranted.

We think this approach is more equitable than comparing the solution of B to
the solution obtained by running A once with elapsed time equal to the total CPU
time (elapsed runtime summed across all processors) of B. Under this alternative ap-
proach to comparing metaheuristics, both metaheuristics have the same total CPU
time but A is given more elapsed time than B. Having a larger elapsed time than B
might be especially beneficial to metaheuristic A if it is an evolutionary procedure
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that slowly evolves toward high-quality solution spaces, as such procedures might
not find good solutions if run many times for a short runtime, but might find better
solutions if run once for an extended period of time. Meanwhile, we would expect
little difference between the two evaluation approaches if metaheuristic A is a proce-
dure that makes frequent random restarts, e.g., an iterated local search metaheuristic
with random restarts.

It is also unfair, by extension, to ignore elapsed runtime and only consider to-
tal CPU time when comparing serial and parallel metaheuristics published in the
literature, a comparison approach that has been used previously (see, e.g., [65]). Af-
ter all, the objective of parallelization is to minimize elapsed runtime. Therefore,
parallel metaheuristics should be judged, in large part, by the elapsed runtimes as-
sociated with them. It is perfectly reasonable, however, to parallelize a stochastic
serial metaheuristic A in order to compare it to a parallel metaheuristic B given a
predetermined elapsed runtime of t units.

Finally, consider the comparison of a new parallel metaheuristic (A) against a
stochastic serial metaheuristic (B) published in the literature. Assume that B was
tested with n replicates per problem instance to test its variability to seed, and as-
sume that for each problem instance the publication provides the maximum and/or
average elapsed runtime and best solution quality across the n replicates. Following
our approach from Sect. 18.6.2, the n experiments to test variability to seed represent
a “parallelized” version of B, so we would ideally perform a comparison between A
and B by running A on n processors of the same hardware, with elapsed time equal
to the maximum runtime of the n replicates of B (or the average elapsed time, if the
maximum is not reported). As before, the same hardware is likely unavailable, so
some form of elapsed time scaling might be warranted. Naturally, this approach can
only be used if variability to seed is assessed for metaheuristic B.

Though in this section we have provided some guidance on how to compare
parallel metaheuristics with other metaheuristics, it should be clear that there are
additional challenges that were not present when all approaches being compared
were serial. We leave several unanswered questions, such as how to compare par-
allel metaheuristics when they cannot be run on the same number of processors,
and how to compare a new parallel metaheuristic to a serial metaheuristic from the
literature when the serial heuristic’s code is not available and no variability to seed
information is reported. Clearly, much more work remains on the topic of computa-
tional comparisons with parallel metaheuristics.

In light of the challenges in comparisons involving parallel metaheuristics, we
conclude with the recommendation to report as many details as possible about the
comparison being performed, to give readers as much context as possible. Details
that could be helpful to the reader include: computing environment (including de-
tails of the network linking parallel processors), programming language used and
compiler flags, number of processors, final solution quality, elapsed runtime, test
datasets (real-world, standard, random), number of parameters (fewer is preferred),
whether stochastic or deterministic, if stochastic then the number of repetitions used
in testing, speed of convergence to an attractive solution, speed of convergence to
the final solution, stopping rules (based on time or solution quality), and lastly, for
a parallel algorithm a notion of speedup.
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18.7 Conclusion

We believe following the procedures described in this chapter will increase the qual-
ity of metaheuristic comparisons. In particular, choosing an appropriate testbed and
distributing it so other researchers can access it will result in more high-quality com-
parisons of metaheuristics, as researchers will test on the same problem instances.
Further, expanding the practice of creating geometric problem instances with easy-
to-visualize optimal or near-optimal solutions will increase understanding of the
optimality gap of metaheuristic solutions.

Furthermore, it is important to recognize that the number of algorithm param-
eters has a direct effect on the complexity of the algorithm and on the number of
parameter interactions, which complicates analysis. If the number of parameters is
considered in the analysis of metaheuristics, this will encourage simpler, easier-to-
analyze procedures.

Finally, good techniques in solution quality and runtime comparisons will ensure
fair and meaningful comparisons are carried out between metaheuristics, producing
the most meaningful and unbiased results possible. Since parallel metaheuristics
have become much more widespread in the recent research literature than before, it
is important to establish fair and straightforward guidelines for comparing parallel
and serial metaheuristics with respect to computational effort. In this chapter, we
have taken a number of steps toward reaching this goal.
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