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Preface

This book highlights the most recent advances in nanoscience from leading
researchers in Ukraine, Europe, and beyond. It features contributions from partici-
pants of the 5th International Research and Practice Conference “Nanotechnology
and Nanomaterials” (NANO-2017), held in Chernivtsi, Ukraine, on August 23–26,
2017. This event was organized jointly by the Institute of Physics of the National
Academy of Sciences of Ukraine, Ivan Franko National Chernivtsi National Uni-
versity (Ukraine), University of Tartu (Estonia), University of Turin (Italy), and
Pierre and Marie Curie University (France). Internationally recognized experts from
a wide range of universities and research institutes shared their knowledge and key
results in the areas of nanocomposites and nanomaterials, nanostructured surfaces,
microscopy of nano-objects, nanooptics and nanophotonics, nanoplasmonics,
nanochemistry, nanobiotechnology, and surface-enhanced spectroscopy.

Nowadays, nanotechnology is becoming the most actively developing and prom-
ising field of science. Numerous nanotechnology investigations are already produc-
ing practical results that can be applied in various areas of human life from science
and technology to medicine and pharmacology. The aim of the present book is to
highlight the latest investigations from different areas of nanoscience and to stimu-
late new interest in this field. Volume I of this two-volume work covers such
important topics as nanostructured interfaces and surfaces, nanooptics,
nanoplasmonics, and enhanced vibrational spectroscopy.

This book is divided into three parts: Part I—Nanoscale Physics, Part II—
Nanooptics and Photonics, and Part III—Nanostructured Interfaces and Surfaces.
Parts covering Nanochemistry and Biotechnology, and Nanocomposites and
Nanomaterials can be found in Volume II.

The papers published in these five parts fall under the broad categories of
nanomaterial preparation and characterization, nanobiotechnology, nanodevices

v



and quantum structures, and spectroscopy and nanooptics. We hope that both
volumes will be equally useful and interesting for young scientists or PhD students
and mature scientists alike.

Kyiv, Ukraine Olena Fesenko
Leonid Yatsenko
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Chapter 1
Anion Exchange Resin Modified
with Nanoparticles of Hydrated Zirconium
Dioxide for Sorption of Soluble
U(VI) Compounds

Olga Perlova, Yuliya Dzyazko, Iryna Halutska,
Nataliia Perlova, and Alexey Palchik

1.1 Sorption Materials for Removal of Soluble
U(VI) Compounds from Water

Besides military industry, uranium is also applied to civilian needs. Uranium
compounds are employed in geology (to determine age of rocks), as a pigment for
paints, in analytical chemistry, and for other purposes [1]. However, produced
uranium is mainly consumed by nuclear power plants. Therefore, mining and
processing of uranium ores are important practical tasks. Efficient, accessible, and
cheap methods for the removal of U(VI) compounds from liquid wastes could provide
ecological hygiene in uranium extraction from mineral raw materials. Moreover, the
technique has to cover uranium recuperation in order to prevent appearance of toxic ions
in sources of water supply. Adsorption and ion exchange present a possibility to
decrease the content of U(VI) compounds down to maximum allowable concentration
[2]. The following characteristics for materials are required: significant capacity and
selectivity toward uranium-containing ions, high sorption rate, and facile regeneration.
Currently, attention is focused on change of chemical composition of organic
(particularly biopolymers) or inorganic sorbents. This is achieved by treatment of the
materials with solutions of metal chlorides (Li+, Na+, K+, Mg2+, Ca2+, Fe2+, and Zn2+)
[3], acids [3–5] or alkali [4–6] (sometimes simultaneously with irradiation [6]). Natural
or synthetic materials are also modified with functional groups, which are able to form
complexes with sorbed ions [7]. For example, silica is functionalized with phosphate
groups [8]; graphene oxide is modified with phenanthroline diamide [9]. The other way
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is the development of composites, particularly organic–inorganic sorbents. Combination
of constituents of different nature allows us to obtain materials that possess improved
functional properties compared to individual components. Different substances are
applied to synthesize the composites. These materials contain, for instance, iron
nanoparticles [10, 11], Fe3O4 [12–18] (particularly functionalized with organic func-
tional groups [18]), MgO [19], ZrO2 [20, 21], layered double oxides of multivalent
metals [22, 23], and functionalized polymers, such as polyacrylonitrile [24] (amidoxime
has been proposed for its functionalization [13, 25–28]). Other composites are consid-
ered in [28–33]. The polymer constituents are poly(vinyl imidazole) [28], polyaniline
[29, 30], tetraphenylmethylenediphospine dioxide [31], and poly(vinyl alcohol)
[32, 33]. The polymers are modified with molybdenum disulfide [28], mesoporous
carbon [29], oxidized graphene [30], carbon nanotubes [32], or silica [33].

Among polymer matrices, ion exchange resins are the most attractive materials
due to their availability, low cost, significant sorption capacity, and high rate of
sorption. In order to improve selectivity toward uranium, the resins are modified
with inorganic ion-exchangers [34–38], organic compounds [39–43], or microor-
ganisms [44]. However, the modified resins show lower sorption rate than pristine
materials. The composites containing non-aggregated nanoparticles show higher rate
of sorption of transition metal ions [38, 45] than the resin modified with large
particles (aggregates and agglomerates) [37, 46]. Approaches based on the Ostwald–
Freundlich equation have been proposed in order to control the size of particles in
inert [47] and cation exchange polymers [38, 48]. In the last case, the equation has
been adopted taking properties of the matrix into consideration.

As known, sodium carbonate and sulfuric acid are applied to uranium ore
processing [1]. Anionic forms of U(VI) dominate in carbonate and sulfate
solutions [49]. It is the same also for groundwater, which normally contains carbon-
ate anionic complexes. The aim of the investigation was to develop an approach for
purposeful control of the size of the particles incorporated into anion exchange
polymer. The tasks of the work were to confirm the approach experimentally and
to study sorption of uranium-containing anions.

1.2 Synthesis of Composite Sorbents. A Study
of Their Morphology

EDE-10P anion exchange resin (Schekinoazot, RF) was used as the polymer matrix
for modification. The pristine resin was marked AR-0. This material contains such
functional groups as �NR3

+, ¼NH, and �NR2. Particles of hydrated zirconium
dioxide (HZD) were precipitated in the matrix. This amphoteric inorganic
ion-exchanger is characterized by anion exchange ability in neutral and acidic
media [50, 51]. Under these conditions, HZD (particularly in combination with
oxide of other multivalent metals [52]) shows considerable capacity and rather fast
rate of sorption of anionic forms of transition metals (HCrO4

� [51, 52]) and even
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cations (Cu2+, Cd2+, Pb2+ [52]). Due to these remarkable properties, HZD is used for
modification of ceramic [53–56] or polymer membranes [47, 57, 58]. Modified
membranes based on inert polymers show higher rejection of colloidal particles
than the pristine materials [47, 57]. HZD slows down transport of co-ions through
polymer anion exchange membranes [58]. Moreover, the incorporated particles
prevent fouling of the membranes with organics. HZD was also applied to modifi-
cation of both cation [59] and anion [60] exchange resins. Modification improves
selectivity of the ion-exchangers toward transition metal cations [59] and arsenate
anions [60].

The ion-exchanger was impregnated with a 0.1 М ZrOCl2 aqueous solution
during 24 h at 25 �C. The ratio of volumes of solid and liquid was 1:20. Then the
ion-exchanger and solution were separated and the grains were washed with a
0.01 M HCl to remove additionally sorbed electrolyte from macropores. The inor-
ganic constituent was precipitated with a 1 M NH4OH solution. The AR-1 sample
was obtained in this manner.

In order to obtain the AR-2 ion-exchanger, similar modification procedure was
applied. However, both impregnation and precipitation were carried out at 100 �C.

Concentration of ZrOCl2 and NH4OH solutions was 1 M, when the AR-3 and
AR-4 samples were synthesized. The temperature of impregnating and precipitating
solutions was kept at the level of 25 �C (AR-3) and 100 �C (AR-4).

For synthesis of the AR-5 sample, a mixture of water (20 vol %) and glycerol
(80 vol %) was used for preparation of 0.1 M ZrOCl2 and 0.1 M NH4OH solutions.
The water–glycerol mixture was also used for washing of the resin loaded with
ZrOCl2. The synthesis temperature was 25 �C.

After precipitation, the samples were washed with deionized water down to
constant pH of the effluent, washed at room temperature down to constant mass,
and treated with ultrasound at 30 kHz using a Bandelin ultrasonic bath (Bandelin,
Hungary). This treatment was necessary to remove inorganic particles from outer
surface of the grains.

TEM images were obtained with a JEOL JEM 1230 transmission electron
microscope (JEOL, Japan). Preliminarily, the ion-exchangers were milled and
treated with ultrasound.

1.3 Investigation of U(VI) Sorption and Desorption

Salts of uranyl acetate and sodium hydrocarbonate (Chemapol, Czech Republic)
were used for preparation of modeling solutions containing 2 � 10�4 M U(VI).
Anionic complexes of uranyl ([UO2(CO3)]2

2�) dominated in the solution that
contained also 0.02 M NaHCO3 (pH 7).

Sorption was investigated under batch conditions at 20 �C. A Water Bath Shaker
type 357 apparatus (Elpan, Poland) was used for shaking of the flasks during
15–180 min. The volume of the solution was 50 cm3. The sorbent dosage is pointed
for each particular case (mass of air-dry sorbent was taken into consideration).

1 Anion Exchange Resin Modified with Nanoparticles of Hydrated. . . 5



Preliminarily, the samples were treated with deionized water for swelling. During the
contact of solid and liquid, the pH was controlled with an I–160 МI pH-meter
(Izmeritelnaya technika LTD, RF).

After predetermined time, the liquid was separated from the ion-exchanger,
uranium(VI) in the solution was determined in the form of complex with Arsenazo
III [61] using КFК-2МP photocolorimeter (Zagorsk OMZ, RF). Removal degree of
uranium (RD) was determined as C0�C

C0
� 100%, where C0 and C are concentrations

of the solution before and after sorption. Sorption capacity (A) was calculated via
V ðC0�CÞ

m , where V is the solution volume, m is the mass of weighted sample.
The RD and A values that correspond to equilibrium conditions were also

determined. These samples, which were loaded with U(VI) as fully as possible
(the sorbent dosage was 1 g dm�3, the solution volume was 50 cm3), were
regenerated. Preliminarily, the resins were dried at room temperature down to
constant mass. Desorption was carried out under batch conditions, the content of
the flasks was stirred intensively as mentioned earlier. Deionized water or 1 M
one-component solutions of NaOH or NaHCO3 were used for regeneration, their
volume was 50 cm3. Regeneration with an NaHCO3 solution was performed two
times. Desorption was carried out during 2 h. Then the solid and liquid were
separated, the content of U(VI) in the effluent was determined. Desorption degree
(DD) was calculated as Cd

C0�C � 100%, where Сd is the content of uranium in the

effluent.

1.4 Precipitation of HZD in Anion Exchange
Polymer: Theory

Let us consider precipitation of hydrated oxide (we will write down its formula as
Cat(OH)z for simplicity) inside anion-exchange resin. During precipitation, dissolu-
tion of small particles and their reprecipitation on larger particles occur. Decrease of
the particle surface causes reduction of Gibbs energy. In this case, the Ostwald–
Freundlich equation [62] is valid:

ln
�CCat OHð Þz

CCat OHð Þz,1
¼ βVmσCosϕ

RTr
: ð1:1Þ

Here �CCat OHð Þz and CCat OHð Þz,1 are the concentrations of dissolved compound in
ion-exchanger and saturated solution, respectively (regarding insoluble compounds,
these values are extremely low), β is the shape factor of particles, Vm is the molar
volume of the compound, σ is the surface tension of the solvent, ϕ is the wetting
angle (�1 for hydrophilic compound), and r is the particle radius.

6 O. Perlova et al.



Thus, �CCat OHð Þz ¼
�
Catzþ

� ¼ Ksp

OH½ �z, here the square brackets correspond to equi-

librium molar concentration, Ksp is the solubility product, z is the charge number.
Dissociation degree of NH4OH (α) can be determined according to Ostwald dilution
law [63]:

α ¼ K0:5
NH4OHC

0:5
NH4OH ð1:2Þ

where KNH4OH is the dissociation constant of NH4OH, СNH4OH means concentration.
The precipitating solution provides certain equilibrium concentration of OH� ions.

½OH�� ¼ ½NH4� ¼ αCNH4OH ð1:3Þ
Taking formula (1.2) into consideration, Eq. (1.3) can be written as

OH�½ � ¼ K0:5
NH4OHC

1:5
NH4OH ð1:4Þ

OH� ions are partially consumed for Cat(OH)z deposition:

Catzþ þ zOH� $ Cat OHð Þz # ð1:5Þ
This consumption is equal to zCCat. In the first approximation, it is possible to
suppose that the volume of additionally sorbed electrolyte (zirconium
hydroxocomplexes in our case) corresponds to the volume of the ion-exchanger
(Vi). Resulting concentration of OH� ions is

OH�½ � ¼ K0:5
NH4OHC

1:5
NH4OH � zCCatVi

VNH4OH
, ð1:6Þ

where VNH4OH is the volume of the precipitating solution. Thus,

�CCat OHð Þz ¼
Ksp

K0:5
NH4OHC

1:5
NH4OH � zCCatVi

VNH4OH

� �z ð1:7Þ

Substituting this expression into Eq. (1.1), it is possible to obtain

r ¼ βVmσ

RT ln Ksp

CCat OHð Þz,1 K0:5
NH4OH

C1:5
NH4OH

� zCCatVi
VNH4OH

� �z

ð1:8Þ

The particles, the size of which is lower than the r value, are dissolved and
reprecipitated as larger particles. In accordance with expression (1.8), increase in
temperature provides formation of smaller particles. Decrease in concentration of
precipitant and additionally sorbed electrolyte as well as reducing of surface tension
of solvent give the same results.
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1.5 Visualization of Incorporated Particles

As seen from the TEM images (Fig. 1.1), the AR-1 sample contains single
nanoparticles, the size of which is about 5 nm and even smaller. Some nanoparticles
are placed close to each other, but they are isolated. HZD nanoparticles are evidently
located in nanosized pores (clusters and channels), similarly to nanoparticles of
zirconium hydrophosphate embedded to cation exchange resin [38, 64]. The
nanoparticles are stabilized by pore walls.

Large particles (�200–300 nm) have beеn found for the AR-2 sample. Their
shape is close to globular. It is seen that the particles consist of smaller nanoparticles
(�30 nm). These aggregates can be located in hydrophobic pores of the ion
exchange polymer (voids between gel regions). As opposed to Eq. (1.8), increase
in synthesis temperature results in enlargement of the particles. Aggregation is
probably caused by thermal motion of polymer chains. As a result, pore walls cannot
perform stabilization function under these conditions. From the point of view of
thermodynamics, enlargement of HZD particles can be caused by increase of the
CCat OHð Þz,1 and KNH4OH values.

Increase in concentration of the impregnating solution leads to enlargement of
HZD particles as opposed to Eq. (1.8). However, hydrolysis of zirconium-containing
ions becomes stronger when the impregnating solution is diluted. When ZrOCl2
salt is dissolved in aqueous media, zirconium ions form soluble polymerized
hydroxocomplexes. Among the ligands (OH� and H2O), water molecules

Fig. 1.1 TEM images of AR-1 (a), AR-2 (b), AR-3 (c), and AR-5 (d) samples
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dominate [65]. Dilution of the solution enhances hydrolysis. As a result, the amount
of OH� ligands around zirconium atoms increases; they replace water molecules.
It means reducing of molar volume of HZD and decrease of particle size in
accordance with Eq. (1.8). The data obtained for the AR-4 samples are similar to
those for the AR-2 resin.

According to Eq. (1.8), decrease of surface tension reduces particle size (σ ¼ 59.4
and 72.8 mN m�1 at 20 �C for glycerol and water, respectively). However, large
aggregated particles of irregular shape are formed in the glycerol–water mixture
(AR-5). These particles are of micron size and can be located in structure defects.
Molar volume of the precipitant becomes larger when it is deposited from glycerol-
containing solution due to formation of insoluble Zr complexes containing both
glycerol and OH ligands. Indeed, both dark and light spots are visible in TEM image.
Dark spots correspond to regions where water dominates. Lights spots are attributed
to regions where glycerol dominates in HZD.

1.6 Uranium Sorption Under Batch Conditions

Removal degree of U(VI) from modeling solutions is plotted in Fig. 1.2a, b for all
tested samples (sorbent dosage was 1 g dm�3). It has been found for all composites
(except AR-5) that incorporated nanoparticles accelerate sorption. Both the pristine
resin and composites containing particle, the size of which is from several nanome-
ters up to several hundred nanometers, show practically complete removal of
U(VI) from the solutions after 150–250 min. In the case of the AR-5 sample,
RD ¼ 85% after 250 min. The most complete removal is reached only after
1400 min. It is seen from Fig. 1.2c that the sorption rate strongly depends on dosage
of the sorbent. Increase of the sorbent amount in the solution accelerates sorption.

The models of film and particle diffusion [66], chemical reactions of the pseudo-
first [67] and pseudo-second order [68] were applied to experimental data. As found,
the AR-0, AR-2, and AR-4 composites obey the model of the pseudo-first order:

ln ðA1 � AtÞ ¼ lnA1 � K1t: ð1:9Þ
At the same time, the model of the pseudo-second order:

t

A
¼ 1

K2A
2
1
þ 1
A1

� t ð1:10Þ

is applied to other samples. Here At and A1 are the capacity after certain time and
under equilibrium conditions, respectively, K1 and K2 are the constants. The calcu-
lated data are given in Fig. 1.3 and summarized in Tables 1.1 and 1.2. The
experimental and calculated A1 values are rather close to each other. This and
also high correlation coefficients show adequacy of the models.
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The highest constant for the chemical reaction of the pseudo-first order has been
found for the AR-4 sample. It is 1.3 times higher than that for the pristine resin.
Regarding the K2 magnitudes, the AR-3 sample shows the highest constant (among
the data for sorbent dosage of 1 g dm�3). It should be stressed that the sorbents,
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Fig. 1.3 Application of the model of chemical reaction of pseudo-first (a) and pseudo-second order
(b). The sorbent dosage was 1 g dm�3 (a) or varied as the legend shows (b)

Fig. 1.2 Removal degree of uranium(VI) from modeling solution over time. Sorbent dosage was
1 g dm�3 (a, b, all samples) or varied (c. AR-5)
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which were obtained using more concentrated ZrOCl2 solution, demonstrate the
highest sorption rate. These samples contain mainly aggregated nanoparticles, the
size of which is several hundred nanometers. At the same time, the lowest K2 value
has been found for the sample containing particles of micron size (AR-5). Sorption
can be accelerated only by means of increasing the sorbent dosage.

1.7 Regeneration of Sorbents

Certain samples loaded with U(VI) were regenerated with different reagents
(Table 1.3). No sufficient uranium removal from the resins was observed during
their treatment with deionized water. However, treatment with NaOH solution
allows us to reach rather high desorption degrees (41–62%). The lowest desorption
degree has been found for the AR-1 sample, which contains non-aggregated
nanoparticles. The pristine resin demonstrates the highest DD value. The most
complete regeneration is achieved when NaHCO3 solution is used. After double
washing with this solution, the DD magnitude is 100% (AR-1) or close to it (other
composites). In this case, ion exchange is enhanced by complex formation. The DD
values decreases in the following order: AR-1 > AR-3 > AR-5. A size of incorpo-
rated particles reduces as follows: AR-5 > AR-3 > AR-1. It means the most facile
regeneration is characteristic for the ion-exchangers containing non-aggregated
nanoparticles. The lowest desorption degree is reached for the pristine resin.

In order to use the sorbents further, their hydrocarbonate forms have to be
transformed into OH-forms by means of washing with alkali solution. This is
necessary to provide high sorption rate.

Table 1.1 Uranium(VI) sorption: model of chemical reaction of pseudo-first order

Sample

A1 � 104, mol g�1

K1 � 104, s�1 R2Experimental Calculated

AR-0 2.11 2.02 2.92 0.98

AR-2 1.05 1.01 3.64 0.99

AR-4 1.05 1.01 3.73 0.99

Table 1.2 Uranium(VI) sorption: model of chemical reaction of pseudo-second order

Sample Dosage, g dm�3

A1 � 104, mol g�1

K2, g mol�1 s�1 R2Experimental Calculated

AR-1 1.0 2.10 2.66 1.19 0.99

AR-3 1.0 2.10 2.41 2.92 0.99

AR-5 1.0 2.10 2.21 1.19 0.99

1.5 1.24 1.28 3.61 0.99

4.0 0.52 0.53 18.5 0.99
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1.8 Conclusions

The Ostwald–Freundlich equation was adapted to HZD precipitation in anion
exchange polymer matrix. Experimental verification shows that the chemical com-
position of incorporated particles has to be taken into consideration. Non-aggregated
nanoparticles can be obtained at room temperature and concentration of impregnat-
ing solution of 0.1 M. Increase of concentration of ZrOCl2 solution and elevation of
temperature provide formation of particles, the size of which is several hundred
nanometers. Depending on type of incorporated particles, the rate of sorption of
uranium-containing anions obeys the model of chemical reaction of pseudo-first or
pseudo-second order. Among other tested sorbents, the samples that contain parti-
cles in voids between gel regions show the highest sorption rate.

Insertion of glycerol to the solvent provides precipitation of large particles of
micron size. This sample demonstrates the slowest sorption rate; it is lower in
comparison even with the pristine resin.

As found, the most suitable reagent for regeneration is NaHCO3 solution.
Decrease in size of incorporated particles has been established to facilitate desorp-
tion of uranium-containing anions.
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Chapter 2
High-Entropy Film Alloys: Electrophysical
and Magnetoresistive Properties

Yu. Bereznyak, L. Odnodvorets, D. Poduremne, I. Protsenko,
and Yu. Shabelnyk

2.1 Introduction

In the last decade, research was carried out on the crystal structure and mechanical
properties of a new class of materials—high-entropy alloys (HEA)—whose
improved properties were first noticed by the authors [12]. Since these alloys are
formed from 5 to 13 elements with face centric cubic (fcc), base centric cubic (bcc),
or hexagonal (hcp) lattice, they have high entropy of mixing (ΔSmix), and have more
stable phase as a bcc or fcc solid solution (s.s.) compared to intermetallic compounds
and other complex structures (see, e.g., [4]).

In a bulk AlCrFeCoNiCu high-entropy alloy can simultaneously stabilize the
fcc and bcc s.s [2, 4, 5] or bcc s.s. α-Fe(Cr) and intermetallic AlNi [11] depending on
the concentration of some component (e.g., atoms Ni).

The authors [4] concluded that stabilizing the fcc or bcc completely determined
by the average concentration of valence electrons per atom located in the valence
band of the alloy. At the concentration less than 7.2 el/at bcc phase formed, at
7.2–8.2 el/at two-phase composition fcc + bcc stabilized and at concentrations
greater than 8.2 el/at—fcc phase s.s. HEA.

The peculiarity of our experiments consists in the fact that formation of s.s. made
by layered or simultaneous deposition of some individual components of thickness
up to 8 nm (total thickness up to 60 nm), which, thanks to condensation-stimulated
diffusion and low thickness, causes mixing of atoms and forming of s.s.
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The aim of our work was to study phase state, electrophysical and
magnetoresistivity properties of high-entropy film alloys, which was established in
our previous work [10].

2.2 Methodology and Techniques Experiment

The film samples are condensed by controlling the thickness of the layers by quartz
crystal method. For the diffraction and electron-microscopic studies, С-substrate
(S) was used, and for the resistance and magnetoresistance measured, sitall-
substrates were used.

Strain coefficient was measured by the method [9] using polystyrene substrates.
The concentration of component was calculated and refined by energy dispersive
X-ray (EDX) analysis. The calculation was performed on the ratio

Ci ¼ Didiμ�1
i

Pn

i¼1
Didiμ�1

i

,

where D is density, μ is molar mass, d is thickness of individual layers at the layered
deposition or effective thickness at the simultaneous deposition.

It is known (see, e.g., [6, 13]) that the formation of HEA occurs under the
following conditions: the value of ΔSmix should be greater than ΔSmix ¼ 1.61
R ¼ 13.38 J/(mole∙K) (for five-component alloys) or ΔSmix ¼ 1.75 R ¼ 14.54 J/
(mol∙K) (for six-component alloys) and parameters of atomic size differences

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

сi 1� ri

r
!

� �2
v
u
u
t ,

where ri is the atomic radius of i-component; r
!¼

ffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

сi

s

ri, the average atomic

radius, should be less than 6.6% (in our case, these conditions are fulfilled).
Calculation of mixing entropy (ΔSmix) as a criterion of HEA was performed on

ratio [13] (see also [4])

ΔSmix ¼ �R
Xn

i¼1

ci ln ci,

where i and ci are the number and atomic concentrations of i-components.
Table 2.1 shows general characteristics of the samples. Note that the No 10 and

No 20 samples with seven components are different from the six-component No 1
and No 2 samples only by the additional layer of Ti. Also note that the elemental
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composition of No. 1 and No. 2 samples corresponds to samples studied by the
authors of [4, 11]. We will indicate that the permalloy (Py) Ni0,8Fe0,2 as a separate
layer has been selected in order to determine whether Py is stored as a separate layer
in the HEA, or dissociation of the NiFe complexes in the film occurs. As we have
established, there is a dissociation of these complexes (Sect. 2.3.1). According to [1],
the magnitude of the enthalpy of mixing ΔНmix can make a prognosis of the phase
state of the HEA: solid solution, ordered phase, or chemical compound.

The thermal coefficient of resistance (TCR) was calculated based on the temper-
ature dependence on the resistivity (ρ) (the second temperature cycle at the cooling)
and the ratio

β ¼ ρ Tð Þ � ρ 300ð Þ
ρ 300ð Þ T � 300ð Þ :

Integral value of strain coefficient determined based on dependingΔR/R(0) versus
on the value of longitudinal strain εl on the ratio

γl ¼
R εlð Þ � R 0ð Þ

R 0ð Þεl :

The value of magnetoresistance (MR) calculated on the basis of field dependence
R(B) on the ratio

МR ¼ R Bð Þ � R 0ð Þ
R 0ð Þ :

To measure ρ Tð Þ, R εlð Þ, and R Βð Þ and calculate β, γl and MR used appropriate
computerized complex.

Table 2.1 General characteristics of HEA films

№ Sample (thickness, nm) ci, аt. %
ΔSmix,
J/(mol∙К)

TCR.103,
K�1 at
T ¼ 300 K

1 Cr(7.5)/Al(4.5)/Co(7.3)/Cu(4.8)/Ni
(7.0)/Fe(7.0)/S

19/8/21/12/19/19/S 14.58 1.80

10 Ti(2.2)/Cr(7.5)/Al(4.5)/Co(7.3)/Cu
(4.8)/Ni(7.0)/Fe(7.0)/S

4/18/9/20/12/19/18/S 15.33 1.75

2 Al(4.0)/Cu(3.2)/Co(4.5)/Cr(5.2)/Fe
(4.7)/Ni(4.0)/S

11/13/19/20/19/17/S 14.76 2.00

20 Ti(2.5)/Al(4.0)/Cu(3.2)/Co(4.5)/Cr
(5.2)/Fe(4.7)/Ni(4.0)/S

6/11/12/18/18/19/16/S 15.54 1.75

3 Cr(10)/Fe(9)/Ni(10)/S 33/30/37/S 9.12 1.20

4 Cu(32)/Co(9)/Cr(10)/Ni0,8Fe0,2(19)/Al
(12)/S

32/15/16/19/5/14/S 14.02 1.80

5 Cu(10)/Co(9)/Cr(10)/Ni0,8Fe0,2(19)/Al
(12)/S

18/17/17/24/8/15/S 14.38 1.22
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2.3 Results and Discussion

2.3.1 Crystalline Structure

Electron microscopic study indicates that in the initial state (after condensation) the
crystal structure are high-disperse (the average crystallite size L � 10 nm). Beside
with the high-disperse fraction is formed a structure with L ffi 50 nm after annealing
to 850 K (Fig. 2.1). The character of electron diffraction indicates that at the stage of
condensation in HEA film, two fcc and one bcc phases (so-called B2 phase) were
formed. A similar phase composition was observed by [4]. The fcc1 and fcc2 phases
formation associated with the unfinished process of s.s. HEA formation. Although
with annealing of the samples to 850 K homogenization alloy appears and s.s.
HEA forms with fcc lattice based on the fcc1 and fcc2 (the lattice parameter
a ¼ 0.3604 nm) (Fig. 2.1, Table 2.2). Most likely, one of the fcc phases initially
formed as s.s. HEA, the other was a metastable phase based on Al and Ni [11], which
decomposited during annealing. According to conclusions [11] bcc phase can be
magnetic s.s. α-Fe (Cr). The gray background between the diffraction lines (111) and
(200) indicates its specific nonuniformity and vacancy defect.

Fig. 2.1 Міcrostructure and diffraction pattern from system Cr(7.5)/Al(4.5)/Co(7.3)/Cu(4.8)/Ni
(7.0)/Fe(7.0)/S. Annealing temperature, K: 600 (а) and 850 (b)

Table 2.2 Decryption of
diffraction pattern from HEA

№ dhkl, nm hkl a, nm Phase

1 0.2175 111 0.3616 s.s.

2 0.2088 200 0.3600 s.s.

3 0.1420 200 0.2840 bcc

4 0.1272 220 0.3597 s.s.

5 0.1010 220 0.2850 bcc

6 0.10870 311 0.3605 s.s.

a(s.s.) ¼ 0.3604 nm
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Annealing of samples contributes to the healing of defects and some ordering
s.s. and leads to the formation of a small number of Al2O3 oxides, (dhkl ¼ 0.237 nm)
and Cr2O3 (dhkl ¼ 0.261 and 0.247 nm), whose reflexes are of a point character and
of low intensity (not shown in Table 2.2) due to the low effective thickness layers of
Cr and Al. In addition, we note that two very weak lines (200) and (220) are
recorded from the bcc phase (phase B2), which was observed by the authors [4],
and the most intense line (110) is not fixed. Note that the average value of the
parameter fcc lattice s.s. is in very good agreement with the corresponding parameter
for s.s. Cu(Ni) a ¼ 0.352–0.366 nm [3]. Also, we note that the addition of a thin
layer of Ti (specimens 1’and 20) or Py (see 4 and 5) does not affect their phase
composition.

It is known (see, e.g., [6, 13]) that the formation of HEA is due to the performance
of the following conditions: the value of ΔSmix six-component alloy should be more
ΔSmix ¼ 1.75 R ¼ 1454 J/(mol∙K) for equiatomic alloy and parameters of difference
in atomic size. The fact that in our case annealed HEA actually has only one fcc
phase is explained by the corresponding value ofΔSmix and δ. It should also be noted
that the described phase composition does not depend on the method of film material
formation—simultaneous or layered condensation—which is explained by the active
mixing of the components in the process of deposition.

2.3.2 Electrophysical Properties

Figure 2.2 shows the typical dependence of resistivity and TCR (insert) for HEA.
The typical features of the samples are: the relatively large value of the TCR (order
of magnitude 10�3 K�1) and the defect concentration of the crystalline structure of
the «vacancy-intersite atom» type, which is indicated by the reduction of the specific
resistance during ignition in the I cycle of «heating $ cooling».

During the study of strain coefficient (SC) of HEA, we, probably, first observed
the strain effect feature. At the strain in the range Δεl ¼ (0–1) % at the ε0ltr ffi 0:5%
transition from elastic to plastic strain occurs (we call it plastic strain type I). At the I
strain cycle on the range Δεl ¼ 0� 1ð Þ%, the value strain coefficient γ

lІ ffi 12:0, and
range Δεl1 ffi 0� 0:5ð Þ%, γ

lІІ,ІІІ ffi 25. In II and III cycles of strain were observed
linear dependence of ΔR/R(0) versus εl, value of strain coefficient γl ffi 12:5. At this
stage, sold, most likely after the relaxation effect quasiplastic strain of I type. With
further strain to εl ¼ 2% is the transition to plastic strain of II type at ε00ltr ffi 1%. This
transition is accompanied by an increase of value strain coefficient to γ

lІІ,ІІІ ffi 12:5
to γ

lІV ffi 90, which is a significant value for metal films. At the V and VI strain
cycles, there is also a kind of strain to quasiplastic because there was a relaxation of
plastic strain of the II type. The described two-stage feature of the strain effect was
not observed in the case of single-layer or multilayer films (see, e.g., reviews [7, 8])
with their plastic deformation.
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2.3.3 Magnetoresistivity Properties

Research of MR was performed in geometry CIP (current j in the film plane) at the three

mutual orientation of the magnetic field: longitudinal (B
! k j

!
), transverse (B

! þ j
!
), and

perpendicular (B
!
⊥ j) at an operating current from 0.5 to 1 mA. Typical dependences of

MR on the induction B is shown in Figs. 2.3 and 2.4.
Since bcc HEA is typical ferromagnetic [11], without elements of granular state,

it is anisotropic magnetoresistant (AMR), which is clearly shown in Fig. 2.3a and
Fig. 2.4 (curve 1) on one side and Fig. 2.3b, c and Fig. 2.4 (curves 2 and 3) on the
other side. The effect of annealing to 800 K leads to some increase in the amplitude
of the MR with longitudinal and transverse geometries of measurement, while in the
case of perpendicular geometry, the amplitude MR practically does not change
(Fig. 2.3), although the coercivity decreases significantly. The relatively small
amplitude is due to the small thickness (up to 60 nm) and the volume of samples.
A very noticeable difference in the shape of the magnetoresistive dependence and
the value of the coercive force on Fig. 2.3c and Fig. 2.4 (curve 3) can be explained by
the stabilization of planar anisotropy in film alloys.

Fig. 2.2 Dependence of resistivity and TCR (insert) versus temperature for samples No. 2 (а),
No. 20(b), and No. 5 (с). І, ІІ—numbers of annealing cycles

22 Yu. Bereznyak et al.



2.4 Conclusions

The crystalline structure, electrophysical (resistivity, TCR, and SC) and magnetic
resistive (AMR) properties of HEA films based on Cr, Fe, Al, Cu, Ni, and Co are
investigated. It has been established that the films consisted of three phases: fcc1
(s.s. HEA), fcc2 (possibly metastable AlNi) and bcc (possibly s.s. α-Fe(Cr))
after condensation. In the process of annealing fcc2 the phase breaks down, and
s.s. α-Fe(Cr) actually disappears, since even weak lines are not fixed on it diffraction
pattern.

In the study of electrophysical properties (the strain effect), for the first time, there
was a two-stage plastic deformation, each of which corresponds to a very large value
of the strain coefficient (up to 90 units); the obscure cause of high sensitivity
resistance of s.s. HEA to strain.

Fig. 2.3 Dependence of MR versus induction В for the sample Al(4.0)/Cu(3.2)/Co(4.5)/Cr(5.2)/ Fe
(4.7)/Ni(4.0)/S with three mutual orientations of induction and electric current: longitudinal (a),
transverse (b), and perpendicular (c)

Fig. 2.4 Dependence of MR versus induction В for the sample Cu(10)/Co(9)/Cr(10)/
Ni0.8Fe0.2(19)/Al(12)/S with three mutual orientations of induction and electric current: longitudinal
(1), transverse (2), and perpendicular (3)
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The results of the investigation of the magnetoresistive properties unambiguously
indicate that the anisotropic MR with a relatively small amplitude up to 0.13% is
implemented, which is due to the small thickness of the films.

The work has been performed under the financial support of the Ministry of
Education and Science of Ukraine (2018–2020 years).
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Chapter 3
Strain- and Adsorption-Dependent
Electronic States and Transport or
Localization in Graphene

Taras Radchenko, Ihor Sahalianov, Valentyn Tatarenko, Yuriy Prylutskyy,
Paweł Szroeder, Mateusz Kempiński, and Wojciech Kempiński

3.1 Introduction

Among various types of structural (point or extended) defects in the physics of
graphene, adsorbed atoms or molecules are probably the most important examples
[1]. They act as the lattice imperfections and strongly affect electronic, optical,
thermal and mechanical properties of graphene. Many characteristics, such as
electron states, electrical conductivity and degree of localization of electrons (and
their spins), are governed by such defects [2]. Adsorption or introduction of specific
defects [3, 4], their configurations (ordering) [5–9], and application of different
strains (particularly, uniaxial stretching) [10–13] can serve as ways to solve the
problem of gapless graphene for a wide practical application in nanoelectronic
devices.
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We follow the methodology of the Kubo–Greenwood formalism (see, e.g.,
reviews [14, 15] and references therein), where transport properties are governed
by the movement of electrons. If there are no defects on graphene surface, the
electrons can propagate without any backscattering, resembling classical ballistic
particles. Therefore, such a transport regime is called ballistic. The presence of
adsorbed atoms or molecules acting as scattering centres results in diffusive transport
regime, when electron diffusion coefficient becomes time-independent, and Ohm’s
law is valid. Finally, with the course of time, charge carriers start to localize,
diffusion coefficient decreases, and localization regime occurs.

Being significantly influenced by adsorption of various atoms and molecules
[16, 17], localization process is a crucial issue in the physics of graphene when
considering its application in multiple areas such as energy storage, molecule
sensing, photovoltaics and nanoelectronics. This phenomenon can be well observed
using the electron paramagnetic resonance (EPR). EPR detects the unpaired spins
localized within the structure of material and allows for the observation of their
interaction with other spins and the crystal lattice, and was shown as very useful in
investigations of graphene-based materials [18, 19].

This chapter summarizes and generalizes the recent theoretical [20, 21] and
experimental [22] results obtained for electron behaviours in the afore-mentioned
diffusive transport and localization regimes taking place in both unstrained and
strained imperfect graphene. Computational results on electron states and quantum
transport in diffusive regime are obtained within the framework of both the tight-
binding model and the Kubo–Greenwood approach capturing all (ballistic, diffusive
and localization) regimes [14, 15, 23–25]. Experimental observations via EPR and
conductivity measurements are interpreted using the granular metal model [26],
implying appearance of a strong localization of charge carriers due to the existence
of potential barriers with charge carrier hopping, which are sensitive to various
factors such as temperature, adsorbates and external fields.

The theoretical part of the study is motivated by, first, disagreements in the
literature regarding the stability of differently (randomly, correlatively or orderly)
distributed adatoms of various kinds on graphene surface [27–30], and, second,
contradictions concerning impact of the strain on electronic properties of (even
perfect, i.e., defect-free) graphene [31–42], all the more so for realistic graphene
samples containing different point (or/and extended) defects, particularly due to the
fabrication technology. Experimental part of the work, focusing on graphene oxide
and its reduced form, is motivated by, firstly, the current popularity of such materials
due to the relative simplicity and repeatability of the manufacturing procedure, and,
secondly, their structure imperfection (strong wrinkling, edging, etc.), which, being
responsible for electronic transport characteristics and localization phenomena,
results in more localization sites [22].
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3.2 Defect-Configuration-Dependent Charge Carrier
Transport

3.2.1 Modelling Electronic Transport, Bond Deformations
and Defects

In the Kubo–Greenwood model, the energy- (E) and time- (t) dependent diffusivity

D E; tð Þ ¼ ΔbX2 E; tð Þ
D E

=t, where the wave-packet mean-quadratic spreading

along x-direction is ΔbX2 E; tð Þ
D E

¼Tr bX tð Þ� bX 0ð Þ
� �2

δ
�
E� bH�� �

=Tr δ
�
E� bH�h i

[14, 15] with bX tð Þ¼ bU{ tð ÞbX bU tð Þ being the position operator in the Heisenberg
representation, bU tð Þ¼ exp

��ibHt=h
�
—time-evolution operator, and tight-binding

Hamiltonian (with hopping integrals up to the first three coordination shells) define
Bernal-stacked few-layer honeycomb lattice [43, 44]. bH ¼ΣNlayer

l¼1
bHlþΣN layer�1

l¼1
bH 0
l,

where Nlayer is a number of layers, Hl is a Hamiltonian contribution of lth layer and
Hl

0 describes hopping parameters between neighbour layers (vanishes in case of
1 layer) [43, 44], that is, bH ¼�γ10Σ i; jh ic

{
i c j� γ20Σ i; jh ih ic

{
i c j� γ30Σ i; jh ih ih ic

{
i c jþΣiV ic

{
i

ci; c
{
i and ci are standard creation or annihilation operators acting on a quasi-particle

at the site i. The summation over i runs the entire honeycomb lattice, while j is
restricted to the nearest-neighbours (in the first term), next nearest-neighbours
(second term) and next-to-next nearest-neighbours (third term) of ith site;
γ10 ¼ 2:78 eV is inlayer hopping for the nearest-neighbouring C atoms occupying
i and j sites at a lattice-parameter distance a ¼ 0.142 nm between them [43, 44];
γ20 ¼ 0:085γ10 and γ

3
0 ¼ 0:034γ10 are intralayer hoppings for the next (second) and next-

to-next (third) nearest-neighbouring sites at the second and third coordination shells,
respectively [35] (Fig. 3.1a); and Vi is on-site potential defining defect strength at a

Fig. 3.1 Intra- (γ10, γ
2
0, γ

3
0) and interlayer (γ1, γ3) hopping parameters for two layers (AB) of

Bernal-stacked multilayer graphene (a) Two types of uniaxial tensile strain (by �30%) along
armchair- (b) or zigzag-type (c) edges for single graphene layer

3 Strain- and Adsorption-Dependent Electronic States and Transport or. . . 27



given graphene-lattice site i due to the presence of different sources of disorder
[43, 44]. The Slonczewski–Weiss–McClure model of electron states [45–47]

describes interlayer connection as follows: bH 0
l ¼�γ1Σ j a{l,jblþ1, jþH:c:

� �
� γ3Σ j,j0

b{l,jalþ1, j0 þH:c:
� �

with γ1 ¼ 0:12γ10, γ3 ¼ 0:1γ10 [44] defining interlayer-hopping

amplitudes (Fig. 3.1a).
We considered two types of uniaxial tensile strain: along so-called armchair

(Fig. 3.1b) and zigzag (Fig. 3.1c) directions (edges). In both cases, the uniaxial
strain induces deformation of lattice, that is, of bond lengths, and hence changes
hopping amplitudes between different sites.

Following [35, 36, 48], where random strain is modelled by the Gaussian
function, we can obtain dependence of the bond lengths on the deformation tensor
components and then relate hopping parameters of the strained (γ) and unstrained
γ10
� �

graphene via exponential decay: γ lð Þ ¼ γ10e
�β l=a�1ð Þ with a strained bond length

l, and decay rate β� 3.37 [35, 36] being extracted from experimental data [49] along
with Poisson’s ratio ν ¼ 0.15 selected between that measured for graphite [50] and
calculated for graphene [51].

We model several kinds of disorder with various point defects. First are resonant
(uncharged) impurities [43, 44], when C atom from graphene layer is chemically
(covalently) bonded with H (C or O) atom from adsorbed organic molecule.
Modelling of resonant impurities was carried out with the Hamiltonian part

[43, 44] bH imp ¼ υdΣ
N imp

i d{i di þ VΣN imp

i d{i ci þ H:c:
� �

, where Nimp denotes number

of the resonant impurities, and band parameters V � 2γ10 and υd � γ10/16 were
obtained from density-functional theory calculations [52]. These parameters, being
previously adopted for unstrained graphene [43, 44], serve as the typical values for
resonant impurities (CH3, C2H5OH, CH2OH as well as hydroxyl groups).

Vacancies are considered as the second important type of defects. A vacancy is
regarded as a site with zero hopping parameters to other sites.

Screened charged impurity ions (adatoms, admolecules) on graphene or/and
dielectric substrate of it constitute third-type defects. They are commonly described

by the Gaussian-type on-site potential [43, 44]: Vi ¼ Σ
N V

imp

j¼1U je
� ri�r jj j2= 2ξ2ð Þ, where

ri is a radius-vector of ith site, {rj} define positions of NV
imp impurity atoms

(Gaussian centres), ξ is interpreted as an effective potential length and potential
amplitudeUj is uniformly random in the range [�Δ,Δ] withΔ—maximum potential
magnitude. Varying these parameters, we consider such impurities with shortly (ξ ¼
0.65a, Δ ¼ 3γ10) or more distantly (ξ ¼ 5a, Δ ¼ γ10) acting effective potential.

Gaussian hopping [44] is the last type of defects we are interested in. Usually,
they originate from the substitutional impurities causing the atomic-size misfit effect
as local in-plane or out-of-plane displacements of atoms, and short- or long-range
distortions in graphene lattice due to the curved ripples or wrinkles. In this case,
modified distribution of the hopping integrals between different (i, j) sites reads as [44]

γi, j ¼ γ þ Σ
N γ

hop

k¼1U
γ
k e

� ri�r j�2rkj j2= 8ξ2γð Þ with Nγ
hop (Gaussian) straining centres at the rk

positions, ξγ is an effective potential length and hopping amplitude Uγ
k 2 [�Δγ, Δγ].
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The distortion centres are also considered with shortly (ξγ ¼ 0.65a, Δγ ¼ 1.5γ10) or
more distantly acting (ξγ ¼ 5a, Δγ ¼ 0.5γ10) hoppings. The summation in expressions
for Gaussian impurities and hoppings is restricted to the sites belonging to the same
layer (possibility for the overlapping of Gaussian distributions in different layers is
omitted).

However, sometimes Gaussian (and even Coulomb) scattering potentials are not
the most appropriate to describe scattering by various point defects [20]. Therefore,
in our calculation, for example, for K adatoms, we used scattering potential adapted
from independent self-consistent ab initio calculations [53].

Correlation between impurity adatoms is approximately modelled introducing
pair distribution function dependent on correlation length that defines minimal
possible distance between any two neighbouring adatoms [8, 20, 23]. Adatomic
ordering corresponds to a certain stoichiometric-type superstructure [8, 20].

The dc conductivity σ can be extracted from the electron diffusivity D(E,t) under-
going saturation and reaching the maximum, limt ! 1D(E,t)¼ Dmax(E), when diffusive
transport regime occurs. Then, the semi-classical conductivity at zero temperature is

[14, 15, 23] σ ¼ e2eρ Eð ÞDmax Eð Þ, where eρ Eð Þ ¼ ρ=Ω ¼ Tr δ
�
E � bH�h i

=Ω is electron

density of sates (DOS) per unit area Ω (and per spin), and �e < 0 denotes the electron

charge. The DOS can be used to calculate the electron density as ne Eð Þ ¼
ð E

�1
eρ Eð Þ

dE � nions, where nions ¼ 3.9�1015 cm�2 is density of positive ions compensating the
negative charge of p-electrons in graphene. Note that, for the defect-free graphene,
at a neutrality (Dirac) point, ne(E) ¼ 0. Combining calculated ne(E) with σ(E), we
compute the density-dependent conductivity σ ¼ σ(ne). Numerical details for com-
puting DOS, D, and σ are described in appendixes to [23].

3.2.2 Calculated Density of States, Diffusivities
and Conductivities

Before proceeding to graphene with defects of various types, we initially considered
defect-free graphene subjected to different values of relative uniaxial tension along
the above-mentioned two directions. The numerically calculated DOS curves [21]
agree with independent analytical results [35]. A spectral gap appearance requires
threshold deformations of �23% along zigzag direction, while there is not any gap
opening for any deformations along armchair edge. The band-gap opening originates
from an additional displacement of both graphene sublattices with respect to each
other that occurs most pronouncedly at a deformation along zigzag direction.

High energy values (far from the Dirac point, at E ¼ 0) are less experimentally
realizable. Therefore, they are not depicted in Fig. 3.2, where DOS is calculated for
single- and bilayer unstrained and strained graphene with 0.1% random defects.

The DOS curves for graphene monolayer and bilayer (Fig. 3.2) as well as for
trilayer, quadruple-layer and quintuple-layer [21] are similar, which is an indication
of the band-structure similarity, independently of the number of layers. The cause of
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such similarity lies in the energy band parameters defining intra- and interlayer hopping
integrals (see Fig. 3.1): intralayer nearest-neighbour hopping integral (γ10) is circa
10 times larger than both the interlayer parameters, that is, interlayer hoppings are
much weaker than the intralayer ones.

As Fig. 3.2a, d shows, resonant impurities (O- or H-containing molecules) and
vacancies similarly alter the DOS of the strained graphene: they bring an increase in
spectral weight (central peak) near the Dirac point. The central peak, being attributed
to impurity (or vacancy) band, increases and broadens as the resonant impurity
(or vacancy) concentration rises [21]. The principle distinction between O- or
H-containing molecules and vacancies concerning their effects on the spectrum
consists in position of the central peak (impurity/vacancy band) in the DOS curves:
it is centred at a neutrality point in case of vacancies, whereas it is shifted from it for
the hydroxyl groups due to the nonzero (positive) on-site potential modelling them.
In contrast to the resonant impurities and vacancies, the Gaussian potentials and
hoppings do not induce low-energy impurity (vacancy) band around the neutrality
point as shown in Fig. 3.2b, c, e, f.

Like for the perfect graphene [21, 35, 36], the spectrum is also strongly gapless
for small and even moderate strains of impure graphene (Fig. 3.2). The gap over-
coming requires the threshold (zigzag) deformations over ε � 20% for non-long-
range-acting impurities or vacancies (Fig. 3.2a, b, d, e), whereas ‘long-range’
potentials (hoppings) smear gap region and transform it into quasi- or pseudo-
gap—plateau-shaped deep minimum in DOS near the Dirac point (Fig. 3.2c, f).

Figure 3.3a, b show DOS around the Fermi level (E ¼ 0) as a function of tensile
strain parameter ε 2 [0%, 30%] for single-layer graphene with a fixed concentration

Fig. 3.2 DOS for zigzag (un)strained (0% � ε � 27.5%) single- (main panels) and bilayer (insets)
graphene with 0.1% randomly distributed point defects: resonant impurities (a), short- (b) and long-
range (c) Gaussian impurities, vacancies (d), short- (e) and long-range (f) Gaussian hoppings
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of the ordered H or O adatoms. Band gap decreases slowly (however, permanently),
if armchair deformation increases. However, in case of zigzag strain, the band gap
initially (for 0% � ε � 10%) becomes narrower and narrower up to the total
disappearance, but then, at a certain threshold strain value (εmin � 12.5%), the gap
reappears, grows up, and can be even wider than it was before the stretching (see also
next figure). Importantly, this threshold value εmin, when the band gap opens, is
lower in comparison with those that have been estimated earlier for perfect defect-
free graphene layers subjected to the uniaxial zigzag strain (εmin � 23% [35]), shear
strain (εmin � 16% [37]), and almost coincides with the value expected combining
shear with armchair uniaxial deformations (εmin � 12% [37]).

Comparing band-gap energies calculated analytically in [35] and numerically
computed for pristine as well as for doped graphene subjected to uniaxial tensile
deformation along zigzag-edge direction (Fig. 3.3c), one can see a pronounced
non-monotony of the curve for strained graphene with ordered pattern of defects.
Such abnormal non-monotonic behaviour of the strain-dependent band gap mainly
originates from the simultaneous contribution of two factors: impurity ordering and

Fig. 3.3 (a, b) DOS for graphene monolayer with 3.125% of ordered resonant impurities (O- or
H-containing molecules) for different (up to 30%) values of the tension strain along armchair (a)
and zigzag (b) directions. (c) Comparison of analytically [35] and numerically calculated band-gap
energies vs. the uniaxial deformation along zigzag direction for monolayer graphene without
defects (squares and circles) and with 3.125% of ordered hydroxyl groups (triangles)
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applied strain. Note that numerically obtained curve for defect graphene in Fig. 3.3c
also becomes linear for strains beyond the �20% and crosses other two curves for
pristine graphene close to its predicted failure limit point (�27.5% [54]).

Due to the honeycomb structure of unstrained graphene lattice, possible adsorp-
tion sites can be reduced to three types with high-symmetry favourable (stable)
positions; so-called hollow centre (H-type), bridge centre (B-type) and atop or top
(T-type) adsorption sites are illustrated in Fig. 3.4. Taking into account discrepancies
in the literature [27–30] on the energy stability (favourableness) of adsorption sites,
we study how the positioning of dopants on each H-, B- and T-site type affects the
electrotransport properties of unstrained graphene in comparison with the cases of
their location on two other types of the sites.

In case of a random adatomic configuration, the steady diffusive regime, when
electron diffusivity reaches maximum and saturates (Fig. 3.5a), occurs for a shorter
time as compared with correlation (Fig. 3.5b) and ordering (Fig. 3.5c) cases.
Maximal value in a temporal evolution of diffusivity for ordered impurities substan-
tially exceeds its value for correlated defects and much more for randomly distrib-
uted ones. This is a ‘hint’ that corresponding conductivity should also be higher as
compared to other ones. Really, a considerable increase in conductivity due to the
correlation and, much more, to the ordering of adatoms as compared with their
random distribution is seen from graphs in Fig. 3.6a–c, where the electron-density-
dependent conductivities are calculated. The graphs in Fig. 3.6d–f allow seeing how
different types of adsorption sites affect the conductivity for each type of distribu-
tion. If adatoms are randomly distributed, conductivity depends on types of adsites:
H-, B- or T-type ones (Fig. 3.6d). For correlated distribution, conductivity depends
on how adatoms manifest: as substitutional (being on T-sites) or interstitial (being on
H- or B-sites) atoms (Fig. 3.6e). If adatoms form ordered superstructures, with equal
periods, the conductivity is practically independent of adsorption type, especially at
low electron densities (Fig. 3.6f).

Fig. 3.4 Typical adsorption configurations in graphene: top (left) and perspective (right) views of
graphene lattice with hollow centre (H ), bridge centre (B) and top (T ) adsorption sites
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Fig. 3.5 Time-dependent diffusivity within the energy range E 2 [�0.5u, 0.5u] for random (a),
correlated (b) and ordered (c) K adatoms located on hollow (H ) sites (see also previous figure)

Fig. 3.6 Conductivity vs. the electron density for 3.125% of random, correlated and ordered
potassium adatoms occupying hollow (H ), bridge (B) or top (T ) adsorption sites
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3.3 Adsorption-Driven Charge Carrier (Spin) Localization

3.3.1 Sample Preparation and Measurement Conditions

Graphene oxide (GO) was produced from graphite flakes using the modified Hum-
mers method [55]. Part of this material was consecutively treated with a reducing
agent, hydrazine, to obtain the reduced graphene oxide (RGO) [56]. Electron micros-
copy observation for GO and RGO showed that they are composed of strongly
wrinkled microscale sheets as shown in Fig. 3.7.

Before EPR experiment, both samples were examined with X-ray photoelectron
spectroscopy (XPS) for determining the amount of oxygen bound within the struc-
ture. XPS experiments showed [22] that the level of functionalization of carbon with
oxygen was much higher in GO than RGO.

3.3.2 Experimental Results and Analysis

Below, we present some features observed in EPR experiments during the sequence
of the stages: stage 1—purified sample; 2—open to air; 3—purified; 4—open to
helium; 5—purified; 6—saturated with heavy water (D2O).

In EPR of RGO experiment, purified RGO showed no EPR signal from carbon,
even in the lowest temperatures. There was also no signal from other paramagnetic
centres (e.g., Mn ions). Lack of EPR signal of pure RGO in the whole temperature
range suggests that electrons are highly delocalized even at the lowest temperatures.
The EPR spectra could be observed only after saturation of the sample with guest
molecules and decreasing the temperature below 100 K. Comparison of the EPR
spectra of RGO after saturation is presented in Fig. 3.8. Opening the sample tube to

Fig. 3.7 Scanning electron
microscopy image of a
reduced graphene oxide
layer (dark area)
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air (stage 2) caused the EPR signal of RGO to appear, but only in the low
temperature range. Adsorption of guest molecules at the surface of graphene layers
hindered the charge carrier transport by creating potential barriers for hopping. Thus,
in low temperatures, where the thermal excitations were low, we got localized spins
in the system. Introduction of helium resulted in the stronger EPR signal than for
stage 2, most probably because much more helium was adsorbed on the RGO.
Saturating the sample with heavy water (stage 6) resulted in the further increase of
the EPR signal.

The EPR spectra of GO are observed in a whole temperature range at every stage
of the sample treatment procedure. Low temperature behaviour, presented in
Fig. 3.9a, was similar to RGO: signal intensity increased according to the sequence:
pure–air–helium–water. Striking change appeared in high temperatures (Fig. 3.9b),
where signal amplitudes of the air- and helium-filled sample equated due to the lack
of the ‘sorption pumping’ effect in high temperatures. The above-mentioned obser-
vations are clear evidence that electronic properties of graphene-based systems
strongly depend on the amount of adsorbed molecules.

The EPR spectra of RGO and GO at 10 K for stages 1 and 6 are shown in
Fig. 3.10. To understand the difference between the spectra, note that graphene
edges and defects (which are chemically active due to existence of the so-called
dangling bonds and show some sp3 hybridization) have significantly different
chemical and physical properties than the non-defect layers with sp2 hybridization.
Therefore, the paramagnetic centres should also show different behaviour depending
on whether they arise from edges (defects) or sp2 planes.

Fig. 3.8 EPR spectra of RGO sample in different surroundings at 10 K. The inset shows the
magnification of the three low-amplitude signals
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Purified RGO showed no EPR signal at all due to the strong delocalization of
charge carriers. However, the signal appeared after adsorption of water, which is
possible at the graphene edges with attached functional groups—hydrophilic adsorp-
tion sites. Such behaviour could be interpreted as a transition from the ‘conducting
state’ (pure RGO), with lots of percolation paths, to the ‘insulating state’
(RGO þ guest molecules), where thermal excitations were needed to transport the
charge across the potential barriers formed at the graphene edges due to the host–
guest interactions (hopping transport).

Fig. 3.9 EPR spectra of GO sample immersed in various media, recorded at 10 K (a) and room
temperature (b)

Fig. 3.10 EPR spectra of pure RGO (a), RGO þ D2O (b), pure GO (c) and GO saturated with
heavy water (d). All spectra were recorded at 10 K
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EPR signal of GO occurred in the whole temperature range at both sample
treatment stages: purified, and saturated with D2O. The existence of EPR signal
resulted from the fact that edges and defects in the graphene layers were terminated
with oxygen functional groups and there were no significant areas of well-
conducting sp2-graphene.

3.4 Summary and Conclusions

The effects of uniaxial tensile strain and different spatial configurations of adsorp-
tions on electron density of states (DOS) and transport properties of graphene were
studied. Spectral gap is sensitive to directions of the tensile strain. The presence of
randomly distributed point defects does not avoid the minimum threshold zigzag
deformations needed for the band-gap formation. Increase in point-defect concen-
trations acts against the band-gap opening for all defects considered herein, but their
impact is different. However, spatially ordered impurities contribute to the band-gap
manifestation and can reopen the gap that is normally suppressed by the randomly
positioned dopants. Band gap varies non-monotonically with strain if zigzag defor-
mation and impurity ordering act simultaneously.

For random adatomic distribution on hollow (H ), bridge (B) or top (T ) sites,
the conductivity σ depends on their type: σHrnd > σBrnd > σTrnd. If adatoms are
correlated, σ is dependent on whether they act as interstitial or substitutional atoms:
σHcor � σBcor > σTcor. If adatoms form ordered superlattices with equal periods, σ is
practically independent of the adsorption type: σHord � σBord � σTord. The conduc-
tivity for correlated and ordered adatoms is found to be enhanced dozens of times as
compared to the cases of their random positions. The correlation and ordering effects
manifest stronger for adatoms acting as substitutional atoms and weaker for those
acting as interstitial atoms.

Lack of EPR signal of the purified RGO in the broad temperature range points out
that there are not localized spins in the material, even if it is defective (sp3 contri-
bution) and there is some amount of oxygen functional groups attached to the
graphene layers. RGO is a good conductor and has no localized spins in pure
form. However, adsorption of atoms (molecules) followed by cooling of the system
below 100 K resulted in the trapping of charge carriers in the localized states and the
appearance of the EPR signal. This behaviour could be interpreted as the adsorption-
driven metal–insulator transition. Nevertheless, further research is needed to
prove it.

The existence of EPR signal of purified GO is due to the termination of most
edges and defects in the graphene layers with oxygen functional groups. The
electrical transport was suppressed, making GO an electrical insulator, where local-
ized charge carriers existed even at high temperatures. In this case, adsorption of
guest molecules also enhanced localization, with the biggest effect observed for
water.
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Results for both RGO and GO samples showed that amount of localized charge
carriers (spins) correlated with the amount of adsorbed molecules responsible for the
formation of potential barriers and, in turn, for the localization effects.

The localization phenomena in graphene-based systems depend heavily on the
state of the layer edges, their functionalization and presence of ‘foreign’ molecules.
Both factors can be controlled during and after the material synthesis, which allows
for tuning the properties of graphene according to the type of application.

Acknowledgements The chapter generalizes results obtained within the framework of Polish–
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Chapter 4
The Theory of Absorption and Emission
of Light by Free Electrons in Ferromagnetic
Semiconductors

Oleksandr Semchuk

4.1 Introduction

Until recently, there was no general approach to describing the phenomena of
absorption and emission of light in ferromagnetic semiconductors (FMSC), unique
materials that combine both semiconductor and magnetic properties simultaneously.
The presence of strong s-d-exchange interaction between the electronic and mag-
netic subsystems of FMSC gives an opportunity to observe a series of unique effects
in them: a metal-dielectric transition, a giant magnetic resonance, a strong shift of the
optical absorption edge, photo-induced magnetic effects, etc. [1], which makes
FMSC key materials for modern micro- and nano-electronics. Thus, new features
in the processes of absorption and emission of light by FMSC should be expected,
caused by the interaction between the electronic and magnetic subsystems. It is
known that in order to place the act of absorption or radiation of a photon (a
aquantum of light) by a free electron, it is necessary to add a “third component”,
which upholds the laws of conservation of energy and momentum in the collision
process. This “third body” can be a phonon, a magnon, impurities, and the like. This
explains the influence of the mechanisms of scattering of electrons on the processes
of absorption and radiation.

On using the kinetic equation, which takes into account the influence of the
external electromagnetic field on the mechanism of scattering of free carriers (the
so-called quantum kinetic equation), the most common method is based on studying
the absorption and scattering of light by free carriers in semiconductors [2, 3]. The
convenience lies in the fact that in the single approach one can obtain an expression
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for the absorption of light by free electrons in both classical and quantum cases. The
same applies to the process of spontaneous radiation.

In this paper, the theory of absorption and radiation of light by free carriers in
FMSC is constructed, and general expressions for the light emission coefficient of
free carriers and the intensity of the spontaneous emission of light by hot electrons in
FMSC are obtained. The main mechanism of carrier scattering considered is elec-
tron-two-magnon (bimagnon) scattering. Classical and quantum cases are consid-
ered. It is shown that the intensity of spontaneous radiation does not depend on the
frequency of light in the classical frequency range and exponentially falls in the
quantum region of frequencies.

4.2 Integral of Collision Electrons with Quasiparticles
in the Presence of an Electromagnetic Wave

Consider the quantum-mechanical system: a conduction electron in a semiconductorþ a
diffuser (phonons, magnons, etc.) in a high-frequency electromagnetic field of laser

radiation which vector-potential is given by the following expression A
!

tð Þ ¼ A
!
0 cosωt

and their frequencyω satisfies the conditionωτ < < 1 (τ is the time of the free passage of
conduction electrons between the collisions).

The complete Hamiltonian of such a system can be written as [4]

H
_

tð Þ ¼ H
_

0 þ H
_

int tð Þ,
H
_

0 ¼ 1
2m

X
p
!

P
! �e

c
A
!

tð Þ
� �

aþ
p
!ap

! þ
X
k
!
c
k
! bþ

k
!b

k
! þ 1

2

� �
, ð4:1Þ

where H
_

0 is Hamiltonian of the undisturbed system, and H
_

int is the operator of the
quasiparticle interaction (electron–phonon, electron–magnon, etc.), which will be
considered as a small perturbation formally dependent on time.

The evolution of such a system will be described by the Schrödinger time
equation with Hamiltonian (4.1)

ıh
∂Ψð r! , tÞ

∂t
¼ H

_ðtÞΨð r! , tÞ: ð4:2Þ

Let us expand the solution Ψ
�
r
!
; t
�

of Eq. (4.2) to the complete system of

eigenfunctions ψn

�
r
!
; t
�
of the undisturbed Hamiltonian H

_

0 (4.1)
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Ψ
�
r
!
; t
� ¼X

n

an tð Þψn

�
r
!
; t
�
, ð4:3Þ

at this,

H
_

0un ¼ εnun, ð4:4Þ
where εn is the energy of the system in the n-th quasi-stationary state.

Assuming that

an tð Þ ¼ a 0ð Þ
n þ a 1ð Þ

n tð Þ þ a 2ð Þ
n tð Þ þ � � �, ð4:5Þ

where a 0ð Þ
n is the undisturbed (initial) value of the coefficient an(t), and a 1ð Þ

n tð Þ, a 2ð Þ
n

tð Þ are the first- and second-order corrections of smallness byH
_

int tð Þ, it can be shown
that [4]

da 1ð Þ
k

dt
¼ 1

ih

X
n

H int
kn a

0ð Þ
n ,

da 2ð Þ
k

dt
¼ 1

ih

X
n

H int
kn a

1ð Þ
n , ð4:6Þ

where

H int
kn ¼

Z
ψ∗
k
~H intψndτ: ð4:7Þ

is the matrix element of the interaction operator (perturbation), and the symbol
P
n

means summation discrete states and integration continuous states of the unbroken
system.

Now let at the initial time (t ¼ 0) the system be in the i-th quantum state, then
a 0ð Þ
i ¼ 1, and all others a 0ð Þ

n ¼ 0 n 6¼ ið Þ. It is of interest that the amplitude a 1ð Þ
f tð Þ of

the finite state f up to the time t when the perturbation H
_

int “switches on” at the
moment t ¼ 0. Obviously, a 1ð Þ

f 0ð Þ ¼ 0; therefore, from (4.6) we have

a 1ð Þ
f tð Þ ¼ 1

ih

Z t

0

H int
fi t0ð Þ dt0: ð4:8Þ

The magnitude a 1ð Þ
f tð Þ

��� ���2 is the probability that the quantum system is in a state

ψ f

�
r
!
; t
�
at the moment of time t. At t ¼ 0 the system was in a state ψ f

�
r
!
; 0
�
. Using

(4.8), we obtain for the probability a 1ð Þ
f tð Þ

��� ���2 [4]:
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a 1ð Þ
f tð Þ

��� ���2 ¼ 1

h2

Z t

0

H int
fi t0ð Þ dt0

������
������
2

: ð4:9Þ

This value can be considered as the probability of transition of a quantum system
from state Ψi

�
r
!
; t
�
to state Ψ f

�
r
!
; t
�
under the action of perturbation (interaction

between quasiparticles)H
_

int tð Þover time t. In addition to this value, the probability of
the transition at the unit of time is introduced W(i, f ), which is connected with the

value a 1ð Þ
f tð Þ

��� ���2 by the following relation:

W i; fð Þ ¼ d

dt
a 1ð Þ
f tð Þ

��� ���2 ¼ 1

h2
d

dt

Z t

0

H int
if t0ð Þdt0

������
������
2

: ð4:10Þ

Passing into (4.10) to the impulse representation and writing the matrix element
of the interaction operator in expanded form, we obtain from (4.10),

W
�
p
!0; p

!� ¼ 1

h2
d

dt

Z t

0

dτ < Ψ∗
p
!0 τð Þ H_int

��� ���Ψ∗
p
! τð Þ >

������
������
2

: ð4:11Þ

For t ¼ 0, the interaction between electrons and diffusers is included in the
quantum-mechanical system: electrons in the conduction band and dispersers in
the high-frequency field of laser radiation (phonons, magnons, ionized impurities,
etc.). As a result of the interaction of an electron with a diffuser, it moves from one
quasi-stationary state in which it has quasi-energy E

p
!, quasi-momentum p

!
and is

described by a wave functionΨ
p
!
�
r
!
; t
�
to another state described by a wave function

Ψ
p
!0
�
r
!
; t
�
. In this state, its quasi-impulse becomes meaningful p

!0, the quasi-energy
becomes equal to E

p
!0 � ε

p
!0 p

! (here ε
p
!0 p

! is the quantity characterizing the energy

change in the system of electron-diffuser as a result of interaction). Consequently,
the problem is reduced to the calculation of a matrix element of the interaction
operator (4.11). It can be calculated using the electron wave function found in the
laser radiation field [5], which is now convenient to write, limited to the dipole
approximation, in simplified form:
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Ψ
P
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�
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!
; t
� ¼ Ψ

�
r
!�� exp i

eγ
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mchω
sinωt

	 

exp � i

h
p2

2m
þ e2A2

0

4mc2
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t

� �	 

: ð4:12Þ

In (4.12), the wave function is given as a product of two functions, one of which
depends only on the coordinate (Ψ

�
r
!�

), and the second depends on the time (exp
{. . .}t). Substituting in (4.11) the wave function of the conduction electron in the
form (4.12), we obtain:
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�
p
!
; p
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¼ 1
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dτ Ψ∗
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2

:

ð4:13Þ

In expressions (4.12) and (4.13), the notation γ2
p
!
p
! ¼P0

j, j0 ðp
!0� p

!ÞA
!
�j ðp

!0� p
!ÞA

!
�j

cos ½ϕ j � ϕ�j �: is introduced.
Extracting thematrix element of the operator of interaction Ψ∗

p
!0
�
r
!�D ���H_int Ψp

!
�
�r
���� E

of an electron with a diffuser from the integral sign and using the Jacobi–Anger
formula [6],

exp �iz sinϕf g ¼
X1
l¼�1

Jn zð Þexp �ilϕf g,

(Jn(z) is the Bessel function of the real argument), we obtain from (4.13):
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ð4:14Þ

Having obtained integration by dτ in expression (4.14), we get the result

W
�
p
!
; p
� ¼ 2

X1
l¼�1

J2l
eγ

p
!0 p

!

mchω
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Ψ∗

p
!0

�
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2

sin
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! t
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:
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In expression (4.15) ω
p
*0 p

! ¼ h�1
�
ε
p0
! � ε

p
! � ε

p
!0 p

! � lhω
�
:
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Analyze now the result obtained. Consider the value F ¼ sin
ω
p0 �p
! t

ω
p0 �p
!

as a function

of ω
p
!0p0 and calculate the integral of this function depending on frequencies [6]:

Zþ1

�1

sinω
p0 �p
! t

ω
p0 �p
!

dω
p
!0 p

! ¼ π: ð4:16Þ

So, at large interaction time (t! 1) between an electron and a diffuser it comes
from (4.16):

F ¼
sinω

p0 �p
! t

ω
p0 �p
!

� π

h
δ
�
ε
p
!0 � ε

p
! � ε

p
!0 p

! � lhω
�
: ð4:17Þ

Thus, in the case when the interaction time of an electron with a diffuser is
sufficiently large, the probability of a transition of an electron from a state where it is
described by a quasi-momentum p

!0 to another state where it will have a quasi-
momentum p

!
as a result of interaction with the disperser can be written as

W
�
p
!0; p

!� ¼ 2π
h

Xþ1

n¼�1
J2l

eγ
p
!0 p
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mchω
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D ���Hint
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�
:

ð4:18Þ
Here ε

p
!0 p

! is the change in the electron energy in the process of interaction with the

disperser.
From (4.18) it follows that the probability of the transition W

�
p
!0; p

!�
is propor-

tional to the square of the module of the matrix element of the interaction operator

Ψ∗
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2

ð4:19Þ

and is different from zero only when the quanta of the external electromagnetic field-
photons [5] are involved in the process of the interaction “electron-diffuser.”

Note that in (4.18) we have written the matrix element of the interaction “elec-
tron-diffuser” through the numbers of electron n

p
! and diffuser N

q
! filling. Using

(4.18), we can now write in general terms a quantum kinetic equation for conduction
electrons in a semiconductor that interacts with a diffuser in a high-frequency

nonuniform electromagnetic field of laser radiation A
!

tð Þ ¼ A
!
0
cosωt:
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:

ð4:20Þ
In expressions (4.20), f

p
! is a function of the distribution of electrons according to

pulses p
!
, F
!
0 is the external constant electric field.

Now, in order to obtain an explicit form of the integral of electrons collision (right
side of exp. (4.20)) for a particular scattering mechanism, it is necessary to set the
Hamiltonian of interaction of the electron with the diffuser and to calculate the
corresponding matrix element of the scattering operator.

4.3 Absorption of Light by Free Electrons in Ferromagnetic
Semiconductors

Let us consider that electrons in ferromagnetic semiconductors (FMSC) relax on
magnons both in energy and in momentum, and give the energy to acoustic phonons.
Consider the case of electron–magnon interaction. For simplicity, we confine our-
selves to one sub-band approximation, that is, we confine ourselves to considering
the sub-band of conductivity with the spin “up.” In addition, we assume that the
electrons are relaxed on the magnons, and the magnons on the electrons both in
energy and momentum. In the process of electron–magnon interaction we take into
account both two-magnon processes in perturbation theory of the first order and
one-magnon of the second order. For this case, the Hamiltonian of the electron–
magnon interaction in the representation of the secondary quantization can be
written as [1]

~H2em ¼
X
p
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:

ð4:21Þ
Here J is the energy of the s-d-exchange interaction, N is the number of magnetic

ions, S is the spin of the magnetic ion.
Let us make a series of simplifying approximations. Let us consider that the external

constant electric fieldF
!
0
is not too large; so, the average electron energyε << JS, and the

electron energy in the field of laser radiation ε
P
! << JS (P

!¼p
! þe

c
A
! �

r
!
; t
�
is the
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kinematic momentum of the electron). These inequalities allow us to limit ourselves to
examining the sub-band with the σ ¼ ", so further on spin index can be omitted.

Now, using (4.21), we calculate the square of the matrix element of the electron–

bimagnon interaction f
p
!0 ;Nq

!0 H
_

int

����
����f �p;Nq

!

� �����
����
2

. The calculations carried out by the

method described in [5] yield the following results:
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ð4:22Þ

Given that for electron-double-magnon scattering the magnitude ε
p
!0 p

! ¼ ω
q
!0 � ω

q
!

(magnon energy difference), we can obtain the following expression for the integral
of electrons’ collisions with magnons FMSC, which is in the external heating electric
field, and a heterogeneous high-frequency electromagnetic field of laser radiation, in
the form

∂ f
∂t

� �
sc
¼ 2π

h

X
p0, q0, q!

X1
l¼�1

C
p
!0 q

!
q
!0

��� ���2J2l xð Þδp
!0þq0

!

p
!þq

!
f
p
!0
�
1� f

p
!
�
N

q
!0
�
1þ N

q
!
��

f
p
!
�
1� f

p
!0
�
N

q
!
�
1þ N

q
!0
�

( )

δ
ε
P
!0 � ε

P
! þ ω

q
!

�ω
q
!0 � lhω

� �
:

ð4:23Þ
In (4.23) the symbol x ¼ eγ

p
!
P
!0=ðmchωÞ, ω

q
! is the energy of a magnon with a

quasi-momentum q
!
.

The energy absorbed by electrons per unit time in the process of electron–magnon
scattering in the presence of an electromagnetic wave is determined by the following
expression [2, 3]:

P ¼
Z

ε
p
!

∂ f

∂ p
!

 !
sc

d p
!
: ð4:24Þ

Substituting (4.23) in (4.24) and taking into account that
f
p
! << 1, hω >> ε

p
!,ω

q
!, considering that the electron–bimagnon scattering is a

quasi-elastic (N
q
! � N

q
! þ 1), it can be observed that
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P ¼ 2π
h

V

2πhð Þ3
X
q
!
W
�
q
!� X1

l¼�1

Z
d p

!
dp
!0J2l

eγ
p
!
p
!0

mchω

� �
ε
p
!
�
f
p
!0 � f

p
!
�
δ
�
ε
p
!0 � ε

p
! � lhω

�
:

ð4:25Þ
In (4.25), the following notation is introduced:

W
�
q
!� ¼ J2q4N2

q

q2 þ q20
� �2 , q20 ¼ 2mJS, ð4:26Þ

where V ¼ a3 is the volume of the elementary cell, a is the constant of a crystal
lattice.

If in the (4.25) that contains function f
p
!0 substitution is made p

!0 !p
!
, l ! �l and

ε
p
!0 is expressed in terms of ε

p
!, after using the δ-function, the expression (4.27) it is

obtained:

P ¼ � 2π
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V
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X
q
!
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�
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!� X1

l¼�1
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!
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� �
f
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ε
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!0 � ε

p
! � lhω

�
:

ð4:27Þ
In the future, we confine ourselves only to single-photon transitions; that is, we

suppose that l ¼ � 1. In this approximation,

P ¼ P þð Þ þ P �ð Þ, ð4:28Þ
where

P �ð Þ ¼ �2πω
V

2πhð Þ3
X
q
!
W
�
q
!� Z

d p
!
dp
!0J21
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p
!
p
!0

mchω

� �
f
p
!δ
�
ε
p
!0 � ε

p
! � hω

�
:

ð4:29Þ
The sign plus means an increase in the energy of the electronic subsystem due to

the absorption of the photon, and the minus sign means the decrease of this energy
due to photon emission.

The argument of the Bessel function J21 in (4.29), as the estimates show, for all
frequencies of the optical range, is much smaller than the unit. Therefore, in (4.29)
we can confine ourselves to the first term in the Taylor series (4.30).

J21 xð Þ � x2

4
¼
e2

A
!
0
ðp! � p0

!
Þ�2

4m2c2h2ω2
: ð4:30Þ
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It is easy to hold the summation over q
!
in (4.29), considering that the electron–

bimagnon scattering is quasi-elastic (N
q
! � Tm=ωq

! ¼ 2msTm=q
2; Tm is the magnons

temperature in the energy units, ω
q
! ¼ q2=2ms, ms is the mass of the magnon):

V

2πhð Þ3
X
q
!
W
�
q
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2πhð Þ6
Z

W
�
q
!�

d q
!¼ a6J2m2

s T
2
m

27π4h6
ffiffiffiffiffiffiffiffiffiffiffi
2mJS

p , ð4:31Þ

and, as a result, obtain

P �ð Þ ¼ � e2a6J2m2
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2
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28π3m2c2ωh8
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�
:

ð4:32Þ
Also, we assume that

f
p
! ¼ n

2πmTeð Þ32
exp �

ε
p
!

Te

� �
: ð4:33Þ

(n, m, Te is the concentration, effective mass, and temperature of conduction
electrons, respectively).

Let us make a replacement p
! �p

!0 ¼k
!
and write in the new variables (4.32):

P �ð Þ ¼ � e2a6J2m2
s T

2
m

28π3m2c2ωh8
ffiffiffiffiffiffiffiffiffiffiffi
2mJS

p
Z

d p
!
d k

! 
A
!
0 k
!�2

f
p
!δ

k2

2m
� pk cos θ

m
� hω

� �
,

ð4:34Þ

where θ is the angle between the vectors p
!
and k

!
.

Now consider that d p
!! p2dpdΩ ! p2dp sin θdθdφ. The integral over φ is to be

taken simply, since nothing depends on it, but the integral over θ can be taken using
the δ -function:

Zπ
0

dθ sin θδ
k2

2m
� pk cos θ

m
� hω

� �
¼ m

pk
ð4:35Þ

Equality (4.35) is performed on condition
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cos θj j ¼ �hω� k2

2m

����
����
�

pk

2m
� 1: ð4:36Þ

Condition (4.36) means that for a given k argument of the δ-function can be zero.
In other words, inequality (4.36) defines the limits of integration by k. In case of
absorption it follows from (4.36),

kmax ¼ pþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ 2mhω

p
, kmin ¼ �pþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2 þ 2mhω

p
: ð4:37Þ

After calculating the integrals over the angles of the vector p
!
, it can be obtained

from (4.34) taking into account (4.33):

P þð Þ¼ e2a6J2m2
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2
mnA

2
02π

28π3m2c2ωh8
ffiffiffiffiffiffiffiffiffiffiffi
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Zπ
0

sinϑcos2ϑdϑ,

ð4:38Þ

where ϑ is the angle between the vectors A
!
and k

!
.

Integrals over the corners and k can be easily taken:

Zπ
0
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3
,
Zkmax
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k3dk ¼ 1
4
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ð4:39Þ
The remaining integral over p has the form

Z1
0

p2dpexp �εp=Te

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hωþ ε

p
hωþ 2εð Þ ¼ 1

2
Te

π

� �3=2 Z1
0

dxe�x x αþ xð Þf g1=2 αþ 2xð Þ,

ð4:40Þ
where α ¼ hω/2T.

The integrals of type (4.40) can be expressed through the Bessel function of the
imaginary argument Kg(α) using the recurrence formula [6]

Z1
0

dxe�xxn x2 þ 2αx
� �g�1

2 ¼ �1ð Þn 2
gffiffiffi
π

p Γ gþ 1
2

� �
dn

dαn
α�geαKg αð Þ� �

, ð4:41Þ

(Γ(α) is a gamma function) and, as a result, it is obtained from (4.38)
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P þð Þ ¼ 2e2nA2
0Te

3=2

3
ffiffiffi
π

p
mτ emp c2hω

eαα3
d

dα

K1 αð Þ
α

� �	 

: ð4:42Þ

Here, τ emp is the time of the relaxation of electrons by momentum on magnons
taken at ε ¼ T [7].

The Bessel function K1(α) has an asymptotic behavior:

K1 αð Þ ¼ 1=α, α ! 0ffiffiffiffiffiffiffiffiffiffi
π=2α

p
exp �αð Þ, α ! 1:

	
ð4:43Þ

As for P(�) magnitude, in this case, in contrast to (4.38), the integration over ε
must be carried out from hω to1 (since only electrons with energy ε	 hω can emit
photons). Now, to make in the expression for P(�) a shift ε! ε� hω, it follows that

P �ð Þ ¼ �exp � hω
Te

� �
P þð Þ: ð4:44Þ

In the experiment, the absorption coefficient is measured, which in our notation
has the form

K ¼ P þð Þ þ P �ð Þ
Π0

: ð4:45Þ

In expression (4.45), Π0 is the electromagnetic flux falling on the surface of the
semiconductor:

Π0 ¼ c
ffiffiffiffiffi
ε0

p
4π

ω

c

� �2 A2
0

2
, ð4:46Þ

where ε0 is the static dielectric constant, A0 is the amplitude of the vector-potential of
the field of laser radiation.

Now, taking into account (4.42) and (4.44), the general expression for the
absorption coefficient of light by free carriers in ferromagnetic semiconductors can
be expressed as

K ¼ P þð Þ þ P �ð Þ
Π0

¼ � 16
ffiffiffi
π

p
e2nTe

3
ffiffiffi
ε

p
chω3mτ emp

ffiffiffiffiffi
Te

T

r
1� exp � hω

Te

� �� �
eαα3

d

dα

K1 αð Þ
α

� �	 

: ð4:47Þ

The general expression for the absorption coefficient for electron–bimagnon
scattering (4.47) can be greatly simplified in classical (hω/Te 
 1) and quantum
(hω/Te � 1) cases. So, let us consider these cases.
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1. The area of classical absorption (hω/Te < < 1).

In this case, exp(�hω/Te) � `1 � hω/Te, K1(α) � 1/α and it follows from (4.47),

K ¼ 32
ffiffiffi
π

p
e2n

3
ffiffiffi
ε

p
cω2mτ emp

ffiffiffiffiffi
Te

T

r
: ð4:48Þ

If there is no heating of the electrons (Te ¼ T ) then expression (4.48) differs from
the classical Drude’s formula [8] only for the factor 8=3

ffiffiffi
ε

p
. This is due to the fact

that in the classical Drude theory, the energy dependence of relaxation time is not
taken into account.

2. Area of quantum absorption (hω/Te > > 1).

In this case, exp(�hω/Te) ! 0, K1 αð Þ � ffiffiffiffiffiffiffiffiffiffi
π=2α

p
exp �αð Þ and from (4.47) it

follows that

K ¼ 4πe2n
3
ffiffiffi
ε

p
cω2mτ emp

ffiffiffiffiffi
Te

T

r
hω
Te

� �1=2:

ð4:49Þ

If the notation is introduced: τ hωð Þ ¼ τ emp hωð Þ (the time of the electrons relax-
ation by the momentum on the magnons at ε ¼ hω), then (4.49) can be rewritten in
the form

K ¼ 4πne2

3mc
ffiffiffi
ε

p
ω2m

1
τ hωð Þ : ð4:50Þ

4.4 Polarizing Effect in the Emission of Light by Free
Electrons

If the electron gas is warmed up, then the effect reversible to the absorption of Drude
will be observed, when free carriers will emit light. This spontaneous emission can
be valued using the previously obtained expression for the radiation field induced

P(�).To do this, the vector- potential of the laser wave field ( A
!
0
) must first be

normalized in such a way that Nph photons are to be in the volume V, that is, use the
condition

1
V
Nphhω ¼ E2

4π
¼ 1

8π
¼ 1

8π
ω

c

� �
A2
0: ð4:51Þ
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From this,

A0 ¼ 2c
2πh

VωNph

� �1=2

: ð4:52Þ

Further, substituting expression (4.51) in the formula for P(�), putting in advance
Nph ¼ 1, and multiplying obtained expression on the density of finite states of the
field in the unit frequency range and the cortical angle dΩ:

dρ ωð Þ ¼ V

2πcð Þ3 ω
2dΩ:

The expression will be obtained for the energy W(�) emitted by free electrons in
the FMSC per unit time in a cortical angle dΩ:

W �ð Þ ¼ e2nT
hωð Þ3=2

3π2c3mτ emp Teð Þ ffiffiffiffiffi
Te

p exp � hω
Te

	 

dΩ: ð4:53Þ

From (4.53), for the classical frequency range (hω < < Te) the following can be
obtained:

W �ð Þ ¼ 4e2nTe

3π
5=2c2mτ emp Teð Þ

dΩ: ð4:54Þ

Also, a simple expression can also be obtained from (4.53) for the quantum
frequency range (hω > > Te):

W �ð Þ ¼ e2nT
hωð Þ3=2

3π2c3mτ emp Teð Þ ffiffiffiffiffi
Te

p exp � hω
Te

	 

dΩ: ð4:55Þ

Expressions (4.54) and (4.55) show that the intensity of the radiation of hot
electrons in the FMSC does not depend on the frequency of light in the classical
frequency range and exponentially falls in the quantum frequency region.

4.5 Conclusions

The theory of absorption and emission of light by free carriers in the FMSC is
constructed and general expressions for absorption coefficient are obtained. In the
presence of hot electrons, the results also obtained for the intensity of light emission
by free electrons in the FMSC for the case when the electron–bimagnon scattering
predominates. In all cases, the dependence on the concentration of electrons and
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their temperature is taken into account. It is shown that the intensity of radiation does
not depend on the frequency of light in the classical frequency range and exponen-
tially falls in the quantum region of frequencies.
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Chapter 5
Mechanism of Active Electron Transfer
in a Protein-Like Nanowire Under Real
Conditions

L. V. Shmeleva and A. D. Suprun

5.1 Introduction

Donor–acceptor transfer of electrons between polypeptide fragments of protein
molecules (cell organelles) is already studied in sufficient details [1, 2]. Study of
mechanisms of their transfer in these fragments has just begun. Such study is based
on the general principles of energy or charge transfer in polypeptide fragments of
protein molecules [3], in particular, taking into account their actual structure, for
example, the finite length of the spiral section of the protein molecule [4].

The current arising as a result of charge transfer is determined on the basis of the
concept of an injected electron as a free quasiparticle of the classical type in the
conduction band of the primary structure of the protein molecule [5, 6, 7].

The question of the model application, based on previous studies [8, 9, 10], was
considered for electron transfer along a fragment similar to the polypeptide section
of the protein molecule. The physical justification of the model was that under any
temperature conditions the current in the fragment under consideration did not arise
in the absence of external fields or other factors disturbing the electrostatic equilib-
rium of the electronic subsystem.

The model was additionally generalized by the inclusion of a factor named in the
previous studies by an effective electrostatic field. This factor is due to the presence
of amino acid heterogeneity. In its presence, an effective residual electrostatic field
appears in the fragment under consideration. The value of the energy of this field is
estimated and it is shown that it is small in relation to other characteristic energies of
the considered object. The states of conductivity were calculated for this field. Their
dependence on the field was analyzed. It is shown that with the increase of the value
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of the field, the conductivity states are shifted toward a decrease of energy. The
current created by one electron carried by this field was estimated. The performed
calculations show that the current increases continuously in the physiologically
relevant range 33–41 �C (306–314 �K) with the temperature increase. In this case,
for polypeptides (the number of amino acid residues is 100), it grows from
201.85 pA to 204.90 pA, and for the longest protein-like chains (the number of
amino acid residues is 300), increases from 22.43 pA to 22.77 pA. Such increases in
currents in the range (310–314 �K) (sickness) is useful in view of the possibility of
increasing the synthesis of ATP in mitochondria of cells. ATP synthesis increase
facilitates the energy of the body struggling against the sickness. At the same time,
the current reduction in the range 37–33 �C (310–306 �K) (overcooling of the body)
negatively affects the process of ATP synthesis, reducing it and, consequently,
reducing the protective energy resources of the body. It is also shown that the current
decreases with an increase in the length of the protein-like nanowire from 100 (poly-
peptides) to 300 (proteins) of the amino acid residues. But in more detail [10], taking
into account the effective electrostatic field, the number of amino acid residues can
affect its value: this may slightly offset the decrease in current with an increase in the
number of amino acid residues.

5.2 Methods

5.2.1 Some Properties of an Effective Residual
Electrostatic Field

In previous studies [8, 9, 10] it was found that the primary structure of polypeptide
fragments of protein-like polymers has an expressed electronic structure inherent in
semiconductors. It was also found that due to the amino acid inhomogeneity in this
protein-like structure there is an uncompensated electrostatic field with energy of the
general form

Wn � � φ rð Þh j
X
m 6¼nð Þ

ze2

13 rþ n�mj j φ rð Þj i: ð5:1Þ

Hereinafter, the summation is carried out for all atoms, and the angle brackets mean
quantum energy averaging: � P

m 6¼nð Þ
ze2

13 rþn�mj j, by variable r in wave functions φ(r)

for the conductivity state of a one-electron ion. In the polypeptide fragments under
consideration of the protein-like polymers, the conductivity states are associated
with the 2p-free oxygen states. In this case, the charge number is z ¼ 7. Vector
variables n and m describe the spatial positions of molecular groups of the amino
acid residues type.
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This energy causes the transfer of the electron from the acceptor to the donor
amino groups of the protein-like polymer in the absence of any external fields and, as
established in previous studies, it is included in the energy functional of the general
form

E af gð Þ ¼
X
nm

=wnmþ
X
n

Wn þ Dnð Þ � anj j2

þ
X
nm

=Mnm a∗n am þ a∗man
� �

: ð5:2Þ

In this functional, an is the required part of the wave function of the inoculated
electron, wnm is the energy of interatomic interaction, and Mnm is so-called energy
of the exchange resonance interaction, which describes the dynamics of excitation, if
considered as a quasiparticle, that is, as an object of the classical type. These two
energies were discussed in detail in [8, 9]. Therefore, we do not stop here, because in
future their explicit form will not be used. Energy Dn was also discussed in detail in
[8, 9], but here it will be needed for comparison with energy Wn. Therefore, let us
recall its explicit form. Accurate to the terms that determine the interelectron
interaction (these terms are almost by order of magnitude smaller), it is determined
by the ratio:

Dn � �
X
m 6¼nð Þ

φ rð Þh j ze2

rþ n�mj j φ rð Þj i þ � � �
� �

: ð5:3Þ

As it is seen, the main remaining contribution almost coincides with the definition
(5.1) for the field. Such a comparison is necessary, as in previous studies with a
matrix element Dn certain transformations were performed, which cannot be
repeated now, but simply transferred to the field term.

5.2.2 Basic System of Equations Taking into Account
the Effective Residual Electrostatic Field

In [8] it was shown that taking into account the real structure of the amino acid
residue and in the approximation of the closest neighbors, the functional (5.2) can be
modeled as follows:

E af gð Þ ¼ Nawþ
XN0

n¼1

X4
α¼0

�
~W α

n þ Pα

�
anαj j2þ

"
M

X1
α¼0

a∗nαan,αþ1 þ a∗n,αþ1anα
� �þ

(

þ
X3
α¼2

a∗n,α�1an,αþ1 þ a∗n,αþ1an,α�1

� �þ a∗n2anþ1,0 þ a∗nþ1,0an2
� �)#

:

ð5:4Þ
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In this functional, the variable n searches all the amino acid residues, and a variable α
searches five values—by the effective number of atoms in each such residue. Energy
~W α

n is the total energy, which consists of energy (5.1) and energy of the external
field [9]. In the absence of external fields, the energy ~W α

n is reduced only to
expression (5.1), which, taking into account the actual structure of the amino acid
residue and in the approximation of its closest neighbors, loses the index n. Here the
functional (5.4) takes the following form:

E af gð Þ ¼ Nawþ
XN0

n¼1

X4
α¼0

Wα þ Pαð Þ anαj j2þ
"

M
X1
α¼0

a∗nαan,αþ1 þ a∗n,αþ1anα
� �þ

(

þ
X3
α¼2

a∗n,α�1an,αþ1 þ a∗n,αþ1an,α�1
� �þ a∗n2anþ1,0 þ a∗nþ1,0an2

� �)#
,

ð5:5Þ
where the energy Wα, due to the properties (5.2), (5.3), completely takes over the
symmetric properties of the parameter Pα. Namely, if Pα, as shown in [8, 9], have
such properties as P0 � D; P1 ¼ P2 ¼ 3D/2; P3 ¼ P4 ¼ D/2 (here
D ¼ � φ rð Þh j ze2

rþbj j φ rð Þj i þ � � �, and b – vector of lattice), then obviously the

field factor Wα has similar properties: W0 � W; W1 ¼ W2 ¼ 3W/2;
W3 ¼ W4 ¼ W/2. Moreover, we can even write down the definitions:
W ¼ � φ rð Þh j ze2

13 rþbj j φ rð Þj i. But the expression (5.1) is a very significant approx-

imation. In fact, according to [10], its value is determined by the real amino acid
composition of the polypeptide fragment of the protein-like polymer. Therefore,
in the future we will allow for the possibility of changing this parameter in some
numerical range.

As before [9], in a result of variation (5.5), but already provided Wα 6¼ 0
as well as an α ¼ Aα exp (i kR n), where k is one-dimensional wave vector, and
R is intermolecular distances, we can obtain the following system of five
equations:

xþ 1þ wð ÞA0 þ vA1 þ ve�i kRA2 ¼ 0;

vA0 þ xþ 3 1þ wð Þ=2ð ÞA1 þ vA2 þ vA3 ¼ 0;

vei kRA0 þ vA1 þ xþ 3 1þ wð Þ=2ð ÞA2 þ vA4 ¼ 0;

vA1 þ xþ 1þ wð Þ=2ð ÞA3 ¼ 0;

vA2 þ xþ 1þ wð Þ=2ð ÞA4 ¼ 0:

ð5:6Þ

It is a homogeneous system for coefficients Aα and own value determination:

x � ε= Dj j: ð5:7Þ
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Now in this system, in addition to free parameter, which is a wave vector k, and
parameter v � |M|/|D| [9], an additional parameter occurs: w � |W|/|D|, related to an
effective field W. Here signs of all parameters are taken into account explicitly.
By the definitions of parameters W and D that have just been discussed, w < 1/13 is
obvious. In other words, the dimensionless effective field is much less than unity and
therefore it will be more convenient to work with the factor f ¼ 1 + w, especially
since the field in such form of structure is included in the system (5.6). This factor
will be called field factor.

System compatibility condition (5.6), subject to replacement f¼ 1 + w, results, as
in previous studies [8, 9], in the fifth degree equation relative to x:

x5 þ 5f x4 þ 1
2
19f 2 � 10v2
� �

x3 þ 1
2
17f 3 � 26v2f þ 4v3 cos kRð Þ� �

x2þ

þ 1
16

57f 4 � 164v2f 2 þ 32v3f cos kRð Þ þ 48v4
� �

xþ

þ 1
16

f 9f 4 � 40v2f 2 þ 8v3f cos kRð Þ þ 32v4
� � ¼ 0:

ð5:8Þ

As it can be seen from this equation, the convenience of using the field factor f¼ 1 + w
is connected also with the fact that in the absence of a field (w¼ 0), this factor becomes
equal to unity and Eq. (5.8) passes into already known form [8, 9].

5.3 Results and Discussion

5.3.1 Graphical–Numerical Analysis of the Compatibility
Condition for Conductivity States Detection
in the Presence of an Effective Electrostatic Field

In the absence of a field when f ¼ 1, Eq. (5.8) has five roots that depend on two
parameters: the wave vector k and factor v. The wave vector is a free parameter and
determines the dispersion of physical quantities, in particular the electron velocity
and the current corresponding to it. Factor v, as it seen from Eq. (5.8), determines the
width of the corresponding sub-zone for each of the five solutions of Eq. (5.8). It is
fixed for a particular material and a given temperature. Since the material is a
protein-like macromolecule, this parameter varies only depending on the
temperature. Dependence of conductivity states on these two parameters in the
absence of external fields ( f ¼ 1) was studied in detail in [8, 9]. Now our interest
will be the dependence of the conductivity states, velocity, and current on the field
factor f > 1.

Equation (5.8) can be solved only by graphical–numerical methods. The depen-
dence of the roots of equation (5.8) (conduction states) on the field factor f is
determined at fixed parameters k and v. To have an idea of the effect of the field
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factor f on conductivity states, calculations were made for three values: k ¼ 0, |k|
R ¼ π/2, and |k|R ¼ π within the entire range of wave vector k. For parameter v, the
typical value v¼ 0.4 was chosen. This value will be used here as a similar analysis in
previous studies, for w ¼ 0 (or f ¼ 1), was conducted exactly for this value, and it is
important for the accuracy of the current analysis.

The results of the graphical–numerical analysis of the solutions for Eq. (5.8) are
shown in the Fig. 5.1.

The graphs in Fig. 5.1 show that with field increase in the studied range 1� f� 1.1,
all conductivity bands are shifted toward energy decrease. Energy decrease in the
presence of an effective electrostatic field can be physically interpreted as the effect of
electron “pulling” into a conductivity band through an acceptor center.

But for finding the velocity of the injected electron and the current corresponding
to it, numerical calculations are not convenient. Therefore, we will find satisfactory
analytic approximations of the dependence of conductivity states on an effective

Fig. 5.1 Direct numerical solution of compatibility conditions (5.8) within the range 1� f� 1.1 for
values: k¼ 0 (solid curves), |k|R¼ π/2 (dotted line), |k|R¼ π (dashed curves), v¼ 0.4. The distance
between solid curves and dashed curves corresponds to the width of the corresponding conductivity
sub-band. In total, there are five fairly well-separated sub-zones
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electrostatic field. To do this, we use the analytic representation for the case of the
field absence w ¼ 0 (or f ¼ 1) [9]:

xs v; kð Þ ¼ �

1:0

3=2

3=2

1=2

1=2

0
BBBBBBBB@

1
CCCCCCCCA

þ

v2 þ 3:15v4

v� 2:49v2

�v� 1:42v2

v2 � 1:23v4

v2 þ 3:72v4

0
BBBBBBBB@

1
CCCCCCCCA

� v3

0:68

�3:10

1:90

�0:35

0:87

0
BBBBBBBB@

1
CCCCCCCCA

cos kRð Þ , ð5:9Þ

where s ¼ {0, 1, 2, 3, 4}. In the case of an effective electrostatic field presence,
this expression was modified by comparing the modified expression (5.9) with the
direct numerical solutions of Eq. (5.8) given in Fig. 5.1.

As a result of this comparison, an improved expression for conductivity states
was obtained in the presence of an effective electrostatic field:

xs f ; v; kð Þ ¼ �

1:0
3=2

3=2

1=2

1=2

0
BBBBBB@

1
CCCCCCA
f þ

v2 þ 3:15v4

v� 2:49v2

�v� 1:42v2

v2 � 1:23v4

v2 þ 3:72v4

0
BBBBBBB@

1
CCCCCCCA

� v3

0:68

�3:10

1:90

�0:35

0:87

0
BBBBBBB@

1
CCCCCCCA

cos kRð Þþ

þ 1� θ� 1� fð Þð Þ

0:0021� 0:006 cos kRð Þ
0:0063� 0:004 cos kRð Þ
0:0030þ 0:003 cos kRð Þ
0:0120� 0:004 cos kRð Þ
0:0066þ 0:009 cos kRð Þ

0
BBBBBBB@

1
CCCCCCCA
f :

ð5:10Þ
As is shown, this analytical solution differs from (5.9) by the change of the right-
hand side of equality. Namely, the first term is changed and a new fourth term is
added. Both of these terms are linearly dependent on the field factor f. In addition, the
new term has an additional dispersion dependence on the wave vector k. Multiplier
(1 � θ�(1 � f )) ensures the absence of the last term in the absence of a field when

w ¼ 0 and f ¼ 1, due to the definition [11]: θ� xð Þ ¼ 0, при x < 0
1, при x � 0

� ����. The analytic
approximation (5.10) for solutions of Eq. (5.8) reproduces the spectrum shown in
Fig. 5.1 with a fairly good accuracy. To illustrate this, Fig. 5.2 shows a similar
spectrum as that of Fig. 5.1, but already calculated by the formula (5.10).

In specified scale, the graphics in Figs. 5.1 and 5.2 are almost similar. This fact
alone means that the approximation of a direct numerical solution (Fig. 5.1) in the
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field factor f by linear approximation (Fig. 5.2) with the help of formula (5.10) is a
fairly good approximation. But in the linear field-factor approximation used here, it
is virtually impossible to ensure a high degree of correlation between exact and
approximate solutions. Linear approximation allows such correlation only with an
average error of 3%. In this case, the error of the three lowest energy states: x0, x1, x2,
does not exceed 1% (respectively, 1%, 0.7%, and 0.5%). Two states with highest
energy, x3 and x4, are approximated with errors, respectively, 4% and 9%. But such a
significant error for these two states is not due to the quality of approximation, but to
the small (in comparison with the other three states) depth of their location along the
axis x (for dimensionless energy). In absolute values, the deviations are the same as
for states x0, x1, x2. Such accuracy of approximation in a linear approximation (5.10)
for the field factor f allows its use for the further analysis of the current and the
influence of temperature on it.

Fig. 5.2 Calculation of the conductivity states spectrum by the formula (5.10) for the same values
of parameters as in the Fig. 5.1
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5.3.2 Active electron transfer over the primary structure
of the protein molecule. Estimates of electric current

Effective electrostatic field w � |W|/|D| creates a constantly acting electrostatically
nonequilibrium state in the primary structure of a protein molecule. This provides for
the active transfer of the electron through its primary structure from the acceptor
centers to the donor centers of the molecule. In this case the current occurs, which is,
if not the only one, the quantitative characteristic of the process. In this sense,
estimates of such a current and the influence of temperature on it are quite important.

The current generated by an electron directly depends on its velocity. To deter-
mine it, we should use the following definition [6, 7, 12, 13]:

V ¼ 1
h
dE kð Þ
dk

: ð5:11Þ

In this definition, E(k) is a dispersion (the dependence of the energy of the injected
electron on the wave vector). In this case, it represents the electron energy in the
conductivity band. Formula (5.10) shows its dimensionless form: xs( f, v, k). Since
the definition (5.11) includes a dimensional dispersion, it is also necessary to use its
dimensional form. According to definition (5.7), the following can be obtained for
such a representation: εs( f, v, k)¼ |D| � xs( f, v, k). Substituting energy εs( f, v, k) in the
definition (5.11) instead of E(k), we can obtain the following:

Vs f ; v; kð Þ ¼ 1
h
Dj jR v3

0:68

�3:10

1:90

�0:35

0:87

0
BBBBBBBB@

1
CCCCCCCCA

þ 1� θ� 1� fð Þð Þ

0:006

0:004

�0:003

0:004

�0:009

0
BBBBBBBB@

1
CCCCCCCCA
f

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

sin kRð Þ:

With one of the simplest (among the series [14]) values of current density: J ¼ enV,
we can obtain the following:

Js ¼ e Dj jR
hNV

v3

0:68

�3:10

1:90

�0:35

0:87

0
BBBBBBBB@

1
CCCCCCCCA

þ 1� θ� 1� fð Þð Þ

0:006

0:004

�0:003

0:004

�0:009

0
BBBBBBBB@

1
CCCCCCCCA
f

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

sin kRð Þ, ð5:12Þ

where it is taken into account that n � 1/NV for one injected electron. Here N is the
number of amino acid residues, and V its effective mean volume. Let us take into
account that the effective mean volume of the amino acid residue is V ¼ RS, where
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R is an effective distance between the amino acid residues, which actually coin-
cides with their mean longitudinal linear size, and S is effective cross-sectional
area of the primary structure of the polypeptide fragment of the protein-like
molecule. In (5.12) we substitute the product of RS in place of V. Next,
Eq. (5.12) multiply by the area S and, taking into account that I¼ J S, for the
current we will obtain

Is ¼ e Dj j
hN

v3

0:68

�3:10

1:90

�0:35

0:87

0
BBBBBBBB@

1
CCCCCCCCA

þ 1� θ� 1� fð Þð Þ

0:006

0:004

�0:003

0:004

�0:009

0
BBBBBBBB@

1
CCCCCCCCA
f

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

sin kRð Þ ð5:13Þ

To determine the full current I we need to find the sum [9]

I ¼
X4
s¼0

Is: ð5:14Þ

This algorithm for determining the total current is due to two factors. In the
classical sense, it corresponds to the parallel connection of conduction channels.
And in the quantum sense it corresponds to their equal probability.

Substituting (5.13) into the sum (5.14) and taking into account that the sum of the
coefficients of the first term in the curly brackets of expression (5.13) is equal to zero,
for full current I we will obtain the following:

I ¼ 0:002
e Dj j
hN

f sin kRð Þ 1� θ� 1� fð Þð Þ: ð5:15Þ

In order to estimate the current created by the electron injected into the primary
structure of the polypeptide fragments of protein-like molecules, some simplifica-
tions are required in formula (5.15). First, let us consider that f > 1 (w > 0). Then the
factor 1 � θ�(1 � f ) equals to unity: 1 � θ�(1 � f ) ¼ 1. Second, let us consider the
smallest (typical) values of the wave vector k. Then sin(kR) ¼ 2π/N and formula
(5.15) takes the form I ¼ 0:004 πe Dj j

hN2 f . Field factor fwill be considered, though larger

than unity, but so close to the unity that the current can be presented as I ¼ π e Dj j
250 hN2.

Now, with this definition, we can not only evaluate the current, but also analyze the
impact of temperature on it. In [8], the total energy dependence |D| on temperature
was found: Dj j ¼ D0j j þ sign D0ð Þsign D1ð Þ D1j j227:45�T , where parameters |D0| and

|D1| satisfy the condition: D0j j >> D1j j227:45�T . Here we will use the most typical of

its representations for the considered system: Dj j ¼ D0j j 1� 114
�

T

� 	
, where

|D0| � 1 eV. Consequently, the final current is determined by equality:
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I ¼ I0
N2 1� 114

�

T


 �
, ð5:16Þ

where I0 � π e D0j j
250 h . From (5.16) it follows that the current depends on two parame-

ters—the number of amino acid residues N and temperature T. Typical range of
residues N is from 100 (polypeptides) to 300 (proteins). The physiologically
significant temperature range is 33–41 �C (306–314 �K). Using the value
|D0| ¼ 1.6 � 10�19J, e ¼ 1.6 � 10�19С, h ¼ 10�34 J c in an amplitude multiplier I0
of expression (5.16), we can obtain: I0 ¼ 3.217 μA. Given this value, the depen-
dence of the current on the temperature and the number of amino acid residues in
accordance with (5.16) is given in Table 5.1.

As it shown in the table, for very weak fields ( f 	 1, but f > 1) with the increase
in the length of the protein-like nanowire from 100 (polypeptides) to 300 (proteins)
of the amino acid residues, the current decreases. But, if we are not limited to very
weak fields for estimates, then the definition (5.16) would look as follows:

I ¼ I0
N2 1� 114

�

T

� 	
f , and would grow with field increase. Generally speaking, in

more detail [10] consideration of the effective electrostatic field, the number of
amino acid residues will affect its value, which can slightly compensate the decrease
of the current with increase of N.

As for the influence of temperature on the current, in the physiologically relevant
range 33–41 �C (306–314 �K) the current always increases with temperature
increase. In this case, for polypeptides (N ¼ 100), it grows from 201.85 pA to
204.90 pA, while for the longest protein-like chains it grows from 22.43 pA to
22.77 pA. Such increases in currents in the range 37–41 �C (310–314 �K) (sickness)
is useful in view of the possibility of increasing the synthesis of ATP in mitochondria
of cells (ATP synthesis increase facilitates the energy of the body struggling against
the sickness). At the same time, the current reduction in the range 37–33 �C
(310–306 �K) (overcooling of the body) negatively affects the process of ATP
synthesis, reducing it and, consequently, reducing the protective energy resources
of the body.

Table 5.1 Dependence of electric current on temperature and number of amino acid residues

t

N

33 �C 35 �C 37 �C 39 �C 41 �C
(306 �K) (308 �K) (310 �K) (312 �K) (314 �K)

100 201.85 pA 202.63 pA 203.40 pA 204.16 pA 204.90 pA

150 89.71 pA 90.06 pA 90.40 pA 90.74 pA 91.07 pA

200 50.46 pA 50.66 pA 50.85 pA 51.04 pA 51.23 pA

250 32.30 pA 32.42 pA 32.54 pA 32.66 pA 32.78 pA

300 22.43 pA 22.51 pA 22.60 pA 22.68 pA 22.77 pA
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5.4 Conclusions

This work analyzes one of the mechanisms of an electron metabolic transfer in the
primary structure of a protein-like molecule. This structure is a nanowire with
semiconductor properties.

The main purpose of the study was to calculate the current from the injected
electron in the presence of a disturbance of the electrostatic equilibrium of the
system, which is called an effective electrostatic field. The resulting current was
determined on the basis concept of an injected electron as a free quasiparticle of the
classical type in the conduction band of the primary structure of the protein
molecule.

The physical cause of the residual effective electrostatic field occurrence is due to
the amino acid heterogeneity of the protein-like molecule. The value of the energy of
this field is estimated and it is shown that it is small in relation to other characteristic
energies of the considered object. Given this field, the conductivity states were
calculated. Their dependence on the effective electrostatic field was analyzed. It is
shown that with the increase of the field value, the conductivity states are shifted
toward the energy decrease. That is, the so-called inclination of conductivity bands
occurs, as it should be.

Current calculations were performed in the presence of temperature not equal to
zero. It has been shown that an electron transferred by an effective electrostatic field
produces a microcurrent in the range of 22.77–201.85 pA, depending on the length
of the protein-like nanowire (corresponding to 300–100 amino acid residues) and the
temperature in the physiologically relevant range: 33–41 �C (306–314 �K). It is
shown that with an increase of the nanowire length, the current decreases at any
temperature. This means that the short protein-like molecules more effectively
perform the function of the metabolic transfer of the electron. However, with a
more detailed consideration of an effective electrostatic field, the number of amino
acid residues can affect its value, which can slightly compensate the decrease in
current with the growth of the number of amino acid residues. At the same time, for
any length of a protein-like nanowire, the current increases, which is characteristic of
semiconductors. But such growth can have both positive effects (in the case of the
sickness) and negative consequences (in the case of overcooling).
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Chapter 6
Electron Correlation Effects in Theoretical
Model of Doped Fullerides

Yu. Skorenkyy, O. Kramar, L. Didukh, and Yu. Dovhopyaty

6.1 Introduction

The diversity of physical properties of doped fullerides has not been explained so far
at a microscopic level despite the intensive experimental and theoretical studies
conducted in recent decades. A variety of fullerene-based organic compounds have
been synthesized with metals [1], hydrogen [2, 3], halogens [4–6], and benzene [7]
that form a new class of organic conductors and semiconductors with tunable
parameters. In polycrystalline C60 doped with alkali metals, at temperatures under
33 K superconductivity has been observed [8–13] with critical temperatures varying
from 2.5 K for Na2KC60 to 33 K for RbCs2C60. Along with the phonon mechanism
of Cooper pairing [14, 15], purely electronic pairing mechanism has been proposed
[16]. To date, superconductivity of molecular conductors remains an open problem.
According to the theoretical band structure calculations (see [17] for a review),
fullerides with integer band-filling parameter n should be Mott–Hubbard insulators
because all of them possess large enough intra-atomic Coulomb correlation. At the
same time, the doped systems A3C60 (where A¼K, Rb, Cs) turn out to be metallic at
low temperatures [1]. It has been noted in papers [18, 19] that for a proper descrip-
tion of the metallic behavior of A3C60 (with x¼ 3 corresponding to the half filling of
conduction band), the orbital degeneracy of the energy band is to be taken into
account.

Adding to fullerene C60 the radicals containing metals of platinum group creates
fullerene-based ferromagnetic materials [1]. Another example of ferromagnetic
system in which neither component per se is ferromagnetic, are stacked Pd/C60

bilayers [20]. A purely organic compound TDAE-C60 (TDAE stands for tetrakis
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(dimethylamino)ethylene) represents a pronounced example of ferromagnetic
behavior [21–23] of unclear nature. Studies of polymerized fullerenes [24–26] are
promising as well. Distinct from polycrystalline fulleride, where fullerene molecules
are bound weakly by van der Waals forces, in such polymers a chemical binding is
realized. In temperature interval from 300 K to 500 K the polymerized fullerene C60

has the features of semiconductor with 2.1 eV energy gap [27].
Solid-state fullerenes (fullerides) are molecular crystals with intra-molecular

interaction much stronger than intermolecular one. In a close packing structure
each fullerene molecule has 12 nearest neighbors. Such structures are of two
types, namely, base-centered cubic and hexagonal ones [28–30]. At low tempera-
tures, the cubic Оh crystal lattice symmetry does not correspond to the icosahedral
Y symmetry of individual C60 molecules. There are four C60 molecules per unit cell
of fulleride lattice, arranged in tetrahedra so that molecules’ orientations in every
tetrahedron are identical. The tetrahedra form a simple cubic lattice. At ambient
temperatures, solid fullerides have one of closely packed lattices [31, 32] and are
semiconductors with band gap of 1.5–1.95 eV for C60 [33, 34], 1.91 eV for C70 [35],
0.5–1.7 eV for C78 [36], 1.2–1.7 eV for C84 [37–39]. Electrical resistivity of
polycrystalline C60 [37, 40, 41] decreases monotonically with temperature and
energy gap depends on the external pressure. Experimental studies of fulleride
films [42] have shown nonexponential dependences with characteristic relaxation
times of τ~5 � 10�8 s. The absence of temperature dependence in the temperature
region 150–400 K favors the carrier localization and the recombination mechanism
related to electron tunneling between the localized states. Transition from electronic
to hole conductivity is proven by change of Hall coefficient sign. Such a transition is
inherent, for example, to half-filled conduction band of K3C60.

In single-particle approximation, neglecting electron correlations, the following
spectrum has been calculated [43]: 50 of 60 pz electrons of a neutral molecule fill all
orbitals up to L ¼ 4. The lowest L ¼ 0,1,2 orbitals correspond to icosahedral states
ag, t1u, hg. All states with greater L values undergo the icosahedral-field splitting.
There are ten electrons in partially filled L ¼ 5 state. Icosahedral splitting
(L ¼ 5 ! hu + t1u + t2u) of these 11-fold degenerate orbitals leads to the electronic
configuration shown in Fig. 6.1.

Microscopic calculations and experimental data show that the completely filled
highest occupied molecular orbital is of hu symmetry, and LUМО (threefold degen-
erate) has t1u symmetry. The HOMO–LUMO gap is caused by icosahedral pertur-
bation in L ¼ 5 shell, with experimentally found value of about 1 eV [45]. t1g
(LUMO+1) state formed by L ¼ 6 shell is 1 eV above the t1u LUМО. Different
phases of the alkali fullerides are formed at changes of temperature, alkali metal
concentration, or lattice structure. In particular, metallic or insulating phases occur at
different fillings n of LUMO in С60 (n can take values from 0 to 6).

For a detailed theoretical study of electrical and magnetic properties of doped
fullerides a model is to be formulated, which takes into account orbital degeneracy of
energy levels, Coulomb correlation, as well as correlated hopping of electrons in
narrow energy bands. The proper treatment of these interactions is important for a
consistent description of a competition between on-site Coulomb correlation
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(characterized by Hubbard parameter U) and delocalization processes (translational
motion of electrons is determined by bare bandwidth and energy levels’ degener-
acy). Section 6.2 is devoted to the formulation of such model. Energy spectrum of
electronic subsystem and the ground-state energy have been calculated within the
Green function approach in Sect. 6.3. A generalization of the magnetization and
Curie temperature calculations [46, 47] has been developed, which allows us to
extend the phase diagram of the model and discuss driving forces for ferromagnetic
state stabilization observed in TDAE-doped fullerides and polymerized fullerides.
The competition of itinerant behavior enhanced by the external pressure application
and localization due to the correlation effects is discussed.

6.2 Theoretical Model of Doped Fulleride Electronic
Subsystem

Within the second quantization formalism, the Hamiltonian of interacting electrons
(with spin-independent interaction Vee(r � r') in crystal field Vion(r)) may be written
as

H ¼ H0 þ Hin t, ð6:1Þ
H0 ¼

X
σ

Z
d3rcþσ rð Þ � h

2m
Δþ V ion rð Þ

� �
cσ rð Þ,

Hin t ¼
X
σ, σ0

Z
d3r

Z
d3r0Vee r � r0ð Þnσ rð Þnσ0 r0ð Þ:

Here cþσ rð Þ, cσ(r) are field operators of electron with spin σ creation and annihi-
lation, respectively, nσ rð Þ ¼ cþσ rð Þcσ rð Þ. Interaction term is diagonal with respect to
spatial coordinates r, r'; therefore, it depends only on the electron fillings of the sites

Fig. 6.1 Single-electron energy levels of fullerene С60 (from paper [44]). The highest occupied
molecular orbital (НОМО) and the lowest unoccupied molecular orbital (LUМО) are of particular
importance
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interacting, with energy Vee(r � r'). The lattice potential Vion(r) causes the splitting
of initial band into multiple sub-bands numbered by index λ. For noninteracting
electrons description, Bloch wave functions ψλ k(r) and band energies єλk of
corresponding states are used. Let us introduce Wannier functions, localized at
position Ri:

φλ i rð Þ ¼ 1ffiffiffiffi
N

p
X
k

e�i k Riψλ k ,

where N is the number of lattice sites. Electron creation and annihilation operators
aþi λ σ , ai λ σ on lattice site i in band λ can be introduced:

aþi λ σ ¼
Z

d3rφλ i rð Þbcþσ rð Þ,

ai λσ ¼
Z

d3rφλ i rð Þbcσ rð Þ,

with the inverse transform

bcþσ rð Þ ¼
X
iσ

φ∗
λ i rð Þaþi λσ ,

bcσ rð Þ ¼
X
iσ

φ∗
λ i rð Þai λ σ:

In this way a general Hamiltonian can be rewritten in Wannier (site) representa-
tion as

H ¼
X
λijσ

tijλa
þ
iλσaiλσ þ

1
2

X
αβγδ

X
ijkl

X
σσ0

Jαβγδijkl aþiασa
þ
jβσ0alδσ0akγσ , ð6:2Þ

where the matrix elements are defined by formulae

tijλ ¼
Z

d3rφ∗
λ iðr � RiÞ � h

2m
Δþ V ionðrÞ

� �
φλ jðr � RjÞ, ð6:3Þ

Jαβγδijkl ¼
Z

d3r

Z
d3r0Veeðr � r0Þϕ∗

iαðr � RiÞϕ∗
jβðr0 � RjÞϕlδðr0 � RlÞϕkγðr � RkÞ

ð6:4Þ
Note that the Hamiltonian in Wannier representation is nondiagonal, which is

essential feature of strongly correlated electron systems and requires specific theo-
retical approaches for energy spectrum calculation. By analogy to the nondegenerate
model [48, 49], we obtain the following Hubbard-type Hamiltonian for orbitally
degenerate band with matrix elements of electron interactions describing correlated
electron hoppings:
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H ¼ �μ
X
iλσ

aþiλσaiλσ þ
X
i jλσ

0aþiλσ
�
ti j þ

X
k0λ0

Jðiλk0λ0jλk0λ0Þnk0λ0
�
ajλσþ

þU
X
iλ

niλ"niλ# þ U
0

2

X
iσλλ0

niλσniλ0 σ þ ðU0 � J0Þ
2

X
iσλλ0

niλσniλ0σþ

þ1
2
J
X

i jλλ0σσ0
aþiλσa

þ
jλ0σ0aiλσ0ajλ0σ ,

ð6:5Þ

where μ is chemical potential, niλσ ¼ aþiλσaiλσ is number operator of electrons of spin
σ in orbital λ of site i, σ denotes spin projection opposite to σ, niλ ¼ niλ"niλ#; tij is
electron hopping integral from site j to site i (interorbital hoppings are neglected),

J iλkλ0 jλkλ0ð Þ ¼
Z Z

φ∗
λ r � Rið Þφλ r � R j

� � e2

r � r0j j φλ0 r
0 � Rkð Þj j2drdr0 ð6:6Þ

(ϕλ are Wannier functions),

U ¼
Z Z

φλ r � Rið Þj j2 e2

r � r0j j φλ r0 � Rið Þj j2drdr0 ð6:7Þ

is on-site Coulomb correlation, assumed to have the same magnitude for all orbitals,

J0 ¼
Z Z

φ∗
λ r � Rið Þφλ0 r � Rið Þ e2

r � r0j jφ
∗
λ0 r

0 � Rið Þφλ r0 � Rið Þdrdr0 ð6:8Þ

is on-site Hund’s rule exchange integral, which stabilizes states |λ " λ0"i and |λ # λ0#i,
forming the atomic moments. Values of U, U

0
, and J0 are related by condition [50]

U0 ¼ U � 2J0:

Intersite exchange coupling is parameterized as

J ¼ J iλjλ0 jλiλ0ð Þ ¼
Z Z

φ∗
λ r � Rið Þφλ r � R j

� � e2

r � r0j jφ
∗
λ r � R j

� �
φλ r � Rið Þdrdr0:

ð6:9Þ
Intra-site Coulomb repulsion U and intersite exchange J are two principal energy

parameters of the model. In fullerides, the competition between the Coulomb
repulsion and delocalization processes (translation motion of electrons) determines
the metallic or insulating state realization [51].

For fullerides, magnitude of U may be estimated from different methods. Within
the local density approximation the Coulomb repulsion of 3.0 eV was obtained
[52, 53]. From experimental data of paper [54] based on the electron affinity to ion
C�
60 the value 2.7 eV has been obtained. In solid state closely spaced C60 molecules

cause screening, which leads to the repulsion energy reduction to 0.8–1.3 eV
[52, 53]. Auger spectroscopy and photo-emission spectroscopy gave values in the
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1.4–1.6 eV range [44, 55]. It is worthwhile to note that electrons of the same spin
projection spend less energy to sit on the same site than those of antiparallel spins;
thus, orbitally degenerated levels are filled in accordance to Hund’s rule. Experi-
ments [55] give for singlet-triplet splitting a value of 0.2 eV � 0.1 eV; in paper [45],
U2 is taken to be 0.05 eV.

We reduce the term
X=

ijkλλ0σ
J iλkλ0 jλkλ0ð Þaþiλσnkλ0a jλ0σ in Hamiltonian (6.5) to

X
i jλσ

0
�
Jðiλ iλ jλ iλÞaþiλσajλσniσ þ h:c:

�
þ
X
i jλλσ

0
�
Jðiλ iλ jλ iλÞaþiλσajλσniλ þ h:c:

�
þ
X
i jλλ0σ

0 X
k 6¼ i
k 6¼ j

�
Jðiλkλ jλkλ0Þaþiλσajλσnkλ0

�

(here λdenotes the orbital other than λ). The first and the third sums in this expression
generalize the correlated hopping, introduced for nondegenerate model (see, e.g.,
[49]). The second sum describes the correlated hopping type, which is a peculiarity
of orbitally degenerated systems. Among such processes one can distinguish three
distinct types of hopping, of which the first and the second are influenced by the
occupancies of sites between which hopping takes place and the third one depends
on neighboring sites’ filling. The latter can be taken into account in a mean-field type
approximation:

X0
ijλλ0σ

X
k 6¼i
k 6¼j

J iλkλ0 jλ0 kλ0ð Þaþiλσa jλσnkλ0 ffi n
X0
ijλσ

T1 ijð Þaþiλσa jλσ ,

where n ¼ < niα + niβ + niγ> is mean number of electrons per site,

T1 ijð Þ ¼
X
k 6¼i
k 6¼j

J iλkλ0 jλkλ0ð Þ

and we assume that J(iλ kα jλ kα) ¼ J(iλ kβ jλ kβ) ¼ J(iλ kγ jλ kγ) and T1(ij) is the
same for all orbitals. If α-, β-, and γ-orbital states are equivalent, one can take:

J
�
iλ iλ jλ iλ

� ¼ t0αα ijð Þ ¼ t0ββ ijð Þ ¼ t0γγ ijð Þ ¼ t0i j,
J iλ iλ jλ iλð Þ ¼ t00αα ijð Þ ¼ t00ββ ijð Þ ¼ t00γγ ijð Þ ¼ t00i j:

The Hamiltonian takes its final form
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H ¼ �μ
X
iλσ

aþiλσaiλσ þ U
X
iλ

niλ"niλ# þ U0

2

X
iλσ

niλσniλ0σþ

þ U0 � J0ð Þ
2

X
iλλ0σ

niλσniλ0σ þ
X0
ijλσ

tij nð Þaþiλσa jλσþ

þ
X0
ijλλσ

�
t0i ja

þ
iλσa jλσniλ þ h:c:

�þX0
ijλσ

�
t00i ja

þ
iλσa jλσniλσ þ h:c:

�
þ1
2

X
ijλσσ0

J ijð Þaþiλσaþjλσ0aiλσ0a jλσ ,

ð6:10Þ

with effective concentration-dependent hopping integral tij(n) ¼ tij + nT1(ij). Esti-
mations of bare half bandwidth (w¼ z|tpj|, z being the number of nearest neighbors to
a site) are 0.5–0.6 eV from data of paper [17] and 0.6 eV from paper [45].

6.3 Results and Discussion

For calculation of single-particle electron spectrum we apply the Green function
method. The equation for single-particle Green function is

E apα"jaþp0α"
D ED E

¼ δpp0

2π
þ αpα";H

	 
jaþp0α"D ED E
: ð6:11Þ

Taking into account the Hamiltonian (6.10) structure, in the commutator from the
above equation we approximate nondiagonal terms in a mean-field manner asX

ijλσλ0
t0ij nð Þ apα"; aþiλσa jλσniλ0

	 
þ apα"; aþiλσa jλσn jλ0
	 
� � ¼

¼
X
j

t0pj npβ
� �þ npγ

� �� �
a jα" þ

X
jσ

t0pj aþpβσa jβσ

D E
þ aþpγσa jγσ

D E� �
apα"þ

þ
X
j

t0pj n jβ

� �þ n jγ

� �� �
a jα" þ

X
jσ

t0pj aþjβσapβσ
D E

þ aþjγσapγσ
D E� �

apα":

ð6:12Þ

In a general case, averaged value of electron number operator depends on orbital
hniλi ¼ nλ,

β0λ ¼
X

jσ, λ0 6¼λ

t0pj aþpλ0σa jλ0σ þ h:c:
D E

: ð6:13Þ

According to the terminology of work [56], we classify the quantity β0λ as orbital-
dependent shift of the band center.

Analogously, we process terms
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X
ijλσ

t00ij
	
apα"; aþiλσa jλσniλσ


þ 	apα"; aþiλσa jλσn jλσ


� � ¼
¼ 2

X
j

t00pj npα#
� �

a jα" þ
X
j

t00pj aþpα#a jα#
D E

apα"

 ! ð6:14Þ

and introduce notations nλσ ¼ hnjλσi and

β00λσ ¼ 2
X
j

t00pj aþpλσa jλσ

D E
: ð6:15Þ

According to the terminology of paper [56], we classify the quantity β00λσ as spin-
dependent shift of the sub-band center.

Then the commutator (6.14) can be represented in the form

2nλσ
X
j

t00pja jα" þ β00λσ:

For the exchange interaction we have

1
2
J
X
ijλλ0σσ0

aþpα"; a
þ
iλσa

þ
jλ0σ0aiλσ0a jλ0σ

h i
¼ J

X
jλ0σ0

aþjλ0σ0apασ0a jλ0": ð6:16Þ

Averaging this expression, one has to take into account that aþjλσapλσ
D E

¼ 0 because

the electron transfer between different orbitals is excluded aþjλσa jλσ

D E
¼ S�jλ
D E

¼ 0,

then we have

J
X
σ

aþjασapασ
D EX

j

a jα" � zJ nα" þ nβ" þ nγ"
� �

apα":

Other commutators in Eq. (6.11) are trivial. Hence, the equation of motion in the
mean-field approximation takes the form

E þ μ� β0α � β00α" � Unα# � 2U0nβ# � 2 U0 � J0ð Þnβ" þ zJ nα" þ nβ" þ nγ"
� �n o

apα"jaþp0α"
D ED E

¼

¼ δpp0

2π
þ
X
j

tpj nð Þ � 4t0pjnλ � 2t00pjnλ# þ J
X
σ

aþjασapασ
D E( )

a jα"jaþp0α"
D ED E

:

ð6:17Þ
Let us introduce notations

eμλσ ¼ μ� β0λ � β00λσ � Unλσ � 2U0nλσ � 2 U0 � J0ð Þnλσ þ zJ
X
λ

nλσ , ð6:18Þ

for the renormalized chemical potential and
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αλσ ¼ 1� τ1n� 4τ0nλ � 2τ00nλσ � zJ

w

X
jσ

aþjασapασ
D E

: ð6:19Þ

for the correlation band narrowing factor.
Here, dimensionless parameters of correlated hopping τ0 ¼ t0pj= tpj

 ; τ00 ¼ t00pj= tpj
 

are introduced. In absence of the correlated hopping τ1 ¼ 0, τ
0 ¼ τ

00 ¼ 0.
After the Fourier-transform, we obtain for the Green function

apλσ jaþp0λσ
D ED E

k
! ¼ 1

2π
1

E � Eλσ
�
k
!� , ð6:20Þ

where the energy spectrum is

Eλσ
�
k
!� ¼ �eμλσ þ αλσ t

�
k
!�

: ð6:21Þ
The chemical potential is to be calculated from the equation

nλσ ¼ 1
N

X
k
!

Z1
�1

J k
!

λσ Eð ÞdE, ð6:22Þ

where the spectral density of the Green function is defined by the expression

J k
!

λσ ¼ δ E � Eλσ
�
k
!�� �

1þ exp
�
E � eμλσ

�
=θ

� �	 
�1
: ð6:23Þ

where θ ¼ kT. In case of arbitrary density of electronic states ρ(ε) for nonzero
temperatures one has

nλσ ¼
Zw
�w

ρ εð Þ 1þ exp Eλσ
�
k
!�� eμλσ

� �
=θ

� �� ��1

dε: ð6:24Þ

The ground-state energy can be calculated by the method of work in [57] as

E0 ¼ 1
2N

X
k
!
λσ

Z1
�1

�
t
k
!ðnÞ þ Eλσðk

!
Þ
�
Jλσ
k
! ðEÞdE ¼

¼ 1
2N

X
k
!
λσ

�
t
k
!ðnÞ þ Eλσðk

!
Þ
�
½1þ exp

��
Eλσðk

!
Þ � eμλσ

�
=θÞ��1:

ð6:25Þ

For arbitrary density of states (at T ¼ 0 K) one has
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E0 ¼ 1
2

X
λσ

Zελσ
�w

ρ εð Þ 1� τ1nð Þεþ Eλσ εð Þ� �
dε: ð6:26Þ

Single-electron states occupation numbers are related by the constraintsX
λσ

nλσ ¼ n,
X
λ

nλ" � nλ#
� � ¼ m,

in the case of no orbital ordering, we have nλ" ¼ (n + m)/3, nλ# ¼ (n � m)/3.
In the case of rectangular density of states, the ground-state energy can be

calculated analytically:

E0 ¼ �
X
λσ

1� τ1nþ αλσ
� �

1� nλσð Þnλσw2 þ eμλσ
nλσ
2

n o
, ð6:27Þ

where

eμλσ ¼ μ� β0λ � β00λσ � U þ 2U0ð Þ n� ησm

3
� 2 U0 � J0ð Þ nþ ησm

3
þ zJ nþ ησmð Þ,

αλσ ¼ 1� τ1n� 8
3
τ0n� 2

3
τ00 n� ησmð Þ � 2

3
zJ

w
n� 1

3
n2 þ m2
� �� �

,

ησ ¼ 1 for spin-up electrons and �1 otherwise. In these calculations we take into
account that

zJ

w

X
jσ

aþjασapασ
D E

¼ �zJ

w

X
jσ

tpj
tpj
  aþjασapασ

D E
¼ zJ

w

X
σ

nασ 1� nλσð Þ ð6:28Þ

and

β0λ ¼ 4
X
jσ

t0pj aþ
jλσ
apλσ

D E
¼ �4τ0

X
σ

Zw
�w

ρ εð Þεdε: ð6:29Þ

For the rectangular density of states

β0λ ¼ �8
3
τ0w n� 1

3
n2 þ m2
� �� �

: ð6:30Þ

Analogously,

β00λ" ¼
2
9
τ00w n 3� nð Þ � ησm 3� 2nð Þ � m2
� �

: ð6:31Þ
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Thus, the model is parameterized and dependences of the ground-state energy of the
considered model E0 on energy parameters U, JH, zJ, correlated hopping parameters
τ1, τ

0
, τ

00
, electron concentration n, and magnetization m can be studied numerically.

Using the expression (6.27), one can obtain the equilibrium value of system mag-
netization mGS, which is a zeroth-order approximation in magnetization calculation
at nonzero temperature. In case of the second-order transition, one obtains equation
for the Curie temperature at arbitrary density of states

θc ¼ 6
Zw
�w

ρ εð Þ Aþ Bεð Þexp E∗=θcð Þ exp E∗=θcð Þ þ 1ð Þ�2dε, ð6:32Þ

where E∗ is paramagnetic spectrum. The chemical potential is determined by the
condition

n ¼ 3
Zw
�w

ρ εð Þ exp E∗=θcð Þ þ 1ð Þ�1dε: ð6:33Þ

Equations (6.32) and (6.33) generalize corresponding results for nondegenerate
case [47] on triple orbital degeneracy of energy levels and allow modeling of the
Curie temperature at various densities of electronic states in a wide range of the
model energy parameters values for electron concentrations 0 < n < 3 (which
corresponds to doped fullerides AnC60 and TDAE-C60). Behavior of Curie temper-
ature appears to be closely related to the ground-state magnetization concentrational
dependence. The correlated hopping reduces the obtained values of the Curie
temperature considerably.

In Fig. 6.2, the concentration dependence of Curie temperature is shown in
different scenarios, corresponding to different acting mechanisms of correlated
hopping of electrons, both second-type correlated hopping parameters considered
to have the same magnitude τ2 ¼ τ

0 ¼ τ
00
. One can see that the correlated hopping,

which is known [49] to suppress conductance, enhances ferromagnetic tendencies
greatly. Applicability of the particular scenario to a given fulleride requires further
studies and will be considered elsewhere. On a qualitative level, taking into account
the correlated hopping allows to obtain reasonable estimates for Curie temperature
within the considered model of triply degenerate band with intersite exchange small
enough to be characteristic for polymerized fullerenes [58] and αTDAE-C60

[59]. We note that the system remains semiconducting at Coulomb interaction
energies greater than the bandwidth at integer average occupation number of a site
in this model [19].

Thus, both ferromagnetic ordering and semiconducting behavior [21] can be
observed. Simultaneous taking into account of triple orbital degeneracy of energy
levels and correlated hopping of electrons makes standard methods of theoretical
treatment complicated to apply, though it gives a clue for description of
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ferromagnetic behavior of doped fullerides. At the same time, the approach used in
this investigation has its own shortcomings [47], namely, it overestimates numerical
values for Curie temperature. This is rewarded by the natural description of the
electron–hole asymmetry, which is clearly seen from curves 2 and 3 in Fig. 6.2. As
expected, Hund’s rule coupling affects the Curie temperature considerably (see
Fig. 6.3); however, in the absence of the correlated hopping, the values of J0/
w required for a ferromagnetic solution are too large to be the case of the doped
fullerides.

In Fig. 6.3, there is a region of sharp critical temperature increase at increasing J0/
w (this region corresponds to a partial spin polarization of the system) and a region of
linear proportionality between Curie temperature and J0/w (this region corresponds
to saturated ferromagnetic state). The competition of itinerant behavior and locali-
zation due to the correlation effects can be enhanced by the external pressure
application renormalizing the effective band width. This effect is particularly impor-
tant near the critical value of J0/w parameter. In our opinion, based on estimations of
papers [17, 45, 55], curve 3 can be used as a reasonable model for the pressure-
driven transition to ferromagnetic state.

From Fig. 6.4 one can see that the change of electron concentration qualitatively
changes tendencies in the present model, which is yet another example of electron–
hole asymmetry. In the present approach, the difference between ferromagnetic
order stabilization by the correlated hopping for scenarios 1,2 and destabilization
for 3,4,5 can be attributed to the different consequences of sub-bands’ narrowing
caused by the correlated hopping in energy band picture at electron concentrations
n ¼ 1 and n ¼ 3.

Fig. 6.2 Curie temperature
dependence of band filling
at U/w ¼ 1.2, J0/w ¼ 0/35.
Curve 1 corresponds to zJ/
w¼ 0.25 and τ1 ¼ τ2 ¼ 0; 2:
zJ/w ¼ 0.1 and
τ1 ¼ τ2 ¼ 0.05; 3: zJ/
w ¼ 0.1; and τ1 ¼ 0.05,
τ2 ¼ 0.07
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6.4 Conclusions

The general model for electronic subsystem of doped fullerides can describe both
semiconducting behavior and magnetic order onset, if Coulomb correlation, intersite
exchange interaction, correlated hopping of electrons, and orbital degeneracy of
energy levels are all taken into account. In such a model, the magnetization and

Fig. 6.3 Curie temperature
dependence on J0/w for
quarter-filling of the band at
U/w ¼ 1.2 and zJ/w ¼ 0.05.
Curve 1 corresponds to the
absence of correlated
hopping; 2: τ1 ¼ 0.1, τ2 ¼ 0;
3: τ1 ¼ 0.1, τ2 ¼ 0.1

Fig. 6.4 Curie temperature
dependence on the
correlated hopping
parameter τ2 at U/w ¼ 1, zJ/
w¼ 0.05, J0/w ¼ 0.4. Curve
1 corresponds to n ¼ 1,
τ1 ¼ 0; curve 2: n ¼ 1,
τ1 ¼ 0,1; curve 3: n ¼ 3,
τ1 ¼ 0,05; curve 4: n ¼ 3,
τ1 ¼ 0,08; curve 5: n ¼ 3,
τ1 ¼ 0,1
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Curie temperature calculations allow us to extend the model phase diagram and
discuss driving forces for ferromagnetic state stabilization observed in polymerized
fullerenes and tetrakis(diethylamino)ethylene-fullerene. Curie temperature depen-
dence on integer electron concentration at realistic values of the Coulomb correlation
strength and Hund’s rule coupling, associated with orbital degeneracy of energy
levels, is strongly asymmetrical with respect to half-filling. Hund’s rule coupling
stabilizes ferromagnetic ordering in quarter-filled band. There is a region of sharp
critical temperature increase at increasing Hund’s rule coupling parameter
corresponding to a partial spin polarization of the system and a region of saturated
ferromagnet state. The balance of itinerant behavior and localization due to the
correlation effects can be shifted by the external pressure application renormalizing
the effective band width.

References

1. Gunnarsson O (2004) Alkali-doped fullerides: narrow-band solids with unusual properties.
World Scientific Publishing Co, Singapore

2. Diederich F (1991) The higher fullerenes: isolation and characterization of C76, C84, C90, C94,
and C70O, an oxide of D5h-C70. Science 252:548–551

3. Jin C (1994) Direct solid-phase hydrogenation of fullerenes. J Phys Chem 98:4215–4217
4. Fischer JE, Heyney PA, Smith AB (1992) Solid-state chemistry of fullerene-based materials.

Acc Chem Res 25:112–118
5. Selig GH (1991) Fluorinated fullerenes. J Am Chem Soc 113:5475–5476
6. Olah GA (1991) Chlorination and bromination of fullerenes. J Am Chem Soc 113:9385–9387
7. Lundgren MP, Khan S, Baytak AK, Khan A (2016) Fullerene-benzene purple and yellow

clusters: theoretical and experimental studies. J Mol Struct 1123:75–79
8. Haddon RC, Hebard AF, Rosseinsky MJ (1991) Conducting films of C60 and C70 by alkali-

metal doping. Nature 350:320–322
9. Hebard AF, Rosseinsky MJ, Haddon RC (1991) Superconductivity at 18 K in potassium-doped

C60. Nature 350:600–601
10. Zhou Q, Zhu JE (1992) Fischer compressibility of M3C60 fullerene superconductors: relation

between Tc and lattice parameter. Science 255:833–835
11. Fleming RM (1992) Relation of structure and superconducting transition temperatures in

A3C60. Nature 352:787–788
12. Holczer K, Klein O, Huang SM (1991) Alkali-fulleride superconductors: synthesis, composi-

tion, and diamagnetic shielding. Science 252:1154–1157
13. Rosseinsky MJ, Ramirez AP, Glarum SH (1991) Superconductivity at 28 K in RbxC60. Phys

Rev Lett 66:2830–2832
14. Varma CM, Zaanen J, Raghavachari K (1991) Superconductivity in the fullerenes. Science

254:989–992
15. Zhang FC, Ogata M, Rice TM (1991) Attractive interaction and superconductivity for K3C60.

Phys Rev Lett 67:3452–3455
16. Chakravarty S, Gelfand MP, Kivelson S (1991) Electronic correlation effects and supercon-

ductivity in doped fullerenes. Science 254:970–974
17. Manini N, Tosatti E (2006) Theoretical aspects of highly correlated fullerides: metal-insulator

transition. Cornell University Library. Available via arxiv.org. https://arxiv.org/pdf/cond-mat/
0602134.pdf

86 Y. Skorenkyy et al.

http://arxiv.org
https://arxiv.org/pdf/cond-mat/0602134.pdf
https://arxiv.org/pdf/cond-mat/0602134.pdf


18. Jian Ping L (1994) Metal-insulator transitions in degenerate Hubbard models and AxC60. Phys
Rev B 49:5687–5690

19. Yu D et al (2012) Mott-Hubbard localization in a model of the electronic subsystem of doped
fullerides. Ukr J Phys 57:920–928

20. Ghosh S, Tongay S, Hebard AF, Sahin H, Peeters FM (2014) Ferromagnetism in stacked
bilayers of Pd/C60. J Magn Magn Mater 349:128–134

21. Makarova T (2003) Magnetism of carbon-based materials. In: Narlikar A (ed) Studies of high-
Tc superconductivity, vol 45. Nova Science Publishers, New York, pp 107–169

22. Allemand P-M et al (1991) Organic molecular soft ferromagnetism in a fullerene C60. Science
253:301–303

23. Schilder A, Bietsch W, Schwoerer M (1999) The role of TDAE for magnetism in [TDAE]C60.
New J Phys 1:5(1–11)

24. Wudl F (1992) The chemical properties of buckminsterfullerene (C60) and the birth and infancy
of fulleroids. Acc Chem Res 25:157–161

25. Wood RA et al (2002) Ferromagnetic fullerene. J Phys Condens Matter 14:L385–L391
26. Blundell SJ (2002) Magnetism in polymeric fullerenes: a new route to organic magnetism. J

Phys Condens Matter 14:V1–V3
27. Takahashi N et al (1993) Plasma-polymerized C60/C70 mixture films: electric conductivity and

structure. J Appl Phys 74:5790–5798
28. Krätschmer W, Lamb LD, Fostiropoulos K, Huffman DR (1990) Solid C60: a new form of

carbon. Nature 347:354–358
29. Bethune DS et al (1990) The vibrational Raman spectra of purified solid films of C60 and C70.

Chem Phys Let 179:219–222
30. Meijer G, Bethune DS (1990) Laser deposition of carbon clusters on surfaces: a new approach

to the study of fullerenes. J Chem Phys 93:7800–7802
31. Vaughan GBM, Heiey PA, Luzzi DE (1991) Orientational disorder in solvent-free solid C70.

Science 254:1350–1353
32. Chen T et al (1992) Scanning-tunneling-microscopy and spectroscopy studies of C70 thin films

on gold substrates. Phys Rev B 45:14411–14414
33. Ajie H, Alvarez MM, Anz SJ (1990) Characterization of the soluble all-carbon molecules C60

and C70. J Phys Chem 94:8630–8633
34. Saito S, Oshyama A (1991) Cohesive mechanism and energy bands of solid C60. Phys Rev Lett

66:2637–2640
35. Achiba Y (1991) Visible, UV, and VUV absorption spectra of C60 thin films grown by the

molecular-beam epitaxy (MBE) technique. Chem Lett 20:1233–1236
36. Wang XQ et al (1993) Structural and electronic properties of large fullerenes. Z Phys D Suppl

26:264–266
37. Kikuchi K (1991) Separation, detection, and UV/visible absorption spectra of fullerenes C76,

C78 and C84. Chem Lett 9:1607–1610
38. Kuzuo R, Terauchi M, Tanaka M (1994) Electron-energy-loss spectra of crystalline C84. Phys

Rev B 49:5054–5057
39. Armbruster JF, Roth M, Romberg HA (1994) Electron energy-loss and photoemission studies

of solid C84. Phys Rev B 50:4933–4936
40. Duclos SJ et al (1991) Thiel effects of pressure and stress on C60 fullerite to 20 GPa. Nature

351:380–382
41. Regueiro MN (1991) Absence of a metallic phase at high pressures in C60. Nature 354:289–291
42. Cheville RA, Halas NJ (1992) Time-resolved carrier relaxation in solid C60 thin films. Phys Rev

B 45:4548–4550
43. Erwin SC (1993) Electronic structure of the alkali-intercalated fullerides, endohedral fullerenes,

and metal-adsorbed fullerenes. In: Billups WE, Ciufolini MA (eds) Buckminsterfullerenes.
VCH Publishers, New York, pp 217–255

44. Brühwiler PA et al (1993) Auger and photoelectron study of the Hubbard U in C60, K3C60 and
K6C60. Phys Rev B 48:18296–18299

6 Electron Correlation Effects in Theoretical Model of Doped Fullerides 87



45. Martin RL, Ritchie JP (1993) Coulomb and exchange interactions in C60
n�. Phys Rev B

48:4845–4849
46. Didukh L, Kramar O (2002) Metallic ferromagnetism in a generalized Hubbard model. Low

Temp Phys 28:30–36
47. Didukh L, Kramar O, Skorenkyy Yu (2005) Metallic ferromagnetism in a generalized Hubbard

model. In: Murray VN (ed) New developments in ferromagnetism research. Nova Science
Publishers Inc, New York, pp 39–80

48. Skorenkyy Y et al (2007) Mott transition, ferromagnetism and conductivity in the generalized
Hubbard model. Acta Phys Pol A 111:635–644

49. Didukh L, Skorenkyy Y, Kramar O (2008) Electron correlations in narrow energy bands:
modified polar model approach. Condens Matter Phys 11:443–454

50. Lacroix-Lyon-Caen C, Cyrot M (1977) Alloy analogy of the doubly degenerate Hubbard
model. Solid State Communs 21:837–840

51. Gunnarsson O, Koch E, Martin RM (1997) Mott-Hubbard insulators for systems with orbital
degeneracy. Phys Rev B 56:1146–1152

52. Pederson MR, Quong AA (1992) Polarizabilities, charge states, and vibrational modes of
isolated fullerene molecules. Phys Rev B 46:13584–13591

53. Antropov VP, Gunnarsson O, Jepsen O (1992) Coulomb integrals and model Hamiltonians for
C60. Phys Rev B 46:13647–13650

54. Hettich RL, Compton RN, Ritchie RH (1991) Doubly charged negative ions of carbon 60. Phys
Rev Lett 67:1242–1245

55. Lof RW et al (1992) Band gap, excitons and Colomb interaction in solid C60. Phys Rev Lett
68:3924–3927

56. Didukh L et al (2001) Ground state ferromagnetism in a doubly orbitally degenerate model.
Phys Rev B 64:144428(1–10)

57. Roth LM (1969) Electron correlation in narrow energy bands. The two–pole approximation in a
narrow s band. Phys Rev 184:451–459

58. Kvyatkovskii OE et al (2005) Spintransfer mechanism of ferromagnetism in polymerized
fullerenes: ab initio calculations. Phys Rev B 72:214426(1–8)

59. Forró L, Mihály L (2001) Electronic properties of doped fullerenes. Rep Prog Phys 64:649–699

88 Y. Skorenkyy et al.



Chapter 7
The Possible Mechanisms of Conductivity
in Polyene-Like Polymers and Types
of Conductivity in Maximally Feeble
External Fields

A. D. Suprun, S. V. Vasylyuk, and V. N. Yashchuk

Linear conjugated systems are the systems of connected p-orbitals with delocalized
electrons in molecular compounds with the alternation of simple and multiple bonds.
In general, the linear conjugated systems, which will be discussed here, can be
represented by the formula [R1 – (CH)m – R2], where R1 and R2 are terminal group
connected to the polymethine chain. These systems can be either electric neutral and
charged positively or negatively, depending on what they injected – electron or hole.
Methine carbon atom of (CH) in the chain is in sp2-hybridized state. To explain the
properties of some organic compounds such as quasi-metallic conductivity, a sig-
nificant change in the spectral properties of ionic dyes that absorb and emit light in
the near infrared region of the spectrum [1–4] managed, including through the use of
the concept of solitons. It is established that injection of electrons/holes in the
conduction band leads to soliton level appearance inside the restricted area and
this is accompanied by marked shift of the valence band top and the conduction band
bottom, when electron injected – downward energy, in the case of hole injection – in
the direction of energy increasing [1–4]. In this work we use the charge transfer
model based on the concept of solitons, according to Davidov A. [4] which com-
plements and develops other models [1–4].
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7.1 Introduction

The possibility to reveal quasi-metal conductivity is one of the most important and
specific properties of the linear conjugated systems. This fact resulted in the review
of the theoretical concepts, which were based on the representations concerning
behavior of π-electrons in the conjugated molecules in the part, which concerns
anion and cation polymethine dyes and on cations/anions radicals of polyenes,
which stimulated development of a new theoretical concept of similar systems
concerning peculiarities of the distribution of the injected charge [1–4]. Besides
using of the conjugate systems [1–5], they find their application in the linear and
nonlinear optics. So, ionic polymethine dyes can intensively absorb light quanta in
visible and near IR spectral bands [5, 6]. It is established [1, 7, 8] that such unique
spectral features are caused by the specific distribution of charge in the main and
excited states.

According to the modern representations, transfer from the conjugated molecule
in the neutral state to its ionic state, which is caused by the injection of the electron or
hole in highly molecular π-electron system, is accompanied by the appearance of
so-called energy level in the forbidden zone, similar to the impurity level (in fact, it is
a very narrow energy band), and significant shift of both the bottom of the conduc-
tivity zone and top of the valence zone [2, 3]. The appearance of such a level is
frequently associated with the excitation of soliton states. An injected charge (the
electron or hole) is not delocalized uniformly along the whole system of conjunction
but can autolocalize itself, according to O. S. Davydov’s terminology [4], id est., to
form the charge wave of the final size (soliton). According to calculations, the length
of the soliton-like comprises 15–17 carbon-carbon bonds [2–7]; however, in the
general case, it is determined by the parameters of the crystal lattice or its analogue
[9]. In the case of molecular ions with comparatively long polymethine chain, when
the length of π-system considerably exceeds sizes of the charge wave, soliton
becomes mobile and can transfer charge without the change of the total energy of
the molecule. Such displacement of the charge wave, for example, in cations of the
polymethine dyes, results in a certain violation of the electron configuration, which
manifests itself experimentally in the substantial change of the spectral band in
absorption spectra of the IR dyes [10–13].

In the first part of this work [14], the general statement of work concerning the
transfer of charge, injected into the conduction zone of the polymer chain of the
polyene type, was fulfilled. A response of the “crystal lattice” of the chain is taken
into account and a set of equations for description of the charge transfer is obtained.
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Approximations, which reduce the problem to such, which corresponds to the
transfer by the mechanism of the charge soliton and its solutions for the case of
the extremely feeble fields, are found. It is shown that allowance for the structural
features of the “lattice” generates two modes of excitations. In this, the second part of
the work, on the basis of the results of the first part, the issues, connected with the
possible types of the conductivity of the polymer chain of the polyene type are
analyzed. An expression for the current, caused by the injected electron, is found.
Particular cases, which correspond to different types of conductivity (metallic,
semiconductor) are analyzed as well. An experimental inspection concerning a
possibility of realization of this excitation is proposed [14].

In the work as a whole, an idealized situation of the infinite chain is considered as
a basic one. However, introduction of the terminal radical groups, which will be
fulfilled in the further investigations, can result in appearance of the effective field of
stresses and, as a consequence, to displacement of charge solitons in these fields
under conditions of the absence of the external electric field.

The purpose of this part of the work is a study of the manifestation of the charge
soliton waves in the conductivity of the polymer chain of the polyene type under
conditions of the accepted approximations of the maximally feeble external fields
and under ideal conditions stated above.

7.1.1 General Definition of the Current of the Injected
Electron

Using the results of the first part of this work [14], let us consider now in the
approximation, zero by field (this approximation in the physical sense corresponds
to the external field switched off), the conductivity caused by the transfer of the
injected charge. From the following formulae of the first part as [14]:

Ωþ 1
μ
� τkv⊥

1
2
þ 1
μ

� �
� ε�

� �
ð7:1Þ

1� τkv⊥ � s�
� � ð7:2Þ

κ� ¼ gμ

2
� J

2
�
s�

�
;C� ¼ J2�

ffiffiffiffiffiffiffiffi
gμ

4s�

r
; ε� ¼ � g2μ

8
� J

4
�
s�

�
ð7:3Þ

one can obtain:

Ω� ¼ � 1
μ
� τkv⊥

1
2
þ 1
μ

� �
� g2μ

8 1� τkv⊥
� � J4�

As it was noted in the first part [14], parameter Ω is a dimensionless analogue of
the frequency constant ω in the phase of a plain wave: (k � r� ωt). In the considered
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zero by field approximation and even in the case of the maximally feeble fields, this
parameter is constant and has a direct sense of such frequency. So, within the
accuracy of the factor h, it is simultaneously an eigenvalue of the considered state
of the conductivity in the quantum-mechanical sense.

Taking into account (14.37) [14] μ pð Þ � 1
cos pð Þ

	 

, his relationship can be

written as:

Ω� ¼ � τkv⊥
2

� 1� τkv⊥
� �

cos pð Þ � g2J4�
8 1� τkv⊥
� �

cos pð Þ ð7:4Þ

Then, taking into account (14.48) [14]
�
Ω � γ

� �
, for the phase factor γ, we have

γ� τð Þ ¼
Zτ
0

Ω�dτ0 ð7:5Þ

For the wave function ain(τ), which determines distribution of the electron,
injected into the conductivity zone, in the polyene chain in the zero approximation
by the field, taking into account relationships (14.37) [14], (7.2), (7.3), and (7.5) and
also such relationships from the first part [14], as:

aαn tð Þ ¼ Aαn tð Þexp i p tð Þn� γ tð Þð Þ½ �ð Þ ð7:6Þ

ξ� ¼ x� x�c τð Þ� � ð7:7Þ

A�
0 ξ�ð Þ ¼ �A�

1 ξ�ð Þ ¼ Φ� ξ�ð Þ� � ð7:8Þ

Φ
0ð Þ

� ξ�ð Þ ¼ C�
ch κ� ξ�ð Þ

� �
ð7:9Þ

we have a complete soliton solution:

a�
0ð Þ

τ; xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2J4�
4 1� τkv⊥
� �

cos pð Þ

s
� exp i px� γ� τð Þð Þ½ �
ch

g2J2�
2 1�τkv⊥ð Þ cos pð Þ x� x�c τð Þ� �� �

Let us now consider criteria of applicability of the continually soliton model.
There are two of them. The first one pertains to the applicability of the continual

model and is determined by the general relationship [14]:
Φ0

�
0ð Þ

ξ�ð Þ
Φ�
0ð Þ

ξ�ð Þ

�������
�������	 1. Substitut-

ing here Φ�
0ð Þ

ξ�ð Þ from (7.9), it is possible to obtain this criterion in entirely simple
form: |κ�| 	 1. An explicit form of this criterion with regard for the first (left)
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definition in (7.3), as well as relationships (14.37) [14] and (7.2) reduces itself to the
inequity:

g2J2�
2 1� τkv⊥
�� �� � cos pð Þj j 	 1 ð7:10Þ

The second criterion pertains to the applicability of the soliton model [14]. For its
formulation it is necessary, first of all, to determine the effective sizes of the soliton.
These sizes are determined by the general relationship:

Φ�
0ð Þ

ξ�ð Þ
Φ�
0ð Þ

0ð Þ

������
������ ¼ δ 
 1

2
,

where the parameter δ determines an accepted “level of zero.” In particular, δ ¼ 1
2

determines “half-width” of the soliton on the level of its “half-height.”
Using definition (7.9) again, it is possible to obtain:

ξδ�
�� �� ¼ 2 1� τkv⊥

�� �� � cos pð Þj j
gJ2�

ln
1
δ
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1

δ2
� 1

r !

� 2 1� τkv⊥
�� �� � cos pð Þj j

gJ2�
ln 2þ

ffiffiffi
3

p	 


The whole sizes of the area, which is covered by the soliton excitation, id est., the
effective sizes of the soliton Δξδ� � 2 ξδ�

�� ��, are equal to:
Δξδ� ¼ 4 1� τkv⊥

�� �� � cos pð Þj j
gJ2�

ln
1
δ
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1

δ2
� 1

r !

� 4 1� τkv⊥
�� �� � cos pð Þj j

gJ2�
ln 2þ

ffiffiffi
3

p	 


It is clear that for application of the soliton model, the area Δξδ� should be much
less than the length of the polymer chain, or, in the dimensionless representation,
much be less than the number of the carbon C2H2 groups [14]. Designating this
number by N, we obtain Δξδ� 	 N.

From here, in turn, it is possible to obtain
gJ2�

2 1� τkv⊥
�� �� � cos pð Þj j �

2
N

ln
1
δ
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1

δ2
� 1

r !
.
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Comparing it with (7.10), both criteria can be written by one inequity:

2
N

ln
1
δ
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1

δ2
� 1

r !
	 gJ2�

2 1� τkv⊥
�� �� � cos pð Þj j 	 1

In this case δ 
 1
2. To determine the current, caused by the transfer of the injected

electron under conditions of the absence of the external field, let us use a general
relationship for the current density (in one-dimension representation):

j ¼ enν

Adapting this relationship to the case of one electron, we determine its volume
density n by the relationship:

n ¼ 1
σR0N

,

where σ is an effective area of the cross-section of the polymer chain. As the current
I is connected with the current density by the relationship I¼ jσ, then for the current
we have:

I ¼ eν

R0N
ð7:11Þ

The velocity ν is determined by the standard [14, 15] for the theory of solids (and
condensed systems of solid-state type) dispersion relationship:

ν ¼ 1
h
dE

dk
,

where k is the wave vector of the considered quasi particle (here – the injected
electron), and E is respective energy (energy zone). As the dimensionless impulse
p is expressed here as p ¼ kR0, then

ν ¼ R0

h
dE

dp
: ð7:12Þ

Dimensionless frequency, (14.2) [14] which is determined in (7.4), can, after
necessary transformations, be intended to the role of the energy E in the case of
jpj ! 0. Proceeding from the definition (14.48) [14]

Ω� ¼ dγ

dτ

and definition of the dimensionless time τ ¼ vk t for the frequency, one can obtain
ω� ¼ vkΩ�, and for the energy E�, we shall have E� ¼ hvkΩ�, respectively. Thus,
from (7.12) we shall have:
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ν� ¼ R0vk
dΩ�
dp

ð7:13Þ

Using definitions (14.25) [14] in (7.13):

vα � Mαj j
h

; voutαβ �
Mout

αβ

��� ���
h

; voutβα �
Mout

βα

��� ���
h

; vin01 �
Min

01

�� ��
h

; τα � 1
vα

;

Πα � W

Mαj j ; Πα
x � Wx

Mαj j ; Πα
y � Wy

Mαj j ; g nð Þ
αα � G nð Þ

αα

Mαj j ; g nð Þ
αβ � G nð Þ

αβ

Mαj j ,

vα � Mαj j
h

; voutαβ �
Mout

αβ

��� ���
h

; voutβα �
Mout

βα

��� ���
h

; vin01 �
Min

01

�� ��
h

; τα � 1
vα

;

Πα � W

Mαj j ; Πα
x � Wx

Mαj j ; Πα
y � Wy

Mαj j ; g nð Þ
αα � G nð Þ

αα

Mαj j ; g nð Þ
αβ � G nð Þ

αβ

Mαj j ,

and (14.29) [14]:
(v0 ¼ v1 ¼ vk), we shall further obtain for the velocity:

ν� ¼ R0 Mk
�� ��
h

dΩ�
dp

ð7:14Þ

where, remind, |Mk| � |M0| � |M1| are the exchange resonance energies along the
polymer chain. Substituting in the last expression factor Ω� from (7.4) and then the
expression obtained in (7.11), we shall obtain a final expression for the current:

I� ¼ e Mk
�� ��
hN

1� τkν⊥
� �

sin pð Þ � g2J4� sin pð Þ
8 1� τkν⊥
� �

cos 2 pð Þ

" #
ð7:15Þ

In this case velocities, as follows from (7.14), take the form

ν� ¼ C∗ 1� τkν⊥
� �

sin pð Þ � g2J4� sin pð Þ
8 1� τkν⊥
� �

cos 2 pð Þ

" #
. Here C∗ ¼ R0 Mkj j

h .

It should be noted that the last expression for the velocity, taking into account

expressions (14.36) [14] (β(p)� sin (p)) and (14.41) [14] x�c
∘

¼ 1� τkv⊥
� �

β pð Þ
� �

,

can be presented in the form:

ν� ¼ C∗ x�c
∘

1� g2J4�
8

� 1

1� τkν⊥
� �2 � �x�c∘ �2

2
64

3
75

This relationship is interesting by the fact that the velocity ν� is mainly deter-

mined by the velocity of the center of the soliton localization x�c
∘

; however, a
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dissipative additive appears in it, which at |p| ! 0 is proportional to the value �
g2J4�
8

� x�c
∘

and is caused by the interaction of the soliton and the polymer chain [14].

From (7.15) for each mode of the I�, we can, at last, write current

Iþ ¼ e Mk
�� ��
hN

1þ τkν⊥
� �

sin pð Þ � g2 sin 4 ϕð Þ sin pð Þ
8 1þ τkν⊥
� �

cos 2 pð Þ

" #
ð7:16Þ

I� ¼ e Mk
�� ��
hN

1� τkν⊥
� �

sin pð Þ � g2 cos 4 ϕð Þ sin pð Þ
8 1� τkν⊥
� �

cos 2 pð Þ

" #
ð7:17Þ

7.1.2 General Analysis of the Conductivity of Molecular
Structures of the Polyene-Like Type

From any physical considerations, of both classical and quantum ones (classical
language is used to describe conductors, connected in parallel, and a quantum one
describes the channels of conductivity with total probability), it is clear that the value
of the total current in each local point of the polymer molecule should be determined
by the sum:

I ¼ Iþ þ I� ð7:18Þ
However, before using of the relationship (7.18), it should be taken into account

that there can be two organizations of the “lattice” of the polyene chain, which are
different in principle.

One of them corresponds the case, when the product τkν⊥ substantially exceeds
the one: τkν⊥ � 1. Another one describes the case, when the product τkν⊥ has the
same order of magnitude as one τkν⊥  1, or this product is substantially less than
one τkν⊥  1.

The first possibility: τkν⊥ � 1, taking into account definitions (14.25) [14] and

approximations (14.28) [14] voutαβ ¼ voutβα ¼ v⊥
	 


, (14.29) [14] (v0¼ v1¼ vk), (14.30)

[14] vin01 ¼ vin⊥
� �

, and (14.38) [14] v⊥ ¼ vin⊥
� �

resolves itself to the inequity:

M⊥j j
Mk
�� �� >> 1, ð7:19Þ

where designation jMkj, as after formula (7.14), means that jMkj � jM0j � jM1j, and
jM⊥j is similarly determined as M⊥j j � Mout

01

�� �� � Mout
10

�� �� � Min
01

�� ��. Inequity (7.19)
means the strong “suppression” of the processes of the resonance exchange along the
chain with regard to the similar processes between the chains (this model is usually
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considered as a generally accepted one). This is seen especially well if to write the
inequity (7.19) in the form jMkj 	 jM⊥j. If the force of the inequity (7.19) is big
enough to neglect by one with regard to the product τkν⊥, then currents (7.16) and
(7.17) take the form:

Iþ ¼ e Mk
�� ��
hN

τkν⊥ sin pð Þ 1� g2 sin 4 ϕð Þ
8 τkν⊥
� �2

cos 2 pð Þ

" #

I� ¼ � e Mk
�� ��
hN

τkν⊥ sin pð Þ 1� g2 cos 4 ϕð Þ
8 τkν⊥
� �2

cos 2 pð Þ

" #

Substituting these current modes into (7.18), we obtain:

I ¼ e M⊥j j~g2
8hN

sin pð Þ
cos 2 pð Þ cos 2ϕð Þ ð7:20Þ

where parameter ~g differs from the parameter g by the fact that it is reduced to the
dimensionless form using the constant jM⊥j, not jMkj.

That is the constant jMkj falls out from the consideration at all, which allows you
to perform the transition to the limit jMkj ! 0, which completely suppresses the
exchange resonance processes along the chain.

It is seen that this current can be equal to zero (that is, natural conditions of the
absence of the current at the absence of the external field) in two cases only: p ¼ 0
and ϕ ¼ π/4. The first from these conditions (p ¼ 0) at the absence of the dissipative
losses at {Π} ! 0, according to the eq. (14.46) [14]

�
p
∘ ¼ Π

�
, leads to the general

conclusion that p! p0¼ const. In this case the constant p0 can have any value in the
area:

0 
 p0 <
π

2
: ð7:21Þ

An upper limit of this inequity is determined by the following considerations. If
the free electron, which is injected, has the initial dimensionless mechanical impulse
pm, then after injection this impulse is transformed (if it takes place without the
losses) into the impulse pm according to the equation pm ¼ μ(p0)β(p0). Let us remind
that here the dimensionless mass μ(p) and dimensionless velocity β(p) are deter-
mined by the relationships (14.36) [14] and (14.37) [14] and lead to the generalized
relationship of de Broglie relation [14, 15]

pm ¼ tg p0ð Þ: ð7:22Þ
As pm changes within the range from 0 to 1, then from (7.22) follows the area

(7.21) for the impulse p0. In this sense condition p ¼ 0 is rough enough. The second
condition
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ϕ ¼ π

4
ð7:23Þ

is the condition of the physical equivalence of modes “+” and “–,” thus, conse-
quently, of the polyene “under-chains” “0” and “1.” This follows from the fact that at
ϕ ¼ π

4, the following equity is fulfilled:

cos ϕð Þ ¼ sin ϕð Þ ¼ J� ¼ 1ffiffiffi
2

p ð7:24Þ

Under conditions of the ideal chain (it means that it is linearly drawn and is not
under any mechanical influence), it is the only physically correct condition. Under
fulfillment of the condition (7.23) for the considered case jMkj 	 jM⊥j, the current in
the considered chain is absent at any values of the initial impulse p0, if an ideality is
not violated in the system. In this case the condition (7.23) itself should be consid-
ered as a basic one – such, as resulted in (7.24), at least, in the case of the suppressed
longitudinal resonance exchange (jMkj 	 jM⊥j).

The second possibility τkν⊥  1 or τkν⊥ 	 1 corresponds similar to (7.1–7.3)
conditions:

M⊥j j
Mk
�� ��  1;

M⊥j j
Mk
�� �� 	 1: ð7:25Þ

Thus, condition jM⊥j  jMkj allows that jM⊥j can be both more than jMkj and less
than it. In this case the general expressions (7.16) and (7.17) for the modes of the
excited states should be substituted into the total current (7.18). As a result we have:

I ¼ 2e Mk
�� ��
hN

sin pð Þ 1� g2

32 cos 2 pð Þ �
1þ 2τkν⊥ cos 2ϕð Þ þ cos 2 2ϕð Þ

1� τkν⊥
� �2

" #
ð7:26Þ

First of all, it is seen that there is a degraded situation here: τkν⊥ ¼ 1 (i.e.,
jM⊥j ¼ jMkj), which requires a separate consideration almost from the very begin-
ning. Secondly, at the absence of the field (Π ¼ 0), this current, just the same as in
the previous case (jM⊥j � jMkj), can become zero at the value p0 ¼ 0 only.
However, at p0 6¼ 0, this current does not become zero because of the condition
(7.23) for the equivalence of the modes (“sub-chains”) if the dissipative losses are
not taken into considerations. In this case the current is determined by the final
expression:

I ¼ 2e Mk
�� ��
hN

sin p0ð Þ 1� g2

32 cos 2 p0ð Þ �
1

1� τkν⊥
� �2h i

2
4

3
5 ð7:27Þ

This result means that if the dissipative losses, (which lead to the decrease of p0 to
zero during the time of the charge flight), are absent or are not high enough, the effect
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similar to the superconductivity arises when the current different from zero at the
absence of the external field takes place.

To be honest, from the expression (7.26), if we put there p¼ p0 follows that in the
case if the big bracket in that expression is equal to zero, the current becomes zero as
well at any value of the impulse p0.

However, this condition results in, first, the fact that phase parameter ϕ becomes
different from π

4, because modes “+”, “–” or “subchains” “0”, “1” become
non-equivalent (under ideal conditions), that is difficult to explain from the physical
point of view, and, secondly, the phase parameter ϕ can be also the complex one that
is physically inadmissible.

Thus, this type of organization of the “crystalline lattice” of the considered
polymer chain of the polyene type, which is determined by the relation (7.25), is
more likely can be referred to the metallic type, as the most physically substantiated
value of the current there is expression (7.27), which allows the existence of the
current also in the absence of the external field.

Alternatively, the previous type of the organization of the “crystal lattice” of the
considered polymer chain of the polyene chain, which is determined by the condition
(7.27) and, respectively, by the current (7.20) (which becomes zero under condition
of the physical equivalence of modes), can be classified as the semiconductor or
dielectric one, as the current without the field is absent. More than that, for such
model of organization of the “crystal lattice” of the chain in the considered situation
Π ! 0, the current, according to (7.20), will not appear even in the case of the
presence of the external field, asϕ ¼ π

4, and feeble fields do not violate this condition.
So, before the investigation of the issue on the influence of the field on the current

(i.e., the issue on the features of volt-ampere characteristics), one should determine
(e.g., experimentally) with the type of the “crystal lattice” of the polyene chain: is it
metallic or not?

7.1.3 The Current in the Case of Metal Type of the “Crystal
Lattice” of the Polymer Chain of the Polyene Type

Let us consider for illustration the metallic type of the “crystal lattice”. Definition
(7.26) is used for the current which, in terms of the mode equivalence condition
(of “under-chains”), reduces to the form, that coincides with (7.27), but depends on
the arbitrary impulse p, however not the constant p0. Impulse p, in turn, is deter-
mined by the dynamical equation (14.46) [14]. However, dissipative losses, which
under normal conditions are always determined by the interaction of the electron and
phonon subsystem, are not taken into consideration in (14.46) [14]. On a phenom-
enological level, the phonon subsystem can be considered as a media, similar to
liquid or gas. So, the dissipative losses should be proportional to some degree of the
dimensionless velocity β ¼ sin (p). Within the framework of the phenomenological
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approach, we can consider them as just proportional to β. Then Eq. (14.46) [14] is
modified to the form:

p
∘ ¼ Π� Λ sin pð Þ, ð7:28Þ

where Λ is a parameter of the dissipative losses (Λ 	 1), which should grow with
temperature. For the considered situation of the maximally feeble fields [15, 16]
Π ! 0; p ! 0 and β ! 0, Eq. (7.28) is simplified to the form p

∘ ¼ Π� Λp. Its
solution at the initial condition p(0) ¼ p0 is the function:

p τð Þ ¼ p0e
�Λτ þ Π

Λ
1� e�Λτ� �

:

At τ!1 we obtain a stationary impulse p1 ) Π
Λ, which determines a stationary

current. Substitution of the impulse p1 instead of p0 in (7.27) and taking into
account of the condition Π ! 0 provides

I ¼ 2e Mk
�� ��
hNΛ

1� g

32 1� τkν⊥
� �2h i

2
4

3
5Π:

Now for the obtaining of the volt-ampere characteristics and conductivity, it is
necessary to switch from the dimensionless force constant П to the dimensional
energy W. It can be done according to determinations (14.25) [14] and taking into
account that jMαj � jMkj and Π ¼ W

Mkj j.
The explicit form of the energy W

W ¼ 2eR0Fx � 2eR0F

should be taken into account, where the simplification concerning the field
strength F � Fx takes place. Then the current I reduces itself to the form:

I ¼ 4e2R0

hNΛ
1� g

32 1� τkν⊥
� �2h i

2
4

3
5F

In the simplest case, the field strength F is connected with the potential difference,
which generates it U, by an obvious relationship F ¼ U

R0N
. Then the current, at last,

reduces itself to the form:

I ¼ 4e2

hN2Λ
1� g

32 1� τkν⊥
� �2h i

2
4

3
5U:
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The factor, which stands near the potential difference U, determines the conduc-
tivity for the case of the metal type of the “crystal lattice” of the polyene chain. Its
inverse value is resistance of this chain:

ℜ ¼ hN2Λ
4e2

1� g

32 1� τkν⊥
� �2h i

2
4

3
5
�1

It is seen that the resistance grows with the growth of the square of molecule
number N in the chain and with the growth of the dissipative losses, which are
determined by the electron-phonon interaction.

Direct measurements of the resistance by the volt-ampere characteristics for the
very low potentials and, respectively, for the currents, enable us to investigate
experimentally one of four parameters N,Λ, g, and product τkν⊥, under the condition
that other three are known from other experiments or sources. For example, if the
number of “lattice cells” N in polyene molecule, electron-phonon interaction, and
product τkν⊥ are known, one can answer the question concerning a possibility of
realization of the specified excited soliton. If it is possible to reach non-zero values of
the parameter g, soliton can be realized.

7.2 Conclusions

In the second part of this work, the general conductivity analysis of the polymer
chain of the polyene type is performed. The general expression of the current, caused
by the injected electron under condition of the excitation of soliton states, is found.
Particular cases, which correspond to the different types of conductivity (metal,
semiconductor), are analyzed as well. Experimental inspection concerning the pos-
sibility of realization of this excitation is proposed.
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Chapter 8
Nanosized Oxides of Different Compositions
as Adsorbents for Hazardous Substances
Removal from Aqueous Solutions
and Wastewaters

Małgorzata Wiśniewska, Monika Wawrzkiewicz, Anna Wołowicz,
and Olena Goncharuk

8.1 Introduction

Due to industrialization and urbanization processes, large quantities of effluents
containing hazardous substances are discharged into the environment. Not only
inorganic contaminants such as heavy metals, e.g. Cd, Cr, Cu, Ni, As, Pb and Zn,
but also organic compounds like phenol (and its salts), polyalcohols, polyacids (and
other macromolecular compounds), azo dyes, dioxins, furanes as well as many
others are generated by metallurgical, engineering, mining, electroplating, nuclear,
chemical, textile, petroleum, plastic, cellulose, etc. industries. Many of them are
known to be toxic or carcinogenic. Thus removal of such hazardous substances is of
crucial importance to protect the human and the environment. Several techniques
have been used to remove organic and inorganic impurities from industrial waste-
waters. Recently increasing attention has been focused on adsorption techniques
using metal and semimetal oxide sorbents such as aluminium oxide, iron oxide,
titanium oxide, manganese oxide, zirconium oxide and silica oxide. The nanosized
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metal, semimetal and mixed oxides are classified as the promising sorbents because
of their large surface areas and pore sizes as well as mechanical and thermal stability.

8.2 Properties and Synthesis of Individual and Mixed
Nanosized Oxides

Individual and mixed nanosized oxides (NMOs) have become increasingly popular
in recent decades due to their unique properties, which ensure the expansion of their
application in various fields of chemistry, materials science and industry [1–4]. High
specific surface area and high concentration of active surface centres of nanosized
oxides provide good adsorption properties with respect to low- and high-molecular-
weight adsorbents, such as polymers [5–8], metal ions, dyes, etc. [9–17]. The active
surface centres in such nanooxide composites are terminal �M-OH groups and
bridging groups �М-О(H)-М� [12, 17–20], which are hydrophilic in nature and
possess different Brönsted and Lewis acidities, which ensure the catalytic activity of
such nanocomposites in different catalytic processes [21–26] and determine the
properties of their surface when interacting with various adsorbents in the atmo-
sphere and aqueous medium. The ability of such groups to dissociate in an aqueous
medium provides the formation of a surface charge and a double electric layer [18],
which determines such surface properties as ability to adsorb metal ions [16, 17] and
dyes, as well as such important properties as electrokinetic potential and colloidal
stability of dispersions. In the adsorption interaction with polymers, such a surface
charge can play a positive role in the case of interactions with an oppositely charged
polyelectrolyte and a negative role in the case of charged electrolyte of the same sign
or a nonionic polymer for which such mechanism is realized as the hydrogen
bonding with undissociated surface groups. It should be noted that bridging groups
of the type �M(1)-O(H)-M(2)�, which are formed on the surface of mixed oxide
composites, differ significantly in properties from the bridging groups of the �M(1)-
O(H)-M(1) � type. For example, often their Brönsted acidity is often much higher,
which determines noticeable differences in the properties of individual highly
dispersed oxides and mixed nanocomposites.

Formation of the surface structure is significantly affected by the method of
synthesis of mixed oxides: pyrogenic, sol-gel, chemical vapour deposition (CVD),
etc. The pyrogenic method is one of the most common due to the convenience of its
industrial application [27, 28]. A pyrogenic method of the synthesis of individual and
mixed oxides consists in high-temperature hydrolysis of the corresponding metal or
metalloid tetrachlorides in a hydrogen-oxygen flame at 1100–1400 �C. The variations
of the initial component ratios, temperature and flow rate make it possible to obtain
fumed mixed oxide of binary or triple compositions with high specific surface area
and different phase ratios. The most common oxides produced by this process are
individual and mixed fumed oxides of silicon, titanium and aluminium [17–20]. Also
many other fumed oxides, such as GeO2, Fe2O3, Cr2O3, MoO3, SnO2, V2O5, etc.,
have been produced by Degussa using the pyrogenic method [29].
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Fumed nanooxides have proven to be good adsorbents of metal cations and dyes
[10, 11, 16, 17], polymers [5–8], etc. Especially effective are mixed systems due to
the presence of bridging groups of �Si-O(H)-Ti � or �Si-O(H)-Al � on their
surface, which are significantly stronger Brönsted and Lewis acid sites than the
terminal OH groups and bridging groups of the �M(1)-O(H)-M(1) � type and vastly
affect the properties of the nanocomposite surface [17–20]. Mixed fumed oxides are
unevenly distributed in the bulk and on the surface. Thus for the Al2O3/SiO2 and
ternary Al2O3/TiO2/SiO2 systems, the phase of Al2O3 is maximally concentrated in
the surface layer of the nanocomposite with a low Al2O3 content (3–10% wt.). The
surface concentration of TiO2 increases monotonously with the increasing TiO2

content in the TiO2/SiO2 and ternary nanocomposites. There is mutual influence of
the components on formation of the structure in synthesis process. Thus Al2O3 has a
completely amorphous state in the Al2O3/SiO2 nanocomposite in contrast to the
individual fumed Al2O3, which includes 20% of the γ-phase. The presence of
anatase and rutile in the phase structure is observed in TiO2 and TiO2/SiO2, but
their ratio can vary depending on the TiO2 content in the composite. The high
temperature during the pyrogenic synthesis prevents the formation and growth of
large crystallites, thereby achieving a nanoscale structure. In the case of tendency to
form a crystalline structure in binary oxides, for example, as in the case of TiO2/
SiO2, each oxide forms its own phase with formation of bridge bonds of the�M(1)-O
(H)-M(2) � type at the phase boundary.

At the same time, in the formation of an amorphous structure, as in the case of
alumina-silica, a more uniform distribution of oxides occurs in the surface layer of
the composite with formation of a significant number of bridge bonds of the� M(1)-
O(H)-M(2) � type.

To accomplish obtaining the core-shell nanoscale structure, the CVD method
[23–32] is applied, i.e. a layer of the second oxide is deposited from the vapour phase
on the already synthesized nanoparticles of the carrier oxide. This method has many
features associated with the structure formation of the second oxide on the core-
oxide surface. Thus in most cases, it is not possible to form a continuous layer of the
second oxide since it forms a crystalline or amorphous cluster structure [32]. Thus
the surface structure of the CVD-synthesized oxide composite includes both the
support and supported oxide surface areas, the ratio of which determines the surface
properties of the mixed oxide.

The deposition of the second oxide onto the carrier oxide can also be carried out
from the liquid phase using water, hexane, etc. as the solvents. Silica-supported
nanocomposites with CeO, ZrO, TiO2 and Fe2O3 were synthesized by this method
[21, 33–37]. It was reported also in [22] as regards some other oxides, such as Mg,
Mn, Ni, Cu and Zn oxides, deposited on fumed silica. Depending on the deposited
oxide concentration, it is possible to obtain a layer of another oxide on the carrier
oxide surface, or the carrier becomes a matrix for the growth of particles of a separate
second phase at a higher content of the deposited oxide. In this case only a small
fraction of the surface of the carrier oxide interacts with the synthesized oxide. This
method is generally used to control the growth of the second phase particles due to
the presence of a carrier oxide.
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Another common method of synthesis using solvent is the sol-gel synthesis. The
sol-gel process is a well-established colloidal chemistry technology; the process
occurs in the liquid solution of organometallic precursors (TMOS, TEOS, Zr
(IV) propoxide, Ti(IV) butoxide, etc.) and results in formation of a new phase of
nanooxides by means of hydrolysis and condensation reactions. The main advan-
tages of the sol-gel method are high purity and homogeneous nanostructure with
predefined material properties at relatively low process costs. A lot of papers
reported on the study of sol-gel synthesis conditions and properties of the obtained
silica nanoparticles [38], zinc oxide [39], titanium dioxide [40] and mixed oxide
nanocomposites [41].

Thus the variety of synthesis methods provides the possibility of obtaining highly
dispersed oxide materials with diverse morphology and surface properties that are
promising sorbents for such types of pollutants as ions of heavy metals, dyes, etc.

8.3 Single, Mixed and Modified Nanosized Oxides
as Adsorbents

8.3.1 Metal Ions

Among the toxic pollutants introduced into the environment by humans as a result of
progressing urbanization and industrialization processes, heavy metals are particu-
larly dangerous. In the second half of the twentieth century, increased interest in
heavy metals and their impact on human organisms as well as on aquatic ecosystems
were observed. The main sources of heavy metals in the environment are natural and
anthropogenic ones. Circulation and migration of heavy metals in the natural
environment are mainly related to such processes as weathering rocks, eruption of
volcanoes, evaporation of oceans, forest fires and soil-forming processes. On the
other hand, anthropogenic sources of heavy metals included activity of various
branches of industries, transport, municipal economy, waste landfill, chemical
industry, fertilizers and wastes used for fertilization, energetics based on coal and
lignite combustion, ore mining, metallurgy and exhaust fumes [42, 43]. The problem
of heavy metal pollution largely concerns industrialized areas which produce a large
amount of wastewaters coming from mining, hydrometallurgy, textiles, paint and
pigment production, mineral fertilizers and plant protection products, rubber and
plastics, wood products, etc. [44–46] (Fig. 8.1).

The heavy metals that come from these sources are dispersed into the environ-
ment in an uncontrolled way resulting in atmosphere, surface, groundwater and soil
pollution [47]. Their ability to circulate in the environment and enter the food chain
results in a particular risk to plant, animal and human organisms. Heavy metals are
involved in the biogeochemical circulation which is part of the biological circuit
(flow of elements in the trophic chain) where the first link being a plant, the next
animal and the last one human (soil ! plant ! animal ! human). Moving the
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metals to the next link results in an increase in concentration, resulting in a partial
accumulation of these elements in a given cell. Heavy metals accumulate in the last
link, the human body. Moreover, their high durability and long half-life,
e.g. duration in soil >1000 years, non-biodegradability, biomagnification, chronicity,
synergic effect, teratogenicity and mutagenicity result in serious health problems
[42, 44, 48]. Long-term effects of heavy metals on the human body or acute toxicity
can cause damage to the central nervous system, problems with the cardiovascular
and gastrointestinal systems and damage to the internal organs, e.g. the liver, kidneys
and lungs, and can enhance the risk of some cancers, etc. [43, 44, 49]. Taking into
account danger of heavy metals, they can be divided into (a) very high, Cd, Hg, Pb,
Cu, Zn and Cr; (b) high, Mo, Mn and Fe; (c) medium, Ni and Co; and (d) low
degrees of potential risk, Sr and Zr. Hazards of bioaccumulation of heavy metals in
the environment determine the need for their removal. Despite the existence of
various methods of wastewater treatment, among others, membrane filtration, elec-
trodialysis, photocatalysis, chemical precipitation, coagulation, flocculation, reverse
osmosis or oxidation and new and effective ways of removing heavy metal ions from
wastewaters are still searched for [44, 45, 50–52]. Among these techniques, sorption
has come to the forefront as one of the major techniques for heavy metal removal
from wastewaters due to flexibility in design and operation, possibility of generating
high-quality treated effluents, high efficiency, metal selectivity, ease of operation,
high regeneration and reuse of sorbent, low-cost maintenance, etc. [52, 53]. Heavy
metal removal from water and wastewaters can be accomplished by sorption

Fig. 8.1 Sources of heavy metals
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processes using promising nanosized metal oxides such as aluminium, silica, ferric,
manganese, titanium, magnesium, cerium oxides, etc. of which the most widely
studied are iron oxides, manganese oxides, aluminium oxides and titanium oxides
[50]. In order to understand the mechanism of the sorption process on oxides
(interactions in the NMO-heavy metal system) and to compare the removal effi-
ciency of these pollutants, it is extremely important to gather detailed information
about the surface morphology of oxides, particle size, BET surface area, magnetic
properties and crystalline structure. Such information about NMOs can be obtained
using various techniques and methods presented in Fig. 8.2 [50, 54, 55].

Due to the wide use of NMOs as effective sorbents of heavy metal ions in the
literature, a number of papers devoted to this subject and review ones can be found
[50, 54–56]. For this reason only selected NMO applications are presented and cited
below. Widespread of iron, reuse of resources, being eco-friendly and ease in the
synthesis make nanosized ferric oxide (NFeOs) a common sorbent for heavy metal
removal. In this group of NFeOs, goethite (α-FeOOH), hematite (α-Fe2O3), magne-
tite (Fe2O4), maghemite (γ-Fe2O3), amorphous hydrous FeOs and iron/iron oxide are
frequently used [50, 57, 58] (Fig. 8.3). As it was observed, divalent metal cations

Fig. 8.2 Methods applied for NMO characterization

Fig. 8.3 Comparison of NFeO capacities for heavy metal ions [50, 57, 58]
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usually form inner-sphere surface complexes with NMOs. In the case of hydrous
ferric oxide (HFOs), the sorption processes seem to be poorly sensitive to ionic
strength variation, e.g. Cu(II) and Pb(II) sorption on HFOs (0.0005–0.5 M NaClO4)
[59] and Pb(II) sorption on ferrihydrite (0.001–0.1 M NaNO3) [60], which might
suggest also inner-sphere complex formation. Sorption of Cr(VI), Cu(II) and
Ni(II) on maghemite is strongly pH-dependent [57], and under optimal pH electro-
static attraction, a mechanism similar to Cr(VI) sorption onto maghemite was
observed [50].

Nanosized manganese oxides (NMnOs), e.g. hydrous manganese oxide (HMO)
[61–65], mixed-valence manganese oxide, nanotunnel manganese oxide (octahedral
molecular sieve, OMS-1 or OMS-2) [66, 67], were applied for Cs(I) [61],
Hg(II) [62], As [63], Cd [64], Pb(II), Cd(II), Zn(II) [65], radionuclides [66] and
hydrometallurgical wastewater (Al, Ca, Fe, Mg, Mn, Na) [67] removal. As was
pointed out, hydrous manganese oxide similar to HFO forms inner-sphere com-
plexes with metal (M(II)), and ion exchange process takes place during the sorption
processes. Moreover, the sorption process includes two steps such as rapid metal
adsorption on the external surface and slow intraparticle diffusion along the micro-
pore walls [65]. Additionally, HMO active sites are heterogeneous due to the fact
that the sorption is better represented by the Freundlich isotherm model [65]. In the
case of tunnelled manganese oxide, their sorption ability is strongly dependent on
their structure [66].

The other popular oxides for heavy metal ion removal are aluminium, titanium
and zinc ones [68]. As it was found, aluminium oxide can be chemically or
physically modified which allows to introduce additional functional groups
containing donor atoms, e.g. O, N, S and P, which improve removal efficiency of
heavy metal ions. Modification of γ-Al2O3 by γ-mercaptopropyl-trimethoxysilane
(γ-MPTMS) in the presence of sodium dodecyl sulphate (SDS) improves removal
efficiency of Zn(II), Pb(II), Cu(II) and Fe(III) from 55, 36, 27 and 24% (Al2O3 1 g,
SDS 50 mg, without MPBIM) to 100, 98, 97 and 96% (Al2O3 1 g, MPBIM 40 mg,
SDS 50 mg). Surfactant-coated alumina modified by dithizone for Pb(II) sorption
[69] or surfactant-coated alumina with immobilized 1,10-phenantroline for
Cu(II) and Cd(II) determination [70], γ-Al2O3 modified by dinitrophenylhydrazine
(DNPH) for Pb(II), Co(II), Cr(III), Cd(II), Ni(II) and Mn(II) sorption [71] was also
applied. During the sorption process, metal sorbs on the surface through surface
interactions or/and chemical-bonding interactions take place. In the case of alumina
modified by γ-MPTMS, three mechanisms of sorption can be found: (a) interactions
between thiol groups and metal ions, (b) hydrolyzation of metal ions and
(c) electrostatic sorption. Depending on pH of the solution, mechanism (a) plays a
more significant role in the case of acidic solutions, whereas for basic solutions
mechanisms (b) and (c) are dominant.

As it was mentioned above, titanium and zinc oxides are also found in application
in heavy metal removal due to their unique advantages, e.g. simple and cheap to
prepare and convenient to tailor morphologically. Some examples of the results of
heavy metal sorption on titanium and zinc oxide can be found in Table 8.1.
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Nanosized magnesium oxides (NMgOs), e.g. nanorods, nanowires, nanotubes,
nanobelts, nanocubes, etc., of various morphologies were obtained. Then their
sorption behaviours towards heavy metal ions were examined, e.g. chromium
removal by MCH (magnesium carbonate hydrate) of the phase structure from
monocyclic (Mg5(CO3)4(OH)2(H2O)4) to hexagonal (MgCO3) [78]. As it was
found, both nanoflakes and flowerlike microspheres ensure very good adsorption
efficiency (Fig. 8.4). After 120 min of phase contact time, the concentration of
Cd(II) and Pb(II) decreased significantly from 100 mg/L to 0.007 mg/L and
0.05 mg/L, respectively.

Nanosized cerium oxide sorption behaviour depends on the size, shape, morphol-
ogy and surface area [50, 79]. Cr(VI) sorption on the CeO2 nanoparticles (synthe-
sized by oxidation of Ce(III) nitrate under basic conditions using
hexamethylenetetramine) of the mean size 12 nm and the BET surface area shows
that after the sorption process, Cr(VI) was not present in the solid phase (only Cr(III)
was present), whereas in the liquid phase, Cr(VI) exists. This fact indicates that on
the surface of nanoparticles, the Ox-Red process can be possible and reduction of
chromium takes place. The sorption process of chromium can be described by the
pseudo-second-order kinetic equation and the Freundlich model [80]. Similarly to
magnesium oxide, cerium oxide can be also obtained in different morphological
forms. Ceria hollow nanospheres obtained by the hydrothermal method of nano-
crystal size 14 nm and the BET surface area of 72 m2/g give nearly 70 times higher
sorption capacities for Cr(VI) 15.4 mg/g and Pb(II) 9.2 mg/g than the commercial
bulk ceria material. The isotherm was well described by the Langmuir isotherm

Fig. 8.4 Comparison of sorption capacities obtained for Cr(VI) on NMgOs of various
morphologies
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model. Removal of Cd(II), Pb(II) and Cr(VI) ions in single- and three-component
solutions using cerium oxide (CeO2) nanoparticles was carried out by Contreras
et al. [81]. The highest percentage of removal was obtained in the case of Pb(II)
adsorption capacity which was equal to 128.1 mg/g, then for Cd(II) 93.4 mg/g and
finally for chromium(VI) 34.4 mg/g. pH effect (pH ¼ 5, pH ¼7) on % removal
efficiency was observed for Cd(II) and Cr(VI), whereas in the case of Pb(II), the pH
effect was not pointed out. Additionally, sorption capacities were not affected by the
type of system (single or three component).

Due to the possibility of agglomeration of NMOs, which results in loss of activity
and pressure drop when used in the column systems as well as difficulty in separa-
tion, attempts are made to overcome these disadvantages by obtaining hybrid
adsorbents impregnating or coating NMOs into/onto a larger size porous support
forming an NMOs-supported host [50]. As the host support of NMOs for heavy
metal removal, there can be applied natural supports, e.g. raw bentonite (RB), sand,
montmorillonite and metallic oxide, as well as manufactured polymer supports
[50]. Eren applied iron-coated (ICB, iron-coated bentonite) or magnesium-coated
(MCB, magnesium-coated bentonite) RB for Pb(II) removal. The sorption capacities
for Pb(II) were in the following order: RB 16.7 mg/g < ICB 22.2 mg/g < MCB
31.86 mg/g (Langmuir capacities) [50, 82]). The sorption yield of Pb(II) using
bentonite increases with the pH increase (competition between H+ and Pb(II) of
exchange site can proceed), whereas with the ionic strength increase from 0.01 to
0.1 M Pb(II), the adsorption yield significantly decreases [50]. The presence of Cl�

anions also affects the Pb(II) sorption efficiency which results in different Pb
(II) complexes. MCB was also applied for Cu(II) sorption. In this case sorption
also depends on the kind of adsorbent surface; Cu(II) forms in the solutions as well
as on pH of solutions. For Cu(II) on MCB, the sorption capacities can be presented in
the following order: RB 42.41 mg/g < MCB 58.44 mg/g [83]. The other examples of
supported NMOs for heavy metal removal from water, e.g. anodic alumina mem-
brane, activated carbon, aluminium oxide, polymeric cation exchanger, etc., are
reported in [50].

Magnetic sorbents based on NMOs for heavy metal removal can be also found in
the literature [50, 84–86]. In the case of magnetic sorbents, modification of magnetic
NFeOs can proceed by the amino, zeolite, poly(3,4-ethylenedioxythiophene)
(PEDOT) groups, carbon nanotubes, humic acid, acrylic acid, alginic acid, hydrogel,
SiO2, graphene nanosheets, etc. Such modification prevents from air oxidation and
particle aggregation.

8.3.2 Dyes

Intense development of many industries using dyes and pigments to colour their
products directly contributes to pollution of the aquatic environment with these
substances. Figure 8.5 shows the dyes consumption in various branches of industry
in recent years [87–93].
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Adsorption methods have a well-established position in the dyes wastewater
treatment technology. Adsorbents composed of inorganic oxides such as SiO2,
TiO2, Al2O3, Fe2O3, MgO or CaO are frequently used in removal processes of
dyes from aqueous solutions. By altering the composition of oxide adsorbents, it is
possible to remove different types of dyes, i.e. acid, reactive, direct or basic. An
important feature of NMOs is the ability to modify their surface with different
reagents, which allows to introduce new functional groups and obtain totally differ-
ent materials of high quality and functionality. Taking into account the valuable
morphological and microstructural properties of NOMs as well as mechanical
strength and non-toxicity in many cases, these sorbents become increasingly popular
every year in textile effluent treatment [94]. In addition, they are increasingly used as
substrates for the synthesis of modern hybrid materials applied for wastewater
treatment.

Decolourization of model solutions and raw wastewaters containing dyes from
different industrial branches has been studied by many research teams all over the
world. The selected results of studies on the use of mixed oxides for dyes removal
are presented below.

The mixed nanooxides of Ti and Si (241 m2/g) and Ti, Al and Si (433 m2/g) are
characterized by high adsorption capacities for basic dyes such as methylene blue
and rhodamine 6G [95]. According to Pal et al. [95], the maximum adsorption
capacity of the mixed oxide containing Ti and Si for methylene blue was found to
be 162.96 mg/g. It is worth noting that the maximum adsorption capacity of the
mixed Ti and Si oxide is almost 2.5 times higher than the adsorption capacity of the

Fig. 8.5 Dyes consumption in different industries
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mixed oxide containing Ti, Al and Si (65.78 mg/g). The slightly lower value of the
adsorption capacity of the mixed Ti and Si oxide equal to 142.9 mg/g was found.

Rasalingam et al. [96] synthesized mesoporous titania-silica oxides of different
compositions for rhodamine B adsorption. Among the prepared titania-silica oxides,
the highest adsorption capacities were observed for the X-TiSi-03 (TiO2:SiO2¼ 1:2)
and X-TiSi-04 (TiO2:SiO2 ¼ 1:3) sorbents which are related to large pore volumes
of 0.56 and 0.58 cm3/g, respectively. The monolayer sorption capacities calculated
from the Langmuir adsorption model were found to be 41.2 mg/g for X-TiSi-03 and
44.1 mg/g for X-TiSi-04. The sorption of rhodamine B (Fig. 8.2) under pH 5–7 on
these materials occurs as a result of the electrostatic interactions between the surface
hydroxyl groups (–OH) of TiO2∙SiO2 and the positively charged diethylamino
groups of the dye as shown below (Fig. 8.6). The presence of oxygen bridges Ti-
O-Si also favours adsorption of rhodamine B.

A more complex mechanism of interactions between the dye molecules and
silica-based nanocomposite was postulated by Tanzifi et al. [97]. Adsorption of the
diazo dye Amido Black B and polyaniline/SiO2 is a result of interactions between
hydroxyl, imine and amine functionalities of the oxide-based sorbent and the amine,
hydroxyl and azo groups of Amido Black B. Not only the electrostatic but also van
der Waals and hydrogen bonding can exist between these groups. Chemisorption of
Amido Black B on the polyaniline/SiO2 was confirmed by the kinetic studies. The
applicability of the pseudo-second-order equation for description of the data was
verified by the value of the determination coefficient (r2 ¼ 1). The surface area, total
pore volume and pore diameter for the polyaniline/SiO2 were determined as 13.36 m

Fig. 8.6 Mechanism of interactions of rhodamine B with the surface hydroxyl groups of mixed
TiO2-SiO2 oxides of different compositions under the experimental conditions at pH 5–7
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2/g, 3.07 cm3/g and 15.37 nm, respectively. Not only these parameters but also
medium pH, adsorption time, temperature and mass of the sorbent influenced Amido
Black B adsorption. The adsorption efficiency decreased from 98.6% to 96.8% with
the increasing solution pH from 2 to 10. The equilibrium time of adsorption was
equal to 60 min. Thermodynamic studies revealed that the retention of Amido Black
B on the polyaniline/SiO2 was endothermic.

SiO2-Al2O3 mixed oxide modified by ferrocene was applied for methyl orange
removal by Arshadi et al. [98]. The modified SiO2-Al2O3 (Si/Al-Fe) was a more
efficient adsorbent for methyl orange removal (89.0%) after 30 min compared with
the non-modified SiO2-Al2O3 (only 4.2% of dye was removed). The maximum
adsorption capacity of Si/Al-Fe was equal to 381.0 mg/g. The process followed
the pseudo-second-order kinetic model and was spontaneous and endothermic.

Two NMOs composed of SiO2 and Al2O3 were applied for three textile dyes such
as Acid Orange 7, Reactive Black 5 and Direct Blue 71 removal from aqueous
solutions and wastewaters [10, 11, 99]. The percentage of silicon dioxide in the
sorbents was 97% (SA3) and 4% (SA96). The mixed oxides were synthesized using
the pyrogenic method which allows to obtain high concentration of Si-O-Al groups
on the surface. The maximum sorption capacities (qmax) of both oxides for the above-
mentioned textile dyes are shown in Fig. 8.7 [10, 11, 99].

It is important to emphasize the highest SA96 sorption capacity for the direct dye
(49.2 mg/g). It was noticed that Direct Blue 71 adsorption on SA96 decreased in the
presence of the anionic surfactant sodium dodecyl sulphate (SDS), whereas sodium
chloride did not influence the retention of the dye [11]. The impact of auxiliaries
such as surfactants and electrolytes on dye removal is very important because these
substances are frequently present in industrial wastewaters originating from textile
plants. The proposed adsorption mechanism of Direct Blue 71 dye on SA96

Fig. 8.7 Comparison of maximum sorption capacities of SA3 and SA96 oxides for three textile
dyes
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involved both the electrostatic interactions and hydrogen bonding. In paper [11] it
was also confirmed that the mixed oxide SA96 can be applied for decolourization of
raw textile wastewaters; 30% reduction of colour was observed after 96 h of
contact time.

8.3.3 Polymers

Polymers soluble in the aqueous medium find a wide usage in many branches of
industry, environmental protection and agriculture. Acrylic acid polymers (e.g. poly
(acrylic acid), PAA, copolymer of acrylic acid with acrylamide-anionic poly(acryl-
amide), PAM) are used as fillers in washing powders. They function as chelating
agents, i.e. remove calcium and magnesium ions. They are applied as dispersants,
foaming agents, thickeners, boiler scale inhibitors and flocculants. They are also
used as auxiliaries for the paper and textile industries and wastewater treatment and
as aids for the extraction of crude oil [100, 101]. The high-molecular-weight poly-
acrylamides (especially of ionic character) act as effective agents preventing soil
erosion and improving textural structure of arable soils. Additionally, poly(vinyl
alcohol), PVA polymers and copolymers have important biomedical and pharma-
ceutical applications [102]. The PVA hydrogels have been studied as candidates for
the tissue replacement material for soft contact lenses, artificial heart linings, artifi-
cial cartilages, catheters, skin and pancreas membranes. They are also components of
drug delivery systems in oral, transdermal, buccal, intramuscular and rectal routes of
administration. Moreover, PAA and PVA are excellent polymeric carriers for pro-
teins, enzymes, drugs and other biologically active substances.

Such extensive use of polymers is associated with their presence in municipal and
industrial effluents. The basic method of their removal is adsorption on different
kinds of adsorbents, including mixed oxides.

The adsorption properties of four mixed oxides of the MexOy-SiO2 type (Me,
metal atom: Mg, Cu, Mn or Zn) in relation to poly(vinyl alcohol) with the average
molecular weight 100,000 and the content of acetate groups equal to 14% were
examined [5, 6, 103]. NMOs including silica and a given metal oxide were charac-
terized by different contents of metal oxide, i.e. 0.2 and 1 mmol/g SiO2. Thus they
were designated as 0.2 MexOy-SiO2 and 1 MexOy-SiO2, respectively.

As can be seen in Fig. 8.8 at pH 6, PVA shows similar affinity for the surfaces of
all examined mixed oxides of which the highest adsorption of the polymer was
obtained for 1 MnxOy-SiO2 (approx. 0.4 mg/m2). Additionally, for all studied
systems, the adsorbed amount of polyalcohol increases with the increasing content
of metal oxide in the mixed oxide structure. The electrokinetic data proved that the
solid surface group containing metal atoms (-Si-O-Me) [104] exhibits preferential
adsorption properties of the polymer in relation to the silica hydroxyl ones (-Si-O-
H). For this reason a greater number of possible connections between the polymer
segments and the -Si-O-Me groups can be formed. As a result, the polymer adsorp-
tion increases with the increasing metal oxide content in the silica hybrid material.
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Under natural pH conditions (pH 6), the PVA binding with the mixed oxide surface
is mainly of electrostatic nature (points of zero charge (pzc) for all MnxOy-SiO2

adsorbents are at the pH values higher than 6) [5, 6, 103]. Under such conditions the
electrostatic attraction between the negatively charged macromolecules (containing
ionized acetate groups) and the positive solid surface (coming from the silica SiOH2

+

groups and metal -Si-O-MeOH2
+ ones) occurs.

The significantly greater adsorption of poly(vinyl alcohol) reaching 0.7 mg/m2

was obtained on the surface of ternary alumina-silica-titania (Al2O3-SiO2-TiO2,
AST) mixed oxide (Fig. 8.9). Two AST oxides differed in composition – AST50
consisted of 50% TiO2, 28% SiO2 and 22% Al2O3 whereas AST71 71% TiO2, 8%
SiO2 and 21% Al2O3 were applied (Fig. 8.9).

The amount of adsorbed PVA on the AST surface depends on the solution pH –

the decrease of poly(vinyl alcohol) adsorption with the increasing pH for AST50-
containing system and the increase of PVA adsorbed amounts with the pH rise on the
AST70 surface occur. This is due to specific conformation of the adsorbed macro-
molecules on the surfaces of examined oxides (with different types of active sites)
[105, 106]. The concentration of the hydroxyl surface groups of the mixed oxide,
both neutral (-MeOH) and charged (-MeOH2

+, -MeO�), where Me means Al, Si and
Ti atoms, changes with the pH increase. AST50 oxide was characterized by the
pHpzc and pHiep (isoelectric point) values equal to 4.8 and 5.8 whereas AST70 by 4.2
and 8.6, respectively. These differences, especially considerable between the diffu-
sion parts of electrical double-layer composition (manifested by pHiep position),
change significantly adsorption properties of AST mixed oxides and influence
efficiency of PVA removal from aqueous solutions of varying pH values.

Fig. 8.8 Adsorbed amounts of poly(vinyl alcohol) PVA 100,000 on MexOy-SiO2 surface (initial
polymer concentration 100 ppm, pH 6)
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Two mixed silica-titania oxides were also used for the anionic polyacrylamide,
PAM adsorption (Fig. 8.10). The polymeric substance was characterized by the
average molecular weight 15,500,000 Da and the content of carboxyl groups equal
to 50%. The composition of SiO2-TiO2, ST oxides was as follows: ST20, 80% SiO2

and 20% TiO2 and ST80, 20% SiO2 and 80% TiO2.

Fig. 8.9 Adsorbed amounts of poly(vinyl alcohol) PVA 100,000 on the Al2O3-SiO2-TiO2 surface
(initial polymer concentration 100 ppm)
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Fig. 8.10 Adsorbed amounts of anionic polyacrylamide PAM 15,500,000 on the SiO2-TiO2

surface (initial polymer concentration 100 ppm)
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As can be seen in Fig. 8.9, the adsorption properties of silica-titania mixed oxide
in relation to anionic polyacrylamide are determined by the solid composition. This
polymer exhibits significantly greater affinity for the surface of the mixed oxide
containing 80% of TiO2. The main reason for this can be a greater tendency of
polymeric functional groups (especially carboxyl and amide – to the lesser extent
[107]) to interact with the surface groups combined with titania atoms. In such a
case, the PAM macromolecules assume flatter conformation on the ST20 oxide
surface (characterized by a small content of TiO2). It limits considerably the acces-
sibility of other polymeric chains to the solid surface and leads to the decrease in
PAM adsorbed amounts. Due to the fact that anionic polyacrylamide contains as
much as 50% of dissociable carboxyl groups, its interfacial behaviour is influenced
by the solution pH. For both examined ST oxides, the greatest adsorption level of
PAM is observed at pH 3, at which the favourable electrostatic interactions between
the solid and the polymer occur (pHpzc values were 3.8 and 4.8 for ST20 and ST80,
respectively). The attractive interactions were observed between the slightly nega-
tively charged macromolecules (small dissociation of PAM carboxyl groups) and the
oppositely charged surface hydroxyl groups.

Similar tendencies were observed in the SiO2-Al2O3/poly(acrylic acid) system
[108], which is presented in Fig. 8.11. Each segment in the poly(acrylic acid) PAA
chain contains the carboxyl functional group (characterized by the pKa value 4.5).
The composition of the SiO2-Al2O3, SA adsorbents was SA3, 97% SiO2 and 3%
Al2O3 and SA96, 4% SiO2 and 96% Al2O3. These oxides had the following pHpzc

values: 3.4 for SA3 and 7.6 for SA96.
It should be noted that under unfavourable electrostatic forces between the

adsorbate and the adsorbent, the polymer adsorption on the mixed oxide surface

Fig. 8.11 Adsorbed amounts of poly(acrylic acid) PAA 240,000 on the SiO2-Al2O3 surface (initial
polymer concentration 100 ppm)
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proceeds through the hydrogen bridges and chemical bonds [109]. Carboxyl groups
of the polymer can act both as a donor and an acceptor of protons. In such a situation,
their binding with the solid surface can take place between all types of adsorbent
groups (negative, positive and neutral) and undissociated and dissociated PAA
functional groups.

8.4 Conclusions

In the development of inorganic and organic substances such as metal ions, dyes and
polymers, the adsorbents possessing not only high adsorption capacity but also by
relatively low cost, are largely expected in both science and technology. As was
shown above, different NMOs are widely used for their removal from water and
wastewaters. Despite various advantages of NMOs, there still exist some technical
bottlenecks which should be solved, e.g. problems with aggregation in aqueous
solution, capacity loss, pressure drop in the column operation and economic and
efficient and easy separation of NMOs from aqueous solutions. Such problems still
remain an interesting and challenging task. Therefore fabrication of new NMOs-
based composites of much better properties has been still in progress.
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Chapter 9
Electrodes Based on Carbon
Nanomaterials: Structure, Properties,
and Application to Capacitive Deionization
in Static Cells

Yurii Volfkovich, Daniil Bograchev, Alexey Mikhalin, Alexey Rychagov,
Valentin Sosenkin, Vitaly Milyutin, and Daewook Park

9.1 Capacitive Deionization

Deionization processes, which are driven by electrical field, can be divided to two
types. The first type is electrodeionization (EDI) that involves ion exchange and
transport of charged species through the ion-exchanger bed and membranes
[1, 2]. This method allows one to remove from water not only ions of alkaline metals,
sulfate, and halogenides [1–3] but also transition metal cations [4, 5]. The second type
is capacitive deionization (CDI); it is a promising and the most cost-effective method
of water desalination [5–14]. An electric field affects adsorption of anions and cations
on positive and negative electrodes, respectively, under low applied voltage (it is not
sufficiently higher than 1.2 V). Highly dispersive carbon electrodes (HDCE) with a
specific surface area of 500–3000 m2 g�1 are used in CDI processes. The electric
double layer (EDL) is charged similarly to that in electrochemical supercapacitors
(ESCs), which results in deionization of the solution. Under polarity reversal or short
circuit of the electrodes, ions diffuse from the interface back to the solution. This
provides energy regeneration and concentrating of the solution that is removed from
the cell. The deionization stage corresponds to the charging of the supercapacitor,
while the concentrating stage (regeneration) is related to its discharging.

As compared with other methods of water desalination, sufficient advantages of
CDI are as follows: low cost (about one third of the value of the closest competing
process, reverse osmosis), high cycleability of the electrodes, and low maintenance
costs. Moreover, chemical stability of the electrodes excludes permeation of foreign
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substances in the purified water. CDI is effective for treatment of water of different
salinity: this method allows reducing the ion concentration down to a very low level.
Finally, practically no insoluble compounds are precipitated inside the electrode
pores. CDI is applied in desalination of brackish and sea water, as well as for
softening of tap water, particularly for deionization of water supplied into washing
machines.

Electrode materials for CDI are developed from the past years. Different types of
both single-component (activated carbon, aerogels, nanotubes, graphene, etc.) [14–
17] and carbon-based composite materials (carbon-carbon composite, carbon-metal
oxide composite, carbon-polymer composite, and carbon-polymer-metal oxide com-
posite) [18–21] have been suggested. Mesoporous materials (i.e., containing
nanosized pores) are considered as main suitable electrodes for CDI, since these
pores make significant contribution to surface area. Moreover, ion transport in these
pores is faster than that in micropores. As known, porous structure of carbon
materials includes both hydrophilic and hydrophobic pores [22–24]. Electrical dou-
ble layer (EDL) that is responsible for adsorption capacitance of carbon exists only
in hydrophilic pores. The aim of the investigation is to establish the effect of
different types of nanopores on charge capacitance of carbon electrodes. This
parameter determines the efficiency of CDI processes.

A number of models have been proposed for description of the CDI processes.
Classical works [25–29] are used as a basis for the modeling of processes in porous
CDI electrodes. In the absence of the electrolyte flux, CDI equations are similar to
those in supercapacitor models [29], which are based on the theory of porous
electrodes [30]. The first models of porous electrodes were proposed by de Levie
more than 50 years ago [28, 29], but analytical models for discharge curves of
supercapacitors have been obtained later [30]. Equation systems that describe the
charging of the supercapacitor have been solved numerically [31].

More modern approaches consider electrosorption (EDL in a single pore)
[32, 33], electrolyte transport along the electrodes and separator, as well as the
charging of EDL of the electrodes [34–36] and surface conductivity (SC, tangential
conductivity of EDL) [37–40]. Known CDI models require calculation of EDL
inside pores of the electrodes. It is a very difficult problem, since it is necessary to
consider the hydrophilicity-hydrophobicity of the electrodes, tortuosity, widenings-
narrowings, intersections of pores, etc. The task of the investigation involves also
modeling of CDI processes only based on parameters, which can be determined
experimentally.

9.2 Carbon Electrodes and Their Characterization

Activated carbon textiles, such as CH900 (Curaray Co, Japan) and VISKUMAK
(Neorganica LTD, RF), were used in the studies. SAIT-type electrodes (SAIT Co,
South Korea) were also used. These materials were manufactured by compacting
activated carbon powder together with a binder (polytetrafluorethylene, PTFE).
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The method of standard contact porosimetry (MSCP) was used to study the
electrode materials similarly to [41–44]. The MSCP allows one to investigate pore
structure in a very wide interval of pore radius: from 1 nm to 100 μm. This technique
can be applied to all materials. Besides carbon materials, pore size distributions were
obtained for gas diffusion layers of electrodes for fuel cells [22, 41, 42, 45],
dispersed platinum [46], polymer membranes [47], ion exchange resins [3, 5, 48],
peat [42, 44], paper [42], and many other objects.

Before the measurements using water or octane, both the tested sample and
standards were dried under vacuum at 170

�
С.

Morphology of the electrodes was observed by means of a JSM-U3 scanning
electron microscope (JEOL, Japan).

Adsorption capacity was determined as follows. A weighed sample of air-dried
material (0.065 g) was inserted into the 0.2-M NaOH solution (20 cm3); the liquid
was stirred for 24 h. Then the effluent was titrated with an HCl solution using xylenol
orange as an indicator. Adsorption capacity was calculated as c0�ceð ÞV

M (here c0 and ce
are the concentrations of the alkaline solution before and the treated solution,
respectively; V is its volume, m is the sample mass).

Adsorption capacity with respect to Сu2+ ions (in fact, toward [Cu(NH3)4]
2+) was

also determined. The 0.2 M solution of copper ammoniate (рН ¼ 9.6) was used; the
effluent was analyzed by titration with EDTA using murexide [49].

9.3 Study of CDI Process in Static Cell

In general, the electric capacitance of electrodes made of activated carbon is a sum of
EDL capacitance and pseudocapacitance of Faraday reactions [27]. Hence, electric
capacitance was measured and EDL capacitance was calculated on the basis of this
value and used further for modeling of the CDI processes.

Galvanostatic measurements of dependences of cell voltage on time were carried
out under the charging-discharging conditions in order to determine the EDL
capacitance. A static cell was used, in which the electrolyte was only in the pores
of the electrodes and separator. The cell design (Fig. 9.1) and methods of measure-
ments were described in [31]. This type of cell simulates both single-cell and
multicell electrochemical capacitors for bipolar assemblies with serially connected
individual cells. The cell contained two electrodes of the same type with similar
surface areas (2.5–3 cm2). Graphite current collectors provided good contact with
the electrodes and allowed working in strongly acidic and strongly basic media. The
range of applied potentials was 0–1.5 V. The current distribution layer (foil) was
located between the electrode and current collectors. The collector was
manufactured by compressing the thermoexfoliated graphite powder with the further
impregnation by molten paraffin.

The assembly also included a separator (Gore Co.) between two electrodes. The
separator film was used as a capillary for the reference electrode. This cell design
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allowed performing measurements according to both two- and three-electrode
schemes. The electrodes were prewashed in a stream of deionized water and dried
at 170� C under vacuum. Since the volume of electrolyte in electrode pores was
extremely low (0.2–0.5 cm3), oxygen was removed by conditioning the electrode for
10–15 min at the potential, which is close to that of hydrogen evolution. Electro-
chemical studies were carried out using a VoltaLab 40 potentiostat (Radiometer
Analytical, France).

Galvanostatic measurements were performed in a static cell equipped by carbon
electrodes. A change in the voltage during charging-discharging was controlled.
Single-component NaHCO3, СaCl2, and MgSO4 solutions of different concentra-
tions (0.1, 0.5 and 1 g-eq dm�3), as well as a mixed solution, were used as
electrolytes. The composition of the mixed solution was as follows (mg-eq dm�3):
NaHCO3 (4.4), CaCl2 (11.9), MgSO4 (10.7). This composition corresponded to
brackish water. The capacitance values (Cc) were determined as:

Cc, full ¼ 2IfullΔt
ΔU

ð9:1Þ

where U is the cell voltage, Ifull is current, t is the time.
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Fig. 9.1 Static
electrochemical cell:
scheme of electrode-
separator assembly
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Since adsorption capacity of the electrodes is proportional to capacitance of the
electrode EDL (CEDL, full), the change in the solution concentration (Δc) is:

Δc ¼ CEDL, fullΔU

2FV
, ð9:2Þ

where F is the Faraday constant and V is the solution volume. It was assumed in
Eq. (9.2) that the adsorption efficiency of EDl charging is 100%. Expression (9.2) is
also valid for electrodes of equal capacitance.

9.4 Porous Structure of Carbon Electrodes. Recognition
of Micropores and Nanosized Voids

The principal MSCP data are given in Table 9.1; pore size distributions (obtained
using both water and octane) are plotted vs effective pore radius (r∗) (Fig. 9.2). The r
∗ parameter is determined as [41, 42]:

r∗ ¼ r

cos θ
ð9:3Þ

where r is the true value of pore radius and θ is the wetting angle for water.
According to Eq. (9.3), the θ�logr curves were plotted (Fig. 9.3). Since octane
wets all materials almost perfectly, r∗�r for this liquid.

The difference between the maximal content of octane and water (maximal values
of curves I and II) corresponds to hydrophobic pores. The carbon electrodes were
found to include both hydrophilic and hydrophobic pores (hydrophilic and hydro-
phobic specific surface area). The contact angle distributions show hydrophobicity
for all electrodes, especially for the SAIT material containing particles of the
hydrophobic PTFE binder (see Fig. 9.3). Complex θ�log r dependences are due
to inhomogeneous distribution of surface groups in pores of different size.

As follows from Fig. 9.2, the electrodes are characterized by a wide range of pore
sizes: from r<1 nm to 100 μm. The porous structure of the electrodes includes both
hydrophilic and hydrophobic porosity. High values of specific surface area differ
noticeably (see Table 9.1). The values of hydrophilic and hydrophobic porosity are
also different. The MSCP data for octane allow drawing some principal conclusions.

Table 9.1 Characteristics of porous structure of carbon electrodes

Electrode

Specific surface
area, m2 g�1

Ratio of
hydrophilic and
total surface areas

Porosity, cm3 cm�3

Total Hydrophilic Total Hydrophilic Hydrophobic

СН900 1520 850 0.56 0.850 0.786 0.064

VISKUMAK 600 416 0.70 0.729 0.623 0.106

SAIT 940 520 0.55 0.715 0.490 0.225
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Micropores, as well as large macropores, are characteristic for all materials. The
volume of hydrophilic pores, which can be related to nanoobjects (r<50 nm)
increases on the order: CH900 < VISKUMAK < SAIT. The total porosity
(0.715–0.850) is sufficient for all electrodes.

Comparison of the data obtained in water and octane media shows higher
hydrophilic porosity. The values of the total specific surface area of 600–1520 m2 g�1

hydrophilic pores make sufficient contribution to it. This is very important, since EDL
that determines the principal characteristics of the CDI processes exists on the
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hydrophilic surface. The largest contribution of hydrophilic area into the total surface
area has been observed for the VISKUMAK sample. Regarding the CH900 carbon
material and SAIT composite, the ratios of hydrophilic and total surface areas are
sufficiently lower and close to each other.
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Fig. 9.3 Wetting angle
distributions for the samples
of carbon electrodes. The
distributions were plotted vs
true pore radius

Fig. 9.4 SEM images of СН900 (a–c), VISKUMAK (d–f) textiles, and SAIT composite (g–i)
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9.5 Morphology of Electrodes

Morphology of single-component materials and bicomponent SAIT composite are
sufficiently different (Fig. 9.4). Large fibers of the СН900 sample are more disor-
dered than those of the VISKUMAK, in which the fibers form ordered bundles.
Voids between them correspond to the largest pores (see Fig. 9.2). Since the
diameter of СН900 fibers is larger, the size of the corresponding pores is also larger
as compared to the pores in the VISKUMAK sample. The specific surface area of the
СН900 electrode is higher, indicating a more significant volume of micropores and
small mesopores (r<5 nm) inside the fibers of this material.

The structure of the bicomponent SAIT sample is corpuscular-like. The material
consists of particle agglomerates, the size of which is up to several tens of microns.
These particles are evidently related to carbon bound to the polymer binder. Large
massive particles (polymer binder) are also visible. Pores with the size of several
microns to several tens of microns (see Fig. 9.4) correspond to spaces between
agglomerates as well as to voids between them and the binder. Nanopores are mainly
voids inside the particles.

9.6 Adsorption Capacity

Values of adsorption capacity are given in Table 9.2. The CН900 and VISKUMAK
samples demonstrate the highest capacity with respect to Na+. It should be noted that
these values are higher in the case of fibrous single-component samples than those of
Nafion-type membranes (0.8 0.9 mg-eq g�1 [50]). Despite a considerable difference
in the hydrophilic specific surface area (see Table 9.1), the capacity values of the
fibrous samples are close to each other. This means partial inaccessibility of the
surface of the СН900 sample for Na+ ions.

The difference between the values of adsorption capacity with respect to [Сu
(NH3)4]

2+ is insignificant for all samples. Assuming ion exchange being the only
mechanism, the experimental values were found to be higher than expected. The
ratios of the experimental data and the calculated values are 1.3–1.4 (ACF) and 3.4
(SAIT). Thus, the larger content of surface groups that are responsible for specific
adsorption of [Сu(NH3)4]

2+ species is characteristic for the SAIT sample. The
capacity values are comparable with those for such inorganic ion exchangers as
amorphous zirconium phosphate [51]. Since the structure as well as hydrophilic-

Table 9.2 Adsorption
capacity of electrode materials

Material

Sorption capacity/mg-eq g�1

Experimental values Theoretical values

Na+ [Сu(NH3)4]
2+

СН900 1.14 0.75 0.57

VISKUMAK 1.02 0.71 0.51

SAIT 0.37 0.62 0.18
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hydrophobic and adsorption properties of the investigated materials is rather com-
plex, it is difficult to predict their electrochemical behavior. Nevertheless, as shown
in [52], adsorption capacity is proportional SC of the carbon electrodes. In its turn,
SC affects conductivity of CDI cells. The maximal values of EDL capacitance are
expected for the CH900 electrode due to the highest hydrophilicity and adsorption
capacity.

9.7 Processes in Static Electrochemical Cell

In order to use the CDI model, it was necessary to obtain the values of specific EDL
capacitance for each of the carbon electrodes and solutions of different salts of
different concentrations. However, the current stage of development of electrochem-
istry offers no possibility for theoretical solution of this problem for microporous-
mesoporous carbon electrodes. Owing to this, we have developed an experimental
method to solve this task. The method involves measurements of electrochemical
capacitance depending on the current. The capacitance values were determined on
the basis of the measured galvanostatic curves using Eq. (9.1).

As an example, a dependence of integral capacitance of the CH900 electrode on
current density is plotted in the insertion to Fig. 9.5. Decrease in current density
results in growth of capacitance followed by a plateau and a rapid increase.

The increase in capacitance at 300–200 mА g�1 is caused by considerable ohmic
losses under high current, as follows from insertion of Fig. 9.5. The decrease in
current is accompanied by a decrease in ohmic losses. They become extremely low
at 200–150 mА g�1 (plateau region) � the capacitance is determined only by the
EDL. In the low current range, the contribution of pseudocapacitance of faradaic
processes becomes significant. With respect to carbon electrodes, these processes are
quasi-reversible redox reactions of their surface groups [27].

In the first approximation, specific capacitance of the EDL per mass unit (CEDL)
was estimated from the CEDL, fullvalue (see formula (9.2)), which is evaluated from
the plateau data. For instance, CEDL¼63 (CH900, multicomponent solution) and
107 F g�1 (VISKUMAK, 1 N CaCl2), as shown in Fig. 9.6.

The values of EDL capacitance per area unit (Cs
EDL) were also obtained. In this

case, the CEDL value was divided by the hydrophilic surface area from Table 9.1. The
CEDL and Cs

EDL values grow at an increase of the solution concentration. This is
probably due the decreasing thickness of the diffuse part of EDL under these
conditions. As a result, EDL can exist only in smaller pores. The values of EDL
capacitance per unit of hydrophilic surface area are 9.2–26 μF cm�2. With respect to
CH900 and VISKUMAK textiles, the highest capacitance has been found for the 1:1
electrolyte (NaHCO3), and the smallest values have been observed for the 2:2
electrolyte (MgSO4). The data for the 1:2 electrolyte (CaCl2) are in-between. It is
possible to state the highest CEDL value for the CH900 material that is characterized
by the largest hydrophilic surface area (see Table 9.1) and the highest adsorption
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capacity (see Table 9.2). These characteristics are smallest for the SAIT composite
that demonstrates the lowest values of EDL capacitance. Intermediate CEDL values
have been found for the VISKUMAK electrode. The highest Cs

EDL values have been
obtained for this material. This is due to a large fraction of hydrophilic surface area
that provides good connection between hydrophilic (electrochemically active) areas
on the surface.

9.8 Modeling of Processes in Static Cell Involving
Parameters Attributed to Hydrophilic Micropores
and Nanosized Voids

Since the porous structure of AC involves a wide range of hydrophilic and hydro-
phobic pores (from <1 nm to 100 μm), exact calculation of CEDL is practically
impossible. Contrary to the known works, which involve models of electrosorption
[32, 33], Donnan equilibrium [53, 54], and other approach (see above), an alternative
point of view is developed. The model uses experimental SC [52] data as well as
CEDL values are obtained with account for hydrophilic and hydrophobic porosity of
the electrodes. This approach allows one neglecting the thickness and composition
of intraporous EDLs, their overlapping in weakly concentrated solutions, and
absence in hydrophobic pores.
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Fig. 9.5 Capacitance of the VISKUMAK electrode as a function of current density.
One-component 1 N solutions were used. Masses (g) of the electrode and electrolyte were 0.076
and 0.28 (NaHCO3), 0.033 and 0.19 (CaCl2), and 0.058 and 0.21 (MgSO4). The external electrode
area was 3 (NaHCO3) and 2.5 (CaCl2, MgSO4) cm

2. The same dependence for the CH900 electrode
is plotted in the insertion. The curve was obtained for the multicomponent solution; masses of the
electrode and electrolyte were 0.033 and 0.13 g, respectively
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The following processes were considered: (i) charging-discharge of EDL,
(ii) diffusion and migration of species, (iii) SC (the data [52] were used),
(iv) specific adsorption of ions, and (v) characteristics of hydrophilic and hydropho-
bic pores. Both the EDL capacitance and SC are attributed to nanosized pores, which
make sufficient contribution to the total specific surface area.

Application of supercapacitors to desalination of aqueous solutions is based on
the properties of EDL of ideally polarized carbon electrodes. The charging of EDL
causes adsorption of ions on the surface of the cathode and anode. i.e., removal of
species from the solution. The main difference between an electrochemical cell for
CDI and supercapacitor is usage of a diluted solution. The charging-discharging
processes of EDL are characterized by reversibility and huge cycleability. Figure 9.7
illustrates the model with a simple 1D structure involving two porous carbon
electrodes and a porous separator between them.

Resistance of carbon electrode is assumed to be neglected, since its conductivity
is much higher than that of electrolyte. This assumption is justified due to the small
concentration of hardness ions. For instance, the conductivity of the carbon electrode
is about 105 S сm�1 (the conductivity of natural water containing hardness ions is
about 2–3 mS сm�1). Both the effective conductivity (κ) and effective diffusion
coefficients D (through the electrode and separator) have to be corrected taking into
consideration porous structure of the materials. The Archie’s law is used [53–56]
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κ ¼ κ1 cð Þεm; D ¼ D0ε
m, ð9:4Þ

where ε is the hydrophilic porosity, and D0 is the diffusion coefficient of free
electrolyte, m is the Archie’s exponent that characterizes the influence of the porous
structure on transport properties of electrolyte. κ1(c)is bulk conductivity of free
electrolyte that is a linear function of concentrations.

The mass transport in our model is described within a framework of the theory for
a binary dilute solution [26, 34]:

ε
∂c
∂t

¼ D
∂2c

∂x2
þ Cs

zþF
As

∂φ
∂t

, ð9:5Þ

where φ is the electrical potential of electrolyte; Cs is the specific capacitance of
electrode, which becomes zero for the separator; and As is the adsorption coefficient (

As ¼ tþ
dqþ
dq � t�

dq�
dq

� �
� �1

2 [34]). The charge transport in the electrolyte is

described by the equation:

Cs
∂φ
∂t

¼ ∂
∂x

κeff
∂φ
∂x

� �
þ ∂
∂x

κeff RT tþ � t�ð Þ
F

∂ ln c
∂x

� �
ð9:6Þ

where t+ and t� are the transport numbers of cation and anion, respectively, and κeff is
the effective conductivity. The latter term is a sum of conductivity with account for
porosity and SC (κs) [52]. In other words, κeff ¼ εmκ0 c

c0
þ κs, where c0 is the initial

concentration, κ0 is the electrolyte conductivity at the initial concentration. The
method for SC measurements was described earlier [52]. The SC value is assumed
to be proportional to the amount of adsorbed ions. This value is expressed asCσ Ifullt

FV ,
where σ is the SC coefficient, which is the coefficient of proportionality between SC
and adsorption capacity.

The problem is solved for a half-cell (the porous electrode and a half of the
separator). The symmetry of the system with respect to boundary conditions is
considered. On the left side (x ¼ 0), the boundary conditions are:

Fig. 9.7 Scheme of the cell
model: (I) electrodes and
(II) separator (spacer). The
dashed line corresponds to
the axis of symmetry of the
problem. Le is the thickness
of the porous electrode. Ls is
the thickness of the porous
separator
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∂c
∂x

����
x¼0

¼ 0;
∂φ
∂x

����
x¼0

¼ 0: ð9:7Þ

In the center of separator (x ¼ Le þ 1
2Ls):

∂c
∂x

����
x¼Leþ1

2Ls

¼ 0; κ
∂φ
∂x

����
x¼Leþ1

2Ls

¼ �Ifull
S

: ð9:8Þ

The initial conditions are:

c ¼ c0; φ ¼ 0 ð9:9Þ
As pointed out, the initial conditions must be corrected using specific adsorption.

It is assumed that only specific adsorption of species occurs before charging. This
results in a decrease in the initial concentration. Furthermore, the initial concentra-
tion was also a fitting parameter; its value was found by comparing the theoretical
and experimental data, as shown further.

A pdepe function of the MATLAB program package that is based on the method
of lines (MOL) [57] was used to solve the system of parabolic equations. The pdepe
function allows solving the initial-boundary value problems for systems of parabolic
and elliptic partial differential equations in the system with a single spatial variable
and the time variable.

9.9 Comparison of Theoretical and Experimental Data
for Static Cell

The solution of the system (9.4)–(9.6) with boundary conditions (9.7)–(9.8) and
initial condition (9.9) can be obtained using numerical methods (Tables 9.3, and
9.4). Only hydrophilic porosity (see Table 9.1) was taken into consideration. More-
over, the values of EDL capacitance per unit of hydrophilic surface area were used.
The separator parameters were as follows: the thickness was 1.5 � 10�5 m, porosity
was 0.46, and the Archie’s exponent was 2. For example, Fig. 9.8 shows the
numerical solution for the voltage and mean NaHCO3 concentration in the static
cell, as well as evolution of the profile concentration in the half-cell in time.

Figure 9.9 illustrates theoretical and experimental galvanostatic curves of elec-
trode charging. The Cs

EDL values obtained as described in Sect. 3.4 were used for
calculations. The plots areU�t dependences for different currents and solutions. The

Table 9.3 Properties of 0.1 N
electrolytes

Salt D�109, m2 s�1 κ, Ohm�1 m�1 t+
NaHCO3 1.26 �10�9 1.014 0.53

CaCl2 1.34 �10�9 0.882 0.41

MgSO4 8.54�10�9 0.497 0.37
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Fig. 9.8 Numerical solution of the voltage and mean concentration in the cell (a) and time
evolution of the profile concentration in the half-cell (b). The CH900 electrode was used; the initial
concentration of the NaHCO3 solution was 0.075 mg-eq cm�3
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theoretical and experimental curves agree well with each other, which points to
correctness of the model. In some cases, total experimental electrochemical adsorp-
tion capacity was slightly lower as compared with the theoretical values. This is
probably due to adsorption of a certain amount of species on highly developed
surface of carbon electrodes before polarization during measurements of discharge
curves. Similar specific adsorption was observed earlier [46].

The charging-discharging curves simulate deionization-concentrating inside the
static cell containing the CH900 electrodes (Fig. 9.10). The curves are plotted in the
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Fig. 9.9 Experimental and theoretical galvanostatic charging curves for the CH900 (a)
VISKUMAK (b-d) and SAIT (e, f) electrodes. A solution contained a mixture of CaCl2.
NaHCO3 and MgSO4 concentration of each salt was 0.0257 M (a); 0.1 N single-component
solutions were also used: NaHCO3 (b, e), CaCl2 (c), and MgSO4 (d, f). I ¼ 2.8 (a–e) and 10 (f)
mA cm�2
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coordinates of voltage-time-concentration of the solution inside the cell. Charging is
accompanied by deionization, and concentrating occurs in the course of discharge.
Each semi-cycle (i.e., stages of deionization and concentrating) passes from the
minimum to the maximum and further from the maximum to the minimum.

9.10 Conclusions

Among investigated AC electrodes, the CH900 sample is the most optimal material
for CDI processes. This electrode is characterized by the highest value of specific
surface area caused by the largest total volume of micropores and nanosized voids.
Moreover, the largest total and hydrophilic porosity is attributed to the CH900
electrode. At last, the largest volume of macropores, which provide high hydrody-
namical permittivity, has been found for this material. This property is very impor-
tant for a dynamic cell, through which the solution passes [56]. The largest
hydrophilic specific surface causes the highest values of adsorption capacity and
surface conductivity [52]. This causes minimal energy consumptions for pure water
production. The prospective way for optimization of AC electrodes is to develop the
materials, which are characterized simultaneously by the highest nanoporosity and
significant volume of macropores. Macropores are able to provide the shortest time
of charging-discharging.

The simple model, which is based only on experimental data (SC and EDL
capacitance), has been developed. The model allows one to avoid difficult

Fig. 9.10 Cyclic galvanostatic curves for the cell containing CH900 electrodes. The 0.1 N CaCl2
solution was used, I¼10 mA cm�2
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calculations of the EDL. These calculations are complicated by features of porous
structure of AC materials particularly narrowings-widenings of pores and their
tortuosity.

Further investigations of CDI processes are related to development of high
conductive separators that would be permeable toward cations and anions. Possible
materials are polymer mosaic membranes [58]. Ceramic [59–61] or polymer mem-
branes [62, 63] modified by nanoparticles of amphoteric inorganic ion exchanger
could be considered as an alternative.
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Chapter 10
Gradient-Type Theory for Electro-
Thermoelastic Non-ferromagnetic
Dielectrics: Accounting for Quadrupole
Polarization and Irreversibility of Local
Mass Displacement

Olha Hrytsyna and Vasyl Kondrat

10.1 Introduction

This work is devoted to the development of the gradient-type continuum field
theories of non-ferromagnetic thermoelastic dielectrics. In the scientific literature,
such theories were constructed by extending the space of constitutive parameters
with the gradients of some physical quantities, such as the strain tensor, the polar-
ization vector, or the electric field vector [1–6]. These generalized theories allowed
us to avoid singularities of solutions in boundary value problems with concentrated
forces or concentrated electric charges and to describe a number of experimentally
observed phenomena [7–10, etc.] that are not explained within the framework of
classical theories.

Burak et al. [1, 11–13] developed the foundations of the gradient theory of
dielectrics, which was based on the consideration of non-diffusive and
non-convective mass flux associated with the changes in the material microstructure.
However, while constructing the governing equations in the framework of this
theory, only electric dipoles were taken into account. Here, we will consider the
contribution of electric dipoles and quadrupoles to the polarization current as well as
the irreversibility of the local mass displacement. Based on this, we construct a more
general theory of dielectrics and use its relations to study the formation of the near-
surface inhomogeneity of the fields.
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10.2 Equation of Entropy Balance

We consider non-ferromagnetic, electrically polarizable, heat-conducting deform-
able elastic solids that occupy the domain (V ) of a three-dimensional Euclidian space
with a smooth surface (Σ). Mechanical, thermal, and electromagnetic processes can
occur within the solid. All fields that characterize these processes should obey the
fundamental laws of continuum physics (first and second laws of thermodynamics,
Maxwell equations, etc.).

In this section we formulate the entropy balance equation. To this end, we
introduce the physical quantities related to the heat-conducting process. We take
the absolute temperature T as a measure of the intensity of thermal motion. To
describe the heat-conducting process, besides the field of absolute temperature, we
also introduced the entropy S and the vectors of the entropy Js and the heat Jq fluxes.
These vectors can be related by the known formula: Js ¼ Jq/T [14].

In an integral form, the entropy balance equation can be written as follows:

d

dt

Z
Vð Þ

SdV ¼ �
I
Σð Þ

Js þ Svð Þ � ndΣþ
Z
Vð Þ

σs þ ρ
ℜ
T

� �
dV : ð10:1Þ

Here, σs is the entropy production per unit of volume and time, ρ is the mass density,
v is the velocity of the center of mass,ℜ is the distributed thermal sources, t denotes
the time variable, n is the unit vector normal to the material surface (Σ), and the dot
denotes the scalar product.

In view of the divergence theorem, Eq. (10.1) can be written in the local form:

T
∂S
∂t

¼ �∇ � Jq þ 1
T
Jq �∇T � T∇ � ðSvÞ þ Tσs þ ρℜ, ð10:2Þ

where ∇ is the Hamilton operator.

10.3 Electrodynamics Equations

The Maxwell equations and the conservation law of electric charges in the local form
are given by [15, 16]

∇ � B ¼ 0, ∇ � D ¼ ρe, ∇� E ¼ �∂B
∂t

, ∇�H ¼ ε0
∂E
∂t

þ Je þ Jes,

ð10:3Þ
∇ � Je þ ∂ρe

∂t
¼ 0: ð10:4Þ

Here, E and H are electric and magnetic fields; D and B are electric and magnetic
inductions; ρe is the density of free electric charges; Je is the density of the electric
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current (convection and conduction currents); Jes is the polarization current; ε0 is
electric constant; and � denotes the vector product.

We also introduce the polarization vector Πe, which is related to the vector Jes by
the following formula [10.15]:

Πe r; tð Þ ¼
Z t

0

Jes r; t0ð Þdt0 ) Jes ¼ ∂Πe

∂t
: ð10:5Þ

Here, r is the position vector. Note that the vectorΠe can be referred to as a vector of
the local displacement of electric charges.

For non-ferromagnetic medium, the constitutive equations for the vectors of
magnetic B and electric D inductions are as follows [15, 16]:

B ¼ μ0H, D ¼ ε0EþΠe, ð10:6Þ
where μ0 is magnetic constant.

Assume that the polarization current Jes is caused by a change over time of both
the dipole P and the quadrupole bQ electric moments, namely [17]:

Πe ¼ P� 1
6
∇ � Q̂ : ð10:7Þ

Using the formula Z
Vð Þ

ΠedV ¼
Z
Vð Þ

ρeπrdV ð10:8Þ

we introduce the density of an induced charge ρeπ. From Eq. (10.8) it follows that
ρeπ ¼ �∇ �Πe [15]. Based on this formula and using Eq. (10.5), one can obtain the
conservation law of induced electric charges:

∂ρeπ
∂t

þ∇ � Jes ¼ 0: ð10:9Þ

From the Maxwell equations, we get the relation:

∂Ue

∂t
þ∇ � Se þ Je þ ∂Πe

∂t

� �
� E ¼ 0, ð10:10Þ

which is known as the energy balance equation of the electromagnetic field
[1, 11]. Here, Ue ¼ (ε0E

2 + μ0H
2)/2 is the energy density of the electromagnetic

field and Se ¼ E � H is the Poynting vector.
Note that the last term in Eq. (10.10) describes the effect of the electromagnetic

field on a substance. Let us rewrite the above term in such a way that it contains the
quadrupole bQ∗ and dipole P∗ electric moments, the electric field vector E∗, and the
density of the electric current Je∗ in the reference frame of the mass centers moving
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with a velocity v relative to the laboratory reference frame. In this co-moving frame,
the vectors E, P, and Je and the tensor bQ are transformed according to the relations:
E ¼ E∗ � v � B, P ¼ P∗, bQ ¼ bQ∗, and Je ¼ Je∗ � ρev. Substituting the above
relations and Eq. (10.7) into (10.10), the balance equation for energy of electromag-
netic field can be reduced to the following form:

∂Ue

∂t
þ∇ � Se þ Je∗ þ ∂P

∂t

� �
� E∗ þ 1

6
∂Q̂
∂t

: ð∇� E∗Þ þ v � ρeE∗ þ Je∗ þ ∂Πe

∂t

� �
� B

� �
¼ 0: ð10:11Þ

Here, � is the tensor product.

10.4 Local Displacement of Mass

The mechanical, thermal, and electromagnetic processes which can occur within the
solid may be accompanied by changes in the microstructure of a fixed small body
particle dV. For example, such changes of a material structure can be caused by the
formation of a body surface or due to the action of high-gradient fields. We
characterize these changes not only by an electric flux Jes (polarization current)
but also by a non-convective and non-diffusive mass flux Jms. We associate this
mass flux with the process of the local mass displacement [1, 11].

Following Burak [18] we assume that the mass flux Jms is caused by a change
over time of the mass dipole momentΠm (i.e., the vector of local mass displacement,
which has a dimension of the kg ∙ m/ m3):

Πm r; tð Þ ¼
Z t

0

Jms r; t0ð Þdt0 ) Jms ¼ ∂Πm

∂t
: ð10:12Þ

To describe the local mass displacement by the formula:Z
Vð Þ

ΠmdV ¼
Z
Vð Þ

ρmπrdV ð10:13Þ

we introduce the scalar quantity ρmπ, which has the dimension of mass density. Note
that by similar formula (10.8), in electrodynamics, the density of induced electric
charge ρeπ is introduced. Hence, we call the ρmπ introduced herein the density of
induced mass.
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From the integral relation (10.13), it can be easily shown that [1, 11]

ρmπ ¼ �∇ �Πm: ð10:14Þ
Applying a time derivative in Eq. (10.14) and using (10.12), one can obtain the

equation which has the form of the conservation law of an induced mass:

∂ρmπ
∂t

þ∇ � Jms ¼ 0: ð10:15Þ

10.5 Energy Balance Law

We assume that the total energy E of the system “solid-electromagnetic field” is the
sum of internal energy ρu (u is the specific internal energy), kinetic energy ρv2/2, and
the energy Ue of the electromagnetic field: E ¼ ρuþ ρv2=2þ Ue. The total energy
changes due to its convective transport through the surface ρ(u + v2/2), the workbσ � v of surface tractions, the heat Jq and electromagnetic energy Se fluxes, the work
μJm related to the mass transport relative to the center of mass of the body, the work
μπJms related to structure ordering (i.e., the local mass displacement), the action of
the mass forces F, and the distributed thermal sources ℜ. The law of the energy
balance for a dielectric body may be written as follows:

d

dt

Z
ðVÞ

E dV ¼ �
I
ðΣÞ

ρ uþ 1
2
v2

� �
v� σ̂ � vþ Se þ Jq þ μJm þ μπJms

� �
� n dΣ

þ
Z
ðVÞ

ðρF � vþ ρℜÞ dV ,

ð10:16Þ
where bσ is the Cauchy stress tensor, μ is chemical potential, and μπ is an energy
measure of the effect of the local mass displacement on the internal energy,
Jm ¼ ρ(v∗ � v), where v∗ is a velocity of the convective displacement of the
fixed body particle (Fig. 10.1). Vectors v∗ and v are related by the formula
ρv ¼ ρv∗ + Jms. Note that from these relations and Eq. (10.12), we have the
following formula:

Jm ¼ �∂Πm

∂t
: ð10:17Þ
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Making use of the divergence theorem as well as the law of conservation of
energy of electromagnetic field (10.11), and Eqs. (10.2), (10.14) and (10.17), the
integral relation (10.16) can be written as follows:

∂ðρuÞ
∂t

þ 1
2
∂
∂t

ðρv2Þ ¼ �∇ � uþ 1
2
v2

� �
ρv

� �
þ∇ � ðσ̂ � vÞ þ T

∂S
∂t

þ E∗ � ∂P
∂t

þ 1
6
ð∇� E∗Þ : ∂Q̂∂t �∇μ0π �

∂Πm

∂t
þ μ0π

∂ρmπ
∂t

� 1
T

Jq �∇T

þ Je∗ � E∗ � Tσs þ T∇ � ðSvÞ

þ v � ρeE∗ þ Je∗ þ ∂Πe

∂t

� �
� Bþ ρF

� �
:

ð10:18Þ
Here, μ0π ¼ μπ � μ

By formulae s ¼ S/ρ, ρm ¼ ρmπ/ρ, πm ¼ Πm/ρ, p ¼ P/ρ, and bq ¼ bQ=6ρ, we
introduce specific values of corresponding quantities. Note that vector πm has a
dimension of a meter while ρm is a dimensionless quantity. Using these formulae
after some algebraic manipulations, we can write the following formulation for the
conservation energy law:

( )a

u

t = t0

t = t1
dV0

dV

( )b

mp

u

u*

t = t0

t = t1

dV0

dV

Fig. 10.1 The change of a mass center of the body particle under the action of external loads: (а)
the classical theory (takes into consideration the convective translation only) and (b) theory with the
local mass displacement (takes into consideration the translation, caused by the material micro-
structure changes, i.e., the local mass displacement, u ¼ u∗ + πm, πm ¼ Πm/ρ)
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ρ
du

dt
¼ σ̂∗ :

dê
dt

þ ρT
ds

dt
þ ρE∗ � dp

dt
þ ρð∇� E∗Þ � dq̂dt

þ ρμ0π
dρm
dt

� ρ∇μ0π �
dπm

dt
� ∂ρ

∂t
þ∇ � ðρvÞ

� �
� uþ 1

2
v2 � Ts� p � E∗ � q̂ : ð∇� E∗Þ � ρmμ

0
π þ∇μ

0
π � πm

� �
þ Je∗ � E∗ � Jq �∇T

T
� Tσs þ v � �ρ

dv
dt

þ∇ � σ̂∗ þ Fe þ ρF∗

� �
:

ð10:19Þ

Here,

ê ¼ ½∇� uþ ð∇� uÞT�=2, ð10:20Þ

σ̂∗ ¼ σ̂ � ρ½E∗ � pþ q̂ : ð∇� E∗Þ þ ρmμ
0
π � πm �∇μ

0
π �̂I , ð10:21Þ

F∗ ¼ Fþ ρm∇μ0π � ð∇�∇μ
0
πÞ � πm, ð10:22Þ

Fe ¼ ρeE∗ þ Je∗ þ ∂Πe

∂t

� �
� Bþ ρð∇� E∗Þ � p

þ ρ q̂ : ð∇�∇� E∗ÞTð2,3Þ, ð10:23Þ
where be is the strain tensor defined in terms of the displacement vector u; an upper
index “Т” denotes a transposed tensor; Fe and F∗ are the ponderomotive and
additional mass forces; bI is the unit tensor; (∇ � ∇ � E∗)

T(2, 3)is the third rank
tensor, which is an isomer of the tensor∇ �∇ � E∗, formed by permutation of its
second and third basis vectors; and d

dt ¼ ∂
∂t þ v �∇ is the material time derivative.

10.6 Balance of Mass and Momentum

Using the method presented by Green and Rivlin [19], we assume that the energy
balance equation remains valid under superimposed rigid body translation. As a
result, from (10.19) we get the equation of motion and the mass balance equation:

ρ
dv
dt

¼ ∇ � σ̂∗ þ Fe þ ρF∗, ð10:24Þ

∂ρ
∂t

þ∇ � ðρvÞ ¼ 0: ð10:25Þ

It is evident from the balance of momentum (10.24) that the electric quadrupole
and mass dipole moments induce additional nonlinear body ponderomotive and
mass forces, that is, F0

e ¼ �ρ ð∇�∇� E∗Þ : q̂ and F
0 ¼ ρm∇μ0π � πm �∇�∇
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μ0π and coupled stresses σ̂∗0 ¼ �ρ½ q̂ : ð∇� E∗Þ þ ρmμ
0
π � πm �∇μ

0
π �̂I within the

dielectric body (see formulae (10.21) and (10.22)).
To take into account the contribution of the irreversibility of the processes of local

mass displacement, we represent the vector∇μ0π as the sum of its reversible ð∇μ0πÞr
and irreversible ð∇μ0πÞi parts [13]:

∇μ0π ¼ ð∇μ0πÞr þ ð∇μ0πÞi: ð10:26Þ
In view of Eqs. (10.24), (10.25), and (10.26), we can write the conservation

energy law (10.19) as follows:

ρ
du

dt
¼ σ̂∗ :

dê
dt

þ ρT
ds

dt
þ ρE∗ � dp

dt
þ ρð∇� E∗Þ � dq̂dt

þ ρμ0π
dρm
dt

� ρð∇μ0πÞr �
dπm

dt
þ Je∗ � E∗ � Jq �∇T

T

� ρð∇μ0πÞi �
dπm

dt
� Tσs:

ð10:27Þ

By means of the Legendre transformation f ¼ u� Ts� E∗ � p� q̂ :
ð∇� E∗Þ þ ð∇μ0πÞr � πm, we define the generalized Helmholtz free energy. Using
this new thermodynamic function, Eq. (10.27) is transformed into

ρ
d f

dt
¼ σ̂∗ :

dê
dt

� ρs
dT

dt
� ρp � dE∗

dt
� ρ q̂ :

dð∇� E∗Þ
dt

þ ρμ0π
dρm
dt

þ ρπm � dð∇μ0πÞr
dt

þ Je∗ � E∗ � Jq �∇T

T
� ρð∇μ0πÞi �

dπm

dt
� Tσs: ð10:28Þ

While inspecting the above equation, we assume that the Helmholtz free energy is
a function of ê , T ,E∗,∇� E∗, ρm and ð∇μ0πÞr. Thus, from Eq. (10.28), we get the
generalized Gibbs equation

d f ¼ 1
ρ
σ̂∗ : dê � sdT � p � dE∗ � q̂ : dð∇� E∗Þ þ μ0πdρm þ πm � dð∇μ0πÞr

ð10:29Þ
and the following relation for entropy production

σs ¼ �Jq �∇T

T2 þ Je∗ � E∗

T
� ρ

dπm

dt
� ð∇μ0πÞi

T
: ð10:30Þ

Note that according to (10.29), the free energy density depends not only on strain
tensor be, temperature T, and electric field vector E∗, as it follows from the classical
theory, but also on the parameters, ρm ¼ � ∇ � (ρπm)/ρ, and ð∇μ0πÞr, related to the
electric quadrupole and mass dipole moments. The specific electric quadrupole bq,
the potential μ0π , and the local mass displacement vector πm are the thermodynamic
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conjugates of the electric field gradient, the specific induced mass, and the reversible
components of the gradient of a modified chemical potential.

10.7 Constitutive Equations

Since the parameters ê ,T ,E∗,∇� E∗, ρm and ð∇μ0πÞr are independent, we obtain
the following constitutive equations from the Gibbs relation (10.29):

σ̂∗ ¼ ρ
∂ f

∂ê
, s ¼ �∂ f

∂T
, p ¼ � ∂ f

∂E∗
, ð10:31aÞ

q̂ ¼ � ∂ f

∂ð∇� E∗Þ , μ0π ¼
∂ f

∂ρm
, πm ¼ ∂ f

∂ð∇μ0
πÞr

: ð10:31bÞ

We can write the Eqs. (10.31) in an explicit form. In order to obtain the linear
constitutive relations, we expand f into a Taylor series about be ¼ 0, T ¼ T0, E∗ ¼ 0,
— � E∗¼ 0, ρm¼ 0,μ0π ¼ μ0π0, and ð∇μ0πÞr ¼ 0, where T0 is a reference temperature
andμ0π0 is themodified chemical potential of an infinite medium. Denoting θ¼ T� T0,
Ie1 ¼ be : bI ¼ e, Ie2 ¼ be : be, IE1 ¼ ∇ � E∗, and IE2 ¼ (∇ � E∗) : (∇ � E∗) and
keeping linear and quadratic terms only, we can write the following for isotropic
materials:

f ¼ f 0 � s0θ þ μ0π0ρm þ 1
2ρ0

K � 2
3
G

� �
I2e1 þ

G

ρ0
Ie2 � CV

2T0
θ2

þ dρ
2
ρ2m � χE

2
E∗ � E∗ � χm

2
ð∇μ0πÞr � ð∇μ0πÞr þ

χq1
2

I2E1 � χq2IE2

� KαT
ρ0

Ie1θ � KαE1
ρ0

Ie1IE1 � Kαρ
ρ0

Ie1ρm � βTρρmθ þ βTEIE1θ

þ βEρIE1ρm þ χEmE∗ � ð∇μ0πÞr þ 2G
αE2
ρ0

ê : ð∇� E∗Þ:

ð10:32Þ

Here, K, G, CV, dρ, αT, αρ, αE1, αE2, χE, χm, χEm, χq1, χq2, βTρ, βTE and βEρ are
material characteristics.

Formula (10.32) along with relations (10.31) leads to the following linear con-
stitutive equations for isotropic dielectric materials:

σ̂ ¼ 2Gê þ 2GαE2∇� Eþ K � 2
3
GÞe� KðαTθ þ αρρm þ αE1∇ � E

��
Î ,

��
ð10:33aÞ

s ¼ s0 þ CV

T0
θ þ KαT

ρ0
eþ βTρρm � βTE∇ � E, ð10:33bÞ

10 Gradient-Type Theory for Electro-Thermoelastic Non-ferromagnetic. . . 155



μ0π ¼ μ0π0 þ dρρm � Kαρ
ρ0

e� βTρθ þ βEρ∇ � E, ð10:33cÞ

p ¼ χEE� χEmð∇μ0πÞr, ð10:33dÞ
πm ¼ �χmð∇μ0πÞr þ χEmE, ð10:33eÞ

q̂ ¼ 2χq2∇� E� 2GαE2ê � χq1∇ � E� KαE1
ρ0

eþ βTEθ þ βEρρm

� �
Î :

ð10:33fÞ
Equations (10.33a–f) describe an electromechanical interaction in isotropic (cen-

trosymmetric) materials. In the framework of the proposed theory, the body polar-
ization is caused not only by the electric field but also by its spatial nonhomogeneity,
as well as by the gradients of the strain, the temperature, and the density of induced
mass. Hence, the constitutive relations (10.33a–f) for isotropic materials make it
possible to describe the flexoelectric and thermopolarization effects. Note that the
linear classical theories of dielectrics cannot describe these effects.

Based on Eq. (10.30) for entropy production, we can obtain kinetic relations. We

represent (10.30) as follows: σs ¼ 1
T

X3
k¼1

jk � Xk, where j1 ¼ Jq, j2 ¼ Je∗, j3 ¼ ρ dπm
dt ,

and X1¼ �∇T/T, X2 ¼ E∗, andX3 ¼ � ∇μ0π
� �i

are the thermodynamic fluxes and
forces. Let us assume that thermodynamic fluxes are functions of thermodynamic
forces:

ji ¼ ji X1;X2;X3ð Þ: ð10:34Þ

For linear approximation we can write ji ¼
X3
j¼1

LijX j,
�
i ¼ 1, 3

�
, where Lij and�

i; j ¼ 1, 3
�
are kinetic coefficients. According to the second law of thermodynamics

and Onsager theorem [14], we have Lii � 0 and Lij ¼ Lji.
Using formula (10.26) we can exclude the irreversible ð∇μ0πÞi and reversible

ð∇μ0πÞr components of vector ∇μ0π from Eqs. (10.33) and (10.34). As a result, we
obtain the following relations for the heat flux Jq, electric current density Je, and
mass and electric dipoles πm and p:

Jq ¼ �λ∇T þ πtJe þ ðπl � η
0
πtÞρ0

∂πm

∂t
, ð10:35aÞ

Je ¼ σeE� η∇T þ η
0
ρ0

∂πm

∂t
, ð10:35bÞ

∂πm

∂t
þ 1
τπ

πm ¼ � χm
τπ

∇μ
0
π þ πl

∇T

T0
� η

0 þ χEm
χm

� �
E

� �
, ð10:35cÞ
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p ¼ χE 1� χ2Em
χEχm

� �
Eþ χEm

χm
πm: ð10:35dÞ

Here,

σe ¼ L22 � L223
L33

, λ ¼ 1
T0

L11 � L213
L33

� ðL12L33 � L13L23Þ2
L33ðL22L33 � L223Þ

�, τπ ¼ ρ0χm
L33

,

"

η ¼ 1
T0

L12 � L23L13
L33

� �
, η

0 ¼ L23
L33

, πt ¼ L12L33 � L13L23
L22L33 � L223

, πl ¼ L13
L33

:

Note that in Eq. (10.35), we have taken into account that in a linear approxima-
tion, E∗ ¼ E, Je∗ ¼ Je, and d

dt ¼ ∂
∂t.

Due to accounting for the irreversibility of the local mass displacement, we
obtained the rheological constitutive relations for the specific vector of local mass
displacement πm, the electric dipoles p, and the fluxes Jq and Je. When we describe
the local mass displacement as a reversible process, the vectors πm and the electric
dipoles p depend only on the electric vector E and the gradient of modified chemical
potential∇μ0π [11]. In this case, vectors πm and p depend on the temperature gradient
as well.

The field Eqs. (10.2), (10.3), (10.4), (10.15), (10.24), and (10.25) and the
constitutive relations (10.6), (10.31), and (10.34) with relations (10.7), (10.20),
(10.21), (10.22), (10.23), (10.26) and (10.30) form a complete set of nonlinear
equations which describes the electrothermomechanical processes in elastic dielec-
trics with quadrupole polarization and irreversible local mass displacement. The final
form of the governing equations can be obtained by substituting the constitutive and
geometric relations into the field equations.

10.8 Near-Surface Inhomogeneity

We use the obtained set of equations to investigate the process of formation of a
near-surface inhomogeneity of fields in an infinite traction-free isotropic layer. We
assume that at time t¼ 0, the layer (region |x|� l ) is cut out from an infinite medium
in such a way that subsequently (t > 0) it is in contact with a vacuum. For simplicity,
we shall consider an isothermal approximation and neglect the effect of electric
fields on the layer stress-strain behaviour. Then, in the linearized approximation, the
fundamental field equations expressed in terms of the displacement vector u and the
modified chemical potential eμ0π can be written as:

K þ 1
3
G� K2α2ρ

ρ0dρ
Þ∇ð∇ � uÞ þ GΔ u� K

αρ
dρ

∇μe 0
π ¼ ρ0

∂2u
∂t2

,

 
ð10:36aÞ
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Δμe 0
π �

1
dρχm

μe 0
π þ τπ

∂μe 0
π

∂t

 !
¼ Kαρ

dρχmρ0
∇ � uþ τπ

∂ð∇ � uÞ
∂t

� �
: ð10:36bÞ

We consider the following boundary conditions at the layer surfaces x ¼ 	 l: bσ
�n ¼ 0 and eμ0

π ¼ �μ0π0. The solution of the boundary value problem should satisfy
the homogeneous initial conditions, eμ0

π ¼ 0, u ¼ 0 and ∂u
∂t ¼ 0, at t ¼ 0. In this case,

the resulting fields (bσ, u ¼ (u, 0, 0), and eμ0π ) are functions of the space coordinate
x and the time coordinate t.

The solution of Eq. (10.36) depends on the sign of the coefficient (dρχm)
�1. From

the estimation of coefficients dρ and χm, it follows that these quantities are positive
[1]; thus, dρχm

� ��1 ¼ λ2μ. Note that l∗ ¼ λ�1
μ is an intrinsic length scale (a material

parameter with dimension of length).
To solve the boundary value problem, we used the integral Laplace transform of a

time variable. If we restrict ourselves to a quasistatic case, then for non-zero
components, σyy ¼ σzz 
 σ of the stress tensor can be obtained:

σðX, τÞ ¼ σ

(
e� λ

^
lð1�XÞerfc

λ
^
lð1� XÞ
2
ffiffiffi
τ

p � ffiffiffi
τ

p
" #

þ e λ
^
lð1�XÞerfc

λ
^
lð1� XÞ
2
ffiffiffi
τ

p þ ffiffiffi
τ

p
" #

þe� λ
^

lð1þXÞerfc
λ
^
lð1þ XÞ
2
ffiffiffi
τ

p � ffiffiffi
τ

p
" #

þ e λ
^
lð1þXÞerfc

λ
^
lð1þ XÞ
2
ffiffiffi
τ

p þ ffiffiffi
τ

p
" #

g
,

ð10:37Þ
where X ¼ x/l and τ ¼ t/τπ are the dimensionless space coordinate and time and

σ ¼ KGαρμ0π0
dρðK þ 4G=3Þ , λ

^ ¼ λμ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þM

p
, M ¼ K þ 4

3
G� K2α2ρ

ρ0dρ
Þ�1 K

2α2ρ
ρ0dρ

:

 

Note thatM is the factor describing the coupling between the mechanical fields and
the local displacement of mass [12].

The quantitative analysis of the obtained solution showed that at time τ¼ 0, in the
vicinity of the layer surfaces, there is formed an inhomogeneous distribution of the
stresses σyy, σzz, and potential eμ0π . Figure 10.2 displays the distributions of the
stresses in “thin” (Fig. а) and “thick” (Fig. b) layers at different times. As one can
see, the process of surface formation reaches the steady-state regime at τ � 5.

We see that the thick layer regions that being far from the surfaces are stress-free,
but at the vicinity of the surfaces, these stresses rapidly increase. On the contrary, in
thin layers (films) over time, there is formed an essentially heterogeneous distribu-
tion of stresses. The middle regions of thin layers are stressed. A decrease in
thickness of thin films leads to an increased stress in the film cross section.

158 O. Hrytsyna and V. Kondrat



10.9 Conclusions

A complete continuum nonlinear gradient-type theory of electro-thermoelastic
non-ferromagnetic dielectrics was derived. The local mass displacement, the quad-
rupole polarization, and the irreversibility of the local mass displacement are taken
into account in order for a general theory of dielectrics to be obtained. We associate
the local mass displacement with the changes in the material microstructure. The
electric field vector gradient, the density of induced mass, and the reversible part of
the gradient of a modified chemical potential are included in the model of polarizable
media as constitutive variables. It is shown that by taking into consideration the
electric quadrupoles, local mass displacement, and its irreversibility, the classical
continuum theory of thermoelastic dielectrics is extended to accommodate the
surface, size flexoelectric, and thermopolarization effects, as well as an electrome-
chanical interaction in centrosymmetric materials. The above effects are not
accounted for in the classical theory of dielectrics. Due to an accounting of the
irreversibility of the local mass displacement, the constructed theory allows us, in
continuum approximation, to study the process of formation of a near-surface
inhomogeneity of the stress-strain state of the solids.
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Chapter 11
Graphene Quantum Dots in Various
Many-Electron π-Models

Anatoliy Luzanov

11.1 Introduction

After the discovery of graphene, there has been a rising interest in its fundamental
electronic properties. Up to now, graphene nanoparticles, in particular graphene
quantum dots (GQDs), remain an extremely important topics in solid-state physics
and material sciences [1–5]. There are many useful models and techniques for
studying GQD electronic structure, and among them are the conventional tight-
binding (TB) model and its Hückel version for π-electron shells. Certainly, simple
Hückel and TB computations provided many important results for understanding the
unique physics of graphene systems (e.g., see [2]). At the same time, accounting for
many-electron effects is essential in this case of extended delocalized systems
containing a lot of conjugated bonds.

The present work continues our previous study on the electronic structure of
carbon-containing nanoclusters [6–11]. One of the principal aims of this paper is to
show that some well-known quantum chemistry models which are less familiar to
the graphene research community can be served as a suitable and feasible tool for
exploring nanographenes at the semiempirical many-electron level. In particular, we
apply here the so-called spin-extended Hartree-Fock (EHF) and restricted active
space configuration interaction (RAS-CI) methods.

Another goal of the work is to elucidate, for the selected graphene-like molecules,
a behavior of π-electrons in extreme electric fields. In this problem, the electron
unpairing (see review [8]) is a particularly exciting issue. At last, the problem of
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graphene aromaticity continues to attract interest [1, 12–14], and here we will also
focus on it using the previously given approach [15] .

11.2 Computational Schemes

11.2.1 Electronic Instabilities and Lowest Excitations

In this and next subsections, we shortly sketch themain electronicmodels that we apply
to GQDs. First, we consider rather qualitative schemes. Usually, the frontier orbital
energy gap (the so-called HOMO-LUMO gap) is considered as a descriptor of the
molecular stability. But this electronic indicator is too crude. More correct and more
informative is the Hartree-Fock (HF) stability theory [16] (see also [17], Sect 10.10).
We recall that theHF stability of the givenmolecular systemmeans that theHF stability
matrix (matrix of second derivatives with respect to variational parameters of HF wave
function) has only positive eigenvalues λstable. An occurrence of zero or negative λstable

values indicates on the HF instability of the system under study.
For closed-shell singlet states, the restricted HF (RHF) model is usually

employed, and in this case one can define the Hartree-Fock stability of two types,
singlet one and triplet one [16]. The corresponding eigenvalues of the HF stability
matrix will be denoted byλstables¼0 and λstables¼1 , respectively. Typically, minimum value of
λstables¼1 is lesser than minimum λstables¼0 , that is, the triplet RHF instability appears before
the singlet HF instability does. In fact, the negative λstables¼0 is an indicator of a very
strong electronic instability. To be more specific, consider π-electrons in the
hexacene molecule C26H24 for which we find λstables¼1 ¼ �1.16 eV, and λstables¼0
¼ 2.10 eV (as for the π-parameterization adopted here see Sect. 11.3). We see that
even this not so long oligocene structure is quite unstable and exhibits sufficiently
strong electron correlation.

Along with the HF stability analysis, here we invoke typical models of lowest-
energy electronic transitions. The simplest is the configuration interaction (CI) singles
method, or CIS method. The corresponding minimal eigenvalues, λCISs¼1 and λ

CIS
s¼0, of the

CIS Hamiltonian matrix give rather crude estimates of the lowest-energy singlet-triplet
and singlet-singlet transitions. Considerably more advanced is the restricted active
space CI (RAS-CI) method [17, 18]. In RAS-CI one divides the full one-electron
orbital space into certain active and frozen orbital subsets. To deal with this, the
standard full CI (FCI) technique is applied only to electrons assigned to the chosen
active orbital subset. Then, the lowest eigenvalues of the appropriate RAS-CI matrix
will approximate energies of the ground and excited states. For the low-lying excita-
tion energies, the approach provides estimates more reliable than those from CIS.

In our study we employ a nonstandard but equivalent RAS-CI formulation. It is
based on the many-electron equation describing a detachment of multi-electrons
(say¸ 2 k electrons), from the intermediate state with N + 2k electrons where N � 2n
is a number of electrons in an even-electron molecule under study. Thus, we start
with a polyanionic (N + 2k)� electron state for which we form the Slater determinant
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with n + k occupied MOs. The aimed equation is the FCI eigenvalue problem for
2 k-electron Hamiltonian of the form

Hdetach ¼ �Q act
2k

X

1�i�2k

f ið Þ �
X

1�i<j�2k

g i; jð Þ
" #

Q act
2k ,

where f is the conventional Fock operator of the intermediate 2(n + k) electron singlet
state (recall that n ¼ N/2 is a number of electron pairs in the molecule under study);
g is the two-electron Coulomb operator, and Q act

2k is the 2 k-electron projection
operator onto the chosen active subset. The lowest singlet-triplet, λRAS-CIs¼1 , and
singlet-singlet, λRAS-CIs¼0 , excitation energies are evidently obtained from the
corresponding differences of the Hdetach eigenvalues. In practice, we carried out
RAS-CI spectral calculations with k ¼ 6. In terms of results, the computations are
equivalent to those within the conventional RAS-CI 6 � 6 scheme. A lower part of
the Hdetach spectrum was computed by the modified Lanczos-type diagonalization
algorithm described in Ref. [9], Appendix A.

11.2.2 Unrestricted and Extended Hartree-Fock Methods

Here the used HF schemes will be only briefly sketched. We begin with the
unrestricted Hartree-Fock method (UHF) which is a precursor of EHF. The single-
determinant UHF model is not accidentally named also as “spin-polarized Hartree-
Fock method.” Unlike RHF, the UHF method brings into play, if possible, spin-
polarized MOs, i.e., different orbitals for different spins. The latter are usually
signified by ϕα

j and by ϕβ
j for spin-up and spin-down electrons, respectively.

From these orbitals the fundamental projection operators, ρα and ρβ, are constructed.
In Dirac notation these are

ρα ¼
X

1�j�nþs

j φα
j >< φα

j j , ρβ ¼
X

1�j�n�s

j φβ
j >< φβ

j j ,

and n + s and n � s are, respectively, total numbers of spin-up and spin-down
electrons in the given N-electron state with a total spin s. By applying variational
method, one can directly derive the conventional UHF equations in terms of ρα and
ρβ [19]. Although a certain correlation of opposite-spin electrons appears in the
corresponding Slater determinant jΦ>, the correlated state of this type does not exist
in weakly correlated closed-shell systems. More exactly, in a such singlet-like case
with s ¼ 0, a nontrivial UHF solution is possible if the initial RHF singlet state
satisfies the triplet Hartree-Fock instability condition, that is, λstables¼1 < 0 [20]. For
strongly correlated systems (e.g., zigzag graphenes), the UHF model provides a
more or less reasonable π-electron picture.
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Nowwe proceed to the EHF approximation that was firstly formulated by Löwdin
[21] for π-electron systems. There are many works on the EHF theory (see, e.g.,
reviews [22, 23]), and recently this theory was revived at the ab initio level [24]. In
EHF the spin contamination of a trial UHF determinant jΦ> is removed by acting on
jΦ> an appropriate spin-projection operator Os. Generally, it depends on a spin z-
projection value m as well. Thus, instead of jΦ>, we introduce the normalized EHF
wave function as follows:

ΦEHF
�� � ¼ Os Φj i=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φh jOs Φj i

p
:

It is important that, unlike UHF, the EHF theory imposes no restriction on
electron correlation strength so that even for s ¼ 0, the nontrivial EHF (i.e., ϕα

j

6¼ ϕβ
j ) solution always exist [23]. This feature is very important for our aims because

it allows us to treat weakly and strongly correlated problems on equal footing.
Furthermore, there are many derivations and practical formulations of the EHF
variational equations, but we prefer using matrix formulations in terms of ρα and ρ
β [23, 25], as they provide suitable and compact algorithms. Our matrix technique
[25] is easily coded and applied to large molecules. At last, we must mention one
essential drawback of EHF and related variational models (including half-projected
HF and complex MO schemes). This is a lack of size consistency which precludes
obtaining robust results for too large-scale systems.

11.3 π -Electron Properties of Selected Nanographenes

Now we will analyze the results of π-electron computations on small GQDs. For this
study, we selected four rather typical honeycomb carbon structures which are similar
in composition (Figs. 11.1 and 11.2). The first system is a nanoribbon fragment C130,
that is (9,6)-periacene, or shortly (9,6)-PA. Related structures are frequently consid-
ered in literature, particularly in the context of their polyradical character
[8, 10]. Two other systems, GQD C130 and GQD C 132, belong to a class of recently
synthesized colloidal graphene quantum dots [26] (see also Ref. [2]). For these
GQDs, a simplified Hubbard-like π-electron model, with a somewhat artificial

Fig. 11.1 Structure of the
studied graphene molecules
with strong and moderate
electron correlation
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choice of π-parameters, was used in Ref. [2]. The last GQD C138 is the fully
benzenoid (Clar’s type) nanographene molecule, which should be particularly stable
from the viewpoint of the so-called Clar aromatic sextet theory [14, 27].

Throughout the paper we apply the conventional Pariser-Parr-Pople π-electron
Hamiltonian with the usual π-parameters (resonance integral βCC ¼ �2.4 eV,
two-center Coulomb integrals γμν due to Ohno, and one-center integral
γC ¼ 11.13 eV).

11.3.1 Hartree-Fock Instabilities and Optical Transitions

The key issue for large polycyclic hydrocarbons is their stability/instability as
systems with spatially extended π-electron wave functions. The corresponding HF
stability values along with CIS and RAS-CI results for excitation energies are listed
in Table 11.1. The RHF stability and CIS excitations are studied here by using the
conventional RHF MOs. As to our implementation of RAS-CI approach, we prefer,
instead of RHF MOs, to utilize more sophisticated orbital sets such as in Ref.
[28]. Only we used the EHF natural orbitals rather than the half-projected HF ones
employed in [28].

From Table 11.1 we see that two first clusters, (9,6)-PA and GQD C130, possess a
strong triplet instability; furthermore, (9,6)-PA possesses, too, a clear singlet insta-
bility. It means that these π-structures cannot be correctly treated within RHF and
related schemes. The erroneously negative value of λCISs¼1 for GQD C130 in Table 11.1
is indicative of this point. At the same time, RAS-CI data (a penultimate column in

Fig. 11.2 Structure of the
studied graphene molecules
with weak electron
correlation

Table 11.1 The π-electron RHF stability value λstable, lowest CIS excitation energy λCIS, and
RAS-CI excitation energy λRAS ‐ CI (all values in eV) for singlet (s ¼ 0) and triplet (s ¼ 1) states in
nanographenes

System λstables¼1 λstables¼0 λCISs¼1 λCISs¼0 λRAS-CIs¼1 λRAS-CIs¼0

(9,6)-PA �4.29 �0.35 �2.00 0.11 0.05 0.23

GQD C130 �1.69 0.82 �0.17 1.15 0.14 0.75

GQD C132 0.02 1.32 1.80 2.28 2.46 2.62

GQD C138 �0.04 1.20 1.69 2.15 2.15 2.46
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the table) show that all triplet excitation energies are positive, as it should be
according to the known Ovchinnikov-Lieb rule for bipartite π-networks
[29, 30]. The third system, GQD C 132, turns out to be a normal stable system
with the lowest excitation energy in a visible optical region. The fully benzoid GQD
C138 must absorb in the same optical region.

11.3.2 Effectively Unpaired Electrons

Firstly, we give some preliminary remarks. The effectively unpaired electron (EUE)
theory provides a special understanding of strongly correlated spin-singlet systems
in terms of loosely coupled electrons (for more detail see Ref. [8]). We only note that
here we follow the Head-Gordon approach [31], but in fact the hole-particle analysis
given in Ref. [6, 8] will be employed. In this approach, a special EUE number, Neff

(NU in notation from Refs. [10, 31]), is constructed. In the hole-particle representa-
tion, Neff is but a doubled occupation value of virtual particles, or explicitly,

Neff ¼ 2
X

a>n

λa,

with λa being the natural orbital occupation numbers for the particle (virtual) states of
one electron. More exactly, {λa} is understood as a set of the one-electron density
matrix eigenvalues in a decreasing order. Within the EUE formalism, one can also
introduce the associated EUE distribution DA

eff

� �
over all atoms {A} [10, 31]. Fur-

thermore, a suitable participation ratio index of the second order (PR2) serves to
estimate an average number of the most active atoms on which unpaired electrons
are localized; the PR2 precise definition is given in Ref. [8], Eq. (6.88). The above
characteristics were employed in our investigation, and the main EUE results
obtained at the EHF level are displayed in Fig. 11.3. In this figure the EUE

Fig. 11.3 EUE diagrams for the small graphene molecules treated by π-electron EHF method
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distributions are visualized by diagrams in which atomic EUE densities are shown
with red discs of radius proportional to the correspondingDA

eff value. From the given
diagrams, it follows that in case of the strongly correlated systems, that is, (9,6)-PA
and GQD C130, the number of unpaired electrons is significant (Neff � 6), and they
are localized on the zigzag (anthracene-like) part of the total board of the graphene
structures. As in the previous studies [6, 8, 10], the armchair (phenanthrene-like) part
of the board is almost not populated by unpaired electrons.

Opposite to (9,6)-PA and GQD C130, the third system GQD C132 has a small Neff<
2, and the corresponding EUE distribution is spread over the network more or less
equally. These peculiarities in EUE localization are additionally reflected by the PR2
values (numbers of localization sites) which are rather small for the first two systems
(PR2 ¼ 13.8 and PR2 ¼ 17.0, respectively) and too large for the last system
(PR2 ¼ 96.1). We do not display the EUE diagram for GQD C138 because in this
molecule Neff is too small (�0.36), so that the atomic EUE diagram becomes
inexpressive (DA

eff � 10�3).

11.3.3 Characterizing Nanographene Aromaticity

It was long recognized that the aromaticity quantification is a too tricky matter. No
wonder that there is a variety of quantum-chemical tools to understand aromaticity in
a quantitative manner. Many such schemes are focused upon the so-called local
aromaticity associated with a given benzenoid fragment in the whole system (e.g.,
see a fresh review [32] where one can find a vast literature on this issue).

In the present work, we apply a special aromaticity scale (σarom scale) proposed in
Ref. [15]. It is based on comparing the atomization energies of the molecule under
study and the related one produced by removing the given benzenoid ring A from the
molecule. For the benzenoid cycle A, the corresponding local aromaticity index
σarom[A] is computed by Eqs. (73) and (74) in Ref. [15]. In Figs. 11.4 and 11.5, the
local aromaticity diagrams are built from these σarom[A] values which (in %) are
inserted in benzenoid rings. The diagrams given here show, at the simple Hückel
MO level, the typical features of distributing aromaticity over the graphene net-
works. To better understand them, it is useful to bear in mind an analogous image for
the related hexacene molecule:

We see that in all structures, the most inner cycles are markedly less aromatic
than the outer cycles. At the same time, the outer cycles belonging to a zigzag
border of the nanographenes have also a lower aromaticity. We clearly observe
that in all the systems, the armchair (phenanthrene-like) border regions show
more aromatic, and thus more stable behavior. This fact is in conjunction to the
EUE distributions given in Fig. 11.3.
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11.3.4 Effects of Weak and Strong Electrostatic Fields

Over the last few years, there has been an upsurge of interest in the nonlinear optical
properties (electric hyperpolarizabilities) of conjugated polymers and nanoclusters,
including GQDs (see [33–36] and many others). In this subsection, we briefly
examine the π-electron behavior of the nanographenes in presence of an electric
field. The influence of electric fields, say, in x-direction, is usually modeled by

Fig. 11.4 Local aromaticity in the graphene molecules with strong and moderate electron
correlation

Fig. 11.5 Local aromaticity in the graphene molecules with weak electron correlation
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including in the full π-electron Hamiltonian the additional one-electron operator
having atomic (μ,ν)-matrix elements proportional to xμ δμν, with xμ being x-coordi-
nate of the μ-th atom. The proportionality constant is in fact a strength field F. Below
in studying electric properties, we follow UHF approach rather than EHF, the latter
requiring too much time to perform calculations repeatedly for many values of the
field. Preliminary UHF and EHF computations on small acenes demonstrate reason-
ably similar field dependences of the main electronic properties. Our typical results
for GQDs are presented in Table 11.2 and Fig. 11.6.

Before discussing them, recall that in weak electric fields, the key effect is well
reflected through a small number of low-order electric polarizabilities. Namely, the
molecular dipole moment induced by a small external electric field F is

dind ffi d þ αF þ βF2=2þ γF3=6,

where coefficients d, α, β, and γ are, respectively, the static dipole moment, (linear)
polarizability, the first hyperpolarizability, and the second hyperpolarizability at the
zero field. Besides, in the considered systems, which are all bipartite (alternant) ones,
the dipole moment and the first hyperpolarizability are zero in standard π-electron
approximations, so that dind ffi αF + γ F3/6.

The polarizabilities and hyperpolarizabilities were computed by the finite-field
method (see, e.g., Ref. [37] for HF and Refs [35, 38] for FCI computations).

Table 11.2 Average π-electron polarizability and second-order hyperpolarizability (all in atomic
units) for the graphene π-electron shells at the UHF level

Property (9,6)-PA GQD C130 GQD C138

α 1394 1366 1536

γ � 10�7 0.96 0.76 0.97

Fig. 11.6 Distribution of the average dipole π-polarizability in the small nanographenes at the UHF
level
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Table 11.2 displays the obtained α and γ data. We see that differences in the static
electric properties of the molecules are not so significant. Concurrently, we must
keep in mind that for the benzene (basic) molecule, the respective values are
α ¼ 25.3 au and γ ¼ 788 au. It means that an enormous exaltation of the static
polarizabilities takes a place even in the case of small graphenes. For instance, GQD
C138 formally contains only 23 benzene units C6, whereas α[C138]/α[C6]ffi 61. In the
case of hyperpolarizabilities, the tremendous nonadditivity effects make practically
meaningless any comparison of the graphene γ values with that of the benzene
subunit.

An additional interpretation of the above electric properties can be provided by
their description in terms of local (atomic) contributions. Many theoretical (fre-
quently rather sophisticated) procedures were proposed for dividing the total com-
puted dipole polarizability into effective atomic polarizabilities {αμ} [39–42]. At the
Hartree-Fock level, the simplest is the partition technique from Ref. [39], and below
we will employ it. Only instead of the atomic contributions {αμ} including all atoms
in the studied graphene structure, we make use of corresponding effective polariz-
abilities αBenzene for each 6-atomic benzenoid cycle. These quantities are shown in
the visible diagrams (Fig. 11.6) where numbers in hexagons are local effective
αBenzene values expressed in A∘ 3. They should be compared with the reference
magnitude α0Benzene ¼ 3:8A∘ 3 of the isolated benzene. From Fig. 11.6 we
observe that indeed the effective π-electron polarizabilities are essentially larger
than α0Benzene, and more importantly, they are markedly larger inside the graphene
molecules than in peripheral hexagons. It means that in concordance with Figs. 11.4
and 11.5, in the nanographenes the aromaticity degree of inner cycles is lesser than
that of border cycles. This is in line with a plausible suggestion that the aromaticity
degree should be antibatic with the electronic polarizability. The assertion is
supported by the so-called minimum polarizability principle [43] and its applications
in many works, see, e.g., Refs. [44, 45].

To conclude the section, we shortly discuss the behavior of the same structures in
strong fields. In Fig. 11.7 we show the field dependence of dipole moment d and the
electron unpairing index Neff (see Sect. 11.3.2). We observe in Fig. 11.7 a very large
(sharp in certain field regions) increase of the dipole moment with applied field.
Almost in the same field regions, Neffexhibits sharp variations. Furthermore, under a
very strong field, the great enhancement of radical character occurs, as it was
previously reported for more simple conjugated molecules [8, 46]. The difference
is that the external fields, which are causing polyradical-like structures in graphenes,
are of an order of magnitude lesser as compared to those in Ref. [46]. It reflects an
essentially increasing instability of nanographenes even in comparatively weak
electric fields.
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11.4 Conclusion

We have studied the valence π-shells, i.e., the most active electron subshells, for
several small graphene molecules. To this end, various approaches were employed,
in each case depending on the solved problem and a feasibility of using the selected
quantum chemistry method with the relatively modest hardware requirements. It was
crucially important to take proper account of electron-correlation effects because
many of them are found to exhibit a strong Hartree-Fock instability.

To obtain the lowest singlet and triplet excitations, we used the conventional
RAS-CI technique with a special (EHF) orbital basis of natural states. The used CI
technique guaranteed the non-negativity of computed triplet excitation energies
λs ¼ 1 whereas the other well-known technique - CIS - did produce the wrong
(negative) λs ¼ 1 in two GQDs where strong π-electron correlations take a place
(Table 11.1).

Another important correlation effect is a large electron unpairing even in the
ground singlet state of graphenes. The diagrams in Fig. 11.4 clearly demonstrate the
unpairing effect for correlated π-systems of (9,6)-PA and GQD C130. Moreover, an
unusual behavior of the electron unpairing is observed in all GQDs when they are
subjected to a sufficiently strong electric field. In that regard, the fully benzenoid
structure GQD C138 turned out to be a remarkable example – a negligible initial
(at the zero field) electron unpairing enormously increased even in moderate electric
fields.

The last point which is worth discussing here is why we systematically use
π-electron schemes whereas many authors follow seemingly more appropriate

Fig. 11.7 Influence of strong electric fields on the nanographene dipole moment d (top) and
effective electron unpairing Neff (bottom) at the π-electron UHF level. The applied field
(in atomic units) is in the long axis direction
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DFT techniques. Indeed, DFT for not too huge clusters frequently gives good results
(see Ref. [1] for DFT applications to graphenes). However, DFT is not an universal
tool, saying nothing about a certain semiempirical character of energy functionals
used in practical DFT calculations (a dependence on internal parameters of func-
tionals, etc.). We do not also forget about a number of severe “ideological” difficul-
ties in DFT (see review [47]), particularly those which are caused by absence of an
explicit spin dependence in the general DFT theory (as McWeeny says, “unlike the
classical position and momentum variables, electron spin is in a certain sense
extraneous to the DFT.” [48]; see also a careful analysis of Kaplan [49, 50]). In
Ref. [51] one can find an interesting viewpoint on a special semiempirical use of the
DFT technique as a possible tool for finding improved sets of π-electron parameters.
We hope that in the future, our π-electron approaches to complex graphene networks
can be further improved and extended with the help of more refined
π-parameterizations [51].

References

1. Jiang DE, Chen Z (eds) (2013) Graphene chemistry: theoretical perspectives. Wiley, Puerto
Rico

2. Güçlü AD, Potasz P, Korkusinski M, Hawrylak P (2014) Graphene quantum dots. Springer,
Berlin/Heidelberg/New York

3. Kheirabadi N, Shafiekhani A, Fathipour M (2014) Review on graphene spintronic, new land for
discovery. Superlattice Microst 74:123

4. Yin PT, Shah S, Chhowalla M, Lee K-B (2015) Design, synthesis, and characterization of
graphene–nanoparticle hybrid materials for bioapplications. Chem Rev 115:2483

5. Georgakilas V, Perman JA, Tucek J, Zboril R (2015) Broad family of carbon nanoallotropes:
classification, chemistry, and applications of fullerenes, carbon dots, nanotubes, graphene,
nanodiamonds, and combined superstructures. Chem Rev 115:4744

6. Luzanov AV (2014) Measures of unpaired electrons for large conjugated systems. J Struct
Chem 55:799

7. Luzanov AV (2014) Effectively unpaired electrons in bipartite lattices within the generalized
tight-binding approximation: application to graphene nanoflakes. Funct Mater 21:414

8. Luzanov AV (2016) Effectively unpaired electrons for singlet states: from diatomics to
graphene nanoclusters. In: Leszczynski J, Shukla MK (eds) Practical aspects of computational
chemistry IV. Springer, Boston, p 151

9. Luzanov AV (2017) About theoretical peculiarities of lowest excitations in modified
nanodiamond color centers. Funct Funct Mater 24:127

10. Luzanov AV, Plasser F, Das A, Lischka H (2017) Evaluation of the quasi correlated tight-
binding (QCTB) model for describing polyradical character in polycyclic hydrocarbons. J
Chem Phys 146:064106

11. Luzanov AV (2017) Localization of orbitals and electronic properties in nanodiamonds with
color centers: semiempirical models. In: Fesenko O, Yatsenko L (eds) Nanophysics,
nanomaterials, and applications, Springer proceedings in physics 195. Springer, Cham, p 115

12. Zdetsis AD, Economou EN (2015) A pedestrian approach to the aromaticity of graphene and
nanographene: significance of Hückel’s (4n+2)π electron rule. J Phys Chem C 119:16991

13. Saha B, Bhattacharyya PK (2016) Understanding reactivity, aromaticity and absorption spectra
of carbon cluster mimic to graphene: a DFT study. RSC Advance 6:79768

172 A. Luzanov



14. Nishino N, Makino M, Aihara J-i (2016) Aromatic character of irregular-shaped
nanographenes. J Phys Chem A 120:2431; Aihara J-i (2016) Graph theory of aromatic stabi-
lization. Bull Chem Soc Jap 89:1425

15. Luzanov AV (2011) Quantum fidelity for analyzing atoms and fragments in molecule: APPLI-
CATION to similarity, chirality, and aromaticity. Int J Quant Chem 111:2197

16. Čížek J, Paldus J (1967) Stability conditions for the solutions of the Hartree—Fock equations
for atomic and molecular systems. Application to the pi-electron model of cyclic polyenes. J
Chem Phys 47:3976

17. Helgaker T, Jorgensen P, Olsen J (2000) Molecular electronic-structure theory. Wiley,
New York

18. Olsen J, Roos BO, Jorgensen P, HJAa J (1988) Determinant based configuration interaction
algorithms for complete and restricted configuration interaction spaces. J Chem Phys 89:2185

19. McWeeny R (1992) Methods of molecular quantum mechanics. Academic Press, London
20. Koutecký J (1967) Unrestricted Hartree—Fock solutions for closed-shell molecules. J Chem

Phys 46:2443
21. Löwdin P-O (1955) Quantum theory of many-particle systems. III. Extension of the Hartree-

Fock scheme to include degenerate systems and correlation effects. Phys Rev 97:1505
22. Mayer I (1980) The spin-projected extended Hartree-Fock method. Adv Quant Chem 12:189
23. Mestechkin MM, Vaiman GE, Klimo V, Tino J (1983) Extended Hartree-Fock method and its

application to molecules [in Russian]. Naukova Dumka, Kiev
24. Jiménez-Hoyos CA, Henderson TM, Tsuchimochi T, Scuseria GE (2012) Projected Hartree-

Fock theory. J Chem Phys 136:164109
25. Luzanov AV, Ivanov VV (1991) Configuration interaction of states of the quasi-one-electron

type. Theor Exp Chem 26:363
26. Yan X, Li B, Lim L-S (2013) Colloidal graphene quantum dots with well-defined structures.

Acc Chem Res 46:2224
27. Clar E (1964) Polycyclic hydrocarbons. Academic Press, New York
28. Bofill JM, Pulay P (1989) The unrestricted natural orbital–complete active space (UNO–CAS)

method: an inexpensive alternative to the complete active space–self-consistent-field (CAS–
SCF) method. J Chem Phys 90:3637

29. Ovchinnikov AA (1978) Multiplicity of the ground state of large alternant organic molecules
with conjugated bonds. Theor Chim Acta 47:297

30. Lieb EH (1989) Two theorems on the Hubbard model. Phys Rev Lett 62:1201
31. Head-Gordon M (2003) Characterizing unpaired electrons from the one-particle density matrix.

Chem Phys Lett 372:508
32. Feixas F, Matito E, Poater J, Sola M (2015) Quantifying aromaticity with electron delocalisation

measures. Chem Soc Rev 44:6434
33. Nagai H, Nakano M, Yoneda K, Kishi R, Takahashi H, Shimizu A, Kubo T, Kamada K,

Ohta K, Botek E, Champagne B (2010) Signature of multiradical character in second
hyperpolarizabilities of rectangular graphene nanoflakes. Chem Phys Lett 489:212

34. Nakano M, Champagne B (2016) Nonlinear optical properties in open-shell molecular systems.
WIREs Comput Mol Sci 6:198

35. Zakharov AB, Ivanov VV, Adamowicz L (2016) Optical parameters of π-conjugated oligomer
chains from the semiempirical local coupled-cluster theory. In: Leszczynski J, Shukla M (eds)
Practical aspects of computational chemistry IV. Springer, Boston, p 57

36. Li H-P, Bi Z-T, Hu R-F, Han K, Li M-X, , Shen X-P, Wu Y-X (2017) Theoretical study on
electronic polarizability and second hyperpolarizability of hexagonal graphene quantum dots:
effects of size, substituent, and frequency. Carbon 122:756

37. Pople JA, McIver JW, Ostlund NS (1968) Self-consistent perturbation theory. I. Finite pertur-
bation methods. J Chem Phys 49:2960

38. Pedash YF, Ivanov VV, Luzanov AV (1992) π-Electron hyperpolarizability of even-numbered
polyenes in the complete configuration interaction method. Theor Exp Chem 28:19

11 Graphene Quantum Dots in Various Many-Electron π-Models 173



39. Pedash VF, Luzanov AV (1981) Separation of the local contributions to the transition moments
and the polarizability of a molecule in the self-consistent field method. J Struct Chem 21:439

40. Lazzeretti P, Zanasi R (1984) Resolution of molecular polarizability into atomic terms. Chem
Phys Lett 109:89

41. Bader RFW (1990) Atoms in molecules – a quantum theory. Oxford University Press, Oxford
42. Otego N, Aslenoy CV, Pouchan C, Karamais P (2015) Hirshfeld-based intrinsic polarizability

density representations as a tool to analyze molecular polarizability. J Comput Chem 36:1831
43. Chattaraj PK, Sengupta S (1996) Popular electronic structure principles in a dynamical context.

J Phys Chem 100:16126
44. Chattaraj PK, Sarkar U, Roy DR (2007) Electronic structure principles and aromaticity. J Chem

Educ 84:354
45. Santos JC, Contreras M, Merino G (2010) Structure and stability of Si 6 li 6: aromaticity vs

polarizability. Chem Phys Lett 496:172
46. Luzanov AV (2013) π-system in a strong electric field. Analysis of electron unpairing. J Struct

Chem 54:835
47. Kryachko ES, Ludeña EV (2014) Density functional theory: foundations reviewed. Phys Rep

544:123
48. McWeeny R (1994) Density functions and density functionals. Philos Mag B 69:727
49. Kaplan IG (2007) Problems in DFT with the total spin and degenerate states. Int J Quantum

Chem 107:2595
50. Kaplan IG (2017) The Pauli exclusion principle: origin, verifications and applications. Wiley,

Chichester
51. Chiappe G, Louis E, San-Fabián E, Vergés AV (2015) Can model Hamiltonians describe the

electron-electron interaction in π-conjugated systems? PAH and graphene. J Phys Condens
Matter 27:463001

174 A. Luzanov



Chapter 12
Electronic Properties of Defects in Carbon
Nanotubes

H. Yu. Mykhailova, M. M. Nischenko, G. P. Prikhodko, V. V. Anikeev,
and V. Yu. Koda

Defects and their influence for electrical properties were studied in the work. It is
known that defects in carbon nanomaterials, in particular nanotubes, can be formed
in the process of synthesis or under external influence. And they lead to a distortion
of the structure of carbon nanotubes (CNT) and the differences in properties; curved,
colloidal, snakelike CNTs, tubes of variable diameters, are formed only in the
presence of topological defects associated with re-hybridization and unsaturated
bonds [1].

The most common distortion of the framework structure is the presence of five- or
seven-membered cycles in the walls of the CNT instead of the six-membered (Stone-
Wales defect), a double vacancy defect (2 V), an ad-dimer defect [2, 3]. Other class
of defects is manifested in the emergence of vacancies, substitutions of carbon
atoms, dislocations, and others. They can be pointy and longer. Dislocations arise
in the formation of structures such as roll or papier-mache and the change the
number of layers of cylindrical CNT [4]. Defects are also considered carbon
atoms, which are joined by a functional group. Topological defects can disappear
when heated to a temperature of up to 2773 K and higher in an inert medium.

In nanostructural materials (peculiarity of an atomic structure), each element of a
system or nanocomposite has a local structure of free volume, which leads to the
appearance of potential barriers limiting the movement of charge carriers at the
boundary.

Positrons were used for the study of such materials [4–6], which, under the action
of the electric field of the ion skeletons, migrate into a free atomic volume, where
they are annihilated with electrons and give information about the electronic struc-
ture. The electronic structure depends on the conditions at the boundary of the
section (height and width of the potential barriers) and the sizes of the nanostructured
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elements and determines the electronic properties of such systems and the ability to
transfer electric charge [7–9]. It was shown in [4] that the free volume in nanostruc-
tured materials is characterized by the radius of localization of the wave function of
the electrons, correlated with the size of interzone and intermolecular gaps and
defects (vacancies, nanopores, etc.). It determines the properties of nanomaterials.

It was shown in [10] that the angular distribution of annihilation photons
(ADAPh) spectra of defective tubes contains the parabolic component, in addition
to the two Gaussians, and the area under a wide Gaussian is equal to 1.8 and 44% for
straight and curved nanotubes, which suggests that the deviation of the form of CNT
from the direct due to the presence of structural defects.

The method of the angular distribution of annihilation photons has found that in
multiwalled carbon nanotubes (MWCNT), obtained under certain conditions, posi-
trons are attracted by defects, whose transverse dimension (0.5–0.6 nm) is equal to
the doubled value of the interlayer distance [4].

TEM image of nanotube shows the breakdown of the cylindrical graphene layer
inside the MWCNT (Fig. 12.1a), which indicates the formation of the dislocation.
Their characteristic feature is the rupture of covalent bonds on the edge of the
dislocation and stretching almost twice the van der Waals bonds in its core. Such
structures are quasi-uniform and extend in a circle.

Fig. 12.1 TEM images of the CNT (a) with defects and boundary dislocation in CNT, (b)
non-defect CNT and its wall
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The radius of localization of the wave functions of the electrons in them is twice
that of the interlayer spaces. The conditions for quantizing the energy of electrons in
the nucleus of dislocations and defect-free regions are different. The interlayer
distances in the nucleus of dislocations are almost twice larger than their limits,
which substantially affects the positions of energy levels in the direction of dimen-
sional quantization.

The main and excited energy levels in dislocations will be located below the
positions of the corresponding levels of adjacent (defect-free) areas. This means that
the electrons will be captured by the kernel of the edge dislocation. According to the
electron-positron spectroscopy in nanotubes, the redistribution of electrons in the
nucleus of dislocation really occurs [6]. The “capture” of free electrons in the
dislocation nucleus is energy efficient. In this case, the dislocation tube can become
a quasi-uniform conductor, which is locked in a circle and can form a waveguide for
electrons.

Figure 12.2 shows the dependence of the area under a wide component (Swg) of
the ADAPh spectrum for different samples of CNT from the density of conductance
state. The more defective array MWCNT has the lower density of the transition to
the conductive state. Single walled carbon nanotubes - SCNT (sample 2) contains
the low number of defects Swg ¼ 7.8%, the transition to the conductive state is the
largest ρc ¼ 0.16 g/cm3, and for the most defective tubes (sample 3), Swg ¼ 42.5%
and ρc¼ 0.05 g/cm3. This means that the most defective tubes have the most “loose”
structure, in which the flow of current occurs at a lower density of the array of CNT.
This is consistent with the results of work [5].

The experimental point for the TEG with a different structure compared to the
nanotubes (Figs. 12.2 and 12.4) is imposed to the curve.

Properties of an array of carbon nanotubes or a material containing CNT are
different from the properties of individual nanotubes. Array of CNTs doesn’t
conduct an electric current, in contradistinction to individual nanotubes. This is
due to the fact that the connections between adjacent nanotubes are van der Waals.
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It is known that in the radial (transverse) direction, nanotubes do not conduct an
electric current. However, an electric current starts to pass through a СNT array
when compression is under a piston, and the connection between adjacent nanotubes
may even become metallic. Therefore, the measurement of the electrical properties
of the СNT array was carried out under the low pressure. At the same time, the
reorientation of each individual СNT, the reduction of the distances between them,
the deformation of the СNT, the increase of the contact area between the nanotubes,
and the reduction of the interlayer distances in the direction of the force’s effect are
taking place. Each nanotube has its random spatial configuration, which depends on
the type and number of defects in the graphene layer and defects in the packaging of
graphene layers in a nanotube (edge dislocation).

In [11], experimentally, it was shown that the bundle of oriented nanotubes under
the influence of cyclic deformation retains its elastic and mechanical properties. The
effect of mechanical deformation of the array of contacting nanotubes may be more
complex due to the presence of contacts between adjacent nanotubes, nanotubes and
metal electrodes, etc.

The features of electrical conductivity of the spatially unoriented nanotube array
(sample 2) and nanotubes (sample 3) were investigated from their density σ(ρ),
which varies during compression during loading and unloading in a dielectric
cylinder under a piston.

These samples differ from other largest concentrations of free electrons according
to EPS data [3]. The TEM image (Fig. 12.1a) shows a break in the cylindrical
graphene layer inside the CNT, indicating the formation of a boundary dislocation
and which is not a characteristic of defect-free CNT (Fig. 12.1b).

The statistical distribution of CNT on the outer diameter showed that it is
10–20 nm.

The dependence of the electrical conductivity of an array of bulk carbon
nanotubes (sample 2) on the density of the compressed array of CNT in the direct
and reverse piston movement for the first measurement cycle is given on Fig. 12.3.

In the process of lowering of the piston, the electrical conductivity is � 10�5

(Ohm ∙ cm)�1 and fixed for the density ρc ¼ 0.081 g/cm3, and for the density
ρ ¼ 0.11 g/cm3, the electrical conductivity increases up to five orders of magnitude

-8

-6

-4

-2

0
0 0.8 1.2

lg
(σ

, 
(О

h
m

·с
m

)-1
)

ρ, g/сm3

0.4
Fig. 12.3 Dependence of
the logarithm of electrical
conductivity lgσ of the array
of multiwall carbon
nanotubes without
dislocations on the change
in density ρ under the action
of deformation and
subsequent discharge. ♦,
loading; □, unloading

178 H. Y. Mykhailova et al.



and the value is 0.23 (Ohm cm)�1. Further compression of the CNT to the
density ρ ¼ 1.21 g/cm3 leads to a monotonous drop in electrical conductivity up
to 0.065 (Ohm cm)�1.

During discharge, the volume increases, and an elastic relaxation of the CNT
array, which maintains contact between the nanotubes and the electrodes, is
observed. From Fig. 12.4 it is evident that the electrical conductivity σ(ρ) during
unloading increases twice, to 0.13 (Ohm cm)�1 in the range of densities ρ from
1.21 to 0.38 g/cm3, after which the jump falls to six orders that were fixed at
ρ ¼ 0.24 g/cm3. When further unloading, the process of elastic relaxation is
completed, and there is a break in the electric circuit.

For MWCNT with dislocations, the dependence of the electrical conductivity of
the bulk of CNT from their density at the forward and reverse piston stroke for the
first measurement cycle is shown in Fig. 12.4. When compressing the bulk sample in
the process of loading the piston, the value of the electrical conductivity, which is
equal to σ ¼ 1.50 � 10�7 (Ohm cm)�1, is fixed for the density of the nanotube array
ρc ¼ 0.05 g/cm3, and at density ρ ¼ 0.11 g/cm3, the electrical conductivity increases
by 106 times and reaches a value equal to σ ¼ 0.71 (Ohm cm)�1.

Further compression of the CNT to the density ρ ¼ 0.86 g/cm3 leads to a gradual
increase in electrical conductivity else 48%. From Fig. 12.4 it is evident that the
electrical conductivity σ(ρ) in the reverse sequence repeats the course of the curve at
compression σ(ρ) in the range of densities ρ from 0.86 to 0.30 g/cm3, after which the
electrical conductivity falls 104 times; then in the range ρ of 0.30 to 0.12 g/cm3, there
is an almost horizontal stair. With further increase in discharge, electrical conduc-
tivity drops rapidly due to a decrease in the total area of the contacts and a break in
the electric circuit.

The density of the transition to the conductive state for CNT with dislocations is
0.05 g/cm3 (Fig. 12.4), which is lower than for CNTwithout dislocations (0.08 g/cm3):
CNT with dislocations deviates to a greater extent from ideal rectilinear CNT. The
deviation of their shape from the ideal is also confirmed by the presence of twisted
regions and clusters on their TEM images (Fig. 12.1a).
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The array of nanotubes with boundary dislocations was exposed to loading-
unloading by 12 cycles.

For the second and subsequent loading/unloading cycles for a given CNT array
(Fig. 12.5a), two jumps and steps were observed both during loading and unloading,
which are not observed for defect-free CNT (Fig. 12.5b).

After four cycles of deformation of the loading-unloading of the CNT without
dislocations, the transition to the conducting state increases from 0.08 to 0.22 g/cm3

(Fig. 12.5b), which is almost identical to the relaxation transition ρrel ¼ 0.23 g/cm3.
This testifies to the ordering of CNTs in the process of cyclic deformation.

For CNT with dislocations, from 2nd to 12th cycles of loading-unloading, the
transition to the conductive state is recorded in the density range ρc ¼ 0.06–0.10 g/
cm3. There is a tendency to increase this value with an increase of the number of
cycles, which may indicate an increase in the density of the packaging of an array of
CNT and their predominant orientation. For all cycles of measurement, the stair on
the density curve of the electrical conductivity has an almost constant value
σ ¼ (2.4 � 0.3)�10�5 (Ohm cm)�1, which is stored in the density range from
ρ ¼ 0.12 to 0.30 g/cm3. The return motion of the piston for the first measurement
of the electric jump is observed at ρ ¼ 0.30 g/cm3, and its incidence is four orders of
magnitude. For the next cycles, the density at which the jump σ is observed increases
to 0.38 g/cm3. The second jump in the reverse direction of measurements for the first
measurement is observed at ρ ¼ 0.12–0.28 g/cm3 and for subsequent cycles of
measurements increases to ρ ¼ 0.30 g/cm3.

The first jump of electrical conductivity is due to the transition of dielectric state
to the metallic, the second one is due to the change in the mechanisms of electron
transport, and the step that connects them is due to the elastic properties of twisted
bundles without deformation.
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The effect of the number of loading-unloading cycles for the electrical conduc-
tivity for compression to density ρ ¼ 0.86 g/cm3 (maximum compression) and the
value of electrical conductivity for density ρ ¼ 0.50 g/cm3 is shown in Fig. 12.6.

It is evident that the electric conductivity falls to the fifth to sixth cycle, after
which it remains practically unchanged, which indicates the ordering of the CNT
array under the action of cyclic loading and unloading.

12.1 Conclusion

The more defective array MWCNT has the lower density of the transition to the
conductive state. This means that the most defective tubes have the most “loose”
structure, in which the flow of current occurs at a lower density of the array of CNT.

During cyclic deformation CNT array containing edge dislocations, nanotubes
are targeted and ordering, and on the dependence of conductivity of array density,
there is a two-stage jumping conductivity by several orders, combined stair. They are
caused by the action of three mechanisms:

1. Increasing number of contacts and their total area
2. Elastic deformation swirled into a spiral or circle (radius of 100–1000 nm)

nanotubes
3. The changing nature of electron transfer at points of tangency of the tunnel to the

semiconductor and metal
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Chapter 13
Features of Spin Transport in Magnetic
Nanostructures with Nonmagnetic
Metal Layers

A. M. Korostil and M. M. Krupa

13.1 Introduction

Coupling between spin currents and localized magnetic moments in magnet (M)/
normal (nonmagnetic) metal (N)-based multilayer magnetic nanostructures consti-
tutes the basis of the mutual control between electric current and static or dynamic
magnetic states. Herewith, magnetic layers include magnets with the exchange
interactions both ferromagnetic (F) and antiferromagnetic (AF) types (e.g., ferrimag-
netic compounds like YIG, Gd3 Fe5O12 and AFs Fe3O4, NiFe2O4, NiO [1, 2]), and
normal metals are, usually, heavy metals with strong spin-orbit coupling (e.g., Pt, Ta,
W). The mentioned interconnection in these magnetic nanostructures occurs via the
interface scattering of the spin-polarized current and its s-d exchange interaction
with static or dynamic magnetic states [3–6]. The impact of the spin current on the
magnetic states is manifested through the spin-transfer torque, and the impact of the
localized magnetic momentum on the spin current is manifested via the spin-
dependent interface scattering accompanied by magnetoresistance effect. The spin
polarization can be induced by effective bias fields of different origins including
fields caused by an exchange interaction and the strong spin-orbit coupling. The
entire spin-coherent region is limited in size by spin-flip relaxation processes.

In the case of static magnetic states, the mutual influence of the spin current and
magnetic ordering can be manifested as the magnetoresistance effect of the depen-
dence of the spin current on the magnetization orientation in the magnetic layer and,
vice versa, the dependence of the latter on the spin current [5, 6]. Such effects can
constitute the base for magnetic writing techniques in nonvolatile memory
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technologies such as MRAM [7] and racetrack memories [8]. They also include the
giant magnetoresistance (GMR) effect in metallic magnetic multilayers, which was
commercially utilized in high-end magnetic recording media [9]. Obtaining the
mentioned multilayer magnetic nanostructures with properties of electric-controlled
magnetic switching and the magnetic-controlled spin current involves the descrip-
tion of features of the spin transport in magnetic heterogeneous nanostructures
allowing for the compatibility conditions at the interfaces [4, 10]. This is usually
solved within the Landauer-Büttiker formalism [11] and, more rigorously, using the
nonequilibrium Keldysh-Green functions [12, 13].

In the case of the dynamic magnetic states, their interconnection with the control
spin current is affected by the magnetic precession-induced spin pumping and the
spin accumulation in the normal-metal layer at the interface [3, 10]. The action of the
spin currents on the magnetic dynamics via the spin-transfer torque and the recipro-
cal process of spin pumping result in the effect of controlled magnetic auto-
oscillations [14]. The magnetic dynamic damping is related to the spin-pumping
effect at the M|N interface that can be compensated by the spin-transfer torque from
the spin current of the converted input current. This spin transfer is governed by the
reflection and transmission matrices of the system, analogous to the scattering theory
of transport and interlayer exchange coupling. Due to interfacial processes, M|N
coupling becomes important in the limit of ultrathin (� 10 nm) magnetic films and
can lead to a sizable enhancement of the damping constant.

The abovementioned coupling effects at interfaces can occur in the magnetic
nanostructures with both ferromagnetic (F) and antiferromagnetic (AF) exchange
interactions, which are realized in ferro-, ferri-, and antiferromagnetic materials.
Normal metal layers are medium for the spin currents, which can be converted from
the control charge current by the spin-orbit interaction, especially the spin Hall and
the spin-orbit Rashba [15, 16] effects.

The paper is organized as follows. In Sect. l, the spin-dependent transport in the F/
N-based magnetic nanostructure is studied for the static magnetization. In the
modified Stoner model with potential barrier dependent on the physical parameters
including the magnetization directions, the chemical potentials of the layers, and the
contact conductances, the parametrically dependent scattering of spin-polarized
current is investigated. The mentioned parameters are determined by the spin-
polarized kinetic equations in the framework of the Keldysh-Green function
approach. It is considered both in single and composite F/N-based magnetic
nanostructures. In Sect. 2, features of the interconnection between magnetization
dynamics and the spin currents are studied in the F/N-based nanostructures. The
process of the magnetization precession-induced pumping spin current in the
nonmagnetic layers is considered as the result of the parametric time dependence
of the interfacial scattering with the precession as the parameter. It is shown that the
spin pumping slows down the precession corresponding to an enhanced Gilbert
damping constant in the Landau-Lifshitz-Gilbert model. The spin current related to
the spin pumping, which flows back into the ferromagnetic layers and driven by the
accumulated spins in the normal-metal layers, is also discussed.
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13.2 Spin Transport in the Case of Static Magnetic Field

13.2.1 Features of Spin-Dependent Electric Current
in the F/N Bilayers

Characteristic features of the spin-dependent transport and the interfacial scattering
in multilayer magnetic nanostructures with nonmagnetic metal (N) interlayers are
manifested in the model bilayer nanostructure F/N depicted in Fig. 13.1.

These features are related to the conditions under which long-range spin effects
are observable in normal metals. Spins injected into a normal-metal layer relax due
to unavoidable spin-flip processes

Naturally, the dwell time on the layer must be shorter than the spin-flip relaxation
time in order to observe nonlocality in the electron transport. For a simple F/N
double heterostructure (F/N/F) with antiparallel magnetizations, the condition can be
described as follows [17]. The spin current into the normal-metal layer is roughly
proportional to the particle current, e(ds/dt)tr~I ¼ V/R, where s is the number of
excess spins on the normal-metal layer, V is the voltage difference between the two
reservoirs coupled to the normal-metal layer, and R is the F|N contact resistance.
When the layer is smaller than the spin-diffusion length, the spin-relaxation rate is
e(ds/dt)rel ¼ � s/τsf, where τsf denotes the spin-relaxation time on the layer.
(Otherwise, this simple approach breaks down since the spatial dependence of the
spin distribution in the normal metal should be taken into account [18].) The number
of spins on the normal-metal layer is equivalent to a nonequilibrium chemical
potential difference Δμ ¼ sδ in terms of the energy level spacing δ(the inverse
density of states) (more generally the relation between Δμ and s is determined by the
spin susceptibility). The spin accumulation on the normal-metal layer significantly
affects the transport properties when the nonequilibrium chemical potential differ-
ence is of the same order of magnitude or larger than the applied source-drain
voltage, Δμ > eV or δτsf/h > R/RK, where RK ¼ e2/h is the quantum resistance.
Thus, spin accumulation is only relevant for sufficiently small normal-metal layers
and/or sufficiently long spin-accumulation times and/or good contact conductances.

Fig. 13.1 A contact between a ferromagnetic (F) and a normal (N) metal layers. At the normal-
metal side, the current is denoted as the dotted line. The transmission coefficient from the
ferromagnet to the normal metal is t

0
, and the reflection matrix from the normal metal to the normal

metal is r
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The spin-dependent current in the model structure F/N (Fig. 13.1) is expressed via
the 2 � 2 distribution matrix f(ε) in spin space at a given energy ε in the layer. The
external reservoirs are assumed to be in local equilibrium so that the distribution
matrix is diagonal in spin space and attains its local equilibrium value f ¼ 1f(ε, μα),
where 1 is the unit matrix, f(ε, μα) is the Fermi-Dirac distribution function, and
f(ε, μα) is the local chemical potential in reservoir α. The direction of the magneti-
zation of the ferromagnetic layers is denoted by the unit vector mα.

The 2� 2 nonequilibrium distribution matrices in the layers in the stationary state
are uniquely determined by current conservation

X
α

Iαβ ¼
∂f β
∂t

� �
rel

, ð13:1Þ

where Iαβ denotes the 2 � 2 current in spin space from layer (or reservoir) α to layer
(or reservoir) β and the term on the right-hand side describes spin relaxation in the
normal layer. The right-hand side of Eq. (13.1) can be set to zero when the spin
current in the layer is conserved, i.e., when an electron spends much less time on the
layer than the spin-flip relaxation time τsf. If the size of the layer in the transport
direction is smaller than the spin-flip diffusion length lsf ¼

ffiffiffiffiffiffiffiffiffi
Dτsf

p
, where D is

the diffusion coefficient, then the spin relaxation in the layer can be introduced as
(∂fN/∂t)rel ¼ (1Tr(fN)/2 � fN)/τsf.

13.2.2 Passing the Electric Current Through the F|N Contact

The dependence of the spin current through the F|N interface on the distribution
functions in the bilayer magnetic nanostructure F/N is described on the base of the
method of the nonequilibrium Green function theory and Keldysh formalism. The
Green functions are determined by the Kadanoff-Baym equations, representing the
quantum kinetic equations for one-particle propagators. The electron subsystem of
the bilayer F/N nanostructure subjected to an external field φ in the modified Stoner
model is described by the Hamiltonian, which in the representation of the field
operators of annihilation (ψ) and creation (ψ{) is given by

H tð Þ ¼
Z

dxψ{ xð Þh x; tð Þψ xð Þ þ 1
2

�
Z

dx1dx2ψ
{ x1ð Þψ{ x2ð Þw x1; x2ð Þψ x2ð Þψ x1ð Þ, ð13:2Þ

where

h r; tð Þ ¼ � 1
2
∇2 þ Vp rð Þ þ Vs rð Þ þ φ r; tð Þ ð13:2Þ

186 A. M. Korostil and M. M. Krupa



Here x ¼ (r, s) is the collective space-spin coordinate, the one-particle potential
(13.2) contains spin-independent (Vp(r)) and spin-dependent (Vs(r)) parts of the
barrier potentials in the interface F|N, and w(r1, r2) is the operator of the
two-particle interaction. The spin-dependent potential is Vs(r) ¼ (σ � m)Ws(r),
where σ is the Pauli matrix and m is the unit vector of the magnetization existing
only in the ferromagnetic layer (F) and vanishing in the normal-metal layer (N).

The physical properties of the system are described by the one-particle
nonequilibrium Green function, i.e., the expectation value of the time contour-
ordered product of creation and annihilation field operators ψ{(i) and ψ(i)
(i ¼ (1, 2, . . .)), respectively, with the collective coordinate, i ¼ (xi, zi), where
xi ¼ (r, s) is position-spin component and zi is the time component. The latter
takes real and imaginary values in intervals [t0, t] and [t0, t0 � iβ] (β is inverse
temperature), respectively. The imaginary time interval corresponds to the equilib-
rium state. The conjugation of the mentioned time intervals forms the so-called
Keldysh contour C consisting of forward and backward real-time branches and the
thermal imaginary track. This nonequilibrium Green function can be presented as
[12, 13]

G 1; 2ð Þ ¼ �i
Tr TCe

�i
R
C
H zð Þdzψ 1ð Þψ 1ð Þψ{ 2ð Þ

h i
Tr TCe

�i
R
C
H0 zð Þdzψ 1ð Þh i ¼¼ �i ψH 1ð Þψ{

H 2ð Þ
D E

: ð13:3Þ

where TC is contour time-ordering operator on the Keldysh contour C with
H0 zð Þ ¼ H zð Þjz2 t0;t0�iβ½ � and the subscript H in the right-hand side denotes the

Heisenberg representation. Due to (13.3), the Green function can be presented as

G 1; 2ð Þ ¼ θ z1; z2ð ÞG> 1; 2ð Þ þ θ z2; z1ð ÞG< 1; 2ð Þ, ð13:4Þ
where θ(z1, z2) is the contour step function equal to 1 or 0 versus z1 or z2 and is later
on the contour C, and the greater (G>) and lesser (G<) Green functions are deter-
mined by the relations

G> 1; 2ð Þ ¼ �i ψH 1ð Þψ{
H 2ð Þ

D E
, G< 1; 2ð Þ ¼ i ψ{

H 2ð ÞψH 1ð Þ
D E

, ð13:5Þ

where an extra sign is introduced due to the interchange of the fermionic operators
by the contour-ordering operator TC. The Green function provides a direct access to
observable physical quantities of the system. For example, the equal-time limit gives
directly the particle spin density at the space-time point 1

n 1ð Þh i ¼ ψ{
H 1ð ÞψH 1ð Þ

D E
¼ �G< 1; 1þð Þ ð13:6Þ

(a superscript “+” means infinitesimal). The spin current density is determined as

I 1ð Þ ¼ � ∂tG
> t; t0ð Þ þ ∂t0G

<
�
t; t0
�� �

t0¼t ð13:7Þ
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The Green functions are described by the equation

i∂z1 � h 1ð Þf gG 1; 2ð Þ ¼ δ 1; 2ð Þ þ
Z

d3w 1; 3ð ÞG 1; 3; 2; 3þð Þ ð13:8Þ

following the Schrӧdinger equation for wave functions. Here, the two-particle Green
function

G 1; 3; 2; 3þð Þ ¼ ψ{
H 2ð ÞψH 1ð ÞψH 3ð Þψ{

H 3þð Þψ{
H 2ð Þ

D E
ð13:9Þ

expresses via the variation derivative with respect to the variation in the infinitesimal
external potential ν of the one-particle Green function by the relation [12]

G 1; 3; 2; 3þð Þ ¼ i n 3ð Þh iG 1; 2ð Þ þ δG 1; 2ð Þ
δν 3ð Þ ð13:10Þ

Consequently, Eq. (13.8) can be represented as self-contained variation derivative
equation with the matrix representation

L0 þ L1
� �

G ¼ 1, ð13:11Þ
where the matrix L0 is determined by matrix elements

L0 1; 2ð Þ ¼ i∂z � h∗ 1ð Þ þ
Z

d3w
�
1; 3
�
n 3ð Þh i

� �
δ1,2 ð13:12Þ

not containing the variation derivative. The matrix L1 is determined by matrix
elements

L1 1; 2ð Þ ¼ iδ1,2

Z
d3w 1; 3ð Þ δ

δν 3ð Þ ð13:13Þ

which are proportional to the variation derivative.
The expression for the functional derivative

δ

δν 3ð ÞG ¼ δ

δν 3ð ÞG G�1
	 


G ð13:14Þ

(the bracket separates the expression experiencing the variation differentiation)
allows to represent the operation of the differential matrix L1 onG via the self-energy
matrix Σ not containing functional derivatives:

L1G ¼ ΣG, Σ ¼ L1G G�1
	 
 ð13:15Þ

Finally, the matrix Eq. (13.11) reduces to the system

L0 þ Σ
� �

G ¼ 1 ð13:16Þ

188 A. M. Korostil and M. M. Krupa



Σ ¼ �L1G L0 þ Σ
	 
 ð13:17Þ

The first-order approximation with respect to the interaction w determines the
Hartree-Fock self-energy matrix ΣHF ¼ � L1G[L0] with matrix elements

ΣHF 1; 2ð Þ ¼ �δ 1; 2ð Þ
Z

d3w 1; 3ð Þ n 3ð Þh i þ iw 1; 2ð ÞG 1; 2ð Þ ð13:18Þ

Here the first term describes the classical Hartree potential at 1 produced by the
charge density throughout the space, and the second term is the space-nonlocal
exchange potential originating from the Pauli exclusion principle and antisymmetry
of the wave functions. Due to (13.16) the self-energy matrix in second-order
approximation is determined by the equation

Σ ¼ �L1G L0
	 
þ L1G L1G L0

	 
	 
 ð13:19Þ
with matrix elements of the form

Σ2 ¼ ΣHF 1; 2ð Þ þ G 1; 2ð Þ
Z

d3d4w 1; 3ð Þw 2; 4ð ÞG 4; 3ð ÞG 3; 4þð Þ

�
Z

d3d4G 1; 3ð Þw 1; 4ð ÞG 3; 4ð ÞG 4; 2ð Þw 3; 2ð Þ ð13:20Þ

Here the second and third terms describe the correlation and scattering effects,
respectively.

In the stationary situation, the Green function is determined via its energy Fourier
transform GE which without the subscript will be considered below. Entering in the
given bilayer model F/N, the Cartesian coordinate system with the axis x along the
interface plane normal and the axes y and z in the interface plane, the Green function
can be represented by decomposition into quasi-one-dimensional modes as

Gss0 1; 1
0ð Þ ¼

X
nm, αβ

Gαβ
nsms0χ

n
s ρ; xð Þχm∗s0 ρ0; x

0
� �

eiαk
n
s x�iβk m

s0 x
0
, ð13:21Þ

where the indices α, β ¼ (+,�); the signs “+” and “�” denote right-going (+) and
left-going (�) modes, respectively; χ n

s ρ; xð Þ is the transverse wave function; and k n
s

denotes the longitudinal wave vector for an electron in transverse mode nwith spin s.
Then, from the definition of the current through the Green function, at the spatial
independence of the transverse wave function χ n

s ρ; xð Þ, it can be obtained the
expression

Iss0 xð Þ ¼ ie
X
nαβ

αvns � βvms0
� �

Gαβ
nsms0 x; xð Þ

Z
dρχ n

s ρ; xð Þχ m
s0 ρ; xð Þ, ð13:22Þ

describing the spin current, where vns ¼ hk n
s =m is the longitudinal velocity for an

electron in transverse mode nwith spin s. In a normal metal, the transverse states and
the longitudinal momentum are spin-independent, and the spin current simplifies to
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Iss0 xð Þ ¼ 2ie
X
nα

αvns G
αα
nsms0 x; xð Þ, ð13:23Þ

which is used in the calculation of the spin current on the normal side of the contact.
Using the representation

Gαβ
nsms0 x; x

0ð Þ ¼ �i
gαβ
nsms0 x; x

0ð Þffiffiffiffiffiffiffiffiffiffi
vns v

m
s0

p þ 1δss0
αδα,βsign x-x0ð Þ

vns

 !
, ð13:24Þ

where the latter term does not contribute to the current on the normal-metal side,
whence it follows the expression

Iss0 xð Þ ¼ 2e
X
nα

αvns g
αα
nsms0 x; xð Þ ð13:25Þ

for the spin current on the normal-metal side.
The complete description of the spin current through the F|N interface involves

taking into account the connection between waves propagating to the right (left) on
the right-hand side of the contact ψþ

R ψ�
R

� �
and waves propagating to the right (left)

on the left-hand side of the contact ψþ
L ψ�

L

� �
. This is described by the transfer matrix

M obeying the relation

ψþ
R

ψ�
R

 !
¼ M

ψþ
L

ψ�
L

 !
, ð13:26Þ

which in terms of the transmission (t) and reflection (r) coefficients takes the form

M ¼ t � r0 t
0� ��1

r r0 t0ð Þ�1

� t0ð Þ�1r t0ð Þ�1

0
@

1
A: ð13:27Þ

Here the transmission and reflection coefficients enter in definition of the scatter-
ing matrix

S ¼
r t0

t r0

 !
, ð13:28Þ

where r sσnm is the reflection matrix for incoming states from the left in mode m and
spin σ to mode n with spin s and t sσnm is the transmission matrix for incoming states
from the left transmitted to outgoing states to the right. In addition, r

0
is the reflection

matrix for incoming states from the right reflected to the right, and t
0
is the

transmission matrix for incoming states from the right transmitted to the left. The
Green function to the left (x¼ x2) of the interface is expressed via the Green function
to the right (x ¼ x1) of the interface by the relation
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gσσ
0

nsms0 x ¼ x2; x
0ð Þ ¼

X
ls00, σ0 0

Mσσ00
nsls00g

σ00σ0
ls00ms0 x ¼ x1; x

0ð Þ, ð13:29Þ

which after redefining, g2(1) ¼ g(x ¼ x2(1), x
0 ¼ x2(1)), takes the matrix form

g2 ¼ Mg1M
{.

In the approximation of isotropic quasi-classical Green functions in nanolayers
1 and 2, G1ð Þαβnsms0 ¼ δn,mδ

αβ G1ð Þαβss0 . In the representation of the retarded (GR),
advanced (GA), and Keldysh (GK) Green function, the total Green function has the

form G ¼ GR GK

0 GA

� �
. Here GR ¼ � GA ¼ � 1, GK, 1(2) ¼h1(2)1, where the

two-dimensional matrix h is related to the nonequilibrium distribution functions h1
(2) ¼ 2(f(ε)1(2) � 1). Herewith

g�þ
R, 1 ¼ 2r, gþ�

R, 2 ¼ 2r0 ð13:30Þ

and

g��
K, 1 ¼ t0h2t0

{ þ h1r
{, g��

K, 2 ¼ th1t
{ þ r0h2r0{ ð13:31Þ

Inserting the expression (13.31) into (13.25) results in the expression

I ¼ e

h

X
mm

t0nmf F t
0mn

� �þ
� Mf F � τnmf N τmnð Þþ� � �( )

, ð13:32Þ

which describes the current through interface on its normal-metal side. Here r nmss0 is
the reflection coefficient for electrons from transverse mode m with spin s

0
incoming

from the normal-metal side reflected to transverse mode n with spin s on the normal-
metal side, and t0 nmss0 is the transmission coefficient for electrons from transverse mode
m with spin s

0
incoming from the ferromagnet transmitted to transverse mode n with

spin s on the normal-metal side.

13.2.3 Spin Parametric Dependence of Spin Current

The relation (13.32) between the current and the distribution functions has a simple
form after transforming the spin-quantization axis. Disregarding spin-flip processes
in the contacts, the reflection matrix for an incoming electron from the normal metal
transforms is

rnm ¼
X
s

usr nms , u" #ð Þ ¼ 1� σ �mð Þ=2, ð13:33Þ
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where r nm" #ð Þ are the spin-dependent reflection coefficients in the basis where the spin-
quantization axis is parallel to the magnetization m in the ferromagnet and σ is a
vector of Pauli matrices. Similarly for the transmission matrix t nm" #ð Þ

t0nm t0mn
� �þ ¼

X
s

us t0 nms
�� ��2 ð13:34Þ

From the unitarity of the scattering matrix, it follows that the general form of the
relation (13.32) reads

eI ¼
X
s¼", #

Gsus f F � f N
� �

us � G"#u"f Nu# � G"#� �∗
u#f Nu", ð13:35Þ

where it is introduced the spin-dependent conductance parameters

G" #ð Þ ¼ e2

h
M �

X
nm

r nm" #ð Þ
��� ���2

" #
¼ e2

h

X
nm

t nm" #ð Þ
��� ���2 ð13:36Þ

and the mixing conductance

G"# ¼ e2

h
M �

X
nm

r nm" r nm#
� �∗" #

ð13:37Þ

The precession of spins leads to an effective relaxation of spins non-collinear to
the local magnetization in ferromagnets, and consequently the distribution function
is limited to the form f F ¼ 1f F0 þ σ �m f Fs . Such a restriction does not appear in the
normal-metal layer and fN can be any Hermitian 2 � 2 matrix.

The relation between the current through a contact and the distributions in the
ferromagnetic layer and the normal-metal layer is determined by four parameters, the
two real spin-dependent conductances (G", G#) and the real and imaginary parts of
the mixing conductance G"#. These contact-specific parameters can be obtained by
microscopic theory or from experiments. The spin conductances G" and G# describe
spin transport for a long time [19]. The mixing conductance is relevant for transport
between non-collinear ferromagnets. Note that although the mixing conductance is a
complex number, the 2 � 2 current in spin space is Hermitian, and consequently the
current and the spin current in any direction given by (13.35) are real numbers. Due
to the definitions of the spin-dependent conductances (13.36) and the “mixing”
conductance (13.38)

2ReG"# ¼ G" þ G# þ e2

h

X
nm

r nm" � r nm#
��� ���2 ð13:38Þ

and consequently, the conductances should satisfy the relation 2 Re G"#� G" + G#.
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In terms of a scalar particle and a vector spin contribution
I ¼ 1I0 � σ � Isð Þ=2, fN Fð Þ ¼ 1fN Fð Þ

0 � σ � ss mð ÞfN Fð Þ
s , and the particle current is

described by the expression

I0 ¼ G" þ G#� �
f F0 þ f N0
� �þ G" � G#� �

f Fs �m � s f Ns
� � ð13:39Þ

The familiar expressions for collinear transport are recovered when m � s ¼ � 1.
The spin current is described by the expression

Is ¼m G" � G#� �
f F0 � f N0
� �þ f Fs
� �þ 2ReG"# � G" � G#� �

m � s f Ns
	 


�2sReG"#f Ns þ m� sð Þ2ImG"#f Ns :
ð13:40Þ

The first two terms point in the direction of the magnetization of the ferromagnet
m, the third term is in the direction of the nonequilibrium spin distribution s, and the
last term is perpendicular to both s andm. The last contribution solely depends on the
imaginary part of the mixing conductance. This term can be interpreted by consid-
ering how the direction of the spin on the normal metal layer s would change in
timekeeping, with all other parameters constant. The cross product creates a preces-
sion of s around the magnetization direction m of the ferromagnet similar to a
classical torque while keeping the magnitude of the spin-accumulation constant. In
contrast, the first three terms represent diffusion-like processes, which decrease the
magnitude of the spin accumulation. Due to the abovementioned relation 2 Re G"#

� G" + G#, the nonequilibrium spin distribution f Ns propagates easier into a
configuration parallel to s than parallel to m, since these processes are governed
by positive diffusion-like constants 2 Re G"# and 2 Re G"# � G" � G#, respectively.

13.2.4 Dependence of Spin Current on Contact Type

The four conductance parameters G", G#, ReG"#, and ImG"# depend on the micro-
scopic details of the contact between ferromagnetic and normal-metal layers, which
is characterized by elementary model contacts of a diffusive, a ballistic, and a tunnel
types.

In the case a diffusive contact between a normal metal (N) and a ferromagnet (F)
with conductances GN

D and GFs
D , respectively, the spin-dependent resistance of the

whole contact is the sum GFs
D

� ��1 þ GN
D

� ��1
, consequently the whole conductance

Gs
D ¼ GFs

D GN
D = GFs

D þ GN
D

� �
, where s ¼ (", #). These spin-dependent conductances

fully describe collinear transport (in the absence of spin-flip scattering).
For non-collinear magnetizations, the mixing conductance, which is also needed,

can be derived from the scattering matrix. The latter follows from the diffusion
equation, describing the scattering properties of the contact by a spatially dependent
distribution matrix. The current density (i) on the normal side of the contact (x < 0) is
i(x < 0)¼ σN∂xf, where σ

N is the conductivity of the N layer. Consequently, the total
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current in the N layer with the length LN is I(x < 0) ¼ GN
D LN∂x

� �
f , where f is the

spatially dependent distribution matrix on the normal side in the contact. In the
normal-metal part, the boundary condition is f(x ¼ � LN) ¼ fN. In a ferromagnet,
spin-up and spin-down states are incoherent, and hence spins non-collinear to the
magnetization direction relax and only spins collinear with the magnetization will
propagate sufficiently far away from the F|N interface. It is assumed that the
ferromagnet is sufficiently strong and that the contact is longer than the ferromag-
netic decoherence length ξ ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

D=hex
p

, where D is the diffusion constant and hex is
the exchange splitting. The decoherence length is typically very short in ferromag-
nets, ξ ¼ 2 nm in Ni wires.

The distribution function on the ferromagnetic side is represented by a
two-component distribution function f(x > 0) ¼ u"f" + u#f#, where u" and u# are
the mentioned spin-projection matrices. Here a spin accumulation collinear to the
magnetization direction in the ferromagnet is taken into account. The boundary
condition determined by the distribution function in the ferromagnetic part is thus

f " x ¼ LF
� � ¼ f F", f # x ¼ LF

� � ¼ f F#, ð13:41Þ
where LF is the length of the F layer.

In assumption that the resistance of the diffusive region of the contacts is much
larger than the contact resistance between the N and F layers, the total current in the
ferromagnet is

I x > 0ð Þ ¼ GF"
D u"∂xf

" þ GF#
D u#∂xf

# ð13:42Þ
The distribution function is continuous across the F|N interface, f(0+) ¼ f(0�).

Current conservation on the left (x < 0) and on the right (x > 0) of the normal metal-
ferromagnet interface dictates the equation, ∂xI ¼ 0, which together with the
boundary conditions f(x ¼ � LN) ¼ fN, f(0+) ¼ f(0�), and (13.41) uniquely
determines the distribution functions and hence the conductance in the diffusive
contact. Then the current on the normal side of the contact becomes

eI ¼G"
Du

" f F � f N
� �

u# þ G#
Du

# f F � f N
� �

u#

þGN
D u" f F � f N

� �
u# þ u# f F � f N

� �
u#

	 
 ð13:43Þ

The current in a diffusive contact thus takes the generic form (13.35) with
G" ¼ G"

D, G
# ¼ G#

D, and G"# ¼ GN
D . The mixing conductance is thus real and only

depends on the normal conductance. The latter results can be understood as a
consequence of the effective spin relaxation of spins non-collinear to the local
magnetization direction. Those spins cannot propagate in the ferromagnet, and
consequently the effective conductance can only depend on the conductance in the
normal metal.

In the case of the ballistic contact, the reflection and transmission coefficients
appearing in (13.36) and (13.37) are diagonal in the space of the transverse channels
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since the transverse momentum is conserved. In a simplified model [20], the
transmission channels are either closed t ¼ 0 or open t ¼ 1. The conductances
(13.36) and (13.37) can then be found by simply counting the number of propagating
modes. Then the spin-dependent conductanceG" #ð Þ

B ¼ e2=h
� �

N" #ð Þ, where N"(N#) is
the number of spin-up (spin-down) propagating channels. The mixing conductance

is determined by G"#
B ¼ max G"

B;G
#
B

� �
and is real. In a quantum mechanical

calculation, the channels just above the potential step are only partially transmitting,
and the channels below a potential step can have a finite transmission probability due
to tunneling. Furthermore, the band structure of ferromagnetic metals is usually
complicated and interband scattering exists even at ideal interfaces. The phase of the
scattered wave will be relevant giving a nonvanishing imaginary part of the mixing
conductance.

In the case of a tunneling contact, the transmission coefficients are exponentially
small, and the reflection coefficients have a magnitude close to one. The spin-
dependent conductance is

Gs
T ¼ e2

h

X
nm

t nms
�� ��2: ð13:44Þ

For simple models of tunnel barriers, r nms ¼ δnmexpiϕn ¼ δr nms , where the phase
shift ϕn is spin-independent. The expansion (38) in the small correction δr nms leads to

the expression ReG"#
T ¼ G"

T þ G#
T

� �
=2, where G"

T and G#
T are the spin-dependent

tunneling conductances (13.44). Since the transmission coefficients in a tunnel
contact are all exponentially small, the imaginary part of G"#

T is of the same order
of magnitude as G"

T and G#
T , but it is not universal and depends on the details of the

contact.

13.3 Spin Transport in the Case of Dynamic Magnetic Field

13.3.1 Features of Coupling Spin Currents with Magnetic
Dynamics

The interconnection between spin currents and the magnetic dynamics in F/N-based
magnetic multilayer nanostructures underlies the current-controlled magnetic
dynamics and utilization of the latter as new functionality in spintronic devices
[21]. One is related to the s-d exchange interaction with localized spins and the spin-
dependent scattering of spin-polarized electrons near the F|N interface. The impact
of the spin current on localized spins occurs via a finite torque on the magnetic order
parameter, and, vice versa, a moving magnetic order vector loses torque by emitting
a spin current. The magnetic precession acts as a spin pump which transfers angular
momentum from the magnetic into normal metal.
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The technological potential of the mentioned magnetic nanostructures is related
to utilizing transition metals (for instance, Co, Ni, Fe) that operate at ambient
temperatures. Examples are current-induced tunable microwave generators (spin-
torque oscillators) [22, 23] and nonvolatile magnetic electronic architectures that can
be randomly read, written, or programmed by current pulses in a scalable manner
[24]. The interaction between currents and magnetization can also cause undesirable
effects such as enhanced magnetic noise in read heads made from magnetic
multilayers [25].

In the framework of the Landau-Lifshitz-Gilbert model, the impact of the spin
current on the magnetic dynamics, caused by the spin transfer, reduces to change of
fundamental parameters such as the gyromagnetic ratio and Gilbert damping param-
eters. This spin transfer is governed by the reflection and transmission matrices of the
system, analogous to the scattering theory of transport and interlayer exchange
coupling. In the case when the normal-metal layers adjacent to the ferromagnetic
layers are perfect spin sinks, the spin accumulation in the normal metal vanishes
[26]. In the opposite case, the spin accumulation accompanies the spin diffusion,
which gives essential contribution to the total spin current and its interconnection
with magnetic dynamics.

Spin pumping by a precessing ferromagnet is, in some sense, the reverse process
of current-induced magnetization dynamics. When the pumped spin angular
momentum is not quickly dissipated to the normal-metal atomic lattice, a spin
accumulation builds up and creates reaction torques due to transverse-spin backflow
into ferromagnets. The interplay between magnetization dynamics and the
nonequilibrium spin-polarized transport in heterostructures determining magnetic
properties will be considered for the case of F/N-based nanostructures below.

13.3.2 Precession-Induced Spin Pumping Through F/N
Interfaces

Characteristic properties of the precession-induced spin pumping are manifested in
the model N/F/Nmagnetic junction schematic of which is displayed in Fig. 13.2. The
ferromagnetic layer F is a spin-dependent scatterer that governs electron transport
between (left (L) and right (R)) normal-metal reservoirs. The 2� 2 operator Il for the
charge and spin current in lth lead (l ¼ L, R) can be expressed in terms of operators
aαm, l(E) and bαm, l(E) that annihilate a spin-α electron with energy E leaving
(entering) the lth lead through the mth channel:

I αβl tð Þ ¼ e

h

X
m

Z
dEdE0ei E�E0ð Þt=h a{βm, l Eð Þaαm, l E

0
� �

� b{βm, l Eð Þbαm, l E
0

� �h i
:

ð13:45Þ
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When the scattering matrix sαβmn, ll0 tð Þ of the ferromagnetic layer varies slowly on

the time scales of electronic relaxation in the system, an adiabatic approximation
may be used. The annihilation operators for particles entering the N layers are then
related to the operators of the outgoing states by the instantaneous value of the
scattering matrix bαm, l Eð Þ ¼ sαβmn, ll0 tð Þaβn, l0 Eð Þ. In terms of aαm, l only, we can

evaluate the expectation value I αβl tð Þ
D E

of the current operator using

a{αm, l Eð Þaβn, l0 E
0

� �D E
¼ f l Eð Þδα,βδm,nδl, l0δ E � E

0
� �

, where fl(E) is the isotropic

distribution function in the lth reservoir. When the scattering matrix depends on a
single time-dependent parameter X(t), then the Fourier transform of the current
expectation value Il(ω) ¼

R
dteiωtIl(t) can be written as

Il ωð Þ ¼ gX, l ωð ÞX ωð Þ ð13:46Þ
In terms of a frequency ω- and X-dependent parameter

gX, l ωð Þ ¼ �eω

4π

X
l0

Z
dE �∂f l0 Eð Þ

∂E

� �X
mn

�∂smn, ll0 Eð Þ
∂X

s{mn, ll0 Eð Þ � H:c:

� �
:

ð13:47Þ
Equation (13.46) is the first-order (in frequency) correction to the dc Landauer-

Büttiker formula [11]. At equilibrium fR(E) ¼ fL(E), (13.46) is the lowest-order
nonvanishing contribution to the current. Furthermore, at sufficiently low tempera-
tures, we can approximate ∂fl(E)/∂E by a δ-function centered at Fermi energy. The
expectation value of the 2 � 2 particle number operator Ql(ω)(defined by
Il(t) ¼ dQl(t)/dt) in time or by Il(ω) ¼ � iωQl(ω) in frequency domain) for the lth
reservoir is then given by

Ql ωð Þ ¼ e

4πi

X
mnl0

∂smn, ll0 Eð Þ
∂X

s{mn, ll0 Eð Þ þ H:c:

 !
X ωð Þ, ð13:48Þ

Fig. 13.2 Ferromagnetic
layer (F) sandwiched
between two normal-metal
layers (N). The reflection
and transmission amplitudes
r and t

0
govern the spin

current pumped into the
right lead
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where the scattering matrices are evaluated at the Fermi energy. Because the
prefactor on the right-hand side of (13.46) does not depend on frequency ω, the
equation is also valid in time domain. The change in particle number δQl(t) is
proportional to the modulation δX(t) of parameter X, and the 2 � 2 matrix current
(directed into the normal-metal leads) reads

Il tð Þ ¼ e
dnl
dX

dX tð Þ
dt

, ð13:49Þ

where the “matrix emissivity” into lead l is

∂nl
∂X

¼ 1
4πi

X
mnl0

∂smn, ll0 Eð Þ
∂X

s{mn, ll0 Eð Þ þ H:c: ð13:50Þ

If the spin-flip scattering in the ferromagnetic layer is disregarded, the scattering
matrix s can be written in terms of the spin-up and spin-down scattering coefficients
s"(#) using the projection matrices u" ¼ (1 + σ � m)/2 and u# ¼ (1 � σ � m)/2:

smn, ll0 ¼ s"mn, ll0u
" þ s#mn, ll0u

# ð13:51Þ

The spin current pumped by the magnetization precession is obtained by identifying
X(t) ¼ φ(t), where φ is the azimuthal angle of the magnetization direction in the
plane perpendicular to the precession axis. For simplicity, we assume that the
magnetization rotates around the y-axis: m ¼ (sinφ, 0, cosφ). Using (13.51), it is
then easy to calculate the emissivity (13.50) for this process:

∂nl
∂φ

¼ � 1
4π

Arσy þ Ai σx cosφ� σy sinφ
� �	 


, ð13:52Þ

where Ar(Ai) ¼ Re (Im)[g"# � t"#]. Expanding the 2 � 2 current into isotropic and
traceless components,

I ¼ 1
2
Ic � e

h
σ � Is: ð13:53Þ

Here the charge current Ic and spin current Is are identified. Due to Eqs. (13.49),
(13.52), and (13.53), the charge current vanishes, Ic ¼ 0, and the spin current

Is ¼ Ai cosφ;Ar � Ai sinφð Þ h
4π

dφ

dt
ð13:54Þ

can be rewritten as

Ipump
s ¼ h

4π
Arm� dm

dt
� Ai

dm
dt

� �
ð13:55Þ
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This current into a given N layer depends on the complex-valued parameter
A ¼ Ar + iAi (the “spin-pumping conductance”) and the time-dependent order
parameter of the ferromagnet m(t). In addition, A ¼ g"# � t"# depends on the
scattering matrix of the ferromagnetic layer since

gσσ
0 ¼

X
mn

δmn � r σmn rσ
0

mn

� �∗ �
ð13:56Þ

is the dimensionless dc conductance matrix [10, 26] and t"# ¼
X
mn

t0"mn t0#mn
� �∗

. Here

r"mn (r
#
mn) is a reflection coefficient for spin-up ~spin-down electrons on the normal-

metal side, and t
0 " #ð Þ
mn is a transmission coefficient for spin-up/spin-down electrons

across the ferromagnetic film from the opposite reservoir into the normal-metal
layer, where m and n label the transverse modes at the Fermi energy in the
normal-metal films. The magnetization can take arbitrary directions; in particular,
m(t) may be far away from its equilibrium value. In such a case, the scattering matrix
itself can depend on the orientation of the magnetization, and one has to use A(m) in
Eq. (13.55).

When the ferromagnetic film is thicker than its transverse spin coherence length
d > π/(k" � k#), where k" #ð Þ

F are the spin-dependent Fermi wave vectors, t"# vanishes
[26], the spin pumping through a given F|N interface is governed entirely by the
interfacial mixing conductance A ¼ g"# ¼ g"#r þ ig"#i , and we can consider only one
of the two interfaces, as it is presented in Fig. 13.3.

The spin current (13.55) leads to a damping of the ferromagnetic precession,
resulting in a faster alignment of the magnetization with the (effective) applied
magnetic field Heff. The pumped spins are entirely absorbed by the attached ideal
reservoirs. Thereto the enhancement rate of damping is accompanied by an energy
flow out of the ferromagnet, until a steady state is established in the accompanied
F/N system. For simplicity, assume a magnetization which at time t starts rotating

Fig. 13.3 Ferromagnetic
nanostructure with the unit
magnetization vector m(t)
precessing around the
external magnetic field Heff

and inducing the spin
pumping Ipump

s through the
interface F/N. The spin
accumulation μs results in
the back spin current Ibacks
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around the vector of the magnetic field, m(t) ⊥ Heff. In a short interval of time δt, it
slowly (i.e., adiabatically) changes to m(t + δt) ¼ m(t) + δm. In the presence of a
large but finite nonmagnetic reservoir without any spin-flip scattering attached to one
side of the ferromagnet, this process can be expected to induce a nonvanishing spin
accumulation μs ¼

R
dεTr[σf(ε)], where σ is the Pauli matrix vector and f(ε) is the

2� 2 matrix distribution function at a given energy ε. For a slow enough variation of
m(t), this nonequilibrium spin imbalance must flow back into the ferromagnet,
canceling any spin current generated by the magnetization rotation, since, due to
the adiabatic assumption, the system is always in a steady state.

For the spins accumulated in the reservoir along the magnetic field, μskHeff flow
of Ns spins into the normal metal transfers the energy ΔEN ¼ Nsμs/2 and angular
momentum ΔLN ¼ Nsh/2 (directed along Heff). By the conservation laws,
ΔEF¼ � ΔEN and ΔLF¼ � ΔLN, for the corresponding values in the ferromagnet.
Using the magnetic energy,ΔEF¼ � γΔLFHeff, where γ is the gyromagnetic ratio of
the ferromagnet, it can be found that Nsμs/2 ¼ γNshHeff/2. Then μs ¼ hγHeff ¼ hω,
where ω ¼ γHeff is the Larmor frequency of precession in the effective field. The
spin-up and spin-down chemical potentials in the normal metal split by μs ¼ hω, the
energy corresponding to the frequency of the perturbation.

The above mentioned the backflow of spin current Ibacks , which equals to the
pumping current Ipump

s described by the expression

Ibacks ¼¼ 1
2π

g"#r μs þ g"#i m� μs
� �

¼ h
4π

g"#r m� dm
dt

� g"#i
dm
dt

� �
ð13:57Þ

Here, it is used that μs ¼ hω and μs ⊥ m, since by the conservation of angular
momentum, the spin transfer is proportional to the change in the direction δm ⊥ m.
Thus, for the case of a single and finite reservoir, Eq. (13.55) is recovered. It is easy
to repeat the proof for an arbitrary initial alignment of m(t) with Heff.

The expressions for the adiabatic spin pumping are not the whole story, since
spin-flip scattering is essential. In this case, the spin build-up occurs in the normal
metal at dynamic equilibrium. Then, the contribution to Is due to the spin-
accumulation-driven current Ibacks back into the ferromagnet:

Is ¼ Ipump
s � Ibacks , ð13:58Þ

which vanishes in the absence of spin-flip scattering.
The spin current out of the ferromagnet carries angular momentum perpendicular

to the magnetization direction. By conservation of angular momentum, the spins
ejected by Is correspond to a torque T ¼ � Is on the ferromagnet. If possible,
interfacial spin-flip processes are disregarded, and the torque t is entirely transferred
to the coherent magnetization precession. The dynamics of the ferromagnet can then
be described by a generalized Landau-Lifshitz-Gilbert (LLG) equation [5]
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dm
dt

¼ �γm�Heff þ α0m
dm
dt

þ γ

MsV
Is, ð13:59Þ

where α0 is the dimensionless bulk Gilbert damping constant, Ms is the saturation
magnetization of the ferromagnet, and V is its volume. The intrinsic bulk constant
α0 is smaller than the total Gilbert damping α ¼ α0 + α'. The additional damping α'

caused by the spin pumping is observable in, for example, FMR spectra here.

13.3.3 Spin-Accumulation-Driven Backflow
in the F/N Bilayer

The precession of the magnetization does not cause any charge current in the system.
The spin accumulation or nonequilibrium chemical potential imbalance μs in the
normal metal is a vector, which depends on the distance from the interface x x,
0 < x < L, where L is the thickness of the normal-metal film (see Fig. 13.4). When the
ferromagnetic magnetization steadily rotates around the z axis, m � ∂tm and the
normal-metal spin accumulation μs(x) are oriented along z. There is no spin imbal-
ance in the ferromagnet, because μs(x) is perpendicular to the magnetization direc-
tion m. The time-dependent ms is also perpendicular to m even in the case of a
precessing ferromagnet with time-dependent instantaneous rotation axis, as long as
the precession frequency ω is smaller than the spin-flip rate τ�1

sf in the normal metal.
The spin accumulation diffuses into the normal metal as

iωμs ¼ D∂2
xμs � τ�1

sf μs, ð13:60Þ

Fig. 13.4 Schematic view of the F-N bilayer. Precession of the magnetization direction m(t) of the
ferromagnet F pumps spins into the adjacent normal-metal layer N by inducing a spin current Is
pump. This leads to a buildup of the normal-metal spin accumulation μs which either relaxes by
spin-flip scattering or flows back into the ferromagnet as Ibacks
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where D is the diffusion coefficient. The boundary conditions are determined by the
continuity of the spin current from the ferromagnet into the normal metal at x ¼ 0
and the vanishing of the spin current at the outer boundary x ¼ L:

x ¼ 0 : ∂xμs ¼ �2 hNSDð Þ�1Is, x ¼ L : ∂xμs ¼ 0 ð13:61Þ
where N is the (one-spin) density of states in the layer and S is the area of the
interface. The solution to (13.60) with the boundary conditions (13.61) is

μs xð Þ ¼ coshk x� Lð Þ
sinhkL

2Is
hNSDk

ð13:62Þ

Using relation D ¼ v2Fτel=3 between the diffusion coefficient D, the Fermi
velocity vF, and the elastic scattering time τel, we find for the spin-diffusion length
λsd ¼ vF

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
τelτsf =3

p
. An effective energy level spacing of the states participating in

the spin-flip scattering events in a thick layer can be defined by δsd ¼ (NSλsd)
�1. The

spin-accumulation-driven spin current Ibacks through the interface reads

Ibacks ¼ 1
8π

2g"#r μs 0ð Þ þ 2g"#i m� μs 0ð Þ
h

þ g"" þ g## � 2g"#r
� �

m � μs
�
0

� �

: ð13:63Þ

Substitution of (13.62) into (13.63) gives total spin current

Is¼Ipump
s � β

2
2g"#r Is þ 2g"#i m� Is þ g"" þ g## � 2g"#r

� �
m � Isð Þm

h i
, ð13:64Þ

where the spin current returning into the ferromagnet is governed by the backflow
factor β ¼ (τsfδsd)/(h tanh (L/λsd)). When the normal metals are shorter than the spin-
diffusion length (L 	 λsd), β ! τsfδ/h, where δ ¼ (NSL)�1. Basically, β is therefore
the ratio between the energy level spacing of the normal-metal layer with thickness
Lsf ¼ min (L, λsd) and the spin-flip rate.

By inverting Eq. (13.64), the total spin current Is can be expressed in terms of the
pumped spin current Ipump

s ([26])

Is ¼ 1þ 2g"#r þ
βg"#i
� �2
1þ βg"#r

2
64

3
75
�1

1� βg"#i
1þ βg"#r

m�
 !

Ipump
s ð13:65Þ

Then, substituting (13.55) into (13.65) results in total spin current Is, which is
described by the equation of the form (13.55) but with a redefined spin-pumping
conductance A0 ¼ A0

r þ A0
i

Is ¼ h
4π

A0
rm� dm

dt
� A0

i

dm
dt

� �
ð13:66Þ
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Here A
0
is function of the mixing conductance g"# and the backflow factor β,A

0

¼ A
0
(g"#, β). For realistic F|N interfaces g"#i 	 g"#r , so that g"# 
 g"#r and, conse-

quently, A0
i vanishes. Substituting (13.66) into (13.59) renormalizes its Gilbert

dumping constant, α0, so that α0 ! α ¼ α0 + α
0
, where

α0 ¼ gLg
"#

4πμ
1þ g"#

τsf δsd=hβg
"#
i

� �2
tanh L=λsdð Þ

2
64

3
75
�1

ð13:67Þ

is the additional damping constant due to the interfacial F|N coupling. Here, gL is the
g factor and μ is the total layer magnetic moment in units of μB. When L ! 1,
(13.67) reduces α0 ¼ gLg

"#
eff =4π, where 1=g

"#
eff ¼ 1=g"# þ Rsd and Rsd ¼ τsfδsd/h is the

resistance (per spin, in units of h/e2) of the normal-metal layer of thickness λsd. It
follows that the effective spin pumping out of the ferromagnet is governed by g"#eff ,
i.e., the conductance of the F|N interface in series with diffusive normal-metal film
with thickness λsd.

The second factor on the right-hand side of (13.67) suppresses the additional
Gilbert damping due to the spin angular momentum that diffuses back into the
ferromagnet. Because spins accumulate in the normal metal perpendicular to the
ferromagnetic magnetization, the spin-accumulation-driven transport across the F|N
contact, as well as the spin pumping, is governed by a mixing conductance.

13.4 Conclusions

The spin transport in the F/N-based magnetic nanostructures in magneto-static and
magneto-dynamic cases has been studied in the framework of the modified Stoner
model. Using the modified quantum kinetic equation for the nonlinear Green
functions and the spin-dependent scattering matrix, the spin currents through and
near the F|N interface are described. In the magnetostatic case, the parametric
dependence of the spin current on the relative orientation of the spin polarization
and magnetization is shown. In the magneto-dynamic case of the magnetization
precession, the precession-induced spin pumping into the normal-metal layer is
described. The accompanying effect of the spin accumulation and the spin backflow
exerted via the spin torque on the magnetization precession is considered.
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Part II
Nanooptics and Photonics



Chapter 14
Digital Interferometry Methods
for the Surface Relief Study

Yu. Kotsiuba, H. Petrovska, V. Fitio, and Ya. Bobitski

14.1 Introduction

It is known that the control of surface relief is an important process in the study of the
quality of the mechanical parts which are under the influence of external forces or
factors. At the same time, information about the surface waviness and roughness is
important. This information is necessary when such parameters as wear resistance
[1], chemical resistance [2], and strength and density (tightness) of joints [3] are
under study. Thus, the control of surface roughness is necessary in such fields as
machine building and tribology and in solving fundamental problems of solid-state
physics, physical chemistry, and materials science [1–4].

For its implementation, a number of methods are used, which can be divided into
contact and non-contact. In contact methods, the determination of roughness is
carried out with the profile line using special measuring instruments [5]. However,
according to the modern world standards, the preformation of this procedure requires
using the surface area of the test sample, instead of the profile line [6]. That fact
reduces the relevance of contact methods and increases the need to develop alterna-
tive approaches. One of the possible solutions is the coherent optical measurement
method. That allows quick and non-contact determination of surface roughness
according to new measurement standards [6]. Among all of the coherent optical
methods used for the surface relief study, the phase-shifting interferometry [7] and
digital two-wavelength interferometry [8] are the most promising techniques.
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The digital phase-shifting interferometry was successfully applied for the first
time to rough objects, for which random speckle variations are observed in
amplitude-phase distributions [9]. This method remain attractive due to the simplic-
ity of the technical implementation compared with the white light interferometer [10]
and the possibility of simultaneous research of a large area of the object without the
scanning.

Today, the common phase-shifting methods are gradually superseded by a series
of new faster and more efficient algorithms, which include a generalized phase-
shifting algorithm [11], a wavelength change algorithm [12], and a two-step method
with arbitrary phase shift [13]. The last method provides the simplest technical
implementation, since for obtaining experimental data of the object under study,
only two interferograms are used and it is not necessary to calibrate the phase shift.
The experiments have confirmed the efficiency of using these methods in practice
[11–13].

In the digital two-wavelength interferometry, an increase of the measured relief
value range is done by use of the synthesized wavelength. Thus, the possibility of
studying the relief of arbitrary objects, even small radio details [14], is realized. In
[15] the method of three-color digital interferometry is used to receive three-
dimensional information about the object and its deformation.

14.2 Theoretical Description of Surface Relief Study

14.2.1 The Phase-Shifting Interferometry Method

The image reconstruction process in the phase-shifting interferometry is simple and
straightforward, since it is not necessary to apply the spatial frequency filtering
procedure, as in other methods of digital interferometry [16]. In addition, this
technology requires simpler optical setup. Let the complex amplitudes of the object
and reference wave be determined as Uo(x,y) ¼ Uoexp[iφo] and Ar(x,y) ¼ Aoexp
[iφo]. Then the intensity distribution of the hologram in the detector plane can be
expressed as:

IHðx, yÞ ¼ U2
oðx, yÞ þ A2

r ðx, yÞ þ 2Uoðx, yÞArðx, yÞ cos ½φðx, yÞ � φrðx, yÞ� ð14:1Þ
Applying a phase shift with the value equal to 2π/P (P – integer), we obtain:

IHpðx, yÞ ¼ U2
oðx, yÞ þ A2

r ðx, yÞ þ 2Uoðx, yÞArðx, yÞ cos ½φðx, yÞ � φrðx, yÞ
þ 2nπ=P� ð14:2Þ

where p ¼ 1, 2, ..., P. For a case P � 3, the phase of the object field will be
determined from the ratio [11]:
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φo ¼ φr þ arctan

PP
n¼1

IHp sin ð2π=PÞ
PP
n¼1

IHp cos ð2π=PÞ

8>>><
>>>:

9>>>=
>>>;

ð14:3Þ

The amplitude can be calculated from equation:

Uo ¼ 1
2Ao

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�XP
n¼1

IHp sin ð2π=PÞ
�2

þ
�XP

n¼1

IHp cos ð2π=PÞ
�2

vuut ð14:4Þ

When P ¼ 4 we obtain a widely used method, which was proposed in [17], using
four holograms with phase shift equal to π/2 [18, 19]. In this case, Eqs. (14.3) and
(14.4) can be rewritten in the form:

φo ¼ φr þ arctan
IH4 � IH2

IH3 � IH1

� �
ð14:5Þ

Uo ¼ 1
2Ao

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðIH3 � IH1Þ2 þ ðIH4 � IH2Þ2

q
ð14:6Þ

The phase-shifting methods restore all information, when the amplitude and
phase of the reference beam are known. In practice, these conditions are difficult
to satisfy [20]. In addition, the value of the phase shift should be precisely set to
obtain the correct results.

However, in [21] an algorithm that allows simplification of the phase field
reconstruction was presented. This is done by recording two digital holograms
with arbitrary phase shift. The corresponding phase-shift value can be defined as:

α ¼ arccos
I1 x; yð Þ � I1 x; yð Þh i½ � I2 x; yð Þ � I2 x; yð Þh i½ �h i

σI1σI2

� �
ð14:7Þ

where σ denotes the standard deviation and [...] stands for the arithmetic mean value.
Then the phase can be determined from:

φ x; yð Þ ¼ I 0H1 x; yð Þ cos α� I 0H2 x; yð Þ
I 0H1 x; yð Þ ð14:8Þ

where I’H1(x,y) and I’H2(x,y) are the intensity distribution of two holograms after
subtracting the components of the object and reference fields.

In the digital phase-shifting interferometry, the phase value is obtained modulo
within the range of 2π, which corresponds to the physical value of the investigated
parameter equal to λ/2. Obviously, for the study of ultra-small surface heterogene-
ities, it is necessary to use lasers with smaller wavelengths.
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14.2.2 Digital Two-Wavelength Interferometry

However, if the phase changes are much bigger than the wavelength value, then the
phase-shifting method will not restore the object surface under study. In this case,
another digital holography method should be used. One possible solution is to
compare a series of complex amplitudes before and after changing the object
illumination conditions, namely, the wavelength.

To measure the surface shape by the two-wavelength method, the two holograms
are recorded using different wavelengths λ1 and λ2. In conventional holographic
interferometry, both holograms are recorded on the single photosensitive plate, after
that they are restored using one of the wavelengths used during the recording. As a
result, two object images are reconstructed. The image recorded and reconstructed
with λ1 is an exact copy of the original surface of the object. The image recorded with
λ2 but reconstructed with λ1 moves toward the observer relative to its original
position. The two reconstructed images interfere, forming a contour map of the
object’s surface [22].

A similar approach can be realized in digital interferometry methods [23]. Each
digital hologram is reconstructed separately using the appropriate wavelength.
Reconstructed from each digital hologram, the phase of the object field can be
determined as:

φ1,2 x; yð Þ ¼ 2π
λ1,2

h x; yð Þ ð14:9Þ

where h (x, y) denotes the height of the surface profile of the object at each point.
The digital interferogram of a surface in this case is calculated as the difference

between two phase fields:

φ2 x; yð Þ � φ1 x; yð Þ ¼ 2π
1
λ2

� 1
λ1

� �
h x; yð Þ ¼ 2π

Λ
h x; yð Þ ð14:10Þ

where Λ, a synthetic wavelength, is determined from the ratio:

Λ ¼ λ1λ2
λ1 � λ2j j ð14:11Þ

As a result, the surface profile will be determined as:

h x; yð Þ ¼ Δφ x; yð ÞΛ
2π

ð14:12Þ

In this case, the sensitivity of the measurements becomes proportional to the
value of Λ/2 instead of λ/2. This means that it is possible to set the required
sensitivity, depending on the size of the studied relief.
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14.3 The Developed Software

14.3.1 The Implementation of Phase-Shifting Interferometry
Method

The software for the implementation of the phase-shifting interferometry method
was developed in the Labview 13.0. programming environment. It allows receiving
digital interferogram with the expression (14.8). In addition, it is possible to carry out
simulations of the recording of digital hologram with the ability to set arbitrary phase
shift. The test surface relief used during the simulation was formed using Gwyddion
software. The components of the micro- and nanorelief of the surface were sepa-
rately created (see Fig. 14.1).

With the help of simulation, two holograms of the surface were formed using the
phase shift α ¼ 21 �. The corresponding holograms are shown in Fig. 14.2.

After that a digital interferogram was formed (see Fig. 14.3).
In the developed program, it is additionally implemented the ability to define the

micro- and nanorelief, as shown in [21] and to determine the basic parameters of
roughness. As a result of the program, it was possible to separately recreate the
components of the micro- and nanorelief (Fig. 14.4).

Determination of roughness parameters (Sq, Sa, Ssk, Sku) was carried out in
accordance with the values of the received nanorelief.

Fig. 14.1 Components of the micro- and nanorelief
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Fig. 14.2 Digital surface hologram recorded with α ¼ 0� (а) and α ¼ 21� (b)

Fig. 14.3 The software interface with formed digital interferogram

Fig. 14.4 Reconstructed micro- (а) and nanorelief (b) of the surface
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14.3.2 The Implementation of the Digital Two-Wavelength
Interferometry Method

When it comes to study of the surface relief that is much larger than the wavelength
value, it is reasonable to use digital two-color interferometry. For the implementation
of this method, the software described in [24] was used.

The reconstruction of the test surface relief (Fig. 14.5) was determined using
different wavelength pairs.

During the simulation, a series of digital holograms of the test surface was
sequentially written using different wavelength pairs. Digital interferograms
obtained during the simulation are shown in Fig. 14.6.

Obviously, when the value of Δλ is too large, the fringe density will be very high.
That fact makes the process of spatial filtration [25] and phase unwrapping

Fig. 14.5 Test surface

Fig. 14.6 Digital interferogram of the test surface received with λ1 ¼ 632.8 nm and λ2 ¼ 450 nm
(а), λ1 ¼ 632.8 nm and λ2 ¼ 532 nm (b), and λ1 ¼ 632.8 nm and λ2 ¼ 650 nm (c)
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complicated. On the other hand, when Δλ is small, some of the useful surface relief
information may be lost due to the large distance between the surface levels.
Therefore, the optimal wavelengths ratio should be chosen experimentally,
depending on the profile value of the studied surfaces. This provides a relatively
low level of noise while retaining useful information.

14.4 Results and Discussion

A two-wavelength digital holographic interferometer scheme for the surface quality
study was designed (Fig. 14.7). The scheme is based on the Mach-Zehnder interfer-
ometer, and here one of the shoulders is the reference (elements 1, 2, 3, 4), and the
second (elements 1, 5, 4) is the object. With this scheme, digital-focused image
holograms are recorded.

For obtaining the surface relief map with a two-wavelength method, a digital
holographic interferogram of an object is recorded by its illumination with a plane
wave beam, using two light sources with λ1 and λ2 differing in Δλ. Helium-neon
laser (λ1 ¼ 633 nm) and frequency-doubled Nd-YAG laser (λ2 ¼ 532 nm) were used
as illumination sources. The beams from both lasers are combined using a 50% beam
splitter 3. A condenser 4 and 5 forms the flat object and reference wavefront for both
λ with a diameter of about 12 mm.

The image is reconstructed with a single wavelength. Within the illuminated
space, there is a system of interference planes perpendicular to the illumination

Fig. 14.7 The recording scheme
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direction. Another 50% beam splitter 6 is used for obtaining a normal illumination
vector direction toward the studied surface. During the image reconstruction, one
can observe a system of interference fringes representing a surface map. The distance
between the two surface levels for the following wavelengths is λ1 • λ2/
2Δλ ¼ 1.667 μm.

An objective with a focal length of 150 mm is used to form a focused image in the
recording plane. The required magnification of the studied surface is achieved by
selecting the mutual position of the objective and the CCD matrix.

An iris diaphragm is set before the objective and to be the aperture diaphragm. In
this experiment, a CCD camera with a photosensitive area of 645 � 485 and a pixel
pitch 10 μm was used.

The CT specimen, with size 62.5 � 60 mm, was used as an object of study
(Fig. 14.8).

Two digital holograms were sequentially recorded with two wavelengths. The
received surface interferogram is shown on Fig. 14.9а.

After that filtering and phase unwrapping were performed with developed soft-
ware. The reconstructed surface relief is shown on Fig. 14.9 (b).

Fig. 14.8 Object of study

Fig. 14.9 Digital interferogram of the studied area (а) reconstructed surface relief (b)
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14.5 Conclusion

The possibilities of using digital phase-shifting interferometry and digital
two-wavelength interferometry methods for studying the quality of surfaces with
different macro- and nanoreliefs are investigated. The results of the performed tests
showed that the phase-shifting digital interferometry method allows to effectively
measure the surface micro- and nanorelief and determine the basic roughness
parameters. Moreover, the software developed in this work allows separately restor-
ing components of micro- and nanorelief.

The test and experimental results have shown that for the surface relief study,
with value much greater than the wavelength, it is advisable to use digital
two-wavelength interferometry. If in the experimental scheme two wavelengths
with a phase-shifting method are simultaneously used, the whole relief components
study will be allowed.
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Chapter 15
Spectrum of Electron in Quantum Well
with Continuous Position-Dependent
Effective Mass

Julia Seti, Мykola Ткаch, and Оxana Voitsekhivska

15.1 Introduction

The modern nanotechnologies allow fabrication of the nano-heterostructures with
different components of semiconductor materials. The quantum cascade lasers [1, 2]
and detectors [2–4] operating in the infrared range are already produced using such
multicomponent structures.

The theoretical investigation of these objects in general and nano-devices at their
base, in particular, means the solution of Schrodinger equation with the position-
dependent effective mass of quasiparticle. The effective mass and momentum
operator p do not commute in this approach, since the correct form of kinetic energy
operator in Hamiltonian becomes a problem. Thus, for a long time, in theoretical
papers [5–7] concerning both 3D and heterostructures, the different ways to place the
position-dependent effective mass between operators p have been observed. How-
ever, the consistent theory, providing the uniformly correct form of kinetic energy
operator, is still absent.

According to the abovementioned, the most realistic form to place the effective
mass in the operator of kinetic energy was justified by non-direct methods. For
example, in the papers [9–13], it was shown that the results obtained for the
heterostructures within the Hamiltonian proposed by BenDaniel-Duke [8] correlated
well with the experimental data [9] and the other theoretical models like Kronig-
Penney one [10–13]. The existence of the exact solution of Schrodinger equation
with position-dependent potential energy and effective mass of quasiparticle
depends on their analytical expressions. Thus, in many papers [14–18], the main
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attention was paid to the development of mathematical methods for the solution of
the problems using the well-tested but idealized functions.

At the same time, the theory of nano-heterostructures with position-dependent
potentials and quasiparticles effective masses was developed, due to the mathemat-
ical problems arising during the search of the exact solution of Schrodinger equation,
using the approximated numerical methods [19, 20] or simplified abrupt model [21–
24], where effective mass was skip-like at hetero-interface. However, the physical
considerations confirm that in near-interface regions the effective mass of quasipar-
ticle differs from that in the contacting materials due to the imperfect heterostructure
interfaces caused by nonhomogeneous composition and different lattice parameters.
In the first approximation, the effective mass can be taken as linearly dependent of
coordinate in this region.

In this paper, we study the influence of near-interface region size, where the
effective mass of electron is linearly dependent, on the tunnel properties of double-
barrier open nano-heterostructure and on the spectral characteristics of electron
sub-barrier states using the model of rectangular potential and continuous position-
dependent effective mass.

15.2 Schrodinger Equation and Transmitting Coefficient
in the Nano-heterostructure with Position-Dependent
Effective Mass of Electron

We study the open plane double-barrier nano-heterostructure using the model of
rectangular potential profile (Fig. 15.1а):

U zð Þ ¼ 0, 0 �j z j� z�2, z�5 �j z j� 1
U, z�2 �j z j� z�5;

�
ð15:1Þ

and the model of position-dependent electron effective mass (Fig. 15.1b):

Fig. 15.1 Potential energy (a) and electron effective mass (b) as functions of z coordinate in nano-
heterostructure
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m zð Þ ¼ mw

1, 0 �j z j� z�1, z�6 �j z j� 1;

1þ δm
j z j �z�1

2Δ
, z�1 �j z j� z�3;

mb

mw
� δm

j z j �z�4

2Δ
, z�4 �j z j� z�6;

mb

mw
, z�3 �j z j� z�4,

8>>>>>>><
>>>>>>>:

ð15:2Þ

which is the linear function of z coordinate in the near-interface region between wells
and barriers and being constant elsewhere. Herein, U is the height of the potential
barrier; а is the width of quantum well; 2Δ is the width of near-interface region; mw

and mb are the effective masses of quasiparticle in the wells and in the barriers,
respectively; and δm ¼ (mb � mw)/mw.

It is assumed that monoenergetic electronic flux with the energy Е impinges at
nanostructure from the left, perpendicularly to its interfaces. The one-dimensional
Schrodinger equation for the electron is written in the BenDaniel-Duke [8] form:

�h2

2
d

dz

1
m zð Þ

d

dz

� �
þ U zð Þ

� �
Ψ zð Þ ¼ EΨ zð Þ ð15:3Þ

It is solved using the dimensionless variable η ¼ z/a0 (a0 is the lattice constant of
the well material). Introducing the dimensionless magnitudes: coordinates η�j¼ z�j/
a0 ( j ¼ 1–6), semi-width of near-interface region d ¼ Δ/a0, the energies ε ¼ E/Ry,
V ¼ U/Ry (Ry, Rydberg constant),

U ηð Þ ¼ 0, 0 �j η j� η�2, η�5 �j η j� 1
V , η�2 �j η j� η�5;

�
ð15:4Þ

the effective mass

m ηð Þ ¼

1, 0 �j η j� η�1, η�6 �j η j� 1;

1þ δm
j η j �η�1

2d
, η�1 �j η j� η�3;

mb

mw
� δm

j η j �η�4

2d
, η�4 �j η j� η�6;

mb

mw
, η�3 �j η j� η�4:

8>>>>>>><
>>>>>>>:

ð15:5Þ

and wave function Ψ(η) by the relationship

Ψ zð Þ ¼ CΨ ηð Þ ¼ C
�
Ψ0 η�1 � jηj � η1ð ÞþX6

p¼1

Ψp ηp � jηj � ηpþ1

� 	þ Ψ�p η�p � jηj � η� pþ1ð Þ

 �h i�

, η�7 ¼ 1ð Þ ð15:6Þ

instead of Eq. (15.3) we obtain the equation
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1
m ηð Þ

d2

dη2
� 1

m ηð Þ2
dm ηð Þ
dη

d

dη
� 2a20mwRy

h2
U ηð Þ � εð Þ

" #
Ψ ηð Þ ¼ 0: ð15:7Þ

Its solution is found together with the conditions of wave function and its density
of current continuity at all interfaces of nanostructure [21–24], which are written,
taking into account the continuity of effective mass, in the following form:

Ψ� p�1ð Þ η�p

� 	 ¼ Ψ�p η�p

� 	
, p ¼ 1� 6ð Þ

dΨ� p�1ð Þ ηð Þ
dη


η¼η�p

¼ dΨ�p ηð Þ
dη


η¼η�p

,

8<
: ð15:8Þ

In the regions (in Fig. 15.1–0, �3, �6) where the electron effective mass is
constant, Eq. (15.7) is equivalent to the system of equations

d2

dη2
þ K2

�p

� �
Ψ�p ηð Þ ¼ 0, p ¼ 0; 3; 6ð Þ: ð15:9Þ

where

K�p ¼ k ¼ a0h�1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mw Ry ε

p
, p ¼ 0, 6

χ ¼ a0h�1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mb Ry ε� Vð Þp

, p ¼ 3

�
ð15:10Þ

The solutions of Eq. (15.9) are known [23, 24]:

Ψ�p ηð Þ ¼ A�pe
iK�pη þ B�pe

�iK�pη, p ¼ 0; 3; 6ð Þ: ð15:11Þ
In the near-interface region (in Fig. 15.1 - �1, �2, �4, �5), where the electron

effective mass is linearly dependent on coordinate, Eq. (15.7) is equivalent to the
equations

ξ�p
d2

dξ2�p

� d

dξ�p
� ξ2�p

" #
Ψ�p ξ�p

� 	 ¼ 0, p ¼ 1; 2; 4; 5ð Þ ð15:12Þ

with new dimensionless variables

ξ�p ηð Þ ¼ 2m ηð Þ
� mwa20d

2Ry ε
	

δm2h2

� �1=3

, p ¼ 1, 5

mwa20d
2Ry V�εð Þ
δm2h2


 �1=3
, p ¼ 2, 4

8>><
>>: ð15:13Þ

The system of Eq. (15.12) also has the exact solutions [25], as linear superposi-
tion of the derivatives from Airy functions
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Ψ�p ξ�p

� 	 ¼ A�pAi
0 ξ�p

� 	þ B�pBi
0 ξ�p

� 	
, p ¼ 1; 2; 4; 5ð Þ: ð15:14Þ

All unknown coefficients A�p, B�p are obtained from the system of fitting
conditions (8), in its turn, completely defining the electron wave function Ψ(z).

Now calculating, according to the quantum mechanics [24, 26], the densities of
input (z ¼ � z�6) and output (z ¼ z6) electronic currents

j z;Eð Þ ¼ ih
2mw

Ψ z;Eð Þ∂Ψ
∗ z;Eð Þ
∂z

� Ψ∗ z;Eð Þ∂Ψ z;Eð Þ
∂z

� �
, ð15:15Þ

and taking their ratio, we obtain the transmission coefficient

D Eð Þ ¼ A6 Eð Þ
A�6 Eð Þ



2

: ð15:16Þ

Using the function D(E) [27], one can obtain the resonance energies (En) and
resonance widths (Гn) of electron quasi-stationary states in nano-heterostructure and
study their dependences on the width of near-interface region between the wells and
barriers where the electron effective mass is linear function of coordinate.

15.3 Analysis of the Results

At the base of the developed theory, we calculated the transmission coefficient
together with the resonance energies and widths of electron quasi-stationary states
in the sub-barrier region of energies (En <U ). For the comparison, we also calculated
the influence of the width of near-barrier region on the transmission coefficient and
spectral characteristics of electron quasi-stationary states: the resonance energies (
Eabr
n ) and widths (Γabr

n ) in the wide spread model of abrupt effective mass [24].
We observed the symmetric А (d1 ¼ d2) and asymmetric В (d1 6¼ d2) structures

with In0.53Ga0.47As wells and In0.52Al0.48As barriers, being the operating elements
of modern quantum cascade lasers [2]. Their physical parameters are known [26]:
mw¼ 0.047me,mb¼ 0.089me, U¼ 516 meV, and geometrical ones are taken typical
for the completing materials of devices cascades.

Figure 15.2 shows the transmission coefficient D as function of the energy
E calculated in the abrupt mass model (Δ ¼ 0) and in the model of position-
dependent electron effective mass at two fixed widths of near-interface region
(Δ ¼ 0.25 d1, 0.5 d1) in the symmetric А (d1 ¼ d2 ¼ 2 nm) and asymmetric B
(d1¼ 1.5 nm, d2¼ 2.5 nm) structure with the potential well of the width a¼ 5.6 nm.
The widths of the barriers in both cases (А and В) are taken such that their sum width
is the same (4 nm).
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Figure proves that at any Δ in both structures one can see the Lorentz-like peaks
at the functions D(E). Their position, according to the general theory [27], deter-
mines the resonance energies (En) of electron quasi-stationary states and their widths
at the half of the height – the resonance widths (Гn) of these states. The transmission
coefficient of the symmetric structure А is maximal, D(En) � 1, in the small vicinity
of resonance energies En. The asymmetrical widths of the barriers in the structure В
bring to the decreases of transmission in the vicinity of En, herein D(E1) < D(E2) < 1.
The bigger widths of near-interface region (Δ) in both structures A and B cause the
increasing distance between two sub-barrier peaks, shifting them into the opposite
directions and broaden them a little. However, it does not change the magnitudes of
the maxima of D(En) peaks and weakly deforms their Lorentz-like shape. Such
behavior of the transmission peaks functions of Δ determines the corresponding
dependences of spectral parameters (En, Гn) of electron quasi-stationary states.

In Fig. 15.3 , the resonance energies En and widths Гn of electron sub-barrier
states are shown as functions of Δ for the symmetric А and asymmetric В structure.
The resonance energies (Eabr

n ) and widths (Γabr
n ) calculated in the abrupt effective

mass model are presented too, for the comparison. It is clear that the asymmetric
widths of the barriers cause the small shift of E1 into the low-energy region while E2

shifts into the high-energy one. Also, the resonance widths (Г1, Г2) of the both states
- increase. The functions En(Δ) and Гn(Δ) are qualitatively similar for the both
structures (А and В).

The resonance energies of the first (n¼ 1) and second (n¼ 2) states of electron in
A and B structures differently depend on Δ. The energy E1 only decreases while E2 -
increases. The resonance widths Гn of the both states increase at bigger Δ and the
respective life times (τn ¼ ћ/Γn) decrease due to the smaller “power” of the potential
barriers. At Δ ! 0, as it should be, the resonance energies En and widths Гn,
calculated within the model of continuous position-dependent effective mass, tend
to the respective resonance energies (Eabr

n ) and widths (Γ abr
n ) obtained in abrupt mass

model.
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Fig. 15.2 The transmission coefficient D as function of the energy E in the symmetric (a) and
asymmetric (b) structures calculated at two fixed widths of near-interface region (Δ ¼ 0.25d1,
0.5d1) and in the abrupt effective mass model (Δ ¼ 0)
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The resonance energies En, E
abr
n and widths Γn, Γabr

n of sub-barrier states as
functions of well width a for the symmetric A and asymmetric B structure are
presented in Fig. 15.4 at Δ ¼ 0.1d1, 0.25d1, 0.5d1, and Δ ¼ 0, respectively.

It is clear that when the width of the well (a) increases, the resonance energies and
widths of electron states in the structures А and В shift into the low-energy region in
the both models of effective mass and the number of levels in the sub-barrier region
becomes bigger. In the scale of Fig. 15.4, the differences between the spectral
characteristics calculated in the abrupt model and position-dependent one are almost
not visible. Thus, in Fig. 15.5, one can see the differences of resonance energies Δ
En ¼ En � Eabr

n and widths ΔΓn ¼ Γn � Γ abr
n as functions of well width a for the

structures A and B.
Figure 15.5 proves that in both structures the differences of energies ΔEn as

functions of а for all quasi-stationary states (n) are the complicated sign-alternating
functions. Such behavior of ΔEn(a) is caused by the corresponding functions of
resonance energies: En(а) and Eabr

n (а). Really, when the well width is such that the
certain n-th level with the energy En only begins to involve into the sub-barrier
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region (En < U), that of the energyEabr
n (in the abrupt model) is already involved into

the potential well at certain magnitude, as a result, ΔEn > 0. The increasing well
width, as it is clear from Fig. 15.4, though, only shifts En and Eabr

n into the
low-energy region, but the energy Eabr

n decays slower than En. Thus, at certain а,
the both energies become equal andΔEn¼ 0. At further increasing of well width, the
difference ΔEn becomes negative, reaches its minimum, and tends to zero at a!1.
Figure 15.5 also shows that the differences between the resonance widths ΔГn as
functions of а are sharply decaying functions in both structures A and B.

So, it is clear that the biggest difference between the energies En, E
abr
n and widths

Γn, Γabr
n in the both models for the electron effective mass is observed at such width

of the well when the n-th level with En only appears in the sub-barrier region of the
potential well. The calculations prove that at Δ ¼ 0.5d1 for the arbitrary n-th quasi-
stationary state of electron, the relative maximal difference of energies ΔEn /En does
not exceed 1% and that of widths ΔГn /Гn - 12%.
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15.4 Conclusions

1. The exact solutions of Schrodinger equation for the electron are obtained using
the approximation of the rectangular potential profile and position-dependent
effective mass, which is the linear function of coordinate in the near-interface
region between the wells and barriers of the open plane double-barrier
nanostructure.

2. Using the exact set of wave functions, the transmission coefficient, resonance
energies and widths of sub-barrier electron quasi-stationary states are calculated
for the structure with In0.53Ga0.47As wells and In0.52Al0.48As barriers. It is shown
that the increasing near-interface region changes the resonance energies and
widths of electron states but does not effect on the transmission coefficient
respectively to the monoenergetic electronic flux.
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3. It is revealed that the difference of energies ΔEn of arbitrary n-th level calculated
as functions of quantum well width within the models of position-dependent and
abrupt effective mass are the sign-alternating strongly nonlinear functions while
the differences of widths ΔГn are positive and sharply decaying ones.

4. It is established that when the width of near-interface region is of the order of the
half of the smallest potentials barrier, the relative differences of energies ΔEn /En

and widths ΔГn /Гn do not exceed 1 and 12%, respectively.
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Chapter 16
Design and Synthesis of Silver
Nanoparticles with Different Shapes
Under the Influence of Photon Flows

T. Bulavinets, V. Varyshchuk, I. Yaremchuk, and Ya Bobitski

16.1 Introduction

Recently noble metal nanoparticles are actively investigated and attract a lot of
attention from researchers. Modern achievements in nanomaterial synthesis and
their unique features are of great interest and are widely used in almost all areas of
human activity. Noble metal nanoparticles are actively used for solving problems of
electronics, energy, photonics, biomedicine, and ecology due to their interesting
physical, chemical, biological, catalytic, and bactericidal properties [1–3].

There are many modern methods of silver nanoparticle synthesis, particularly
chemical reduction, ablation, photochemical methods, microwave processing, and
different biological synthetic methods [4, 5]. However, the problem of the controlled
process of nanoparticle formation and improvement of the stabilization methods of
their colloids were studied not enough. The general approach to size control is based
on testing different parameters via attempts and errors. Real nanoparticle synthesis
mechanisms and the influence of synthesis parameters on the formation process
remain unstudied. Also, the actual tasks of modern physical chemistry are improving
conditions and nanoparticle synthesis methods and stabilizing their colloids.

One of the perspective methods of synthesis is a photostimulated recovery of
silver ions from a silver salt solution (AgNO3) [6–8]. The ability to use light for the
controlled formation and synthesis of nanoparticles is very perspective. Light can
significantly affect on the synthesis of nanoparticles. Using photon flows is an
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effective way to change the nanoparticle shape, since nanoparticles have the ability
to absorb light with a certain wavelength [9, 10]. Photostimulated recovery has
several advantages in comparison with other chemical methods. This method gives a
possibility of synthesizing nanoparticles at low temperatures in liquid and solid
environments. The resulting colloidal solutions also differ by higher purity of the
synthesized nanoparticles and don’t need cooling.

This work presents the results of research process of formation and synthesis of
silver nanoparticles using the photostimulated recovery method. Various substances
are used to recover nanoparticles from the salt solution, including sodium citrate
[11, 12], sodium borohydride NaBH4 [13], hydroquinone C6H6O2 [14], and others.
The crystalline sodium citrate (Na3C6H5O7) was used to recover Ag by anions of
citrate acid. It is also used as a stabilizer due to adsorption on the surface of silver
nanoparticles and the creation of an electrostatic barrier that prevents aggregation of
silver nanoparticles. Since sodium citrate refers to organic substances, it is not toxic
and used in the food industry, in the production of pharmaceutical preparations and
for synthesis of biocompatible stable colloids of silver. This opens up new perspec-
tives of using such nanomaterials in medicine as components of systems of diagno-
sis, prevention, and therapy [15–17].

16.2 Theoretical Model

It is well known that the surface plasmon resonance in metallic nanoparticles is very
sensitive to the size of the nanoparticle, its shape, and properties of the environment.
Thus, the optical properties of nanoparticles can easily be adjusted by changing their
shape and size [18–20]. In order to fully use this phenomenon in practical tasks, it is
important to understand well the interaction of light with metallic nanoparticles on a
very small scale. For solving this problem, theoretical methods based on the Mie
theory and the discrete dipole approximation (DDA) are widely used to describe the
optical properties of nanoparticles of different sizes, shapes, and composition
[21]. Exact analytical solutions to the problems of scattering and absorption of
electromagnetic waves based on the theory of Mie are known only for simple
geometric forms [22]. For theoretical study of objects with complex form, it is
often necessary to apply approximate methods, one of which is the DDA method,
which is a flexible and powerful tool for determining the interaction of electromag-
netic radiation with nanoparticles and calculating the scattering and absorption of
radiation by nanoparticles with arbitrary forms. The basis of the method is that the
nanoparticle is discretized into an array of dipoles or polarizable points. After that
this method solves the Maxwell equation for the incident electromagnetic wave that
interacts with each of the dipoles separately. The resulting solutions then can be used
to calculate the scattering and absorption properties of an array of dipoles and hence
nanoparticle. DDA method relies on the assumption that the dielectric properties of
nanoparticle, as well as its interaction with the incident electromagnetic field, are
directly related to the polarization of the arrays of dipoles [23] (Fig. 16.1).
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The software implementation of the DDA method, presented in free access, is
called DDSCAT [24]. This program allows calculating the absorption and scattering
spectra of nanoparticles with arbitrary shapes and sizes and provides initial data of
calculations in the form of radiation absorption and scattering spectra at different
wavelengths of incident light [19]. The corresponding quantitative characteristics
that are calculated when using DDSCAT are the absorption efficiency factor Qabs

and the scattering efficiency factor Qsca, which are calculated, respectively, on the
basis of expressions [22]:

Qabs ¼ Cabs=πa
2
eff ð16:1Þ

Qsca ¼ Csca=πa
2
eff , ð16:2Þ

where Cabs and Csca are the absorption and scattering cross sections for an object,
respectively, and aeff is the effective radius, which is calculated as aeff¼ ((3 V )/(4π))
1/3, where V is the volume of the object.

A group of researchers from the University of Illinois has developed software that
implements a simple and intuitive interface for the DDSCAT code. It provides
experimental researchers, who are not familiar with computational methods, the
ability to use the visual user interface for modeling the interaction of radiation with
nanoparticles of arbitrary shape [25].

In this work, a simulation of the interaction of radiation with metallic
nanoparticles of various forms is carried out. In particular, the properties of silver
nanoparticles of spherical, decahedral, and triangular prism shapes are considered.
All presented results of the simulation of optical properties of metallic nanoparticles
of arbitrary geometry and size are obtained using DDSCAT 7.3. As mentioned
above, DDSCAT uses an array of polarized points to approximate the geometric
shape of an object. In the case of a decahedra and prism, its shapes are not available
in the standard implementation of the program it was set and imported into the
DDSCAT (Fig. 16.2).

Fig. 16.1 The image of
decahedra splitted into an
array of dipoles, each one
has 1 nm size
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In order to illustrate the effect of size on the optical properties of spherical silver
nanoparticles, absorption spectra for nanoparticles with different diameters were
simulated. The simulation results for silver nanospheres with diameters 30 nm,
40 nm, and 50 nm are depicted in Fig. 16.3. It is noticeable that smaller nanospheres
mainly absorb light, while larger spheres demonstrate increased scattering and have
more extended peaks slightly shifted to a longer wavelength region.

For the theoretical prediction of the size of nanoparticles obtained experimentally,
the simulation of absorption spectra for spherical, prismatic, and decahedral
nanoparticles was carried out. Appropriate sizes were selected in accordance with
the optimal absorption wavelength for each of the shapes obtained experimentally. It
should be noted that for silver decahedra, a strong dependence of the position of the

Fig. 16.2 Simulated 3D shapes of spherical (a), prismatic (b), and decahedral (c) nanoparticles

Fig. 16.3 Absorption spectra of spherical silver nanoparticles with different diameters
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absorption peak of the nanoparticle and its intensity on the orientation of the incident
electromagnetic wave can be observed.

16.3 Materials and Methods

Silver nitrate (AgNO3) (Sfera Sim, UA) was used as a source for ion recovery of
Ag + to Ag0. Sodium citrate (Na3C6H5O7) (Sfera Sim, UA) was additionally used for
acceleration of the recovery reaction. Citric acid anions also act as a stabilizer due to
their adsorption on the surface of formed silver nanoparticles and create an electro-
static barrier that prevents nanoparticles from aggregating with each other [26]. The
use of sodium citrate in the nanoparticle synthesis also allows obtaining stable biocom-
patible silver colloids. These materials were used as initial source without additional
filtering. All solutions of reacting materials were prepared in distilled water.

Synthesis of silver colloids was carried out by photostimulated recovery of silver
ions from a solution of silver salt. In this case, the nanoparticle formation occurs due
to irradiation of the silver salt solution by visible light to excite plasmon oscillations
and restore Ag + using citrate. Thus, the forming process of silver nanoparticles can
be represented as a sequence of stages: the recovery of Ag + ! accumulation of
critical concentrations of metal atoms ! the formation of particle germs ! growth
(Fig. 16.4).

The initial assessment of formed silver nanoparticles and their geometric param-
eters is carried out by determining the color of colloid. Ordinary silver has a light
gray color, and the color of nanosilver solution, depending on the nanoparticle size,
changes from yellow to reddish (Fig. 16.5, used from open source from the Internet).

During the experiment, 10 ml of a solution of AgNO3 (4 mM) was irradiated by
semiconductor laser with a wavelength λ ¼ 445 nm and a power of 1 W. To this
solution was dropwise added 50 ml of sodium citrate solution (4 mM). During the
photorecovery process, the solution was continuously mixed. The investigated
solution changed the color under the influence of laser irradiation from colorless to
yellow, indicating the formation of spherical silver nanoparticles in the solution [27].

The photon flows were used for research of silver nanoparticle growth process
and in changing their geometrical parameters. Obtained silver colloids were exposed
to irradiation by power RGB diodes with a power of 1 W under the same conditions
during 120 h.

Fig. 16.4 Formation stages of silver nanoparticles
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Since nanoparticles have the ability to absorb light with a certain wavelength, it is
possible to obtain nanoparticles of different shapes by lighting them with separate
wavelengths. The choice of the wavelength of excitation for a photostimulated
growth process can greatly affect the size and morphology of the obtained
nanoparticles. Triangular nanoparticles are usually obtained by irradiating of colloi-
dal spherical nanoparticles by green or red light. Decahedra structures are usually
formed under the influence of blue light [28].

The change of nanoparticle shape is due to the rocking of the plasmon to
amplitude, commensurate with the light wavelength, which creates a temporary
dipole, causing the addition of free ions Ag + to the nanosphere. Thus, nanoparticles
of various shapes (decahedron, nanoprisms) are gradually formed. The growth
process stops when the possibility of forming a temporary dipole under the action
of blue (red or green) light is exhausted [10].

Changes of the initial Ag seeds to small clusters with the small nanoprism
formation and nanoprism growth at the expense of this clusters occur only due to
a photoinduced process (Fig. 16.6) [29].

Silver decahedron also evolves from silver seeds under light influence. Formation
of decahedral structure might be via symmetric growth of the twinning seeds
(Fig. 16.7).

Fig. 16.6 Nanoprism growth process

Fig. 16.7 Mechanism of decahedron growth

Fig. 16.5 Color dependence on the size of silver nanoparticles (size increases from left to right)
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16.4 Results and Discussion

Measurement of the absorption coefficient obtained by photostimulated recovery
silver colloids was conducted using the spectrophotometer UV-3600. The position
of the plasmon resonance peak on the spectral range also was determined (Fig. 16.8).

The absorption peak position indicates that the average size of formed
nanoparticles is about 47 nm. Figure 16.8 shows that the obtained experimental
result correlates well with the theoretically calculated absorption curve of silver
nanoparticles. The absorption peak of Ag nanoparticles is in wavelength range
380–440 nm. This is typical for spherical nanosilver.

The next step was to study the influence of electromagnetic radiation on changing
the geometric parameters of silver nanoparticles. For this, obtained silver colloids
were irradiated by power RGB diodes. The color of the irradiated samples visually
differs from the initial solution (Fig. 16.9).

Fig. 16.8 Absorption spectra of obtained silver colloid

Fig. 16.9 Colloidal silver
before (a) and after
irradiation by red (b), green
(b), and blue (d)
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Changing the colloid color indicates a change in the geometric parameters of
silver nanoparticles. A change in the samples color from yellow to green and blue
indicates the formation of nanoprism with different size. A color changing from
yellow to orange indicates the formation of decahedron [29, 30].

Figure 16.10 shows the absorption spectra of colloidal silver, irradiated by green
and red photon flows.

On the experimental curves, besides the typical absorption peak near 420 nm,
additional peaks near 560 nm and 825 nm appeared. The appearance of an additional
peak approves the formation of prismatic nanoparticles in the colloid. For example,
for absorption peak on 825 nm, the average size of the obtained nanoprisms by the
DDA method was calculated (Fig. 16.10). It is about 76 nm.

Intensity of appeared additional absorption peaks (Fig. 16.10) significantly
exceeds the initial peak on λ ¼ 420 nm. This indicates that most of the spherical
nanoparticles changed their geometric parameters under the light influence and
nanoprisms are quantitatively dominated in the solution.

Fig. 16.11 shows the absorption spectra of colloidal silver, irradiated by blue light
flows. Two absorption peaks on the experimental curve (Fig. 16.11) indicate the
formation of decahedron structures in solution with spherical nanoparticles.

The theoretical prediction and simulation of size and absorption peak position by
DDA method were conducted for these structures. Second absorption peak position
on the spectral range indicates that average size of formed decahedron
nanostructures is about 64 nm. However, the intensity of the absorption peak,
which corresponds to the initial (λ ¼ 420 nm) received for spherical nanoparticles,

Fig. 16.10 Absorption spectra of silver colloid irradiated by red and green
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remains higher. This indicates that not all silver nanoparticles in the solution
changed their geometry. It is can be assumed that such an effect is associated with
high nanoparticle concentrations in the solution.

16.5 Conclusions

This paper presents the study results of the influence of light flows on the change in
the geometric parameters of spherical silver nanoparticles, obtained by
photostimulated recovery of silver ions from the salt solution (AgNO3).

The theoretical prediction of the plasmon resonance peak position on the spectral
scale and size of silver nanoparticles with different shapes (nanoprism, sphere, and
decahedron) were carried out using the DDA method.

The synthesis of silver nanoparticles by photostimulated recovery of silver ions
from a salt solution was conducted. The absorption peak of obtained Ag
nanoparticles is on wavelength 420 nm, which is typical for spherical nanosilver.
The plasmon resonance peak position indicates that the average size of formed
nanoparticles is about 47 nm.

To research the change in the geometric parameters of obtained colloids, they
were irradiated by photon flows during 5 days. It is shown that color of the irradiated
samples visually differs from the initial solution. A change in the samples color from

Fig. 16.11 Absorption spectra of silver colloid irradiated by blue
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yellow to green and blue indicates the formation of nanoprism with different size. A
color changing from yellow to orange indicates the formation of decahedron.

In order to evaluate the reliability of the obtained results, a comparison of the
calculated absorption coefficient with the experimental dependences for the synthe-
sized silver nanoparticles was carried out. Theoretical simulation of size and absorp-
tion peak position for solutions, irradiated by blue, green, and red, was conducted.
For the obtained nanoprisms, the average size calculated by the DDA method is
about 76 nm. For decahedron nanostructures, the calculated average size is about
64 nm.

The intensity of absorption peaks in experimental curves, irradiated by red and
green solutions, indicates that most of the spherical nanoparticles changed their
geometric parameters under the light influence and nanoprisms are quantitatively
dominated in the solution. The intensity of absorption peaks in experimental curve,
for solution irradiated by blue, indicates that not all initial nanoparticles changed
their geometrical parameters. It can be assumed that such an effect is associated with
high nanoparticle concentrations in the solution. The influence of concentration and
the irradiation time on the nanostructure formation in the solution should be
researched additionally.

Acknowledgment Financial support of the Ministry of Education and Science of Ukraine should
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Chapter 17
Internal Reflection of the Surface of a
Plasmonic Substrate Covered by Active
Nanoparticles

Eugene Bortchagovsky and Yurii Demydenko

17.1 Introduction

Surface plasmon polaritons (SPPs) are surface electromagnetic waves propagating
along metal-dielectric [1, 2] or doped semiconductor-dielectric [2, 3] interfaces.
Under phase-matching or resonance conditions, the energy of the exciting light
wave is coupled to the collective oscillation of conducting electrons on the metal
or semiconductor surface. There are a number of standard experimental methods for
the realization of such an energy transfer [4, 5]. In the visible part of the spectrum,
the Kretschmann configuration [5] based on a prism coupler with an active
plasmonic film on its base is mainly used. Experimentally, the energy transferred
at the excitation of a SPP wave is observed as a dip of a reflectance spectrum. As the
excitation of the SPP wave has a resonant nature, the shape and the position of this
minimum are highly sensitive to any changes in the refractive index at the surface of
a plasmonic film. So, this configuration has been extensively applied to various
chemical and biochemical sensing applications [6–9].

In the case when the surface of the plasmonic film is covered with a layer of active
nanoparticles, SPP can act as a source of excitation of so-called localized plasmon
polaritons (LPPs) [10–12] which, similar to conventional planar SPP in an extended
system, are charge density oscillations confined within the nanoparticles. LPP is also
resonant excitation, and the electromagnetic field of LPP near the surface of a
nanoparticle may be strongly enhanced. Spectral properties of LPP depend on the
material of nanoparticles, their structure, size, shape, and on the refractive index of
local dielectric environment [12–17].
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The interaction of LPPs excited on the nanoparticles with SPP waves leads to a
modification of optical properties of SPPs which results, depending on the coupling
of two excitations, in changing of the position of the minimum of reflectance (or the
position of maximum of an absorption/extinction spectra of SPPs) or in the splitting
of that minimum corresponding to the hybridization of two plasmonic modes. For
the cases of high surface concentration of active nanoparticles on the surface of the
plasmonic film, interactions between LPPs of individual nanoparticles lead to
formation of a new collective long-range electromagnetic surface mode. In this
case due to the interaction of this new mode with the SPP, we can definitely expect
the mode hybridization and the occurrence of new minimum in reflectance (maxi-
mum in absorption/extinction) spectra of SPPs as well as to splitting of existed
extremum [16–19].

For practical applications of plasmonic nanosystems, in particular in sensor
applications, it is important to understand how one can govern their optical proper-
ties most efficiently by means of optimizing their structure and design [20–22]. In
this connection the studying of the influence of parameters of the layer of active
nanoparticles placed on the surface of an active plasmonic film on optical properties
of such a system has both fundamental and practical interest.

In this paper we present general theoretical considerations of the influence of
parameters of a layer of cylinder-like active nanoparticles placed on the surface of a
plasmonic film on the reflectance spectrum measured in the Kretschmann configu-
ration. Calculations of the optical properties of such a system are based on the Green
function method [23, 24] taking into account of the local field effects in the system
with uniformly distributed nanoparticles on the surface of the plasmonic film.

The paper is organized as follows: In Sect. 17.2 we give general remarks on the
model and outline the geometry of the task. Section 17.3 deals with the common
analytical method of the calculation of reflection coefficients for the chosen model.
In Sect. 17.4 we apply the developed formalism for the numerical calculations of the
reflection coefficient for the case of p-polarized excitation. These calculations are
performed for the Kretschmann configuration assuming the uniform distributed
cylindrical gold nanoparticles for the case when n-doped semiconductor F:SnO2 is
considered as the plasmonic substrate. The “mirror” case of exchanged materials of
the nanoparticles and the substrate is considered as well. The shape and particle’s
concentration influence on the reflectance spectrum are scrutinized. Section 17.5
presents some conclusions for the results obtained in the presented work. In Appen-
dix A we present the analytical calculation of the susceptibility of a single nanopar-
ticle on a surface in the near-field approximation based on the effective susceptibility
concept developed in [16, 17, 25–27]. In Appendix B the scheme of the calculation
of the susceptibility of a nanoparticle layer within the Green function method is
presented in brief [23, 24].
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17.2 Problem Definition

Let us consider the Kretschmann scheme of the frustrated total internal reflection [5]
with a glass prism covered by a thin film of a plasmonic material; on the surface of
the film, a layer of active nanoparticles is placed, as it is depicted in Fig. 17.1. The
incident radiation illuminates the plasmonic film in the Kretschmann scheme from
the glass side at the angle of θ, and, for angles θ bigger than the Brewster angle, SPP
wave can be excited at the interface of plasmonic film with environment.

The layer of active nanoparticles consists of identical cylindrical nanoparticles
randomly distributed on the surface of the plasmonic film with the thickness h
(Fig. 17.2). We will consider nanoparticles with diameter d and the height hp,
which are much less than the wavelength of light λ0 (d, hp < < λ0). Supposing that

“2”    Plasmonic
 film

“1” Glass   ATR
prism

“3” Air

Plasmonic
particles

x

z

2q

Fig. 17.1 Experimental
scheme: Layer of cylindrical
plasmonic nanoparticles is
placed on a plasmonic film
deposited on the base of a
glass prism. The structure is
illuminated in the
Kretschmann configuration

hp

d

l0 >> d,hp 
Dipole-dipole

interaction
rb ³ d 

h

Fig. 17.2 Illustration of a particle layer placed on the surface of a plasmonic film. The particles are
distributed randomly and uniformly with surface concentration n
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the minimal distance between neighboring nanoparticles rb is bigger than their
diameter (rb � d), one can treat interparticle interaction as dipole-dipole one [28].

The SPP wave interacts with localized plasmons of the active nanoparticles in the
layer. As the properties of localized plasmons of nanoparticles strongly depend on
the shape, size of nanoparticles, and the interaction between them, these properties
depend on the concentration of particles on the surface. Thus, altering system
parameters such as shape and particle concentration, one can change the optical
properties of the whole system that results in modification of corresponding reflec-
tance spectra.

17.3 Reflected Field

The reflected field E 1ð Þ R;ωð Þ at the point R can be represented as superposition of
two fields – the field reflected by the system without the layer of particlesE 01ð Þ R;ωð Þ
and the field radiated by the particles

E 1ð Þ R;ωð Þ ¼ E 01ð Þ R;ωð Þ � iμ0ω
XN
υ¼1

Z
Vυ

dR0
υ
eG 13ð Þ R;R0

υ;ω
� �

j 3ð Þ R0
υ;ω

� �
, ð17:1Þ

with eG abð Þ R;R0;ωð Þ the Green function (the photon propagator) describing field of
frequency ω propagation from the source point R0 in medium “a” to the observation
point R in medium “b” for the system with two smooth interfaces [29]. The
summation in Eq. (17.1) is over all positions υ which are occupied by the particles,
j 3ð Þ R0

υ;ω
� �

is the induced current density within the υth particle, Vυ is the volume of
the υth particle, and μ0 is the vacuum permeability.

Supposing of a local relation between the current density j 3ð Þ R0
υ;ω

� �
and the local

field E 3ð Þ R0
υ;ω

� �
at the point R0

υ, one can write

j 3ð Þ R0
υ;ω

� � ¼ �iωε0eχ ωð ÞE 3ð Þ R0
υ;ω

� �
, ð17:2Þ

with eχ ωð Þ ¼ eε ωð Þ � eU� �
=4π, where eχ ωð Þ and eε ωð Þ are the linear response to the

local fieldE 3ð Þ R0
υ;ω

� �
and the dielectric function of the material of particles, ε0 is the

vacuum permittivity, and eU is the unit tensor.
Inserting this expression for j 3ð Þ R0

υ;ω
� �

into Eq. (17.1), one can write

E 1ð Þ R;ωð Þ ¼ E 01ð Þ R;ωð Þ � k20
XN
υ¼1

Z
Vυ

dR
0
υ
eG 13ð Þ R;R0

υ;ω
� �eχ ωð ÞE 3ð Þ R0

υ;ω
� �

,

ð17:3Þ
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where k20 ¼ ω=c and c is the light velocity. Considering each particle as the point-like
dipole located at its center of mass with the polarizability of the cylindrical particle
(the so-called quasi-point-like approximation [24–26]), the second term of Eq. (17.3)
can be rewritten in the form

XN
υ¼1

Z
Vυ

dR0
υ
eG 13ð Þ R;R0

υ;ω
� �eχ ωð ÞE 3ð Þ R

0
υ;ω

� �

� V
XN
υ¼1

eG 13ð Þ r � r
0
υ; z; zc;ω

� �eχ Sð Þ ωð ÞE 3ð Þ r0υ; zc;ω
� �

, ð17:4Þ

where vectors r
0
υ define the positions of the particles in the zc-plane and zc denotes the

z-coordinate of the center of mass of a particle. The tensor,eχ sð Þ ωð Þ, introduced in
Eq. (17.4) determines the linear response of a cylindrical particle on the surface of a
substrate to the local field acting inside the particle volume V (the dimensionless
polarizability). The implicit expression of eχ sð Þ ωð Þis given in Appendix A.

Taking into account that the considered system is homogeneous in the XOY
plane, it is possible to perform the Fourier transformation of Eq. (17.4) in the plane
and to average the obtained result with the function of the homogeneous distribution
[25–27]. Then Eq. (17.3) for the reflected fieldE 1ð Þ k; z;ωð Þ at the observation point z
is written in the k-z representation as

E 1ð Þ k; z;ωð Þ ¼ E 01ð Þ k; z;ωð Þ � ρeG 13ð Þ k; z; zc;ωð Þeχ Sð Þ ωð ÞE 3ð Þ k; zc;ωð Þ, ð17:5Þ
with ρ ¼ Vk20n, where n is a concentration of nanoparticles on the surface of the
plasmonic film.E 01ð Þ k; z;ωð Þ is the field reflected in Kretschmann configuration from
the structure without the layer of particles

E 10ð Þ k; z0;ωð Þ ¼ �iμ0ω

Z
l0

dz00eG 11ð Þ
I k; z0; z00;ωð Þj1ext k; z00;ωð Þ, ð17:6Þ

where eG 11ð Þ
I is the indirect part of the Green’s function [29] and j1ext k; z00;ωð Þ is the

current density of a source of the external to the system field.
Using connection between local fieldE 3ð Þ k; zc;ωð Þ and the external field acting on

a nanoparticle in the layer E 30ð Þ k; zc;ωð Þ, which is given by Eq. (17.B6), Eq. (17.5)
takes the form

E 1ð Þ k; z;ωð Þ ¼ E 01ð Þ k; z;ωð Þ
� ρeG 13ð Þ k; z; zc;ωð Þeχ Sð Þ ωð ÞeΩ k; zc; zc;ωð ÞE 30ð Þ k; zc;ωð Þ ð17:7Þ

with

E 30ð Þ k; zc;ωð Þ ¼ �iμ0ω

Z
l0

dz00eG 31ð Þ k; zc; z00ωð Þj1ext k; z00;ωð Þ: ð17:8Þ
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Supposing that the source of the external electric field is a point dipole located at z0,
we can write

j1ext k; z00;ωð Þ ¼ j1ext k;ωð Þδ z00 � z0ð Þ: ð17:9Þ
Substituting Eq. (17.9) into Eq. ((17.7), we receive

E 1ð Þ k; z;ωð Þ ¼ �iμ0ω eG 11ð Þ
I k; z; z0;ωð Þ

�
�ρeG 13ð Þ k; z; zc;ωð Þeχ ωð ÞeΩ�

k; zc; zc;ω
�eG 31ð Þ�k; zc; z0;ω�

�
j1ext k;ωð Þ:

ð17:10Þ
Taking into account the explicit expressions of the Green function [29], Eq. (17.10)
may be rewritten in the form

E 1ð Þ k; z;ωð Þ ¼ �iμ0ωe
æ1z eG 11ð Þ

I k;ωð Þ � ρeT 11ð Þ�k;ω�� �
j 1extð Þ k; z0;ωð Þ, ð17:11Þ

where the next designations are introduced

eT 11ð Þ k;ωð Þ ¼ eG 13ð Þ k;ωð Þeχ ωð ÞeΩ k; zc; zc;ωð ÞeG 31ð Þ k;ωð Þexp -2æ3zcð Þ, ð17:12Þ

j 1extð Þ k; z0;ωð Þ ¼ j 1extð Þ k;ωð Þexp �æ1jz0jð Þ, ð17:13Þ

æu ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kj j2 � εuk

2
0

q
, u ¼ 1; 2; 3ð Þ ð17:14Þ

with εu denoting dielectric constants of media constituting the system.
To calculate the reflectance of the system, the expression for the field illuminating

the system E(1ext) is necessary, which can be obtained via the direct part of the
Green’s function, eG 11ð Þ

D [29]

E 1extð Þ k; z;ωð Þ ¼ �iμ0ωe
-æ1zeG 11ð Þ

D k;ωð Þj1ext k; z0;ωð Þ: ð17:15Þ
Dividing the field on s- and p-polarized components, we can calculate corresponding
reflectivities Rs and Rp from Eqs. (17.11) and (17.15):

Rs k;ωð Þ ¼ G 11ð Þ
Iyy k;ωð Þ � ρT 11ð Þ

yy

�
k;ω

���� ���2= G 11ð Þ
Dyy k;ωð Þ

��� ���2, ð17:16Þ

Rp k;ωð Þ

¼
G 11ð Þ

Ixx k;ωð Þ � ρT 11ð Þ
xx

�
k;ω

�� �
cos θ þ G 11ð Þ

Ixz k;ωð Þ � ρT 11ð Þ
xz

�
k;ω

�� �
sin θ

��� ���2

þ G 11ð Þ
Izx k;ωð Þ � ρT 11ð Þ

zx

�
k;ω

�� �
cos θ þ G 11ð Þ

Izz k;ωð Þ � ρT 11ð Þ
zz

�
k;ω

�� �
sin θ

��� ���2
0
B@

1
CA

= G 11ð Þ
Dxx k;ωð Þ cos θ þ G 11ð Þ

Dxz

�
k;ω

�
sin θ

��� ���2 þ G 11ð Þ
Dzx k;ωð Þ cos θ þ G 11ð Þ

Dzz

�
k;ω

�
sin θ

��� ���2
� 	

:

ð17:17Þ
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Eqs. (17.16) and (17.17) were written under assumption that Reæ1 ¼ 0
(a nonabsorbing glass prism).

17.4 Numerical Calculation of Reflectance Spectra
and Discussion

We will consider two “mirror” cases with respect to active materials of nanoparticles
and the plasmonic film. In the first case, metallic cylindrical particles are placed on
the surface of a thin film of a n-doped semiconductor transparent in the visible, as it
is shown in Figs.17.1 and 17.2 and the second case when the materials of the
particles and the substrate are replaced by each other.

Let us suppose that optical properties of the considered system can be described
rather adequately taking the dielectric functions of a metal in Drude form:

eε ωð Þ ¼ ε11 � ω2
p= ω2 þ iωγp
� �h ieU , ð17:18Þ

where ε11 is the optical high-frequency dielectric constant of a metal and ωp and γp
are the plasma frequency and the rate constant for the metal, respectively. We shall
take the dielectric function of a n-doped semiconductor in the form

eε ωð Þ ¼ ε21 1þ ω2
LO � ω2

TO

� �
= ω2

TO � ω2 � iωγph
� �� eω2

e= ω2 þ iωγe
� �
 �eU ,

ð17:19Þ
with ε21 denoting the optical high-frequency dielectric constant of a semiconductor;
ωLO, ωTO, and γph are the transverse and longitudinal frequency of the optical
phonons and the phonon damping constant, respectively; and eωe ¼ ωe=

ffiffiffiffiffiffiffiffi
ε21

p
, ωe,

and γe are the plasma frequency and the damping rate constant of free electrons for
the doped semiconductor, respectively. The following effective parameters were
taken for the dielectric function of metal (gold) [30]: ε11 ¼ 9,84, ωp ¼ 1,38�1016 s�1,
and γp ¼ 1,09�1014 s�1. Fluorinated tin oxide (F:SnO2) is considered as a n-doped
semiconductor with the following effective parameters [31]: ε21 ¼ 3,19, ωLO¼ 9,03�10
15 s�1, ωTO¼ 7,99�1015 s�1, ωe¼ 2,24�1015 s�1, γph¼ 1,94�1014 s�1, and γe¼ 2,54�10
14 s�1.

We will consider the case when p-polarized radiation excites the system coming
from the medium “1” at the angle of incidence θ¼600 in the (XOZ) plane (Fig. 17.1).
The BK7 glass prism with the refraction coefficient npr ¼ 1,47 is considered as the
medium “1”, and the wave vector of the incident radiation is k ¼ k0npr sin θex; 0

� �
.

The thickness of the active layer h ¼ 50 nm is chosen the same for both considered
cases.

Sizes of cylindrical gold nanoparticles were taken as hp¼ 25 nm and d¼ 100 nm,
and their dielectric function was obtained by Eq. (17.18). Then, considering F:SnO2
as the active film with dielectric function defined by Eq. (17.19), numerical
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calculations of an influence of the surface concentration n on the reflection spectrum
of the system in the Kretschmann geometry were performed using Eq. (17.17). The
results are presented in Fig. 17.3.

As it is seen from Fig. 17.3, the reflection spectra for selected parameters
remarkably depend on the particle concentration. Without gold particles on the
surface of F:SnO2, there is only one dip in the reflectance spectra around normalized
frequency x ¼ 0,07 connected with the excitation of the plasmon of a subsystem of
conducting electrons. Deposition of gold particles results in the arising of a new dip
close to x¼ 0,25 corresponding to the excitation of out of plane localized plasmons.
The spectral position of this localized plasmon for one separated nanoparticle on the
surface of F:SnO2 film is x ¼ 0,248, which is shown in figures by arrow. At small
particle concentration of about n � 107 cm�2, this dip is not pronounced but further
rises with the increase of the number of particles. This behavior is obvious as the
absorbed energy should correlate with the number of absorbers. However, the depth
of the minimum rises not linear with the number of particles became slower at bigger
concentrations. Along with the increase of the depth of that minimum, its blue shift is
observed (spectral positions of sequential minima are given in Fig. 17.3 and shown
in Fig. 17.4). It is the exhibition of interparticle interactions that results in the
creation of common mode of the ensemble of degenerated localized plasmons of
individual particles. The blue shift also indicates that we observe out of plane
plasmonic resonance of nanoparticles [32]. The blue shift becomes more pronounced
for concentrations of particles more than 1�108 cm�2.

However, this behavior of the minimum changes remarkably after the concentra-
tion exceeds about 5�108 cm�2. One minimum splits demonstrating at x � 0,245

Fig. 17.3 Influence of the particle concentration n on the reflectance spectra. The spectra calculated
for the case with F:SnO2 as a substrate for gold particles. The angle of incidence θ ¼ 600
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small minimum as the deep one moves to the blue side to about x ¼ 0,26. Further
increase of the concentration makes both minima equally pronounced with smaller
but comparable depths indicated in Fig. 17.3 by letters “a” and “b.” The spectral
position of the second dip gets about x � 0,275 at the highest concentration 1,5�109
cm�2 what is about the limit to which we can restrict ourself by dipole-dipole
interactions. This behavior demonstrates the transfer from weak coupling of SPP
with collective mode of nanoparticles to strong one with their hybridization and
splitting. It happens when the energy of coupling exceeds the damping [33] and
modes can exchange energy of excitation many times before decay.

Fig. 17.4 exhibits the normalized spectral position of minima of reflectivity
spectra versus the surface concentration of nanoparticles on the surface. Two
branches, which correspond to two minima shown in Fig. 17.3, are visible. It is
interesting that the behavior of the blue shifted minimum noticed in Fig. 17.3 by “a”
is practically linear with the concentration. The second minimum becomes notice-
able only at concentrations higher than 5�108 cm�2 and visually recognizable after
1�109 cm�2. The positions of that red shifted minimum were defined either from the
second derivative revealing flex points of the curve what is shown by solid line or
from the visually recognizable minima position (first derivative) at higher concen-
trations what is shown by stars. The difference behavior of stars can be explained by
the influence of not well-separated blue shifted minimum and the exhibition of the
red shifted minimum as a shoulder on the dip of the blue shifted minimum. It gives

Fig. 17.4 Position of minima in reflectivity spectra versus the concentration of nanoparticles on the
surface. Dashed line gives the position of the resonance of one separated particle as blue and red
ones of two blue and red shifted minima noticed in Fig. 17.3 by a and b correspondingly. The insert
demonstrates the position of red shifted minimum in more details. The line represents the position
defined from the second derivative as stars by visually visible minimum positions
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visually shifted minimum position to the direction of the main minimum (in our case
to blue side) according to the real one. It is obvious that the flex point should be
closer to the minimum position just when it is very shallow and not revealed by the
first derivative. Finite numerical precision explains not smooth behavior of the flex
point.

Despite shown dependences are not dispersion curves, demonstrated behavior
proves that we have different coupling conditions for surface and localized reso-
nances at different concentration of deposited nanoparticles in the system gold
nanoparticles – n-doped semiconductor F:SnO2 and transfer between these two
regimes. To demonstrate this transfer more pronouncedly, reflectivity of our system
is shown in more details in Fig. 17.5 for three ranges of the particle concentration:
small up to 1�108 cm�2, intermediate from 1�108 cm�2 to 5�108 cm�2, and high up to
1,5�109 cm�2.

Panel 4a shows sequential increasing of the depth of the absorption dip with
rather small blue shift, as the average distances between particles in our system at the
concentration 1�108 cm�2 are still rather large of about 1 μm remarkably exceeding

Fig. 17.5 Detailed presentation of the reflectivity from Fig. 17.3 for different ranges of concen-
trations: (a) small ones up to 1�108 cm�2, (b) intermediate ones for the range 1�5�108 cm�2, (c)
high ones over 5�108 cm�2, and (d) the first derivatives of curves from the panel b
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the lateral size of the particle. Panel 4b exhibits the range of intermediate concen-
trations of 1�5�108 cm�2. For this range pronounced blue shift is visible up to about
x� 0,255 what is far from the position of the resonance of the only particle indicated
by arrow. Panel 4c exhibits the case of higher concentrations when the splitting of
minima is clearly visible. It may be seen that the position of the resonance at x �
0,245 is practically nonshifted from the resonance of one separated particle. So this
resonance corresponds to the localized-like branch of two hybridized modes.

It is necessary to note that careful consideration of the reflectance curve for the
concentration of 5�108 cm�2 reveals its slight asymmetry. To clarify it, first deriv-
atives of curves from panel 4b are shown in panel 4d. It is clearly seen that already at
the concentration of 5�108 cm�2 and less pronounced at 4�108 cm�2, there is the trace
of the second minimum corresponding to the localized-like mode. It means that
already at the distance between edges of particles exceeding their size in 1.5�2
times, there is the creation of the common mode of the layer and their hybridization
with the surface plasmon of the substrate resulting in the splitting of two modes. The
hybridization of modes at smaller concentration is probably absent. At least even the
second derivative does not demonstrate any additional features beside of the one
resonance for the concentration of 3�108 cm�2.

So we suppose that presented three diapasons of the particle concentration
correspond to three different coupling regimes for surface and localized plasmons
in the considered system. At small concentrations of nanoparticles when interparticle
interactions are practically unobservable, there is weak coupling of modes. Rising
the concentration of deposited nanoparticles, we come to the case of noticeable
interparticle interactions resulting in the shift of the common resonance of the layer
of nanoparticles, but still intermediate coupling of surface and localized modes when
the strength of the coupling is comparable with the mode dumping [33] and splitting
is not yet pronounced. Only the trace of the splitting is visible in this case as the
shoulders of the reflectivity spectrum. The third regime of strong coupling with
pronounced Rabi splitting is realized at high particle concentration.

As it is well known [34, 35], the positions of minima of the reflectance spectrum
at the excitation of SPPs are determined by the positions of zeroes of the pole part of
the susceptibility of the considered system. These zeroes define points on the plane
(θ,ω) where SPPs can be excited under given parameters of the system. The number
of these points determines curves, which are dispersion characteristics of excited
SPPs. In the case considered in this work, the appropriate zero points can be obtained
from the equation

Re det eΩ k; zc; zc;ωð Þ
� ��1

� � �
¼ 0, k ¼ k0npr sin θ

� �
: ð17:20Þ

17 Internal Reflection of the Surface of a Plasmonic Substrate Covered. . . 253



Let us consider the plot of Re det eΩ k; zc; zc;ωð Þ
� ��1

� � �
as the function of the

normalized frequency x¼ ω / ωΤΟ for the case of high concentration of nanoparticles
with parameters used in previous calculations. These curves are shown in Fig. 17.6
for different concentrations of nanoparticles.

As it is seen from Fig. 17.6, for the nanoparticle concentrations for which n �
1�109 cm�2, one can say that requirement of the excitation of SPP waves in the
considered system is satisfied. The discrepancy of this value with the value n� 5�108
cm�2, obtained in the analysis of reflectance spectra, may be explained by damping.
Only at n� 1�109 cm�2, two minima are well seen, before the red one is seen only as
the shoulder on the curve. The account of damping would correspond to the
spreading of linear curves in Fig. 17.6 to stripes, so even at smaller concentrations,
there would be touching of zero line corresponding to the excitation of SPP in the
system.

As it was already mentioned in the introduction [12–17], optical properties of
LPP strongly depend on the shape of the nanoparticle. Thus, we can expect effective
control of the optical properties and the reflectance spectra of the system modifying
the shape of deposited nanoparticles. Let us fix the particle concentration at
n ¼ 1,5�109 cm�2 and the value of the particle volume at V ¼ 1,96�10�22 m3 (the
value of the volume corresponds to hp ¼ 25 nm and d ¼ 100 nm; these geometrical
parameters will be used as initial ones) and study numerically the influence of the
change of the particle shape on the reflectance spectrum using Eq. (17.17) with the

Fig. 17.6 The illustration of the appearance of zeroes of the pole part of eΩ k; zc; zc;ωð Þwhen the
surface nanoparticle concentration, n, increases
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same other parameters of the system as it was used in previous calculations. The
result of these calculations is presented in Fig. 17.7.

As it is seen from Fig. 17.7, the change of the particle form from the disk-like to
pillar-like one leads to quick disappearance of the “red” (b) localized-like mode. This
happens along with rapid displacement of the remaining “blue” (a) toward low
frequencies that results in the disappearance of this minimum at the frequency of
SPP mode of the F:SnO2 substrate at given angle of incidence θ ¼ 600. The local
field interactions of localized plasmons of nanoparticles with surface plasmonic
excitation of conducting electrons on the F:SnO2 substrate lead to slight improve-
ment of SPP generation condition exhibited by a bit dipper minimum at x ¼ 0,07.

Let us exchange the materials of deposited nanoparticles and the active film
assuming semiconducting particles on gold and using Eq. (17.17) consider the
influence of particle concentration on the reflectance spectrum of such a modified
system in the same way as it was done for the previous system presented in
Fig. 17.3. The incident angle of external radiation is now θ ¼ 440, as for angles of
incidence bigger than 500, the minimum in reflectivity spectra is not pronounced.
The height and diameter of nanoparticles are the same as for Fig. 17.3. At these
conditions the well-known SPP is generated on the surface of gold layer. The field of
SPP interacts with the disk-like nanoparticles of F:SnO2 that leads to worsening of
the generation condition of the SPP wave at high concentrations, and, as the result of
the interaction, the minimum of SPP becomes shallower and a bit shifted than for the
clean surface of a gold film. The result of calculations is shown in Fig. 17.8. So, no

Fig. 17.7 The influence of the modification of the particle shape on the reflectance spectrum for the
case of high particle concentration. For all curves the particle volume V is taken constant
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distinctive influence on the reflectance spectrum is found but the fact that loading of
active semiconducting particles of F:SnO2 gives slight blue shift of the plasmonic
resonance in contrast to deposition of any passive material on the gold surface.

17.5 Conclusion

Within the frame of the Green functions method with the use of the concept of
effective susceptibility the approach for the calculation of reflectance spectra of the
layer of possessing LP cylindrical nanoparticles situated on the surface of a
plasmonic film was developed. The modeling was performed for the system of
gold disks on the surface of the n-doped semiconductor F:SnO2 for the illumination
of the system in the Kretschmann configuration with the excitation of SPP. The
dependences of the reflectivity on the particle concentration and on their shape were
investigated. Obtained results clearly demonstrate the possibility of effective control
of optical properties of the system and its reflectance spectrum changing parameters
of the layer of particles. The spectral position of resonances of such a system can be
tuned by changing the particle shape.

Investigation of the concentration dependence of the optical properties of the
considered system reveals the existence of regions of weak and strong coupling of
surface and localized modes and clear transition from one to the other regime. At
higher concentration of deposited nanoparticles, damping of the common mode of
nanoparticle layer, which is created from degenerated localized resonance by

Fig. 17.8 The influence of particle concentration n on the reflectance spectra of “reversed”
structure with semiconducting particles on the gold film
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interparticle interactions, drops, and we obtain the strong coupling regime with the
hybridization of modes and Rabi splitting. This transition between two regimes was
analyzed in detail.

The system considered in this study can be used as active element of sensors.

Appendices

Appendix A

Susceptibility of a Nanoparticle on the Surface in the Near-Field
Approximation

Let us consider a cylindrical nanoparticle placed on the surface of an isotropic active
plasmonic substrate (metal or n-doped semiconductor) with the dielectric constant ε
2 (ω) illuminated by long-range electrical field E(0)(R,ω) as it is illustrated in
Fig. 17.2. As linear dimension of the particle is supposed less than the wavelength,
all electrodynamic interactions between the particle and the substrate as well as with
a surrounding medium can be taken into account by using the Green function in
near-field approximation [16, 17]. Then the local field E(R,ω) at any point R in the
system can be calculated by the equation

E R;ωð Þ ¼ E 0ð Þ R;ωð Þ � iωμ0 lim
δ!0

Z
V�Vδ

dR
0 eGNF R;R

0
;ω

� �
j R

0
;ω

� �

� 1
iωε0

eL j R;ωð Þ, ð17:A1Þ

where Vδ is the so-called exclusion volume which is used to remove the singularity
of eGNF at R ¼ R0 and eL is the source dyadic accounting depolarizing properties of
Vδ, which depends solely on the shape of the exclusion volume [36, 37].

Choosing the origin of a Cartesian coordinate system on the surface of the
plasmonic film with the z-axis directed along the axis of the cylindrical particle, as
shown in Fig. 17.2, for our case eL has the next simple diagonal form:

eL ¼ 0:5a ξð ÞeU t þ 1� a ξð Þð Þ ez
O

ez
� �

, ð17:A2Þ

where a ξð Þ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ξ2

p
and ξ ¼ d=hp with eU t ¼ ei

O
ei

� �
the transversal unit

tensor ei (i ¼ x, y) and ez denote unit vectors in a Cartesian xyz-coordinate system.
According to the method developed in [26], we suppose that similar to Eq. (17.2)

for the local current density j(R,ω), one can introduce the relation connecting j(R,ω)
with the external field E(0)(R,ω) illuminating the system:
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j R;ωð Þ ¼ �iωε0eχ Sð Þ R;ωð ÞE 0ð Þ R;ωð Þ, ð17:A3Þ
whereeχ Sð Þ R;ωð Þ is the tensor of linear response of the particle on the surface to the
external field E(0)(R,ω). Then using the constitutive relation Eq. (17.2) in the form

j R;ωð Þ ¼ �iωε0eχ ωð ÞE R;ωð Þ, ð17:A4Þ
and Eq. (17.A3), the external field can be expressed as

E 0ð Þ R;ωð Þ ¼ eχ Sð Þ�R;ω� ��1eχ ωð ÞE R;ωð Þ: ð17:A5Þ

The reverse matrix eχ Sð Þ�R;ω� ��1
exists because there is dissipation in the system.

Substituting Eq. (17.A4) into Eq. (17.A1), one obtains analogously to [26]

E R;ωð Þ ¼ eχ Sð Þ R;ωð Þ� ��1eχ ωð ÞE R;ωð Þ
�k20 limδ!0

Z
V�Vδ

dR
0 eGNF R;R

0
;ω

� �eχ ωð ÞE R
0
;ω

� �
þ eLeχ ωð ÞE R;ωð Þ:

ð17:A6Þ
Since Eq. (17.A6) fulfills for all points of the system including points within the
volume V - Vδ, we can act on Eq. (17.A6) by the operator lim

δ!0

R
V�Vδ

dR. Then,

supposing that local field can be represented in the form [26]

E R;ωð Þ ¼
X
K

E K;ωð Þexp iKRð Þ, ð17:A7Þ

after interchanging of the dummy variables R0 $ R and, correspondingly, the order
of integration, one obtains from Eq. (17.A6)

X
K

lim
δ!0

Z
V�Vδ

dR eU � eLeχ ωð Þ þ k20 lim
δ!1

Z
V�Vδ

dR
0 eGNF

�
R

0
;R;ω

�eχ ωð Þ
8<
:

� eχ Sð Þ R;ωð Þ� ��1eχ ωð Þ
o
E K;ωð Þexp iKRð Þ ¼ 0:

ð17:A8Þ

Using the fact that exponents form the complete set of orthonormal functions, we
obtain from Eq. (17.A8)

eχ Sð Þ R;ωð Þ ¼ eχ ωð Þ eU þ k20 limδ!0

Z
V�Vδ

dR
0 eGNF R

0
;R;ω

� �
� eL

0
B@

1
CAeχ ωð Þ

2
64

3
75
�1

:

ð17:A9Þ
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Using Eqs. (17.A3), (17.A4), and (17.A9), one can receive the relation between the
local and external fields existing within the volume V – Vδ:

E R;ωð Þ ¼ eΘ R;ωð ÞE 0ð Þ R;ωð Þ, ð17:A10Þ

eΘ R;ωð Þ ¼ eU þ k20 limδ!0

Z
V�Vδ

dR
0 eGNF R0;R;ωð Þ � eL

0
B@

1
CAeχ ωð Þ

2
64

3
75
�1

: ð17:A11Þ

The electric dipole moment of the current density distribution j(R,ω)

p ωð Þ ¼ i=ωð Þ
Z
V

dRj R;ωð Þ: ð17:A10Þ

Taking into account Eq. (17.A4), it can be rewritten in the form

p ωð Þ ¼ ε0eχ ωð Þ
Z
V

dRE R;ωð Þ: ð17:A11Þ

Replacing the local field E(R,ω) in Eq. (17.A11) by the external field E(0)(R,ω), we
obtain

p ωð Þ ¼ ε0eχ ωð Þ
Z
V

dReΘ R;ωð ÞE 0ð Þ R;ωð Þ: ð17:A12Þ

Since we consider nanoparticles with sizes less than the wavelength of the external
illuminating field, one can omit the variation of the external field across the particle,
i.e., in Eq. (17.A12), one can replace E(0)(R,ω) by E(0)(Rc,ω), then

p ωð Þ ¼ ε0eχ ωð Þ
Z
V

dReΘ R;ωð Þ
2
4

3
5E 0ð Þ Rc;ωð Þ,Rc ¼ 0; zcð Þ: ð17:A13Þ

Evaluating the integral in square brackets of Eq. (17.A13) as

Z
V

dReΘ R;ωð Þ
2
4

3
5 � V eΘ Rc;ωð Þ ð17:A14Þ

we can introduce the dyadic dipole-dipole polarizability of the particle via

eα ωð Þ ¼ ε0Veχ Sð Þ ωð Þ: ð17:A15Þ
The tensor eχ Sð Þ ωð Þ for the considered case has the diagonal form
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eχ Sð Þ ωð Þ ¼ χ Sð Þ
k ωð ÞUt þ χ Sð Þ

⊥ ωð Þ ez
O

ez
� �

i ¼ x; yð Þ ð17:A16Þ

with the components of the polarizability written as

χ Sð Þ
q ωð Þ ¼ χ ωð Þ= 1þ Aq ω; ξð Þ� �

q ¼ k;⊥ð Þ, ð17:A17Þ

where

Ak ω; ξð Þ ¼ 0, 25 �1þ a ξð Þ 3þ 0; 5η ωð Þð Þ � 1; 5b ξð Þη ωð Þð Þ, ð17:A18Þ

A⊥ ω; ξð Þ ¼ �0, 5

þ 0, 25 �a ξð Þ 6� η ωð Þ 3þ 4=ξ2

 �� �þ b ξð Þη ωð Þ 1þ 12=ξ2


 �� �
,

ð17:A19Þ

b ξð Þ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
9þ ξ2

q
, η ωð Þ ¼ ε2 ωð Þ � ε3ð Þ= ε2 ωð Þ þ ε3ð Þ, ð17:A20Þ

ε3 is a dielectric function of surrounding medium.

Calculation of the Susceptibility of a Nanoparticle Layer

Let us suppose that the tensor of linear response of the cylindrical particle on the
surface of an active medium eχ Sð Þ ωð Þ is known; then the electric field in the medium
“3” where the particles are located can be written in the form similar to Eq. (17.5):

E 3ð Þ k; z;ωð Þ ¼ E 03ð Þ k; z;ωð Þ � ρeG 33ð Þ k; z; zc;ωð Þeχ Sð Þ ωð ÞE 3ð Þ k; zc;ωð Þ, ð17:B1Þ
where E 03ð Þ k; z;ωð Þ is the external long-range electrical field acting on the particle in
the layer

E 03ð Þ k; z;ωð Þ ¼ �iμ0ω

Z
l0

dz
00 eG 31ð Þ k; z; z00;ωð Þj1ext k; z00;ωð Þ: ð17:B2Þ

Let us assume that the Green function of the considered system eF 31ð Þ is known,
then

E 3ð Þ k; z;ωð Þ ¼ �iμ0ω

Z
l0

dz00eF 31ð Þ k; z; z00;ωð Þj1ext k; z00;ωð Þ: ð17:B3Þ

Substituting Eq. (17.B3) into Eq. (17.B1), one can write
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eF 31ð Þ k; z; z00;ωð Þ þ ρeG 33ð Þ k; z; zc;ωð Þeχ Sð Þ ωð ÞeF 31ð Þ k; zc; z00;ωð Þ
�eG 03ð Þ k; z; z00;ωð Þ ¼ 0:

ð17:B4Þ

Taking Eq. (17.B4) at the point z ¼ zc and using Eq. (17.B3), we obtain the simple
relation between the local field E(3) and the external field E(03) at the point z ¼ zc:

E 3ð Þ k; zc;ωð Þ ¼ eΩ k; zc; zc;ωð ÞE 03ð Þ k; zc;ωð Þ, ð17:B5Þ

eΩ k; zc; zc;ωð Þ ¼ eU þ ρeG 33ð Þ k; zc; zc;ωð Þeχ Sð Þ ωð Þ
h i�1

: ð17:B6Þ

The tensor eΩ k; zc; zc;ωð Þ is the dimensionless effective susceptibility of the layer of
cylindrical nanoparticles on a surface [16, 17], which accounts both near- and
far-field electromagnetic interactions within the layer and with the substrate.
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Chapter 18
Temperature Studies of Luminescence
in Nanosize SnO2 Films

V. Grinevych, L. Filevska, V. Smyntyna, and B. Ulug

18.1 Introduction

Tin dioxide, widely used in various electronics industries, is not known as a
luminophore material; however, low-temperature luminescence of crystalline tin
dioxide has been described in the literature back to 1979 [1]. The band of intrinsic
SnO2 luminescence is located in the near-ultraviolet spectrum region. In the bulk tin
dioxide samples in the visible range, wide photoluminescence (PL) bands are
observed at low temperatures in the regions of 2 and 2.5 eV, which are associated
with interstitial tin/oxygen vacancies electronic transitions [2, 3]. However, with
temperature increasing, the intensity of such a photoluminescence decreases, and at a
room temperature, the PL is practically invisible. The PL spectra of nanoscale tin
dioxide samples differ from the bulk material spectra, which were shown by a
number of researches [2–4]. The nanoscale forms of this material have recently
been increasingly characterized as luminescing at the room temperature [5–8].

Photoluminescence of tin dioxide nanosized particles at the liquid nitrogen
temperature was studied by Meier and colleagues [4]. PL was excited by GaN
LED at a wavelength of 400 nm. The researchers detected a PL peak at a wavelength
of 625 nm (E ¼ 2 eV) independent of particles’ size, which witnesses, according to
the authors, about the group defect responsible for it, associated with oxygen
vacancies. At the same time, the PL intensity increases with nanoparticle size growth
from 5 to 20 nm and with the samples’ composition approaching to stoichiometry
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from SnO1.5 to SnO1.7. This fact correlates with a high density of electrons’ states
within the gap width obtained from the absorption measurements presented at the
same work. The authors associate this intensity increase with the low rate of
nonradiative recombinations in SnO1.7 due to the low total defect density. Obvi-
ously, in an ideal, in a defect-free SnO2 crystal, there should be no defects respon-
sible for PL. If the number of oxygen vacancies increases, the PL intensity will also
increase until the processes of nonradiative recombination will begin to dominate, as
in the case of SnO1.5.

Korean researchers also explained the influence of oxygen vacancies on PL
observed by them in the region of 2.5 eV for thin SnO2 films deposited by the
CVD method. Bonu et al. [7] also explained the observed luminescence at 2.54 eV
and 2.42 eV by oxygen defects, namely, in-plane and bridging “O” vacancies. The
broad luminescence peak, observed by [7], at about 1.96 eV in NPs SnO2 was
associated with the hydroxyl groups OH� on the surface of particles. In [8], the
broad luminescence bands observed in the 350–550 nm region were associated with
defect states on the surface of SnO2 nanoparticles. As it may be seen, the surface
states play an important role in the luminescence of tin dioxide nanoforms.

This paper presents the luminescence low-temperature studies of nanostructured
tin dioxide films obtained using polymers in order to establish the mechanisms of
radiation and its temperature quenching.

18.2 Film Preparation and Research Methods

SnO2 films were obtained by a sol-gel method using polyvinyl acetate (PVA) to
improve structuring. In samples’ series fabrication, the content of the precursor (bis
(acetylacetonato) dichlorotin (BADCT)) in the initial solution varied from 1% to
10%. After deposition on the glass substrate, the samples were annealed until the
organic components were removed and a transparent layer of tin dioxide was
formed.

The experiment was carried out according to the standard procedure [9, 10]. A
nitrogen laser with a radiation wavelength of 337 nm was used to excite the
luminescence. The photoluminescence of the samples was studied in the temperature
range 9–300 K.

18.3 Experimental Results and Discussion

The films of tin dioxide obtained with the use of polymers showed
photoluminescence at room temperature in the orange-red spectrum region. The
results of photoluminescence at room temperature on SnO2 layers, depending on the
amount of precursor, are shown in Fig. 18.1.
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As it can be seen (Fig. 18.1), in the emission spectrum, there are two intensive
wide bands (1.92 eV for 10%, 1.94 eV for 5%, and 1.86 eV for 1% of BADCT and
2.17 eV for 10%, 2.2 eV for 5%, and 2.18 eV for 1% of BADCT). Moreover, the
energy positions of the maxima of these bands are nonlinearly dependent on the
concentration of tin dioxide precursor in the original gel. The bands themselves are
quite wide and complex. Thus, the peak in the region 1.86 eV (for 1% of the
precursor) is considered as a broadening of the bands 1.92 eV and 1.94 eV for
films with high precursor content. The figure also shows an increase in the radiation
intensity with an increase in the precursor concentration. This may indicate an
improvement in the crystallinity of the SnO2 film resulted in a decrease of
nonradiative transitions. The values of both peaks in films of different compositions
are presented in the Table 18.1.

Meier and colleagues [4] associate the detected photoluminescence peak at
625 nm (2 eV) at a liquid nitrogen temperature in nanoscale SnOx particles with a
group defect formed by oxygen vacancies. The PL was established in the present
work in nanostructured tin dioxide films at room temperature. It was supposed that
the peak at 647 nm (1.9 eV) is also associated with oxygen vacancies in the samples
studied. The difference in the peaks’ energies may be due to the different energy of
the PL excitation and the differences in the samples’ structure. At the same time,
according to Bonu’s data [7] on hydroxyl groups on the surfaces of SnO2 nanoscale
particles, this peak may also be attributed to them. This supposition can be confirmed
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Fig. 18.1 The photoluminescence spectrum of SnO2 films with different precursor concentrations
(0.05% PVA) at room temperature

Table 18.1 Energy of maxima of PL bands for SnO2 films with different precursor concentrations
in the initial solution

Precursor concentrations 1% 5% 10%

The band in the 647 nm region 1.85 eV 1,88 eV 1,92 eV

The band in the 579 nm region 2,18 eV 2,2 eV 2,17 eV
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by additional studies of PL in vacuum at elevated temperatures after additional
annealing, but this was not the task of this paper.

It is known from the reference data [11] that a singly charged Sn has a band of
579 nm (2.15 eV) in its spectrum. Comparing these facts, it may be supposed the
correspondence of the group of bands 2.17–2.2 eV in the films to the centers of
luminescence, which are the interstitial tin atoms or clusters of these atoms. The
presence of metal clusters in SnO2 films was established earlier by the authors
[12]. Their notable contribution was marked in the electrical conductivity and
adsorption activity of SnO2 layers. In addition, it was shown in [13] that at
T ¼ 723 K, there were at least three phases in tin dioxide films: Sn, SnO, and
SnO2. On the other hand, the presence of excess tin indicates the presence of
vacancies in the oxygen structure. Having the reports of luminescence on oxygen
vacancies in this region [2, 3, 5, 6], it is possible to associate the observed peak
with them.

Figure 18.2 shows the temperature dependences of the luminescence of tin
dioxide films studied in the temperature range from 9.5 to 300 K.

As it can be seen from the figure, two peaks are observed in the
photoluminescence spectra: the first is in the region 1.85–1.9 eV, and the second
is in the region 2.32 eV. The value of the second peak slightly differs from the
previously measured value (2.18 eV). This may indicate the structural changes that
occur in the layer in the process of research procedure, namely, the surface oxygen
influence and its gradual incorporation into the crystal structure.

The results of studies in the forms of the peaks’ energy, intensity, and half-width
temperature dependencies are shown in Figs. 18.3 and 18.4.

The temperature dependences show a decrease in the peaks’ luminescence inten-
sity with temperature growth. The observed effect is explained by temperature
quenching of luminescence as a result of nonradiative recombination. This is a
consequence of a significant density of electron states in the forbidden band, specific
for tin dioxide [14], especially for nanoscale structures and thin films with a
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significant disruption of long-range order [2, 4]. The change in the peak’ 1 temper-
ature dependence of intensity built as a graph of semilogarithmic dependence on the
reciprocal temperature showed the presence of two regions with activation energies
(Ea) ~ 0.0114 eV (at a lower temperature up to ~ 50 K) and ~ 0.0156 eV (from 120 K
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to room temperature). This usually indicates a temperature quenching of lumines-
cence on donor-acceptor pairs [10]. In this case, the low-temperature value of the
activation energy corresponds to the activation of donors, which can match the
surface hydroxyl groups or interstitial tin atoms. A higher value of Ea corresponds
to the activation of acceptors, probably identified as oxygen vacancies. Quenching of
the luminescence for peak 2 is less evident and also occurs on donor-acceptor pairs
with activation energies of 0.0001 eV and 0.00545 eV, respectively.

The temperature dependences of the luminescence bands’ half-widths for peaks
1 and 2 show an almost stepwise growth in the 180–200 K region and more
noticeable for peak 1. The energy of peak 1 increases with temperature growth
and reaches its saturation also in the region of 200 K. This indicates that the
luminescence at temperature growth in the 200 K region is supported by the
increasing contribution of optical phonons, which are usually not active at low
temperatures (up to 200 K) [15]. Such a mechanism remains basic up to room
temperature. The energy temperature dependence for peak 2 is not monotonic. The
peak energy failure observed in the region of 150 K and its growth in the region of
200 K correlate with the stepwise growth of its half-width. The latter fact indicates
both a change in the mechanism of luminescence and activation of phonons’
participation in it. As it may be seen, the participation of phonons in the emission
process is specific for both peaks. In favor of this is also the fact that tin dioxide is an
indirect-gap semiconductor [16], and the participation of phonons in such a case is
specific for optical absorption and emission processes.

18.4 Conclusion

The results of luminescence studies of nanoscale tin dioxide films obtained by a
sol-gel method using polymers showed the presence of photoluminescence at room
temperature in the orange-red spectral region (1.85–1.9 eV and 2.32 eV). Such
radiation values may correspond to oxygen vacancies. The considered temperature
dependences in the 9–300 K range of peak energies and their intensities and half-
widths indicate the activation of phonons in the process of radiation at a temperature
of ~ 200 K for both peaks. The luminescence temperature quenching of tin dioxide
occurs according to the quenching mechanism on donor-acceptor pairs.
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Part III
Nanostructured Interfaces and Surfaces



Chapter 19
Fabrication and Characterization
of High-Performance Anti-reflecting
Nanotextured Si Surfaces for Solar Cells

Stepan Nichkalo, Anatoly Druzhinin, Valeriy Yerokhov,
and Oleksandr Ostapiv

19.1 Introduction

In the past decades, great efforts have been undertaken to develop various photo-
voltaic (PV) devices [1–11]. Today Si-based PV devices remain the basis of the
current PV industry due to the abundance of Si materials and the high efficiency of Si
solar cells [12]. However, the high reflective index of Si causes the reflection of more
than 30% of incident light. As a result, the photoconversion efficiency of the Si-PV
device greatly reduces. For traditional Si wafer-based solar cells, the pyramidal or
inverted pyramidal structures were generally constructed on Si surface to reduce the
reflection loss for incident light and to increase the light absorption [13, 14]. How-
ever, such microstructured surfaces are not able to reduce reflectance below 10%
[15–18]. At the same time, the anti-reflecting coating layers, such as Si3N4, MgF2,
and Si3N4/MgF2, are also applied to suppress light reflection of microstructured
surface, but they suffer from destructive interference of reflected light and lead to a
narrowing of the solar spectrum of absorbed photons, as a result [19–21]. In this
regard, the nanotexturing of Si surface is widely studied to reach maximum values of
the absorption coefficient and to reduce reflection in a wide spectral range, improv-
ing the efficiency of solar cells.

Among microstructures, Si nanowires (SiNWs) are also widely considered as an
important class of nanoscale building blocks for high-performance devices due to
their unique structural, electrical, and thermoelectric properties in addition to their
compatibility with current Si-based microelectronics [22–33]. Recent studies on the
optical characteristics of SiNWs demonstrate their promising applications in solar
cell [34–40]. These nanostructures are long enough to absorb most of incident light,
and their small diameters provide a short collection length for excited carriers in a
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direction normal to the light absorption [38, 41]. Additionally, unlike bulk Si with its
indirect optical band gap of 1.12 eV and low absorption coefficient of 104/cm, the
optical band gap of SiNWs can be varied between 1.1 eV and 3.5 eV by decreasing
SiNW diameter between 7 nm and 1.3 nm, respectively [41, 42]. Several research
groups showed that in the near ultraviolet-visible-near-infrared region, optical
reflectance of SiNWs is one to two orders of magnitude lower than Si [43–47]. How-
ever, such structures are effective the best under direct sunlight illumination and
could not face the sun at the appropriate angle from morning to evening [48, 49]. The
use of sun-tracking systems for the purpose of receiving direct light illumination is
not cost-effective for practical applications. The concept of a complex structure
combining the advantages of pyramids and SiNWs might help to achieve the
omnidirectional light absorption and overcome the directional dependence of PV
performance [49]. Realization of this concept predicts utilizing of traditional alkaline
texturing of Si wafer to produce the pyramidal Si and the metal-assisted chemical
etching (MACE) to fabricate SiNWs on the side faces of pyramids. The use of
MACE method for fabricating of SiNWs was motivated by its simplicity, good cost-
efficiency, versatility, and ability to control various parameters, e.g. cross section,
shape, diameter, length, and orientation [50, 51]. In contrast, the crystallographic
orientation of SiNWs grown by vapour-liquid-solid (VLS) technique depends upon
the diameter of nanowire [52, 53]. Moreover, the crystalline quality of SiNWs
produced by MACE method generally is high, and their surfaces are typically
rougher than VLS-grown NWs [50, 54]. In general, SiNWs prepared by MACE
demonstrate higher solar cell performance over VLS-grown SiNWs [55].

Here we present experimental results on application of MACE method for
fabricating different morphologies on the surface of Si wafer and the comparison
of their optical properties in terms to develop photosensitive structures with low
reflectivity and high light absorption over an extended solar spectral range.

19.2 Experimental Details

Single-crystalline p-type Si (100) and Si (111) wafers with resistivity of
0.3–1 Ω � cm were chosen for experiments. The wafers were cut into square
samples of 2 � 2 cm2 and then sequentially cleaned in acetone, isopropyl alcohol
(IPA), and deionized (DI) water for 20 min at room temperature. Afterwards,
samples were dipped in the mixed solution of ammonium hydroxide NH4OH
(30%), hydrogen peroxide H2O2 (35%), and DI water H2O with volumetric ratio
v/v/v ¼ 1/1/5 at 70 �C for 10 min to remove any organic residues. In order to obtain
an efficient anti-reflecting surface with a maximum absorption and the least possible
reflection for possible use in photovoltaics, three types of morphology of Si surface
were made and examined, namely, (1) rough nanograss, (2) random pyramids, and
(3) pyramids with nanotextured side faces.

Fabrication of the nanograss morphology was carried out through metal-assisted
chemical etching of Si (111) wafer, accompanied by the following steps. At the first
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stage, clean square Si wafer samples were dipped in a solution of 5 M HF and 2 mM
AgNO3 for 2 min at room temperature that resulted in a deposition of Ag particles on
the Si surface. Then, samples were rinsed by DI water for 10 s and immersed in the
etchant solution HF(40%) + H2O2(35%) + H2O (v/v/v ¼ 4/1/4) at room temperature
for 10 min. After etching process, samples were immersed in a mixed solution of
NH4OH and H2O2 (v/v ¼ 3/1) at room temperature for 10 min to remove Ag
residues. Prepared samples were rinsed with DI water for 10 min and dried.

Random pyramids were fabricated by anisotropic etching of Si (100) wafer in a
mixed solution of potassium hydroxide (KOH) (9 wt %) and acetic acid (5 vol %) at
75 �C for 10 min. The textured Si samples were then immersed in dilute hydrochloric
acid (HCl) for 10 min and hydrofluoric acid (HF) for 5 min to remove any residue
KOH and silicon dioxide, respectively. At the next, pyramid-textured Si samples
were rinsed with DI water for 20 min at room temperature and dried.

For the nanotexturing of the side faces of Si pyramids, the MACE method was
used. First, Ag particles were deposited on precleaned pyramid-textured Si wafers by
immersing samples in a solution of 0.14 M HF and 0.5 mM AgNO3 for 7 min at
room temperature and then rinsed by DI water for 10 s. Low molar concentrations of
HF and AgNO3 were used in order to obtain well-defined and small seeds of Ag on
the side faces of Si micropyramids. Subsequently, pyramid-textured Si samples
covered by Ag nanoseeds were immersed in the mixed etching solution of HF
(40%), H2O2(35%), and DI water (v/v/v ¼ 4/1/4) at room temperature for 12 min.
Finally, all the samples were immersed in a mixed solution NH4OH + H2O2

(v/v ¼ 3/1) at room temperature for 10 min to remove the residual Ag on the surface
of the samples.

The surface of Si wafer was characterized by using a SELMI 106I scanning
electron microscope (SEM). Optical spectra of the samples were measured by
spectrophotometer at the wavelength ranging from 300 to 1100 nm.

19.3 Results and Discussion

Figure 19.1 shows the cross-section view SEM images of Si wafer after 10 min of
Ag-assisted chemical etching in HF + H2O2 + H2O solution at room temperature. As
a result, vertically aligned SiNWs were formed on Si surface. As can be seen
in Fig. 19.1a–b, the NWs are preferentially cone-shaped reminding a grass, with
diameters ranging from 100 nm to 500 nm and an average height of about 4 μm.

Shown in Fig. 19.2a–b are the top-view and cross-section view SEM images of
random Si pyramids formed as a result of etching of Si wafer in KOH-based solution
at 75 �C for 10 min. As we see, the average size of pyramids does not exceed 5 μm.

Fig. 19.3 shows the top-view SEM image of pyramid-textured Si wafers with
predeposited Ag nanoseeds after immersing samples in a solution of 0.14 M
HF/0.5 mM AgNO3 for 7 min at room temperature. Consequently, chemical treat-
ment of pyramidal samples covered by Ag nanoseeds in etching solution of HF
(40%)/H2O2(35%)/H2O (v/v/v ¼ 4/1/4) at room temperature for 12 min revealed to
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the formation of <111> � oriented SiNWs which were etched normally to the
surface planes of Si pyramids (see Fig. 19.4a). As can be seen in Fig. 19.4b, the NWs
are 325 nm in height with mean diameter about 130 nm.

The rough nanograss on micropyramids predicted to have a strong absorption and
extremely low reflection ability. This suggestion is confirmed by experimental
results of measurement of absorbance (Fig. 19.5a) and reflectance spectra
(Fig. 19.5b) of Si wafer samples with various surface morphologies. It was found
that in comparison to other textures, the pyramidal Si samples textured by Si
nanograss demonstrate a highest value of light absorption, more than 98%, whereas
for a non-textured Si wafer and a pyramid-textured Si, this value is found to be
typical, 60% and 85%, respectively (Fig. 19.5a). The high absorption of Si
nanograss, about 95%, could be explained in terms of specific nanowire geometry,
which is conical (see Fig. 19.1b). According to [16], compared with planar thin film

Fig. 19.1 Cross-section view SEM images of Si wafer after 10 min of Ag-assisted chemical
etching in HF/H2O2/H2O (v/v/v ¼ 4/1/4) solution at room temperature at different scale. (a) The
scale 10 μm. (b) The scale 2 μm

Fig. 19.2 SEM images of random Si pyramids formed as a result of etching of Si wafer in a
solution of KOH (9%) and acetic acid (5%) at 75 �C for 10 min. (a) Top view. (b) Cross-section
view
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and NWs with uniform diameters, the cone-shaped Si nanostructures show improved
absorption because of a gradual increase of the effective refractive index from the Si
surface to air. From another hand, in aperiodic SiNWs, absorption at long-
wavelength regime is not degraded, unlike periodic NWs, in which calculated
absorptance for early band edge photons dwarfs due to the significant transmission
loss [56]. In their work [56], authors showed that optimization of aperiodic NWs by
using a random walk algorithm reveals to an over 100% enhancement factor in PV
efficiency compared to the periodic counterparts.

Figure 19.5b compares the optical reflection between pyramid-textured Si, Si
nanograss, and Si pyramids with a nanograss texture of side faces of pyramids. In
contrast to pyramid-textured Si and Si nanograss, the Si pyramids with a nanograss
texture possess a lowest reflection ability (< 1%) in all optical spectral range of
wavelength. For the record, the low reflection value (about 4%) was observed for Si

Fig. 19.3 Top-view SEM
image of pyramidal Si wafer
with deposited Ag
nanoseeds after immersing
samples in a solution of
0.14 M HF/0.5 mM AgNO3

for 7 min at room
temperature

Fig. 19.4 Cross-section view SEM images of Si micropyramids nanotextured by Si nanograss after
etching in HF(40%)/H2O2(35%)/H2O (v/v/v ¼ 4/1/4) at room temperature for 12 min. (a) General
view of the pyramid. (b) Scaled-up view of the side face of a pyramid with SiNWs
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nanograss as well. These findings confirm the accusation that vertically aligned NWs
with random position or diameter can also achieve similar low reflectance and high
absorption as the ordered NWs with uniform diameter [57]. In their work [57],
authors showed that the random diameters of the nanowire arrays can lead to
different broadened resonant frequencies which give rise to absorption enhancement.
While the absorption at the original off-resonance frequency is enhanced, the
original resonance frequency maintains high, caused by multiple scattering induced
by the random arrangement or diameter of NWs. In other words, aperiodic Si NWs
demonstrate suppression of light reflection similar to the random pyramid texture.
Thus, almost the same behaviour of a reflection dependence for Si nanograss and
pyramidal Si samples is observed (see Fig. 19.5b).

19.4 Conclusions

It was demonstrated that the metal-assisted chemical etching is a simple, versatile,
and flexible method, which can be successfully utilized for fabrication of Si
nanostructures on the surface of Si wafer with good anti-reflecting properties. By
using this method, an array of SiNWs and a complex Si structure composed of Si
pyramids, obtained by conventional alkali chemical etching, and SiNWs prepared on
the side faces of pyramids have been produced on Si wafers. It was found that Si
micropyramids textured by a rough SiNWs with an average diameter of 130 nm, and
325 nm in height, show a strong absorption and extremely low reflection ability. In
particular, the absorbance of pyramidal Si samples textured by Si nanograss was
more than 98% and reflectance less than 1% in all range of wavelength
(300–1100 nm), whereas for a non-textured Si wafer and a pyramid-textured Si,

Fig. 19.5 (a) Absorbance spectra for pyramid-textured Si, Si nanograss, complex structure Si
pyramids+Si nanograss, and planar Si wafer (serve as reference). (b) Reflectance spectra for
pyramid-textured Si, Si nanograss, complex structure Si pyramids+Si nanograss
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these values were found to be typical. The low reflection value (about 4%) was also
observed for Si nanograss. Such nanostructured surfaces in the form of Si
micropyramids and SiNWs might exhibit better omnidirectional light-trapping abil-
ity by multiple reflections resulting in enhanced optical characteristics and will find a
wide variety of significant applications in solar cells, photodetectors, and optoelec-
tronic devices.
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Chapter 20
Effects of Amino Acids Protonation
on Double-Layer Parameters
of the Electrode/Chlorates(VII) Interface,
as well as Kinetics and Mechanism of Bi(III)
Ion Electroreduction in the Aspect
of the “Cap–Pair” Effect

Agnieszka Nosal-Wiercińska, Mariusz Grochowski,
and Małgorzata Wiśniewska

20.1 Introduction

Irreversibility of metal ions electroreduction in the solutions of poor complex creative
properties makes their determination by simple electrochemical methods difficult or
even impossible. Knowledge of the organic substances effect on the rate of electrode
reactions is of significant importance in analytics and elaboration of technological
characteristics. Organic substances can inhibit, accelerate the electrode process or not
affect its course. The inhibition of electroreduction processes by organic substances has
been described in many papers [1–4]. It was shown that the adsorption of organic
substances on the electrode blocks its surface, changing the surface charge and the
potential of the internal Helmholtz plane. This affects the mechanism and kinetics of the
electrode reaction, especially in the area of large covering of the electrode surface with
adsorbate [5]. The first papers on the catalytic activity of organic substances discussed:

– Lowering the detection limit of Cd(III), Cu(II) and Ni(III) ions by hexamine [6]
– Increase of the peak currents Pb(II), Sn(II), Tl(I), Bi(III) and In(III) in the

presence of methylene blue and thymol blue [7]
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– Catalytic effect of toluene ions – p-sulfonate on electroreduction of Cr(III) ions
and 1,10-phenanthroline and chinaldine acid on electroreduction of Eu(III) ions
[8, 9]

Systematic research of the catalytic activity of organic substances on the selected
electrode processes carried out by Sykut et al. [10] led to the formulation in 1978 of
the “cap–pair” rule, determining the conditions which must be satisfied by the
depolarizer–supporting electrolyte – organic substance system for the electrode
processes to be accelerated by organic substances. It was stated that an important
role in accelerating the electrode process is played by the ability of the organic
substance – undergoing adsorption on the electrode – to create in the by-electrode
layer complexes with a depolariser and locate the potential of depolarizer’s reduction
in the area of the labile equilibrium of the adsorption organic substance [10].

Research on this issue allowed to explain catalytic mechanism of the activity of
organic substances on the Zn(II) electroreduction [5, 11–14]. This mechanism is
complex and includes both electron transition and chemical steps. According to
Dalmata [5] acceleration of the first electron transition is associated with the
formation of an active complex involving the catalysing substance. Accelerating
activity of different organic substances, also surfactants, in relation to Zn(II) ions
was pointed out to the papers [15, 16]. They also defined a mechanism describing
depolarisation of Zn(II) ions. Studies of electroreduction of Eu(III) [17], In(III) [18, 19]
and Bi(III) [20] ions showed that accelerating substances facilitate the exchange of
electrons by creating an active complex with a depolarizer on the electrode surface.
This complex can formed in the adsorption layer for In(III) and Bi(III) or outside the
adsorption layer for Eu(III).

Lovrič and co-workers [21] studied the electroreduction of Bi(III) ions in a
chlorate(VII) medium applying the methods of square wave voltammetric and cyclic
voltammetric as well as DC polarography, demonstrating considerable influence of
water activity on the slope of the experimental curves. They assumed that in the first
stage of Bi(III) electroreduction, cations of the supporting electrolyte participate and
adsorb as well as release water molecules in their hydration spheres which can be
explained by the inversely proportional dependence of the reaction rate on water
activity [21].

The studies on the influence of water activity and selected amino acids on the
mechanism and kinetics of Bi(III) ion electroreduction [22–26] allowed to develop
interpretation of the mechanism of “cap–pair” effect including the effect of basic
electrolyte concentration and kind polarographically active accelerating organic
substances. It was proved that a decrease in water activity gives the same effect as
an increase in the concentration of catalytic organic substances, e.g. methionine,
cysteine or cystine [23–26]. This fact is undoubtedly connected with the formation
of active complexes on the electrode surface playing an intermediary role in electron
transfer which results from the presence of both amino acids and water in the
molecules of this complex. The fact that the complex forms only on the electrode
surface is connected with amino acid adsorption which enhances electrode activity
without limiting the electrode surface [23–26].
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It was also proved that the reaction environment has significant influence on the
form in which particular amino acids occur and on the electron process. The Bi(III)
ions hydrolysis limits the pH range that allows to investigate their
electroreduction [22].

It was found that change in the chloric(VII) acid/sodium chlorate(VII) ratio in the
basic electrolyte affects the structure of both the bismuth aqua ion and the molecule
of the selected amino acid (homocysteine (HCE), homocystine (HCY) and ethionine
(ET)) and, consequently, the course of the electrode process [27–30].

The studied chemical compounds play an important role in maintaining homeo-
stasis in living organisms. For example, an elevated level of homocysteine in blood
plasma (hyperhomocysteinemia) is considered to be a risk factor for cardiovascular
and neurodegenerative diseases, some types of cancer, as well as miscarriage [31].

Homocystine forms readily as a result of homocysteine oxidation and is a
source of sulphur in the human body. It is excreted in urine as a result of
homocystinuria [31].

Ethionine, which is an ethyl analogue of methionine, has very destructive influ-
ence on the livers of living organisms and disrupts the activity of many enzymes. It is
a strongly carcinogenic metabolite contributing to the development of most types of
human cancer [32].

The electrochemical reactivity of cysteine and homocysteine was extensively
studied [33, 34]. As follows the reaction of cysteine or cystine with mercury ions
is the basis of their electrolytic activity at mercury electrodes. From an electrochem-
ical point of view, the behaviour of homocysteine at mercury electrodes was found to
be close to that of cysteine. The investigations of homocystine indicate that while the
kinetics of its reduction at mercury differs from that of cystine, the overall reaction in
which two thiol molecules are formed from each disulphide is the same [34]. These
reactions involve two steps of mercury electrooxidation:

to mercury Ið Þ cysteine thiolate Hgþ2
2 þ 2RSH , Hg2 SRð Þ2 þ 2Hþ

andmercuryðIIÞcysteinethiolate Hg2ðSRÞ2 þ 2RSH , 2HgðSRÞ2 þ 2e� þ 2Hþ

Both these products are strongly adsorbed on the surface of the mercury
electrode [34].

Homocysteine as well as homocystine and ethionine, according to the “cap–pair”
rule, catalyses the process of Bi(III) ion electroreduction. Also changes in the
double-layer parameters at the electrode/chlorates(VII) interface and correlation
between the rate of Bi(III) ion electroreduction in the presence of amino acids and
water activity under the conditions of varying protonation of the catalysing sub-
stance were observed.

The “cap–pair rule”, which specifies the conditions under which electrode pro-
cesses are accelerated by organic substances, indicated the directions of the present
research.
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There were investigated:

– Adsorption of the accelerating substance at the interface of mercury/chlorates
(VII)

– Mechanism and kinetics of the Bi(III) ions electroreduction process in the
presence of homocysteine, homocystine and ethionine

The proposed experimental research will contribute substantial new and valuable
information which will form the basis for addressing the existing and future prob-
lems related to, e.g. the use and determination of Bi(III) and the studied amino acids.
The preparations containing bismuth, one of the less toxic heavy metals, have found
application in various industrial branches. The present research can indicate new
opportunities for the application of organic Bi(III) compounds. The use of bismuth in
pharmaceutical and cosmetic industries is of particular importance.

20.2 Materials and Apparatus

All reagents: NaClO4, HClO4, Bi(NO3)3∙5H2O and amino acids (Fluka), were of
analytical grade. Water applied to prepare all solutions was purified in the Millipore
system.

The 2, 4 and 6 mol∙dm�3 chlorate(VII) solutions of HClO4:NaClO4 concentration
ratios: (1:1) solution A, (1:4) solution B, (1:9) solution C, (4:1) solution D and (9:1)
solution E were examined. The enumerated solutions were designated according to
the scheme, e.g.

4A designates 4 mol � dm�3chlorates VIIð Þ, where HClO4 : NaClO4 ¼ 1 : 1
4B designates 4 mol � dm�3chlorates VIIð Þ, where HClO4 : NaClO4 ¼ 1 : 4

4C designates 4 mol � dm�3chlorates VIIð Þ, where HClO4 : NaClO4 ¼ 1 : 9
4D designates 4 mol � dm�3chlorates VIIð Þ, where HClO4 : NaClO4 ¼ 4 : 1

4E designates 4 mol � dm�3chlorates VIIð Þ, where HClO4 : NaClO4 ¼ 9 : 1:

The amino acids solutions (1�10�4 mol�dm�3, 5�10�4 mol�dm�3, 1�10�3 mol�dm�3,
3�10�3 mol�dm�3) were prepared immediately before the measurements. The con-
centration of Bi(III) ions in the studied solutions was always 1∙10�3 mol∙dm�3. The
solutions were sonicated due to the weak solubility of Bi(NO3)3 in chlorates(VII).
The measurements were performed in a three-electrode cell containing a dropping or
hanging mercury – electrode with a controlled increase rate and a constant drop
surface (0.014740 cm2), as a working electrode (MTM Poland); Ag/AgCl as a
reference electrode; and a platinum spiral, as an auxiliary electrode. All
electrochemical measurements were performed in the thermostated cells at 298 K
using an Autolab Fra 2/GPES (version 4.9) frequency response analyser (Eco
Chemie, Utrecht, Netherlands).
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20.3 Experimental Methods

20.3.1 Adsorption Measurements

The double-layer capacity (Cd) was measured using the electrochemical impedance
spectroscopy (EIS). For the whole polarisation range, the capacity dispersion was
tested at different frequencies between 200 and 1000 Hz. To obtain proper equilib-
rium values of differential capacity, linear dependence of capacity on the square
element from frequency was extrapolated to zero frequency. This procedure assumes
that the impedance of the double layer is equivalent to a series capacity-resistance
combination and the rate of adsorption is diffusion controlled [35–39].

The potential of zero charge (Ez) was measured for each solution by the
method of streaming mercury electrode [35, 36]. The interfacial tension (γz)
between the mercury and the electrolyte solutions at Ez was measured with a
conventional maximum bubble-pressure capillary electrometer described earlier
[35, 36]. The adsorption parameters were derived by the back integration of
capacity-potential dependencies. No corrections for the effects of the medium on
the activity of the supporting electrolyte and the activity coefficient of the
adsorbate were made [35, 36].

20.3.2 Kinetic Studies

In the DC polarography, square-wave voltammetry (SWV) and cyclic voltammetry
(CV), the optimal experiment operating conditions were as follows: step potential
2 mV for DC, pulse amplitude 20 mV, frequency 120 Hz and step potential 2 mV for
the SWV and scan rate 5–1000 mV s�1 and step potential 5 mV for the CV. The
electrochemical impedance spectroscopy data were collected at 26 frequencies in the
range from 200 to 50,000 Hz within the faradaic potential region with 10 mV
intervals.

The values of the kinetic parameters αnα and ks were calculated from the cyclic
voltammetry measurements.

The transfer coefficients αnα of the electroreduction reaction of Bi(III) ions in the
studied systems were determined using the equation:

αnα ¼ 0:048
Epc=4 � E3pc=4

ð20:1Þ

where Epc/4 and E3pc/4 – the potentials of one-fourth and three-fourths of the cathodic
peak height, respectively.
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The values of standard rate constants ks were calculated using the Nicholson
method based on the equation:

Ψ ¼ Dox

Dred

� �α=2 ks RTð Þ1=2
πnFvDoxð Þ1=2

ð20:2Þ

The function Ψ was determined from the product of electron number exchanged in
the electrode process (n) and the difference between the potentials of anodic and
cathodic peaks (Epa�Epc), and its dependence on n(Epa�Epc) was tabled [40].

For the given values of product n(Epa�Epc), the values of Ψ function were found
in Table 5.7 [40] which allowed to determine ks using Eq. (20.2).

For the irreversible processes, the values ks, which are dependent on the kinetic
parameters, are described by Eq. (20.3):

Epc ¼ E0
f �

RT
αnαF

0:78� ln ks þ ln
ffiffiffiffiffiffiffiffiffiffi
Doxb

ph i
ð20:3Þ

where

b ¼ αnαFv

RT
ð20:4Þ

The values of the apparent rate constants kf of Bi(III) ion electroreduction in the
chlorates(VII) solutions as a function of the potential were calculated from the
impedance measurements.

kf values were computed from the Rct values as a function of DC potential [22].

Rct ¼ RT

n2F2c0k f S
� a0=k f þ 1þ rsexp bð Þ

αa0=k f þ rsexp bð Þ ð20:5Þ

where

a0 ¼ D1=2
0 3πt=7ð Þ�1=2 þ D0r

�1
0 ð20:6Þ

rs ¼ r0 þ 3πtD0=7ð Þ1=2
r0 � 3πtDR=7ð Þ1=2

ð20:7Þ

b ¼ nF=RTð Þ E � E r
1=2

� �
ð20:8Þ

α ¼ � RT=nFð Þ d ln k f =dE
� � ð20:9Þ

S – the electrode surface area (S ¼ 0.014740 cm2).
In these equations t is the drop lifetime, r0 is the drop radius at that time, and c0 is

the concentration of depolarizer, while cR ¼ 0 in the experiments.
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20.4 Results and Discussion

The changes of determined adsorption parameters as a function of increasing
concentration of organic substances and a function of water activity under the
conditions of varying protonation of the amino acids indicate a growth in adsorption
of the studied amino acids to mercury.

The differential capacity curves (Fig. 20.1) obtained in the studied systems for
different amino acids point out to the changes in capacity values compared with the
supporting electrolyte. In the region of “hump” potentials, appearing in 6 mol�dm�3

chlorate(VII) at the HClO4/NaClO4 concentration ratio of 1:4 (B) without the amino
acids (� � 600 mV), after the introduction of homocysteine, homocystine and

Fig. 20.1 Differential capacity–potential curves of double-layer interface Hg/6 mol�dm�3 chlorate
(VII) with various concentrations of homocysteine ( ), homocystine ( ) and ethionine ( )
(in mol�dm�3): (●) 0, (+) 5�10–4, (□) 1�10–3, where HClO4/NaClO4 ¼ 1:4 (B)
(a) Insert shows data for homocysteine ( ) and homocystine ( )
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ethionine to the solution, the height of the “hump” decreases. The increase in
homocysteine and ethionine concentration causes a further decrease in differential
capacitance, whereas the increase in the homocystine concentration causes an
increase of differential capacitance in the region of “hump” potentials. At the same
time, in the presence of HCY and ET, the “hump” moves significantly towards the
negative potentials. The presence of HCE causes only a slight shift of the “hump”
towards the negative potentials.

In the region of higher potentials (� 0 mV), the peaks occur in the presence of
HCE and HCY (Fig. 20.1a) which results from their above-mentioned electrochem-
ical reactivity on mercury. The replacement of mercury (I) cysteine thiolate by
mercury (II) cysteine thiolate (products of mercury oxidation by cysteine on the
anode) at the electrode surface is accompanied by a pronounced change of the
electrode capacity [41]. The pronounced peaks (Ep � 0 mV), which increase with
the increasing HCE and HCY concentrations in all studied chlorate(VII) solutions,
are associated with adsorption of mercury (II) cysteine thiolate Hg(SR)2.

The area of more negative potentials (from �300 to �1000 mV) reflects the
adsorption of the oriented surface layer of mercury (I) cysteine thiolate Hg2(SR)2
[41]. The differences in the capacity curves (there is observed increased differential
capacity for homocystine, whereas that for homocysteine is decreased) result prob-
ably from formation of mercury (I) cysteine thiolate at the mercury surface.

It should be also noted that ethionine is polarographically inactive. Therefore the
peak appearing at the positive potential (� 0 mV) at Cd ¼ f(E) (Fig. 20.1) curves
shows the adsorption peak which increases with the increasing of ethionine concen-
tration in the supporting electrolyte. No desorption peaks were observed on the
capacity curves for all studied amino acids.

The course of the differential capacity curves on mercury in the chlorate(VII)
solutions depends also on the changes in the HClO4/NaClO4 concentration ratio in
the basic electrolyte and water activity [28, 29]. Such changes indicate a consider-
able influence of water on the surface properties of the interfaces [28, 29, 41]. The
increase in the basic electrolyte concentration also shifts favourably the adsorption
equilibrium due to high water structure destruction capacity of CIO�

4 ions.
For all studied concentrations of chlorates(VII) after the addition of homocysteine

and homocystine as well as ethionine into the basic electrolyte, the values of the zero
charge potential Ez shift towards the more negative potentials (Table 20.1a–c) which
is the characteristic of anions adsorption [36]. It should be also noticed that the
increase in sodium salt concentration in the basic electrolyte solution results in the
shift of the Ez towards more positive potentials, whereas the increase in the chloric
(VII) acid concentration results in the shift of the Ez in the opposite direction. Such
changes accompanying the change in the amino acids protonation in the basic
electrolyte solution confirm the altered arrangement of the cysteine mercury thiolates
or ethionine on the electrode surface [35, 36, 42, 43]. The surface tension values
(Table 20.1a–c) at the potential of zero charge γz decrease which also confirms the
phenomenon of amino acids adsorption [41] on the mercury electrode.
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The presence of homocysteine and homocystine as well as ethionine in the basic
electrolyte solution containing 1∙10�3 mol∙dm�3 Bi(III) causes an increase in the
SWV peak current for Bi(III) ion electroreduction and a shift towards positive
potentials (Fig. 20.2) as well as a simultaneous reduction in the width of SWV
peaks at half their height. This indicates an increase in the reversibility of Bi(III)
electroreduction in the presence of the studied amino acids. As can be seen from
Fig. 20.2, the greatest catalytic effect was obtained in the presence of homocysteine.
The magnitude of this effect depends on the amino acids concentrations as well as
changes in the HClO4/NaClO4 ratio in the chlorate(VII) solutions with varying water
activity [28–30].

Table 20.1 (a–c) Potential of zero-charge Ez vs. Ag/AgCl electrode and surface tension γz for Ez of
chlorates(VII) solutions of concentration ratio HClO4: NaClO4 (1:1) A, (1:4) B, (1:9) C, (4:1) D,
(9:1) E + 1∙10�3 mol�dm�3 homocysteine [41], 1∙10–3 mol�dm�3 homocystine [41] and 1∙10�3

mol�dm�3 ethionine systems

a

2 mol�dm�3

chlorate (VII)

0
1∙103 cHCE/mol�
dm�3

1∙103 cHCY/mol�
dm�3

1∙103 cET/mol�
dm�3

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

A 0.483 469.5 0.487 466.3 0.489 467.4 0.492 470.42

B 0.481 470.3 0.487 458.9 0.485 461.4 0.487 469.50

C 0.480 474.4 0.483 467.9 0.484 466.2 0.492 466.75

D 0.494 467.1 0.497 465.4 0.504 451.6 0.509 462.17

E 0.496 466.3 0.499 462.9 0.509 461.3 0.513 465.84

b

4 mol�dm�3

chlorate (VII)

0
1∙103 cHCE/mol�
dm�3

1∙103 cHCY/mol�
dm�3

1∙103 cET/mol�
dm�3

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

A 0.497 0.483 0.518 466.3 0.520 463.6 0.512 465.84

B 0.496 0.481 0.503 464.6 0.500 461.3 0.507 465.84

C 0.487 0.480 0.499 438.8 0.500 462.7 0.494 466.75

D 0.536 0.494 0.540 4.646 0.545 458.1 0.539 463.08

E 0.547 0.496 0.553 455.6 0.550 458.9 0.553 463.08

c

6 mol�dm�3

chlorate (VII)

0
1∙103 cHCE/mol�
dm�3

1∙103 cHCY/mol�
dm�3

1∙103 cET/mol�
dm�3

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

�Ez/
V

γz/
mN�m�1

A 0.528 471.2 0.535 466.3 0.554 463.3 0.546 462.17

B 0.522 468.7 0.528 460.5 0.533 457.2 0.537 462.17

C 0.519 464.6 0.526 458.1 0.535 358.4 0.535 459.42

D 0.581 466.3 0.588 462.9 0.605 454.8 0.586 458.50

E 0.607 465.4 0.619 460.5 0.621 458.7 0.603 457.58
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The influence of amino acids and changes in the HClO4/NaClO4 ratio, as well as
water activity on the reversibility of Bi(III) ion electroreduction, also follow from the
course of cyclic voltammetry curves (Fig.20.3a, b). The increase in both amino acids
[28–30] and NaClO4 concentrations in the supporting electrolyte results in the
decrease of the distance between the anodic and cathodic peaks (ΔEa-c) (Fig. 20.3)
in all chlorate(VII) solutions which confirms the increase of reversibility of the Bi
(III) ions electroreduction processes. However, the increase of HClO4 concentration
in the chlorates(VII) solution causes reverse dependencies ΔEa-c. With an increase in
the concentration of chlorates(VII) from 2 to 6 mol∙dm�3 in solutions C of basic
electrolytes, an evident decrease in the ΔEa-c is observed (Fig. 20.3a). The investi-
gations showed a multistage character of the electrode process also in the presence of
HCE, HCY and ET as a chemical reaction which represents a stage that controls the
rate of Bi (III) ion electroreduction [28–30]. The dependences lnkf ¼ f(E) are
non-linear, and the slope of the curves changes with a change in potential and the
degree of amino acids protonation [28–30]. The above-mentioned reaction is prob-
ably the formation of active complexes on the electrode surface which mediate in
electrons transfer. Adsorption of amino acids on the electrode shifts favourably the

Fig. 20.2 The SWV peaks of the electroreduction of 1∙10–3 mol∙dm�3 Bi(III) in 2 mol∙dm�3

chlorates(VII) (—) and in the presence of 1∙10–3 mol∙dm�3 homocysteine ( ), homocystine ( )
and ethionine ( ), where HClO4:NaClO4 ¼ 1:1 (2A) and HClO4:NaClO4 ¼ 4:1 (2D)
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equilibrium of Bi(III) ions complexation. It does not confine the electrode surface
but additionally increases its activity. However, it should be noticed that to the
already mentioned electrochemical reactivity of both homocysteine and
homocystine, one can point out to the complexes of Bi–Hg2(SR)2 or Bi–Hg(SR)2.
Moreover the studies show [28–30] that bismuth is more likely to react with mercury
(II) cysteine thiolate Hg(SR)2. However, in the case of polarographically inactive
ethionine, the complexes of the Bi–ethionine type are formed on the electrode
surface [30]. The active Bi–ET and Bi–Hg(SR)2 complexes are sure to be located
inside the adsorption layer [28–30] as presented in Fig. 20.4. Arrangement of
adsorbed Hg(SR)2 (in the case of HCE and HCY) as well as adsorbed ET on the
mercury electrode surface due to the change of protonation degree on the amino

Fig. 20.3 (a) The cyclic voltammograms of 1∙10–3 mol∙dm�3 Bi(III) in 2 mol∙dm�3 chlorate(VII)
(○), 4 mol�dm�3 chlorate(VII) (Δ) and 6 mol�dm�3 chlorate(VII) (◊) with 1∙10–3 mol∙dm�3

homocystine, where HClO4/NaClO4 ¼ 1:9 (C). (b) The cyclic voltammograms of 1∙10–3 mol∙dm
�3 Bi(III) in 4 mol∙dm�3 chlorates(VII) in the presence 3∙10–3 mol∙dm�3 ethionine, where HClO4:
NaClO4 ¼ 1:1 (—)(◊) 4A; HClO4/NaClO4 ¼ 1:4 ( )(◊) 4B; HClO4/NaClO4 ¼ 1:9 (—)( ) 4C;
HClO4/NaClO4 ¼ 4:1 ( )( ) 4D and HClO4/NaClO4 ¼ 9:1 ( )( ) 4E
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acids in the basic electrolyte solutions plays a significant role in the formation of the
above-mentioned active complexes. However, it should be noted that the composi-
tion of the active complexes after the transition of subsequent electrons undergoes a
change. This results from the Marcus theory [5] predicting the change in the
solvation shell of ion after the partial loss of the charge.

The kinetic parameters αnα and ks determined using the electrochemical tech-
niques (Table 20.2) indicate the magnitude of the catalytic effect of amino acids. As
follows from the correlation of these parameters, both water activity and the presence
of differently protonated amino acids affect the Bi(III) ions electroreduction rate.
The values ks indicate that catalytic activity of amino acids increases in the order
ET < HCY < HCE of large water activity (2 mol∙dm�3 chlorate(VII)). For higher
concentrations of chlorates(VII) (4 and 6 mol∙dm�3 chlorate(VII)), there is observed
a comparable effect of studied amino acids on the Bi(III) ions electroreduction rate
particularly in the case of HCE and HCY. However, the catalytic activity of
ethionine is a bit larger compared to that of cysteine and cystine derivatives. This
may be associated with a different number of water molecules in the coordination
sphere of the aqua ion Bi(III) as confirmed by the increase in the adsorption of
studied amino acids with the increasing chlorates(VII) concentration. Therefore the
state of the electrode layer plays a less significant role in the mechanism of electrode
reaction acceleration by the studied amino acids compared to the composition of
active complexes. The standard constants of Bi(III) ions electroreduction rate in the
presence of both homocysteine, homocystine and ethionine increase with the
increasing amount of NaClO4 (solutions A, B, C) at all studied concentrations of
chlorates(VII). However in the solutions of predominant concentration of chloric
(VII) acid (solutions D and E), the value ks decreases compared to the solutions

Fig. 20.4 The reaction path obtained for Bi(III) ion electroreduction showing active complexes
acting as intermediates in electron transfer

296 A. Nosal-Wiercińska et al.



T
ab

le
20

.2
T
he

va
lu
es

of
ca
th
od

ic
tr
an
si
tio

n
co
ef
fi
ci
en
ts
(α
)
an
d
st
an
da
rd

ra
te
co
ns
ta
nt
s
(k

s)
of

el
ec
tr
or
ed
uc
tio

n
of

1∙
10

�3
m
ol
∙d
m

�3
B
i(
II
I)
in

ch
lo
ra
te
s(
V
II
)

so
lu
tio

ns
of

co
nc
en
tr
at
io
n
ra
tio

H
C
lO

4
/N
aC

lO
4
:(
1:
1)

A
,(
1:
4)

B
,(
1:
9)

C
,(
4:
1)

D
,(
9:
1)

E
[2
7]

an
d
in

th
e
pr
es
en
ce

3∙
10

�
3
m
ol
∙d
m

�
3
ho

m
oc
ys
te
in
e
[2
8]
,3
∙1
0�

3

m
ol
∙d
m

�3
ho

m
oc
ys
tin

e
[2
9]

an
d
3∙
10

�
3
m
ol
∙d
m

�3
et
hi
on

in
e
[3
0]

C
hl
or
at
e(
V
II
)

α
10

3
k s
/c
m
∙s�

1

B
i(
II
I)

B
i(
II
I)
+
H
C
E

B
i(
II
I)
+
H
C
Y

B
i(
II
I)
+
E
T

B
i
(I
II
)

B
i(
II
I)
+
H
C
E

B
i(
II
I)
+
H
C
Y

B
i(
II
I)
+
E
T

2m
ol
�m
ol

�
3
ch
lo
ra
te
(V
II
)

A
0.
28

0.
61

0.
64

0.
53

0.
14

3
7.
39

6.
60

5.
35

B
0.
33

0.
64

0.
68

0.
60

0.
15

0
9.
28

8.
34

7.
39

C
0.
35

0.
66

0.
70

0.
66

0.
15

2
12

.7
12

.0
9.
62

D
0.
31

0.
64

0.
63

0.
46

0.
15

2
7.
60

5.
45

3.
07

E
0.
27

0.
66

0.
61

0.
42

0.
12

8
8.
83

5.
32

2.
32

4m
ol
�m
ol

�
3
ch
lo
ra
te
(V
II
)

A
0.
40

0.
65

0.
62

0.
60

2.
44

7.
74

6.
35

11
.7
0

B
0.
41

0.
66

0.
67

0.
61

1.
35

9.
04

8.
05

12
.9
0

C
0.
40

0.
68

0.
68

0.
66

1.
24

11
.4

11
.5

15
.2
0

D
0.
39

0.
60

0.
62

0.
60

1.
04

4.
03

5.
47

8.
53

E
0.
39

0.
62

0.
60

0.
88

0.
71

3
4.
63

4.
61

6.
13

6m
ol
�m

ol
�3

ch
lo
ra
te
(V
II
)

A
0.
70

0.
68

0.
60

0.
75

6.
17

8.
49

6.
60

8.
63

B
0.
60

0.
71

0.
65

0.
77

4.
66

9.
67

8.
00

17
.1
0

C
0.
54

0.
73

0.
67

0.
78

2.
71

9.
99

13
.6

18
.1
0

D
0.
40

0.
61

0.
57

0.
64

1.
09

4.
53

4.
33

6.
66

E
0.
39

0.
65

0.
55

0.
56

0.
69

1
4.
66

3.
71

6.
13

20 Effects of Amino Acids Protonation on Double-Layer Parameters of the. . . 297



where its amount is much smaller (solutions A, B, C). This confirms the assumption
of various active complexes mediating in electrons transfer resulting in the differ-
entiated catalytic activity of the studied amino acids. H2O molecules as well as the
amino acid molecule protonated to a different degree will compete in filling the
coordination sites of the complex [42–44].
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Chapter 21
Phase Composition and Nanoporous
Structure of Core and Surface
in the Modified Granules of NH4NO3

A. Artyukhov and J. Gabrusenoks

21.1 Introduction

The ammonium nitrate used as a component of the industrial explosives is based on
its capability to disengage oxygen in the process of exothermic reaction. The
ammonium nitrate is more widely used as the main oxidation agent in the simplistic
explosive mixture [1, 2]. However, the necessary criterion for the successful imple-
mentation of ammonium nitrate as a component of the industrial explosives is
developed nanostructural porous surface on the surface and in the core. In this
case, the question is about porous ammonium nitrate (PAN) [3].

Analysis of studies series [4–7] has shown that the porous surface layer on
ammonium nitrate granules producing process with high efficiency can be carried
out in granulators of vortex type with variable in height cross-sectional area.
Granulators of vortex type due to their versatility, high specific productivity, and
environmental safety allow to obtain granules of porous structure with normative
levels of quality with relatively low energy costs (as compared with other devices
with fluidized bed) and the low concentrations of harmful substances in the exhaust
heat transfer agent [8]. It should be noted that the main characteristics of vortex
granulators application in obtaining PAN are adequately reflected in studies [4, 9–
12], where it studied hydrodynamic and thermodynamic conditions of porous
surface layer obtaining energy and environmental characteristics of this process.
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The results of computer simulation of the hydrodynamic conditions of single-phase
and two-phase flows motion in the vortex granulator workspace [13, 14] have also
confirmed the effectiveness of this type of devices.

Additional interest deals with the detailed study of granules structure (geometrical
parameters, pores structure, and their depth ), also the question of determination of
the phase composition, and crystal structure after humidification PAN granules, and
heat treatment remains open.

21.2 Description of Object and Methods of Research

As samples, there were used as

– originate granules of the ammonium nitrate;
– granules of the porous ammonium nitrate, wetted with ammonium nitrate solution

and dried at the temperature 230–240 �F to 0.002 kg of humidity/kg of material
(humidifier composition – 40% of ammonium nitrate and 60% of water).

21.2.1 Investigation of Phase Composition of Samples

The phase composition of samples was studied using translucent electron micro-
scope PEM – 125 К in the work of light-field and microdiffraction regime without
introduced selective diaphragm. Accelerating capacity was 90 kW.

21.2.1.1 Diffraction from the Selected Field (Microdiffraction)

While working in the microdiffraction regime, there is an ability to get diffraction
from selected, small area of the sample, size of which is smaller than under usual
diffraction. This method allows receive results from the small area of sample, which
is important while studying the crystal grid and multiphase samples.

21.2.1.2 Method of Bright-Field Image

This method is a usual regime of PEM work when the object is observed on the
microscope screen.

While working in such regime, the image is formed thanks to electrons beam, got
through the sample.
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21.2.1.3 Preparation of Objects for Microscopic Studies

To locate objects in the object plane of objective lens, PEM specific grids in forms of
discs with diameter 3 mm are used. In these researches, support grids of copper
(30 � 30 μm) and nickel (50 � 50 μm) are implemented. Choice of material for film
base depends on the sample nature, grid material, investigations tasks, preparation
method, presence of base thin structure, and background. The carbon films get
widespread use. Its gauge was 20 nm in the research.

These small-sized samples were put on the support grid with a carbon film,
preliminary fixed in the object holder, thanks to dispersing of suspension ultrason-
ically. Suspension was received by dissolution of gel (powder) with distilled water.
Height from the ultrasonic sprayer to object holder was hffi 200 mm and could vary.

Elaboration of electron diffraction research was carried out with the help of the
proper software (Fig. 21.1), which let to increase accuracy of measurements.

The algorithm of the program work is based on the generally accepted method of
diffraction pattern analysis [15], which can be divided into two stages. At first, one
finds an apparatus constant using a sample (aluminum film of 30�40 nm thick). To
receive it, an image of the sample diffraction pattern is downloaded into the program,
the electron diffraction pattern center is automatically found, necessary lines for
calculation are chosen, and computation is performed by the following formula:

C ¼ D0
hκℓ � d0hκℓ, ð21:1Þ

where d0hkl – interplane distance of the sample,
D0

hkl – diameters of the sample diffraction fringes.

Fig. 21.1 Working surface of the software to decode electron diffraction patterns [15]
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Aluminum films of 20–40 nm thick were used, and interplane distances of which
are given.

On the second stage, electron diffraction patterns from experimental sample were
used. Analogical actions (as with standard sample) are carried out to decode the
electron diffraction pattern, an image is downloaded to the program, electron
diffraction pattern center is found, and lines for computing are chosen. Difference
of two stages consists in the calculation of interplane distances and crystal grid
parameters for experimental sample with implementation of its diffraction fringes
diameter and apparatus constant. The grid parameters are calculated with the help of
formulas

dhkl ¼ С
Dhkl

, ð21:2Þ

ahkl ¼ dhkl
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2 þ k2 þ l2
p

, ð21:3Þ
where Dhkl – the diffraction fringes diameters of unknown sample;
dhkl � interplane distance of the unknown sample;
h, k, l – Miller indices.

While interpreting the electron diffraction patterns, decoding results known table
data about interplane distances and relative intensity of lines on the diffraction
patterns.

Raman analysis – Renishaw InVia90V727 micro-Raman spectrometer.
Raman spectra were measured at room temperature using an Ar green

(λ ¼ 514 nm) laser excitation. Quite well-quality spectra were obtained with an
exposure time of 40 s and laser excitation power density of 338.9 W/cm2.

21.2.2 Investigation of the Samples Crystal Structure

The samples crystal structure was investigated by SEM -100 U scanning electron
microscope and X-ray spectrometer with energy dispersion. As a result of micros-
copy, one defines:

– total space construction of surface and PAN granule near-surface layers;
– shear of granule and its internal crystal structure;
– main zones of pores localization;
– structure of pores and their nature;
– quantitative distribution of various pores per square unit of the investigated

sample.
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21.3 Visualization of Results and Discussion

21.3.1 Phase Composition of Samples

Diffractometry results of studied samples (Figs. 21.2 and 21.3) have shown that the
phase composition of samples is not affected by humidification with any type of
solution and heat treatment. The crystal structure of granules after the humidification
and heat treatment has some changes due to the increase of the number of pores. The
change of crystal structure, in turn, allows open access to nanopores that are located
in the volume of granules. This allows increase the holding capacity indicator of
granules. An important result of conducted researches is the establishment of the fact
of oxygen molecules “integration” to the crystal lattice of ammonium nitrate that
have positive impact on the industrial explosives detonation velocity.

Comparison of samples shows that after heat treatment, PAN has larger crystals
than in the initial sample. This fact is supposed to be explained through sintering of
some crystals influenced by hot heat transfer agent (drying agent) and “adhesion” of
the humidified crystals. PAN diffractogram also allows to make conclusions that
oxides are not formed as a result of heat treatment. This fact can prove that all air
molecules (and thus, oxygen for future oxidation reaction while the industrial
explosive detonation) are inside the granule after humidification and heat treatment.

Results of Raman analysis of PAN structure (Fig. 21.4) demonstrated that it is
corresponded with modification II [15].

Fig. 21.2 Diffractogram of the ammonium nitrate initial sample before humidification and heat
treatment
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21.3.2 Crystal Structure of the PAN Sample

1. General space construction of surface and near-surface layers of PAN granule:
three-dimensional pores with level distinguishing on the surface and inside the
granule (Fig. 21.5a).

2. Granule shear and its internal crystal structure: monolithic core without mechan-
ical damages, porous near-surface, and surface layers (Fig. 21.5b).

3. Main zones of pores localization: it depends on linear humidification and drying
intensity. Under optimal conditions of the process conduct – the whole granule
surface (Fig. 21.5c).

4. Pores structure and their nature: straight-line pores on the surface, curvelinear – in
the near-surface layers and inside the granule. Coexistence of pores of
“mechanic” (destruction of sample after thermal strain) and “modificational”
(pores, created thanks to water vapor and gas ammonia outflow from the granule)
nature (Fig. 21.5d).

5. Quantitative distribution of various pores per the investigated sample area unit:
macropores – granule surface and near-surface layers; mesopores and micropores
– internal layers of the granule.

Fig. 21.3 PAN diffractogram after humidification and heat treatment (humidifier–water solution of
ammonium nitrate)
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Fig. 21.4 Raman analysis
of the PAN granule sample
(humidifier–water solution
of the ammonium nitrate)
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21.4 Conclusions

Results of the PAN phase composition research show that humidification and heat
treatment of the ammonium nitrate do not lead to formation of new compounds in
granule. It has a positive impact on its explosive features.

Results of electron microscopic samples have shown, that after the heat treatment
and humidification, developed porous surface layer is formed on the granules, which
consists mainly of nanoscale pores (mezo- and macrolevel) and small amount of
micropores. Such surface structure is optimal from the standpoint of the diesel fuel
distillate absorption at early stage of industrial explosive preparation and the distil-
late holding at granules transportation stage.

There are air bubbles that assist starting of the industrial explosive detonation, in
the received PAN samples thanks to modern technology and temperature reduction
in the process conduct in the core center after drying.

Fig. 21.5 Structure of PAN sample. (a) General space construction of surface and near-surface
layers of PAN granule, (b) granule shear and its internal crystal structure, (c) main zones of pores
localization, and (d) pores structure and their nature
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Chapter 22
Interaction-Induced Polarizability
Anisotropy Correlations in Ultra-Thin
Layer of Neon Atoms Confined Between
Graphene Walls: Computer Simulation

Z. Gburski

22.1 Introduction

The behavior of the fluids in a confined space has been increasingly studied in the
recent years due to their potential applications in nanoelectronic devices, drug
carriers, and molecular sensors [1–5]. Noble gases as nonreactive particles were
often used to study the dynamics of atoms in a confined space, the subject of
increasing interest in the advent of nanotechnology [6–11]. The interacting pair of
neon atoms in a fluid phase induces a short-lived dipole moment, and it can be
measured in the depolarized Rayleigh (interaction induced) light scattering experi-
ment [12–21]. To take a closer look at the light scattering phenomenon, the molec-
ular dynamics computer simulations are very convenient. There have been made
some simulations of depolarized Rayleigh spectra for noble gases in the bulk fluids
and clusters [22–31]. In our previous research, some noble gases between graphite
walls were simulated. Those simulations were performed for varying density and
number of atoms inside the slot and showed the details of mobility of the noble-gas
atoms, with the increasing distance between the graphite slabs.

In this research, we focus on the interaction-induced light scattering phenomenon
(depolarized Rayleigh) in the thin neon film confined between two parallel graphene
slabs, using fully atomistic classical MD simulations.

Z. Gburski (*)
Institute of Physics, University of Silesia, Katowice, Poland

Silesian Centre of Education & Interdisciplinary Research, Chorzów, Poland
e-mail: zygmunt.gburski@us.edu.pl

© Springer International Publishing AG, part of Springer Nature 2018
O. Fesenko, L. Yatsenko (eds.), Nanooptics, Nanophotonics, Nanostructures,
and Their Applications, Springer Proceedings in Physics 210,
https://doi.org/10.1007/978-3-319-91083-3_22

311

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-91083-3_22&domain=pdf
mailto:zygmunt.gburski@us.edu.pl


22.2 Simulation Details

The system studied is the set of neon atoms placed between two parallel graphene
walls. We have modeled the graphene wall, a single layer of carbon atoms, the
elementary cell of graphene that was constructed from six hexagonal carbon rings
with the distance between near carbon atoms equal to 1.42 Å, and the angle between
two vectors drawn from one atom to nearby atoms equal to 120�. To simulate this
heavy graphite walls, we have assumed that carbon atoms are not moving during the
simulations. The Lennard–Jones (LJ) potential has been used to model the interac-
tion between Ne–Ne and Ne–C pairs.

V rij
� � ¼ 4εij

σij
rij

� �12

� σij
rij

� �6
" #

,

where rij is the distance between ith and jth atoms, and εij and σij are the LJ potential
parameters listed in Table 22.1.

The parameters between unlike atoms have been calculated using the Lorentz–
Berthelot mixing rule [32]. The molecular dynamics simulations have been
performed with three-dimensional orthogonal periodic boundary conditions (PBC),
using minimum image convention algorithm [32]. The simulation master cell was set
to the edge size equal to 28.3 Å in the x-direction, 25.7 Å in the y-direction and 60 Å
in the z-direction. The cutoff radius of potential interaction was set to 20 Å. The initial
positions of neon atoms were randomly distributed inside the slot. The classical
equations of motion are integrated up to 2 ns by the Velocity Verlet algorithm
[32]. The integration time step used in simulation is 2.5 fs, which ensures total energy
conservation within 0.01%. The average temperature was adjusted as desired by a
process of velocity scaling using the Berendsen algorithm [32]. The system was
equilibrated for 6*106 MD steps. The total time of a single simulation is 1 ns.

22.3 Interaction-induced Light Scattering DID Model

The colliding pairs of atoms create a temporary polarizability anisotropy that leads to
depolarized Rayleigh light scattering. The polarizability anisotropy is usually
described by the dipole-induced-dipole mechanism (DID) [18, 33]. The DID inter-
action comes from the fact that the incident light beam induces an oscillating dipole
on the ith particle, and this dipole generates an oscillating local field at the jth
particle. The DID mechanism at its basis is a two-body interaction model, but it

Table 22.1 Lennard–Jones
potential parameters

Atom ε [meV] σ [Å]

Carbon 2.412873 3.4

Neon 3.213 2.782

312 Z. Gburski



can be easy extended to three-, and four-body interaction as the contribution to the
total intensity of scattered light. The pair anisotropy βij in the DID limit is

βij tð Þ ¼ σ3 3xij tð Þzij tð Þ=r5ij tð Þ
h i

, where xij and zij are components of the separation

vector rij between the ith and jth atoms. The depolarized Rayleigh light scattering
spectrum is the Fourier transform of the polarizability anisotropy autocorrelation
function G(t),for which a monatomic sample of N atoms is

G tð Þ /
XN

i, j, k, l¼1, i6¼j, k 6¼l

βij tð Þβkl 0ð Þ
* +

,

where i, j, k, and l identify different atoms in simulation cell. The total correlation
function G(t) can be decomposed into pair, triplet, and quadruplet contributions:

G tð Þ ¼ G2 tð Þ þ G3 tð Þ þ G4 tð Þ, where

G2 tð Þ /
XN
i, j ¼ 1,
i 6¼ j

βij tð Þβij 0ð Þ
* +

G3 tð Þ /
XN

i, j, k ¼ 1,
i 6¼ j, i 6¼ k, j 6¼ k

βij tð Þβik 0ð Þ
* +

G4 tð Þ /
XN

i, j, k, l ¼ 1, i 6¼ j, i 6¼ k,
k 6¼ l, i 6¼ l, j 6¼ l, j 6¼ k

βij tð Þβkl 0ð Þ
* +

The simulated correlation functions were averaged over 2.5*104 time origins. The
time gap between origins was equal to 0.12 ps. The depolarized Rayleigh spectrum
is the Fourier transform of the polarizability anisotropy total autocorrelation
function G(t).

22.4 Results

We have simulated 256 neon atoms embedded between graphene walls. At the
beginning, the neon atoms were uniformly distributed in the confined space between
graphene walls. The temperature of the system was set to T ¼ 35 K; therefore, we
operate in a very dense fluid where many body interactions become important. The
simulations have been performed for two different distances d between graphite
walls, equal to d¼ 14 Å (ρ14¼ 1.506 g/cm3) and d¼ 16 Å (ρ18¼ 0.996 g/cm3). The
simulation started with the distance between graphene walls equal to d ¼ 14 Å. The
calculated normalized total correlation function Gn(t) ¼ G(t)/ G(0) at the beginning
decays fast losing about 85% of its initial value within first 10 ps and then decays
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very slowly to zero within 220 ps. The correlation function Gn(t) is shown in
Fig. 22.1, where the initial value of Gn(0) ¼ 1 and the very long time tail were not
shown, to increase the readability of the time behavior of Gn(t) correlation function.

The observed behavior ofGn(t) function for d¼ 14 Å slot can be connected with a
limited mobility of neon atoms in dense fluid. Neon atoms have not much empty
spaces to move in dense fluid and low temperature. The increase of the slot width,
while keeping the same number of neon atoms, means that the density of neon atoms
confined between graphene slabs decreases. With the increasing of the slot width to
d ¼ 16 Å, more space is available for neon atoms in the innermost part of the
confined space. The total correlation function Gn(t) decays to zero within 50 ps. This
situation suggests that the increase of the slot width increases the mobility of neon
atoms. By visual inspection of the system (VMD software [34]), we have observed
that neon atoms in the innermost (central) part of the slot are more mobile than those
located close to the graphene slabs. This observation is also consisted with our
previous studies [35], where the values of translational diffusion coefficient D for
neon atoms embedded between graphite walls were calculated. It was shown, that
the translational diffusion coefficient D is three times larger for the graphite walls
distance d ¼ 16 Å, in comparison with the corresponding value for d ¼ 14 Å. The
presented study shows that the situation is somehow similar for the case of neon atoms
placed between just one atom carbon thick layers (graphene). The calculated correlation
functions Gn(t) might be related to the future experimental work, because the measured

depolarized Rayleigh spectrum is the Fourier transform I νð Þ ¼
Z1
�1

cos 2πνtð ÞG tð Þdtof

the polarizability anisotropy total autocorrelation function G(t).
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Fig. 22.1 The normalized polarizability anisotropy correlation function Gn(t) of neon atoms
confined between two parallel graphene walls, separated by the distance d ¼ 14 Å and d ¼ 16 Å
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In this study, we do not attempt to analyze the molecular dynamics simulation
results in terms of theoretical model, because the theoretical treatment of the
interaction-induced light scattering of noble atoms in confined space is not yet
developed. The preliminary MD simulations reported here may serve as the recon-
naissance for the future research on the interaction-induced light scattering in
confined space and ultrathin layers of noble gases.
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Chapter 23
Sintering Methods of Inkjet-Printed Silver
Nanoparticle Layers

O. Kravchuk, R. Lesyuk, Ya. Bobitski, and M. Reichenberger

Resource efficiency of fabrication processes and low price of the devices are
becoming increasingly important nowadays. There is a growing interest in the
development and production of flexible electronic devices, including displays [1],
photovoltaic modules [2], batteries [3] and sensors [4]. Inkjet printing is a low-cost,
non-impact and rapid technique with a large potential. Costs are reduced owing to
digital imaging, eliminating the multiple process steps (photolithographic processes
in the first place). As inkjet printing is a relatively fast technique, it potentially
enables fast roll-to-roll patterning of conductive material, e.g., nanomaterials,
including metal nanoparticles (generally Ag, Au, Cu, Ni or Co) [5] or metal-organic
complexes [6]. Inkjet technology allows the metallization with given topology and
high resolution at minimal material consumption.

Nanoparticles are defined as isolated solid-phase objects with a size of up to
100 nm. Nanoparticles have a very large surface-to-volume ratio. Metal
nanoparticles are characterized by a number of unique properties, namely the
resonant optical behaviour due to the plasmonic oscillations, Coulomb blockade in
electrical transport and melting temperature reduction effect [7]. High surface-to-
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volume ratio of nanoparticles explains the significant decrease in the melting tem-
perature compared with large particles, which is also accompanied by a decrease in
the sintering temperature [8]. However, there are also problems that can complicate
the sintering of nanoparticles. For example, there is a significant risk of particle
contamination due to high surface activity. In addition, oxide layers that quickly
form on the surfaces of nanoparticles can interfere with the sintering process and
worsen electrical properties of resulted structures.

Nanoparticles for functional inkjet printing as a rule have a size <50 nm and are
dispersed in solvents. These dispersions (inks), to achieve desired electrical conduc-
tivity of printed structures, are usually produced of metal particles, especially silver
or copper. It should be noted that silver dispersions for the past decade have been the
basic material for printing conductive coatings and contacts, mainly due to the
advanced synthesis technology, the good conductive properties of silver and its
long-term stability. However, we also consider works on the sintering of copper and
gold nanoparticles, which due to their unique properties are also of interest in the
context of printed electronics. Nanoparticles of metals in colloidal solutions often
have a special organic shell. This shell stabilizes the particles in the solvent and
prevents agglomeration and oxidation. Figure 23.1 schematically illustrates the
components of colloidal nanoparticulate solutions. However, immediately after
printing, the printed structures do not yet have the desired electrical properties.
The processing of such solutions can be divided into three stages Fig. 23.2:

1. printing of the desired structures;
2. dispersion drying: evaporation of solvent, removal of stabilizers, agglomeration

of nanoparticles (contact stage); and
3. sintering: destruction of the coupling of stabilizers with the surface of the particle

and their decomposition, coalescence of nanoparticles.

Applied energy causes the destruction of the organic shell by thermal dislocation,
defined evaporation and partial carbonization. As a result, metal nanoparticles begin
to contact. To obtain good electrical characteristics, the solvent and other organic
dispersion components should be removed before the actual sintering phase. Then
diffusion of atoms between nanoparticles can occur. Further aggravation induces the
formation of “necks”with a subsequent growth of grains, due to which an increase in
the conductivity of the structure can be observed [9, 10].

Fig. 23.1 Main
components of the colloidal
solutions of metallic
nanoparticles
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The above-mentioned organic compounds and potentially present solvent resi-
dues can impede the sintering of particles. On the other hand, the residual organic
components in the layer are needed to increase mechanical adhesion to the substrate.

The annealing time and temperature of conductive inks used in printed electronics
are much lower compared with the conductive pastes of traditional thick-film hybrid
technology on ceramics. This fact allows using conductive ink printing not only on
ceramics that can withstand temperatures of 800 �C, but also on paper, lavsan,
plastics, polyamides and other materials, and some types of inks can be printed
even on FR4 fiberglass .

The sintering process results depend on a large extent on whether applied energy
is enough and organic components are actually removed. This obviously becomes
more important at lower processing temperatures in the range of about 200 �С. The
developers of sintering processes face a contradictory task. On the one hand, the
annealing temperature should be sufficient to form a dense structure of the conduc-
tive layer, reliable sintering/bonding between the particles to achieve a minimum
resistance of the formed conductor. On the other hand, the temperature should not
overcome the oxidation start temperature or damage the substrate.

Thermal sintering is associated with a number of shortcomings. We can name a
limited choice of substrates, a large expenditure of time and energy. To achieve
sintering at lower temperatures, efforts are directed to reducing the particle size and
selecting organic stabilizers, binders, solvents, and their concentrations. An alterna-
tive approach is the applying of non-termic post-processing methods, allowing the

Fig. 23.2 Processing steps for electrical functionalization using nanoparticle colloidal solutions
(TEM image of nanoparticles on the carbon/copper grid (a), SEM images: dried for 15 min. at 80 �C
(b); treated at 180 �C for 1 h (c))
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selective transmission of the sufficient energy to remove the stabilizer and initiate
sintering of the particles without damaging the substrate. These methods include a
photonic (flash-lamps and IR-lamps), laser, electrical sintering and chemical
processing.

23.1 Photonic Sintering

The mechanism of photonic sintering of metallic nanoparticles is to a certain extent
similar to thermal sintering. Absorption of light by printed layers of metal
nanoparticles leads to local heating (photothermal effect), which causes evaporation
of the solvent and ligands, and sintering of the nanoparticles. Different radiation
sources with various spectral characteristics and radiant power can be used in the
process, in particular lamps, lasers, or photodiodes.

During photonic sintering with the help of flash lamps, significant difference in
the absorption coefficients of the conductive ink and polymer substrate in the visible
spectral range can be used. Although conventional polymer films are usually trans-
parent, metal nanoparticles strongly absorb visible light. Thereby, choosing a lamp
with the corresponding spectrum, the energy can be transmitted selectively to the
printed structures without directly affecting the substrate (after filtration of the UV
component). The heat transfer from the heated layer to the cold substrate will
obviously lead to an increase in its temperature; however, by applying energy by
short pulses, it is possible to avoid overheating and damage of the substrate. Using
this technology, it is possible to achieve significant electrical conductivity of struc-
tures. Obtained conductivity values are close to those after heat treatment. Thereby,
the processing time can be significantly reduced. For the sintering of metal
nanoparticles, it is promising to use xenon lamps that generate millisecond pulses
of high intensity (30 kW/cm2) [11]. A short sintering time can also solve the problem
of oxidation of copper nanoparticles in a normal atmosphere (the formation of
conductive structures using copper nanoparticles usually requires an inert
atmosphere).

A 1000 W power xenon flash lamp (Xenon XOP50) with a continuous emission
spectrum in the range 350–900 nm was used in Ref. [12]. Already after 5 s of
irradiation at a flash frequency of 17 Hz, the same resistivity values were obtained, as
after 6 h at 130 �C (1/9 of the resistivity of bulk silver). A decrease in the
nanoparticle solution spreading compared with the thermal sintering was also
observed.

A xenon lamp with a narrow spectrum of 400–500 nm was also used in Ref. [13]
for sintering of silver nanoparticles deposited using aerosol printing (which is close
to inkjet printing concerning its working principle). The radiation power was varied
from 8 to 20 W. Selective sintering made it possible to use substrate materials with
low temperature stability, such as polycarbonate and polymethylmethacrylate. For
the silver nanoparticles used in the study, a high value of the absorption coefficient at
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wavelengths of 400–500 nm was measured. The authors managed to achieve
resistivity of about 0.1 � 10�7 Ω � m (1/8 of the resistivity of massive silver).

The process of photonic sintering is actively studied by NovaCentrix company.
The physical models of the process of photon sintering as well as PulseForge
sintering equipment based on xenon flash lamps were developed [14, 15]. The
sintering process can be controlled by varying of two basic parameters: the radiation
power and the duration of the light pulse. Because the effect on the substrate can be
minimized during photonic sintering, processing of nanoparticle layers on
low-temperature substrates such as paper and polymer films is possible.

In addition, the high speed of the process allows the application of nanoparticles
solutions, which, in the case of sufficiently long thermal sintering, are oxidized in a
non-inert atmosphere, in particular copper. In this case, requirements are imposed on
the radiation power [16]. These advantages can lead to the reduction of production
costs by using cheaper substrates and nanoparticles. There is also a potential for
integration into the “roll-to-roll” production process, due to the high speed. This
sintering technology is applicable for metal nanoparticles (silver, gold, copper)
[17–21], dielectric nanoparticles (alumina, zirconium dioxide, barium titanate, haf-
nium oxide) [22], as well as for soft magnetic materials (cobalt, ferrite and
iron-nickel permalloy) [23]. In all these works, special NovaCentrix PulseForge
equipment was used.

From the viewpoint of further costs reduction, a commercially available Nikon
SpeedlightS B-22 flashlight was used for sintering of silver nanoparticles on
polyimide (PI), polyethylene (PE) and photographic paper in Ref. [24]. The flash
duration was 1 ms. Authors argue that the higher conductivity was obtained on
photographic paper (the measured resistivity of structures is 4.6 times higher than the
resistance of massive silver), which, according to their assumption, is due to the low
thermal conductivity of this substrate.

Two different devices (6.0 and 0.5 kW) with incandescent lamps, emitting in the
infrared region of the spectrum, were used in Ref. [25] for sintering of gold and silver
nanoparticles on paper. This method can be described as intermediate between
thermal and photonic sintering. The authors recorded a significant decrease in the
transmission of light at longer wavelengths after thermal sintering, which is mainly
due to an increase in the reflection of thin metallic layers. They determined the need
for a compromise between the absorption coefficient of nanoparticles and a paper
substrate, because the reflection of the kaolin particles, coating the paper surface
increases with the wavelength, whereas metallic nanoparticles absorb more light of
shorter wavelengths. Because the paper absorption coefficient grows at large wave-
lengths (> 3 μm), the heating of the paper can be limited by using incandescent
lamps with a higher temperature. The lowest resistivity values obtained in [25] are
2.5 � 10–7 Ω � m for gold and 1 � 10–7 Ω � m for silver after 20 s of irradiation.

In Ref. [26], a fast R2R IR drying and sintering method ink-jet printed silver
layers is reported. An IR module was integrated in R2R printing system. The authors
managed to drastically reduce the processing time by achieving low sheer resistance
values of 0.30–0.35 Ω/square at the polyethylene naphthalate (PEN) substrate (15%
of the bulk Ag conductivity). The peak wavelengths of the IR radiation of the applied
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lamps are 1200 nm, 1060 nm and 940 nm. By optimization of the processing
parameters, drying and sintering were achieved at high web velocities up to 1 m/s
with an exposure time of less than 0.5 s. IR irradiation was used in Refs. [27, 28] for
sintering of silver or gold [29] nanoparticles on paper substrates. The IR sintering,
however, is less suitable for inexpensive plastic substrates, such as PET, which are
rapidly deformed due to large coefficients of thermal expansion and low glass
transition temperature and melting points [30].

23.2 Laser Sintering

Nanoparticles can be sintered using a power source such as a laser beam [31–
46]. The advantages of local laser sintering are the limitation of the thermal influence
zone and more efficient selective energy transfer. Therefore, it is promising to use it
for creating conductive structures on polymer substrates.

For laser radiation, a Gaussian intensity distribution with a maximum at the centre
is usually characteristic. So, only a small area is exposed to radiation. The processing
depth when using a laser beam is also limited. Lasers that generate short pulses are
commonly used for micromachining and ablation. In both cases, a small zone of
thermal influence is decisive, which is also important for the process of selective
sintering. High intensity of laser pulses allows achieving greater depth of processing
than in the case of continuous wave lasers. Using continuous generation lasers,
materials are heated more smoothly, but more heat is transferred to the substrate.
Typically, the sample is scanned with a laser beam so that the entire printed structure
is processed evenly.

The effectiveness of laser sintering depends on the radiation intensity, material
absorption coefficient and the interaction time. The important parameters are the
shape of the beam and the diameter of the focal spot. All this determines the optimal
processing speed, that is, the scanning speed of the laser beam. It should be also
mentioned that the structures consisting of different number of printed layers need to
be handled with different parameters (for example, several passes or scanning speed
reduction are necessary). The sintering results for combinations of small and large
scanning velocities and intensities also differentiate. At the same time, low speed
with small beam intensity does not guarantee good electrical properties and adhe-
sion. Part of the beam energy is transferred to the substrate and surrounding
materials. Consequently, the speed limits the practical maximum power and
sintering temperature.

Two different sources of laser radiation were used in work [31]: a continuous-
wave diode laser with a wavelength of 940 nm (near IR), a power of 9–180 W and a
scanning speed of 600 mm/s, as well as a pulsed laser with λ¼ 515 nm (visible area),
with a power of 30–600 mW and a scan rate of 10–300 mm/s. The resistivity values
of laser-processed conductive tracks were similar or slightly better than of the
sintered using traditional thermal method at 220 �C/1 h. The best results were
obtained for a diode laser (according electrical characteristics and processing
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speed). One of the reasons is the larger diameter of the beam and the intensity of the
radiation. The output of a pulsed laser is limited by the intensity of the peak of the
laser pulse, the size of the spot and the frequency of the pulses. A diode laser with a
wavelength of 940 nm was also used in [32] for sintering of silver nanoparticles on
flexible substrates (PI). The diameter of the focal spot was 1 mm, and the radiation
power was 20–50 W. The obtained resistivity is close to the value for massive silver.

The efficiency of energy transfer during laser sintering can be increased due to a
strong absorption peak when using the surface plasmon resonance of metallic
nanoparticles. For example, for gold nanoparticles, laser radiation with a wavelength
near 520 nm can be used. In Refs. [33, 34], the authors used a 514.5 nm argon-ion
laser beam. In [33], gold nanoparticles were utilized to fabricate electrodes for field-
effect transistors made from organic materials.

In Ref. [35], a laser with a wavelength of 488 nm and a power of 50 to 250 mW
was used to sinter gold conductors. The beam diameter was 17 μm, and the velocity
of its movement was 2 mm/s. The obtained resistivity of structures is 6 times higher
than the resistance of massive gold.

The sintering of copper nanoparticles, as already noted, has certain peculiarities.
In a non-inert atmosphere, copper nanoparticles should be sintered very quickly to
avoid their oxidation. So, the use of two technologies seems to be promising:
sintering with the help of flash-lamps or laser radiation. A continuous 808.6-nm
diode laser was used in work [36] for sintering copper nanoparticles on a PI. The
beam size in the sintering plane was 1.1 � 0.4 mm. The laser radiation power was
changed in the range from 2 to 32 W, and the scan rate was 50–400 mm/s. In this
case, the value of the surface resistance of the treated layers is about 90 mΩ per
square. The authors increased the scanning speed to reduce the negative effect of
variation in the thickness of the printed layers. They have also noted good repro-
ducibility of the results of laser sintering. In addition, it was found that secondary
scanning with a laser beam (at constant intensity and speed) does not lead to an
increase in conductivity.

The ability of selective sintering of printed structures was used in Ref. [37]. With
the help of a laser beam that moved along a certain predetermined pattern, selective
sintering of the chosen regions was performed. The focus on the printed layer beam
energy causes local heating, which leads to rapid sintering (Fig. 23.3). Thus, it is

Fig. 23.3 Principal scheme of the selective laser sintering process
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possible to obtain fine conductive structures with high resolution, which is limited
only by the optics of the scanning system and the thermal conductivity of the target
material. High scanning velocity can minimize the effect of heat diffusion and allows
the creation of metal tracks just a few micrometers wide without damaging the
substrate. To complete the process, the non-sintered material is removed, generally
by rinsing and washing in an appropriate solvent. The authors used Nd: YAG
(second harmonic 532 nm) laser for sintering copper nanoparticles. The diameter
of the focal spot was 30 μm, the scanning speed was within 0.3–5 mm/s and the
radiation power was 200–600 mW. The resulting resistivity of the layers was two to
three times higher than the value for massive copper (which is close to the best
values for thermally sintered in an inert atmosphere structures). Using the “direct
write” technology of laser sintering, authors managed to achieve a very high
resolution. Conductive tracks with a width of up to 5 μm were created on the PI
film. The advantages of this method can be successfully used for the metallization of
glass and temperature-sensitive substrates for a wide range of applications. In [33],
structures with a line width of up to 10 μm were obtained by irradiation of printed
layers of gold nanoparticles with a 3 kW*cm�2 argon-ion laser beam with a spot
diameter of 3.5 μm.

To improve the resolution, a process of ablation of deposited layers of gold was
used in [38] by applying of a short-pulsed (3–5 ns) YAG: Nd laser (second
harmonic). Tracks were printed with a large width, and with the help of a laser,
the edges of the lines were burned out – so the tracks became thinner (up to 8 μm).

Real-time monitoring of the laser sintering process is described in [32]. The
authors measured the intensity of a laser beam reflected by a layer of nanoparticles,
providing a mechanism for analyzing the degree of sintering in situ.

Another approach is sintering of colloidal silver printed on a ceramic substrate
(Al2O3) under the conditions of photoinduced substrate heating with a laser
(1064 nm), which excludes the drying stage of the structure (Fig. 23.4).

Thus, laser sintering is a promising alternative method. Lasers of various types
are used for sintering and annealing of nanoparticles: argon laser (λ ¼ 488 nm [40],
514 nm [34, 38, 41–43]) in continuous and pulsed mode, YAG: Nd laser in
continuous and pulsed (532 nm, 1064 nm [38, 39, 44]) modes, diode laser in

Fig. 23.4 Optical microscope images of sintered silver conductive trace after laser sintering in the
photoinduced substrate heating mode [44]
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continuous mode (940 nm [45]) and erbium laser in continuous mode (1550 nm
[46]). The process is characterized by high speed, but it is expedient to use it for the
processing of small areas. It should be noted that too high intensity of radiation can
lead to evaporation of printed layers. Also, if the layer is too thin or there is
considerable heterogeneity of its thickness, defects can be traced. Another limiting
factor is the low speed of the ray traversing the entire structure.

23.3 Sintering by Microwave Radiation

Treatment with the help of microwave radiation is widely used for the sintering of
dielectric and conducting materials and in synthetic chemistry. The advantage of this
method is uniform, rapid and volumetric heating. Results of the use of microwave
radiation for sintering layers of silver nanoparticles deposited by inkjet printing are
reported by Perlaer et al. in Refs [47, 48]. It was found that metallic nanoparticles can
be quickly and efficiently sintered using microwave radiation. The dielectric
response to the field is given by the complex dielectric permittivity:

εn ¼ ε0 þ iε
0 0 ¼ ε0 þ i

σ

ωε0
, ð23:1Þ

where the real component ε0 describes caused by the polarization decrease of the
electric field in matter, and the imaginary part ε00 describes the currents arising in
matter in the alternating electric field; σ is the conductivity; and ω is the angular
frequency. The ratio of the imaginary to the real parts of the dielectric constant
determines the ability of the material to dissipate energy and is known as the tangent
of the dielectric loss angle:

tan δ ¼ ε
0 0

ε0
: ð23:2Þ

Depending on the characteristics of losses and, consequently, conductivity, the
materials can be non- transparent, transparent or absorbing. For massive metals that
are good conductors, no internal electric field is generated, and the induced electric
charge remains on the surface of the sample. So, metals reflect microwaves. But
powders with a particle size of about a micrometer demonstrate significant
absorption [49].

It is believed that the interaction of the conductive particles with microwave
radiation, that is, the inductive coupling, is mainly based on the Maxwell–Wanger
polarization, which is a consequence of charge accumulation on the material sepa-
ration surfaces, electrical conductivity and Foucault currents. However, the main
reason for the successful heating of metal particles by microwave radiation has not
yet been fully elucidated [48].
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The penetration depth d is defined as the distance in the material at which the
falling power decreases to 1/e (36.8%) of the value at the surface:

d ¼ cε0
2πf ε0 0 ¼

1ffiffiffiffiffiffiffiffiffiffiffiffi
πf εmσ

p , ð23:3Þ

where c is the speed of light; f is the frequency of the microwave radiation; εm is the
permittivity of the material and ε0 is the permittivity of free space. Usually high-
conductivity materials (metals) have a very small penetration depth. For example,
the penetration depth of microwaves at a frequency of 2.45 GHz for metallic
powders of silver and copper is 1.3 and 1.6 μm, respectively. In contrast to the
relatively high absorption of microwaves by conductive particles, the polarization of
dipoles in thermoplastic polymers below the glass transition temperature is limited;
hence, the polymer film is transparent to microwave radiation. Microwave sintering
can be successful only if the size of the object perpendicular to the plane of incidence
is commensurable with the depth of penetration. If inkjet-printed conductive struc-
tures satisfy this condition, then it is expected that this technology can be adapted for
production. It can be expected (for thick lines), that the heating of the track with the
help of microwaves will be inhomogeneous. However, in comparison with a poly-
mer substrate, silver conducts have high thermal conductivity. Therefore, the silver
path warms evenly.

The absorbed power per unit volume can be calculated as

P ¼ σE2 ¼ 2πf ε
0 0
E2, ð23:4Þ

where σ is the electrical conductivity; ε
0 0
is the dielectric loss factor; and E is the

amplitude of electromagnetic field. At normal incidence, the amplitude is an expo-
nentially decaying function of the distance, characterized by a penetration depth d.

In [47], microwave radiation with a power of 300 W was used for sintering
structures from silver nanoparticles on PI. The processing time was 240 s. The
temperature on the surface of the sample reached 200 �C. The obtained resistivity
value was 3.0 � 10�7 Ω � m, which is 5% of the resistance of massive silver. The
authors believe that the described process can be used for manufacturing of antennas,
radio frequency (RFID) tags and collector grids of solar cells.

An original approach to sintering of conductive structures on polymer films using
the microwave radiation was proposed in [50]. Special antenna structures made of
silver nanoparticles were inkjet printed and heat treated at 110 �C (60 min). They
were used to measure the resistance of a conductive path and receive electromagnetic
waves. A single conductive track was then printed and dried at 110 �C for 1–5 min to
remove the liquid solvent. The tracks were irradiated for 1–60 s at a power of 1 W.
As a result, a decrease in resistance was observed, the exact value of which depends
on the initial resistance. The antenna effect, reflecting the ability of the microwave
absorption in the material, was systematically investigated by changing the surface
area of the electrodes. An inverse relation between the size of the electrodes and the
resistance decrease rate caused by microwave irradiation was found. This is
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explained by the fact that the increase of the electrode surface area improves the
absorption of microwaves. The data obtained in the absence of antennas demonstrate
that the energy absorption by the printed lines is negligibly small. The absorption of
microwave radiation in the presence of an antenna can be improved due to a smaller
impedance mismatch between the air and the sample. The impedance Z of the
structure relative to free space

Z ¼ Z0

ffiffiffiffiffi
ε∗

p
ð23:5Þ

where Z0 is the impedance of the free space (Z0 ¼ 377 Ω); ε∗ is the complex
permeability of the structure relative to the free space m. The complex dielectric
constant is related to the dielectric permittivity and the loss factor in accordance
with (23.1).

Reflection, that is impedance mismatch Z/Z0, scales with the square root of the
complex permittivity ε*. Thus, the reflection depends on the resistance of the
electrodes and, therefore, their total surface area.

The authors managed to achieve specific conductivity in the range of 10–34% of
the value of massive silver. They found that the microwave sintering of tracks
printed on polymer substrates depends significantly on the total area of the antenna
structures, drying time and geometry. The presence of conductive antennas unam-
biguously promotes sintering of nanoparticles in pretreated ink tracks, to an extent
that depends on the total area of the antenna. When using metal antennas, it takes
about 1 s to get noticeable sintering with the help of microwave radiation. The degree
of sintering for these short exposure periods, however, depends significantly on the
initial resistance of the previously dried track. In addition, increasing the track width
accelerates the increase of conductivity due to improved energy absorption due to an
increase in surface area. Advantages of the method: high speed and low temperature,
reduction of costs, and the possibility of using common polymer films, such as PET.

Another reported method is hybrid sintering of silver nanoparticles using micro-
wave radiation at a frequency of 6.425 GHz (bandwidth – 0.75 GHz) [51]. In this
case, the silicon substrate worked as a radiation receiver. The authors have investi-
gated the resistivity and Young’s modulus of structures. Hybrid microwave sintering
can be used to obtain relative high conductivity in a very short time.

23.4 Plasma Sintering

This type of sintering can be used both for metallic nanoparticles and for organo-
metallic composites on thermally sensitive polymeric substrates. It occurs due to the
effect of the low-pressure argon plasma or the electron-cyclotron resonant (ECR)
plasma on the printed structures. Plasma can be used for densification of powder
materials, as well as etching and sintering of thermally sensitive materials. The
intensification of diffusion at the grain boundaries of ceramics provoked by high-
energy plasma is widely studied. Therefore, it can be assumed that such a treatment
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may be suitable for sintering metal nanoparticles. Plasma treatment is widely used in
modern production processes (for example, for the manipulation of surface energy).

Rheingold et al. [52] demonstrated for the first time that low-pressure argon
plasma processing can cause sintering of silver nanoparticle layers printed on
glass, and polymer films of polycarbonate and PET were used as a substrate. The
substrate temperature in this case increased to 70–80 �C, depending on the substrate
material. The RF power varied from 40 to 80 W. Argon was used to generate the
plasma, because inert gases do not lead to deformation of polymer substrates, in
contrast to oxidizing gases such as oxygen [53].

The applied system is schematically shown in Fig. 23.5. The plasma discharge is
established between two electrodes, one of which is fed with high frequency power,
whereas the other is grounded. The sample to be processed is placed on one of the
electrodes. High-energy particles generated in the plasma bombard the surface of the
sample and cause further coalescence of silver particles into large clusters through
the atomic diffusion. Charged particles (ions and electrons) of high energy and UV
radiation from the plasma lead to an effective splitting of the surface polymer chains
into volatile fragments with low molecular weight that are easily removed in a high
vacuum. As a result, the metal nanoparticles begin to directly contact each other.
Due to the high surface energy of the nanoparticles and energy, transferred by
excited charged particles, diffusion along the grain boundaries and compaction
occurs. Thus, a dense network of conductive material is formed.

The results for polymer substrates indicate an exponential decrease in resistance
with increasing energy. This is due to an increase in the degree of ionization of the
plasma gas. It is also indicated that the plasma penetration depth is limited, so if the
thickness of the layer is greater, sintering of the lower layers may not occur.
Reducing the thickness of the layer and its cross section, recorded after plasma
treatment, indicates the shrinkage and sintering. Densification rate reached about
50% after 60 min. and after that did not change significantly. After about 60 min. at a
power of 80 W, the minimum resistivity was reached, that is slightly higher than the
value obtained after thermal sintering (220 �C/1 h). The resistivity of structures after

Fig. 23.5 Principal scheme
of the low pressure plasma
sintering of printed
structures
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treatment with argon plasma reaches a level three times higher than the value of the
resistance of massive silver. In [54], films of polypropylene and polyethylene PE
were used as a substrate. The decomposition temperature of polypropylene is below
90 �C. Consequently, the processing temperature is an important limiting factor in
the case of using this material. The authors planned to compare the results of the
treatment using argon and oxygen plasma, but even the first experiments with
nanoparticles made showed that oxygen plasma induces silver oxidation on the
surface of the layer. Therefore, only argon was used for further experiments. It is
reported that the surface resistance of a thin silver layer has decreased by two orders
of magnitude, regardless of the used substrate (the resistance obtained is an order of
magnitude higher than the value of massive silver). The power of the plasma unit
was 75 W at a pressure of 9.5 Pa.

The use of plasma treatment for sintering of silver nanoparticles layers using
low-pressure argon plasma in the system of reactive ion etching (RIT) was also
investigated [55]. The influence of nanoparticle size at a constant stabilizing surface
layer thickness was studied. Plasma sintering was applied on silver nanoparticles
layers (nanoparticles of two different diameters: 23 and 77 nm) on PI and PEN films.
The effect of plasma parameters on the morphology, composition and electrical
resistance of the treated layers was also studied. The plasma sintering process was
carried out for various plasma energies and processing times while controlling gas
pressure and flow rate. The lowest resistivity values of the silver nanoparticle layers
of 8.73 � 10�8 and 1.87 � 10�7 Ω � m were obtained after sintering at 900 W for
60 min (for nanoparticle diameters of 23 and 77 nm, respectively). These values are
approximately 5 and 12 times higher than the value of the resistivity of massive
silver. The maximum temperature of the substrate during the treatment reached
150 �C. To obtain similar resistivity values using thermal sintering, a temperature
of 350 �C was needed. The authors also noted that because the total surface energy is
associated with smaller particle sizes, the layers consisting of smaller particles
demonstrate better sintering results than of large ones.

Local plasma sintering of printed silver nanoparticles layers at atmospheric
pressure is described in [56]. Because plasma treatment leads to the decomposition
of a stabilizing organic coating of nanoparticles, it also affects polymer substrates.
The disadvantages of the process are the need for complex vacuum equipment and
relative long processing time. It can be also accompanied by substrate matting or
colour change. In order to overcome these problems, a process of local non thermal
argon plasma sintering has been developed, which can be performed at atmospheric
pressure and room temperature. Atmospheric plasma equipment is often used for
surface modification, thin film deposition, plasma polymerization, purification, as
well as biological and medical-biological applications.

The printed structures were selectively treated using plasma flow to produce
conductive paths in ambient conditions without damaging the substrate.
Nanoparticles were inkjet printed on PEN and PI films. Argon plasma was lit by
turning on the high-frequency voltage from 2 to 6 kV at 1.1 MHz. The nozzle was
moved over the sample to be processed. The obtained conductivity values of the
structures reaching up to 12% of the conductivity of bulk silver. It has been found
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that the sintering results (considering morphology and electrical conductivity of
printed structures) depend significantly on the dispersion properties, such as the
polarity of solvent, metal content and particle size. The processing time was reduced
from more than 30 min to 4 s. Due to the selective effect on printed structures
(diameter of the effect zone – 3 mm), as well as short exposure times, etching,
matting and colour changes of polymer substrate materials were avoided. In addi-
tion, the process is potentially suitable for the “roll-to-roll” production. The authors
reported the importance of the effect of plasma parameters and nanoparticle disper-
sion on sintering results, such as the morphology and electrical conductivity of
printed structures.

23.5 Room-Temperature “Sintering” Using Chemical
Agents

Chemically induced sintering at room temperature is demonstrated on metal
nanoparticles by charge neutralization [57], dissolving stabilizing ligands by salts
[58] or methanol [59] or through local oxidation of protective organic ligands [60],
as well as interaction with a special porous substrate coating [61]. The method for
achieving conductivity at room temperature as a result of the process of spontaneous
three-dimensional coalescence, which occurs on solid substrates, was described in
Ref. [57]. The approach is based on provocation of tight packing of nanoparticles
after deposition on the substrate, which ultimately leads to their coalescence. The
resulting structures have a high electrical conductivity value. First, the authors
evaluated the ability of polydialyldimethylammonium chloride (PDAC), a positively
charged polymer, to cause aggregation in a dispersion of negatively charged silver
nanoparticles stabilized with sodium polyacrylic acid (PAA). The PDAC solution
was added to the silver nanoparticle dispersion, and the zeta-potential and the
average particle size were measured. It was found out that the zeta-potential of the
original nanoparticles is �47 mV, and its negative value decreases with increasing
PDAC concentration.

The experiments were then repeated for nanoparticles deposited on the substrate
by inkjet printing. After drying, the polycation solution (PDAC, 1% by weight) is
also applied to the silver nanoparticle layer by means of inkjet printing. It was
revealed that spontaneous coalescence of all silver nanoparticles without heating
occurred in the zone of deposited polycation drops, which leads to a significant
increase in the conductivity of the printed structure. To quantify the role of the
polycation in the coalescence process, droplets of PDAC solutions of different
concentrations were applied to the surface of the silver nanoparticle layer. The
particle size was examined with an electron microscope. As the authors established,
at a mass ratio of PDAC/Ag to 0.01, the polycation does not affect the size and
morphology of the particle. In the case of the higher mass ratio of PDAC/Ag, the
particle sizes increase with PDAC concentration, and the formation of necks is
distinctly observed between the particles. In the case of a mass ratio of PDAC/Ag

330 O. Kravchuk et al.



0.05, the average particle size significantly increased (more than 120 nm) and the
mass ratio of 0.2 a continuous structure of large particles was formed. The electron
microscope image of the cross section of the sample (at the 0.2 PDAC/Ag mass ratio)
confirms that sintering takes place over the entire thickness of the layer (~0.5 μm)
and also on the surface.

The coalescence process can be carried out in a reverse order if the droplets of a
solution of silver nanoparticles are applied to a precoated solution of the polycation
substrates. Glass and PET films were used as a substrate in [57]; therefore, it was
confirmed that “sintering at room temperature” does not depend on the chemical
nature of the substrate. The obtained resistivity values are 6.8 μΩ cm for photo-
graphic paper (20% conductivity of massive silver). The authors also successfully
applied the described method for processing layers of copper nanoparticles [62].

Another chemically based method worth mention is the substrate-activated
sintering [63] based on the chemical removal of the ligand, which stabilizes the
nanoparticles due to interaction with a special coating of the substrate. After the
ligand coating is removed, physical contact occurs between the nuclei of the
nanoparticles. “Sintering” of nanoparticles occurs due to diffusion and the release
of surface energy.

The coating of the substrates for inkjet printing generally includes a layer
absorbing the solvent and a surface layer providing particle fixation. It was found
that the coating layer of such a substrate can also cause coalescence of the
nanoparticles at room temperature. The authors investigated photo paper for inkjet
printing and transparent films based on PET. Comparison of the four commercially
available inkjet substrates allowed to reveal significant differences in the resulting
conductivity of the printed silver nanoparticles structures even when all the sub-
strates had a silica-based coating. In addition, the effect of humidity on the process
was also noted: in the case of a high humidity value, an increase in the conductivity
was observed. Substrates with an optimized surface layer provide conductivity of
about 27% of the conductivity of bulk silver in the case of storage at high relative
humidity (in this case, the minimum conductivity was achieved after storage for
several days). The dependence of the conductivity on the relative humidity confirms
that water additionally facilitates the removal of the ligand; however, high humidity
in itself does not provide “sintering.” The process can be further improved by better
mutual matching of the chemical composition of the ink and the coating layer of the
substrate.

The development of the ligand removal method was proposed by Ford and
co-workers [50]. The printed structures were locally treated with a NO2 gas stream.
It has been established that the oxidation of protective thiol ligands and the exother-
mic decrease in surface area is an important factor in the case of the sintering of
layers of thiol-stabilized gold nanoparticles. A significant reduction in resistance was
recorded, and after 50 min, the film resistance becomes close to the values obtained
after heat treatment. The thiol-stabilized group particles are used very often due to
their solubility in organic solvents at a relatively low temperature (~200 �C), which
is necessary for rapid sintering. The stabilizing ligands that provide the energy
barrier before sintering are generally composed of two parts: an anchoring group
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that forms an S-Au bond with the surface of the particles and a spacer component
that can vary from alkane chains to aromatic structures or even polymers. The
particles are sintered if the thermal energy of the system is enough to overcome
the activation energy determined by the stabilizing ligand. The sintering of many
particles leads to the formation of a relatively continuous layer of gold.

Nanoparticles are sintered through the mechanism of the “neck” formation, in
which the two particles are first combined into a peanut-subarctic structure, after
which the surface area is minimized and larger particles are formed. The calculations
show that as a result of minimizing the surface area, energy is released. Thus, the
authors have proved the possibility of “sintering” a gold nanoparticle at room
temperature with a simple chemical treatment.

The decrease in resistance at contact with 0.01–0.2 mol/l NaCl solution, after
which occurred the heating up to 95 �C, was recorded in [58]. A dependence of the
resistance of inkjet-printed conductor tracks on the concentration of sodium chloride
in the solution was revealed. As a substrate, several types of paper with a special
coating were used. The effect of sodium chloride on the printed solutions of silver
nanoparticles was further investigated in Refs. [64–66].

23.6 Electrical Sintering

In this method, the sintering of nanoparticles is achieved by applying a constant or
alternating voltage to the printed structure. The current flowing through the printed
layer leads to its local heating and sintering. The main advantages of this method are
a short sintering time (from microseconds to seconds) and a reduced thermal load of
the substrate. This method of sintering can also be applied to organometallic
composites inks, if combined with heat treatment.

During the electric sintering process, two electrodes are applied to the printed
structure (Fig. 23.6). When a voltage U is applied to the electrodes, a current flows
through the printed layer (represented by arrows). This current causes local heating
in the layer, initiating the coalescence of the nanoparticles. The resistive heating

Fig. 23.6 Principal scheme of the electrical sintering process
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(in accordance with the Joule-Lenz law) caused by this resistance decrease of the
printed structure during sintering leads to a sharp increase in current, causing even
more heating. As a result, a sharp increase in conductivity can be observed. Resistor
Rs limits the maximum current when the film is sintered. The method of contact
electric sintering was used in [67, 68].

In particular, in [68] printed on photographic paper tracks of silver nanoparticles
were sintered by transmission a direct current between the contact electrodes. The
initial current and power dissipation in the layer of nanoparticles result from
tunneling between the particles. As the temperature of the printed structure rises,
the resistance Rtr decreases due to the decrease in the distance between the particles,
leading to an increase in the dissipated power Ptr:

Ptr tð Þ � U2 Rtr tð Þ
Zs þ Rtr tð Þj j2 , ð23:6Þ

where ZS represents the impedance of the voltage source, including contact resis-
tance, which causes strong positive feedback, accelerating sintering process. The
experiments showed that after 3 ms, application of the voltage, sharp increase in
current and a decrease in the resistance of the sample by more than four orders of
magnitude was observed (the main transition occurs in less than 2 μs). In addition, a
clear dependence of the morphology of the structure of the sintered layer on electric
power was revealed.

The applied voltage was 90 V, and the maximum current was limited to 0.45 A.
The achieved conductivity values are approximately 50% of the conductivity of
massive silver. In [69], direct current was used for sintering of sensor structures
printed on glass substrates with solutions of silver nanoparticles. Depending on the
initial resistance of the structures, a voltage of 60–95 V was applied. The current
value, used for sintering, was 0.147 A. The authors proved that the structure
resistance can be measured during the sintering process. Thus, the process can be
terminated when the target value is reached. A high sintering rate was registered,
though process lasted only a few seconds. In addition, very small deviation of the
obtained resistances of the structures from the set value was achieved.

Thus, the following advantages of this method can be highlighted:

• control of the final resistance by adjusting the process parameters, such as the bias
resistor value;

• sintering of the specific areas.

The use of an alternating electric field allows electrical sintering without physical
contact with the layers of nanoparticles. In work [70], this is achieved by installing
electrodes over the sample, and a capacitive coupling with the printed layer occurs.
The electrodes are of such a shape and arrangement that they can provide a nearly
uniform electric field throughout the whole non-sintered structure. Sufficient capac-
itive coupling (at a possible working distance between the electrodes and a layer of
nanoparticles) is obtained when operating in the microwave range. Non-contact
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electric sintering (NcES) allows avoiding of many shortcomings of the contact,
especially in the case of sintering of large-area structures.

The system for NcES can be conditionally described as an electrical circuit
consisting of an equivalent voltage source UTh with a resistance ZTh (according
to Tevhenin’s theorem) and a load impedance ZL. The main advantage of NcES over
contact one is the possibility to avoid the short-circuit effect, as described in [70]. It
is assumed that the nanoparticle layer is divided into a plurality of parallel lines
between the electrodes, where Ri represents the line resistance, and Cs is the coupling
capacitance between the line and the electrodes. If

1
ωCs

> Ri ð23:7Þ

for all Ri, and I {ZTh} ¼ �I {ZL} to adjust the capacitive coupling, the total power is
dissipated in the nanoparticle layer,

PL � Rαν=n

Rαν=nþ RThð Þ2 UThj j2, ð23:8Þ

with RTh ¼ R {ZTh} and

Rαν ¼
Xn

i¼1

Ri

n
, ð23:9Þ

where the power dissipated at Ri,

Pi � Ri ∙PL

Rαν ∙ n
: ð23:10Þ

As one can see, by the appropriate establishment of a capacitive coupling, it is
possible to achieve a positive feedback in the introduction of power (as well as for
contact sintering by direct current [68]). In this case, more power is transferred to the
least sintered areas [71]. In [70], contactless electric sintering occurs by moving the
sintering heads over the printed layer of nanoparticles or vice versa with a fixed head
over the moving sample. The authors carried out the sintering experiment by moving
the coaxial sintering head (based on the SubMiniature type A connector) over the
lines of silver nanoparticles of various widths printed using the inkjet printing at a
speed of 1 mm � s�1 and at a distance of 10 μm. Effective sintering was also achieved
in the case of high processing speeds without significant deviations in the resistance
values. Experimental results confirm that the increase in processing speed can be
compensated by increasing the power.
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23.7 Conclusions

In summary, the inkjet printing, possessing some unique advantages for image and
coating formation, has now become a new technology in electronics as a completely
additive, non-contact method of precise and local application of materials on sur-
faces of various shapes and nature. The development of a wide range of functional
inks made it possible to apply this technology in a wide variety of fields of science
and technology – from electronics to biotechnology. One of the key steps in the
conductive structures creation process using inkjet printing of colloidal solutions of
nanoparticles is sintering of the deposited on the substrate layers to achieve the
desired electrical and mechanical properties. Today, there is a considerable interest
in the search for alternative thermal sintering processes that cause the coalescence of
nanoparticles.

In recent years, the main attention has been paid to the further processing of
deposited metal layers aimed at reduce the influence of temperature on flexible
polymer substrates as well as the duration of the treatment. As shown in presented
review, different methods of sintering are based on the different approaches of
transferring energy to the layers of nanoparticles. When thermal sintering in an
oven, energy is transferred through convection, thermal conductivity and thermal
radiation. The temperature distribution inside the furnace is usually uniform,
resulting in which the printed structures and the substrate are heated equally. In
the case of electric and microwave sintering, heating occurs due to the flow of
electric current. Therefore, heating is local. In the case of laser sintering, optimized
spectral and spatial selectivity can be achieved. In this case, the wavelength of the
laser can be chosen such that the optimal energy transfer to the printed layers is
obtained. Light pulses of very high energy can be used to sinter nanoparticles over a
large area. The process can be controlled by adjusting the pulse width (usually from
0.1 to 10 ms), the intensity of the radiation and the number of pulses. Heat transfer
from the surface warms the lower layers. One of the most promising advantages of
photonic impulse sintering is the ability of sintering copper nanoparticles under
ambient conditions without oxidation. As a disadvantage of the method, we point out
that the laser and photon-pulse sintering are methods with negative feedback,
because the reflectivity of the layers usually increases with sintering.

The laser sintering method allows heating printed areas on a substrate and even
creating a conductive pattern by sintering and ablation. However, the use of a laser is
more expensive and less acceptable for large areas; thus, the best results are usually
obtained while using low scanning speeds.

Chemical processing methods mainly imply the use of chemical reactions aimed
at detaching groups of stabilizing ligands from the surfaces of metal nanoparticles.
After this, coalescence of nanoparticles at room temperature takes place due to the
release of excess energy with a decrease in the total surface area of the nanostruc-
tured system.
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The described alternative methods ordinarily require prior drying of the solvent
from the applied layers. However, laser sintering has also been successfully dem-
onstrated for wet ink directly after printing.

The possibility of sintering nanoparticles on heat-sensitive substrates is a signif-
icant advantage for printed electronics. The best case scenario, as in the case of
chemical sintering, both printing and «sintering» are carried out at room tempera-
ture. Electric, laser and photon-impulse sintering also allow using of heat-sensitive
substrates. The temperature of a thin layer of nanoparticles rises only for a very short
period of time, so the thermal energy transferred to the substrate remains within the
permissible limits. In the case of microwave and plasma sintering, energy can be also
selectively transferred to the nanoparticle layer.

Electrical sintering mainly requires contact with printed structures; however,
using high frequency voltage, it can be performed without a contact. Electric
sintering with a DC current allows monitoring of the resistance in real time making
possible the control of the sintering process to obtain the target resistance value.
However, in the case of AC sintering, the control of resistance is significantly more
complicated.

Concluding we point out that conventional methods, such as heating in an oven or
on a hot plate are perfectly suited for drying, but alternative methods are preferred for
sintering afterwards due to the higher selectivity. Because the total duration of the
processing is still relatively high, of considerable interest is the idea of integrating
the sintering equipment directly into the printing system. In fact, this was realized for
instance with the help of a laser (you can specify here the laser or something special
about the work you wanted to cite) or IR radiation.
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Chapter 24
Influence of Thermal Treatment on Phase
Formation Processes in Amorphous Alloys

Volodymir Lysov, Tatiana Tsaregradskaya, Oleg Turkov,
and Galina Saenko

24.1 Introduction

Investigating the structures and properties of disordered systems that include solids
characterized by amorphous structure and amorphous metallic alloys in particular is
an important field of modern condensed state physics. Modern thermodynamically
nonequilibrium materials with amorphous structure are characterized by a number of
unique physicochemical properties. However, most amorphous alloys have low
thermal stability, which is a considerable drawback. Amorphous metallic alloys
transform to a more stable crystalline state when heated to certain temperature.
This transition is followed by the loss of characteristic properties, which explains
the importance of theoretical and experimental studies of ways to improve the
thermal stability of amorphous alloys.

An actual direction of research of metallic glasses is the development of methods
to achieve nanostruсtured state by partial crystallization of amorphous alloys due to
external influences. Such influences include heat treatment (the isothermal and
non-isothermal annealing at temperatures below the temperature of crystallization,
thermocycling, cryotreatment), intensive plastic deformation, and irradiation by
particles of various nature. Large attention to heat treatment of alloys with the
amorphous structure is explained by an acquisition of the special properties in the
nanocrystalline state. Consequently, the research of amorphous alloys properties
under the action of external influences attracts great interest, because there are open
questions regarding the mechanisms of influence of external factors on the properties
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of these materials [1–3]. In the series of experiments on amorphous alloys, heat
treatment aiming to increase the thermal stability of alloys and developing ways to
obtain alloys in the nanostruсtural state as well as investigating mechanical proper-
ties of nanostruсtural materials were conducted.

24.2 Conclusions of the Thermodynamic Theory
of High-Temperature Stability of Amorphous Alloys

The high-temperature thermal stability of amorphous alloys is often associated with
the total absence of crystalline phase nuclei. However, numerous electron micros-
copy investigations confirm that even after ultrafast quenching from the liquid phase
at quenching rates of around 104–106 K/s, crystallization centers frozen into the
amorphous matrix occur in amorphous alloys. The authors of [4] determined that the
thermodynamic conditions for the emergence of frozen-in crystallization centers in
an amorphous matrix for the i-th component in a heterogeneous system of amor-
phous phase and frozen-in crystallization centers are described by the expression

Δμi Tð Þ ¼ �Xα
ТVβ þ Χβ

ТVα

Χα þ Χβ

2σ
r02

� Vβ � Vα

� ��
V β
i � V α

i

�

Χα þ Χβ

� �
�V

1� r01
r02

� �3
" #

þ Δμ0i Tð Þ, ð24:1Þ

whereΔμi Tð Þ ¼ μα
i � μβ

i is the difference between the chemical potentials of the і-th
component in the α and β phases allowing for the pressure at the crystalline nucleus
amorphous phase interface due to surface tension (where σ is the surface tension
coefficient) and elastic stresses; Vα, Vβ, X

α
Т, and Xβ

Т are the molar volumes and
isothermal compressibility coefficients of the α and β phases, respectively; r01 and
r02 are the radii of crystalline nuclei for pressure and no pressure at the crystalline
nucleus–amorphous phase interface; and Δμ0i ¼ μα

0i � μ β
0i is the difference between

the chemical potentials of pure components, represented by the following expression
(as the standard state, we selected the chemical potential of the i-th components in
pure crystalline metal of type i):

Δμ0 ¼
ΔH ið Þ

0 Tpi � T
� �

Tpi
þ RT ln aα

i C α
i ; T

� �� RT ln aβ
i C β

i ; T
� �

, ð24:2Þ

whereΔH ið Þ
0 is the enthalpy of melting for the i-th component; Tpi is the melting point

of the i-th component; and aα
i and a β

i are the activities of the i-th component in the α
and β phases.

Figure 24.1 shows the plot of dependences Δμi(T), calculated by formula (24.1)
with allowance for (24.2) under different conditions of crystallization in a melt [5].
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According to the homogeneous nucleation theory, crystalline phase nuclei are
formed during the ultrafast quenching of a melt in the range Т ~ 0,7 Тр (where Тр is
the melting point), with the supercooled liquid transforming into a solid amorphous
phase. A heterogeneous system of frozen-in crystallization centers and an amor-
phous matrix are thus formed in which elastic stresses emerge. Calculations showed
that allowing for additional pressure at the crystalline nucleus–amorphous phase
interface reduces Δμi(T) relative to the region where there are no elastic stresses.

The transition of crystalline nuclei into the amorphous phase is thus possible in
the temperature range of Ti1 to Ti2 (i.e., in the region where Δμi < 0). It should be
noted that the probability of new crystalline nuclei emerging below temperature Ti1
is zero, since the frequency of nucleation tends to zero in this region, according to the
homogeneous crystallization theory. Only the slow growth of already existing
crystallization centers is possible in this region.

24.3 Thermodynamic Analysis of the Possibility
of Purifying an Amorphous Phase of Frozen-in
Crystallization Centers

Considering the additional pressure on the surface of the interface between a
crystallization nucleus and the amorphous phase substantially lowers Δμi relative
to its value in an area where there is no elastic stress [5]. The size of the frozen-in
crystallization centers can then shrink, and they can dissolve in the amorphous
matrix. Upward diffusion is one of the physical causes of the dissolution of
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Fig. 24.1 Temperature dependence of Δμi(T) for alloys (1) upon slow cooling of the meltVα ¼ Vβ

, аβ
i ¼ аα

i , r02 ! 1; (2) upon rapid cooling of the melt Vα � Vβ, а
β
i > аα

i , r02 ¼ const; (3) Vα

6¼ Vβ, а
β
i > аα

i , r02 ¼ const: I is the region of viscous liquid, and II is the region in which the
pressure caused by elastic stresses due to Vα 6¼ Vβ is considered.
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frozen-in crystallization centers. Below, we perform a thermodynamic analysis of
the possibility of achieving ascending diffusion in amorphous alloys [6]. The dif-
ference between chemical potentials Δμi of the β (crystalline) and α (amorphous)
phases, which leads to the emergence of a driving force, is the reason for the
displacement of the i-th component in a solution:

Fi

! ¼ �—μi: ð24:3Þ

Driving force Fi

!
behind the diffusional transfer of the i-th component in a

multicomponent system is determined by the gradient of the chemical potential of
this component rather than the concentration gradient, as is stated in Fick’s first law.

Atoms demonstrate directed displacement under the influence of force Fi

!
. This

displacement is characterized by the average rate:

vih iF ¼ uiFi, ð24:4Þ
where ui is the mobility of atoms of the i-th component.

As a result, a diffusion flow of atoms of the i-th component arises with a flow
density of

Ji ¼ ci vih i ¼ ciuiFi ¼ �ciui∇μi: ð24:5Þ
The chemical potential of the i-th component in real solutions is determined as

μi ¼ RT ln ai þ μ0i, ð24:6Þ
where ai is the activity of the i-th component, and μ0i is the chemical potential of a
pure i-th component in its standard state.

We consider that the activity is determined according to the equation

ai ¼ γici, ð24:7Þ
where γi is the activity coefficient.

Let us obtain the equation for the chemical potential of the i-th component:

μi ¼ RT ln γicið Þ þ μ0i: ð24:8Þ
The expression for the density of the diffusion flow of atoms of the i-th compo-

nent is thus

Ji ¼ �uiRT
∂ ln ai
∂ ln ci

— ci,

or
ð24:9Þ

Ji ¼ �uiRT 1þ ∂ ln γi
∂ ln ci

� �
— ci: ð24:10Þ
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Comparing (24.10) and Fick’s first law, we find that

Di ¼ uiRT 1þ ∂ ln γi
∂ ln ci

� �
: ð24:11Þ

Equation (24.11) demonstrates the possibility of diffusion against the concentra-
tion gradient when

∂ ln γi
∂ ln ci

< �1: ð24:12Þ

This condition describes the phenomenon of upward diffusion: the flow of
diffusing component is directed toward the increase of concentration gradient; at
this crystalline nucleus is going to be dissolved in amorphous phase.

Considering Eq. (24.11), Fick’s first law for a real solution can be written as

Ji ¼ �Di— ci þ ci vih iFi: ð24:13Þ
A comparison of (24.10) and (24.13) shows that an additional force emerges in a

real solution:

Fi ¼ �kT— ln γi: ð24:14Þ
This force characterizes the effect of the gradient of the individual potential field

of a crystal where a diffusing atom is moving. The driving force of diffusion
�kT— ln γið Þ differs from that of concentration, which corresponds to the entropy
of mixing.

Let us examine the possibility of calculating activity coefficient γi. The activity
coefficient of the i-th component of a regular solution is determined according to the
equation

γi ¼ exp
ΔHi

RT

� �
, ð24:15Þ

where ΔHi is the relative partial enthalpy of a crystal–amorphous phase transition
for the i-th component.

The relative partial enthalpies of a crystal–amorphous phase transition for the i-th
component can be found from relative integral enthalpy of the alloy:

ΔHi ¼ ΔH þ 1� cið Þ dΔH
dci

, ð24:16Þ

where ΔH is the relative integral enthalpy of a crystal–amorphous phase transition,
which can be determined experimentally.
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With a binary solution,

ΔH1 ¼ ΔH þ 1� c1ð Þ dΔH
dc1

,

ΔH2 ¼ ΔH þ 1� c2ð Þ dΔH
dc2

:

ð24:17Þ

Let us examine the possibility of fulfilling the criterion (24.12) of upward
diffusion proceeding in binary amorphous alloys of the Fe–B system. We use the
experimental dependences in [7] for the relative integral enthalpy of a crystalline
Fe80B20 alloy transitioning to a supercooled (metastable) melt at 850 K and the
semiempirical formula obtained in [8] for a binary alloy:

ΔH ¼ βc1 1� c1ð Þ
α2 þ 1� 2αð Þ 1� c1ð Þ , ð24:18Þ

where α is the position of the extremum of function ΔH(c1), and β is the value of
function ΔH(c1)at the point of the extremum.

Calculating the parameter according to formulas (24.12), (24.15), and (24.16) for
a crystalline nucleus in Fe80B20 alloy at Т ¼ 850 K and ΔH ¼ 8.0 kJ/mol showed
that the condition of upward diffusion was met:

∂ ln γFe
∂ ln cFe

¼ �1, 35:

The dissolution of frozen-in crystallization centers due to ascending diffusion is
thus possible during the isothermal annealing of amorphous Fe80B20 alloy in a
certain range of temperatures, and it can improve the thermal stability of an amor-
phous alloy.

Based on our analysis of results from calculations within the theory of high-
temperature stability of amorphous alloys, two areas of its practical application were
proposed:

Enhancing the thermal stability of amorphous alloys by isothermal annealing in the
range of temperatures Ті1 �Ті2, where crystalline nuclei can transform into the
amorphous phase

Transforming the amorphous state into a nanocrystalline state via prolonged
low-temperature isothermal annealing in the range of temperatures Тan < Ті1,
where the growth of existing crystalline nuclei will occur. To reproduce these
processes, it is necessary to determine the temperatures Ті1, Ті2, Тan

experimentally.
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24.4 Method of Experiment

By the parameter, which determines thermal stability of amorphous alloys, there is
temperature of the onset of intense crystallization Tk which was determined by
means of high-sensitivity dilatometry. The method of the dilatometric researches
consists in the following [9]. At heating of amorphous alloy, its volume grows
droningly (density, accordingly, goes down); there is diminishing of volume and
increasing of density of alloy at the achievement of certain temperature (tempera-
tures of intensive crystallization beginning) that testifies to beginning of process of
crystallization. Consequently, it is possible to probe the process of crystallization of
amorphous alloy, fixing the change of length of standard and transferring it in
volume changes or changes of density. The temperatures of the onset of intense
crystallization beginning for the initial amorphous alloys and after the executed
thermal or thermomechanical treatment were determined by dilatometry.

For the row of amorphous alloys in the initial amorphous state and after treatment,
measuring of microhardness by Vikkers was executed. The method of measuring of
microhardness is based on measuring of linear size of diagonal of imprint that
appears at pressing of diamond pyramid in the probed material under the certain
loading. The device allows to measure microhardness at pressing of diamond
pyramid with square basis and corner at a top 136� between opposite verges with
the appendix of loadings (2–200 gram). As a result of measurings, the length of
diagonal of got imprint is determined by eyepiece micrometer. At measuring of
microhardness, volume, which becomes deformed by pressure, must be less than the
volume of grain which is measured. Under pressure sample was 10 seconds.

Number of hardness accounts by the formula

H ¼ 1854P

d2
кGf
mm2

� �

where P is the pressure кGf
mm2

� �
and d is the length of diagonal of imprint in microns.

At measurings possibility of values of the microhardness variation was taken into
account as a result of influence of nearby structural constituents with other
microhardness; measurings were conducted ten times in identical terms; loading
was made by 200 gram; and the repeated measurings were executed in a new place of
structural constituent.

24.5 Purifying an Amorphous Matrix from Frozen-in
Crystallization Centers

A series of experimental investigations was performed to prove theoretical conclu-
sion. The effect of isothermal annealing has on the thermal stability of the
multicomponent amorphous alloys Fe80B20, Fe80Si6B14, Fe40Ni40B20, Ni78B18Si4,
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and Fe70Cr15B15 was estimated experimentally using the highly sensitive dilatomet-
ric technique. The annealing temperature was determined empirically on the basis of
the theoretical theses of high-temperature stability of amorphous alloys. According
to this theory, there exists a range of temperatures that corresponds to the negative
value of the difference between chemical potentials of an amorphous matrix and
frozen-in crystallization centers. The thermodynamic condition of the possible
dissolution of frozen-in crystallization centers is thus fulfilled.

The temperatures of the onset of intense crystallization in the initial alloys, their
preliminary thermal treatment, the onset of intense crystallization after their prelim-
inary treatment, and the ranges of improvement in the thermal stability of the
amorphous alloys are given in Table 24.1. Analysis of the results given in
Table 24.1 showed that the introduced regime of thermal treatment expanded the
ranges of the thermal stability of our multicomponent alloys by 20–40 K. The
improvement in the thermal stability of the amorphous alloys after thermal treatment
can be explained by the dissolution of frozen-in crystallization centers in the
amorphous phase.

The values of the microhardness of the initial alloys and alloys after
corresponding thermal treatment are given in Table 24.2. The value of
microhardness fell by 16.4–21.1% after thermal treatment, which indirectly proves
the part of crystalline phase in our samples fell (Table 24.2).

Electron microscopic studies of initial alloys and alloys after preliminary thermal
treatment were performed to examine this statement. The results from our electron
microscope investigations of Fe80B20 alloy are presented in Fig. 24.2.

Table 24.1 Temperatures Tk of the onset of intense crystallization for the initial alloys, tempera-
tures Tk’ of preliminary thermal treatment, temperatures Tk

a of the onset of intense crystallization
after thermal treatment at temperature Tk, and ranges of change ΔT in the thermal stability of
amorphous alloys

Amorphous alloy composition Tk, K Tk’, K Tk
a, K ΔT, К

Fe80B20 650 590 685 35

Fe80Si6B14 770 720 810 40

Fe40Ni40B20 710 670 730 20

Ni78B18Si4 730 680 750 20

Fe70Cr15B15 750 690 780 30

Table 24.2 Values of the temperature of the onset of intense crystallization and the microhardness
of initial alloys (I) and alloys after thermal treatment at temperature Tk’ (II)

Amorphous alloy composition

H, kgF/mm2

Hв�H0ð Þ
H0

,%І ІІ

Fe80B20 781 � 41 676 � 34 13.4

Fe80Si6B14 747 � 37 654 � 32 16.4

Fe40Ni40B20 526 � 21 415 � 26 21.1

Ni78B18Si4 605 � 30 512 � 25 15.3

Fe70Cr15B15 526 � 21 439 � 22 16.5
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Analysis of these results showed that the initial amorphous state was character-
ized by frozen-in crystallization centers with average sizes of 2–5 nm (Fig. 24.2a).
There were no crystalline nuclei in the amorphous matrix after annealing at 600 К
(Fig. 24.2b). Similar results were obtained for our Fe80Si6B14, Fe40Ni40B20,
Ni78B18Si4, and Fe70Cr15B15 alloys, which is a direct proof of the dissolution of
frozen-in crystallization centers in an amorphous matrix. The results from our
investigations thus prove the conclusions of the thermodynamic theory of the
high-temperature stability of amorphous alloys.

This shows we can shift the phase equilibrium in an amorphous matrix–frozen
crystallization centers system using the directed effect of inner factors. It also
determines the means by which we can expand the temperature range of the
amorphous state’s existence.

24.6 Obtaining Amorphous–Nanocrystalline Alloys
by Partial Crystallization of Metal Glasses

For amorphous Fe80B20, Fe80B14Si6, Fe40Ni40B20, Ni78B18Si4, and Fe70Cr15B15

alloys, the temperature of processing, in which an amorphous–nanostructural state
can be created, was determined empirically. To create an amorphous nanocrystalline
state, for each alloy, annealing temperature was determined at which Δμi was
positive (which is a condition for the growth of frozen-in crystallization centers),
but the process of intense crystallization does not yet begin. The empirically
determined temperatures of isothermal annealing (at which the subsequent thermal
treatment of the initial samples was carried out) are presented in Table 24.3. At the
determined annealing temperatures, thermal processing of the initial amorphous
alloys was carried out for 1 h, and the volume part of the crystalline phase formed
during the annealing was calculated.

Figure 24.3 shows the time dependence of the volume part of the crystalline phase
formed during 2 h of annealing at a temperature of 650 K in the Fe80B20 alloy.

Fig. 24.2 Electron microscopic (dark field) images of Fe80B20 alloy in (a) its initial state and (b)
after isothermal annealing for 1 h at 590 К
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After 30 min, the part of the crystalline phase reached the value X ¼ 0.31 and
remained constant at further annealing. The heat treatment carried out has led to an
increase in the volume part of the crystalline phase X in the all samples; X depending
on the composition of the alloy ranges from 11% to 31%.

As a parameter for comparing the mechanical properties of metallic glasses in the
initial state and alloys after the heat treatment, the value of the microhardness H was
used. The results of the microhardness measurements carried out are presented in
Table 24.4.

The microhardness of the received materials increased by 13.8–24.9% compared
with the initial amorphous state. An increase in the amount of microhardness can be
attributed to the growth of frozen-in crystallization centers and hence to an increase
in the fraction of the crystalline phase in samples and the formation of an amorphous
nanocrystalline state.

To verify this assertion, electron microscopic investigations of the Fe80B20,
Fe80B14Si6 Fe40Ni40B20, Ni78B18Si4, and Fe70Cr15B15 initial alloys were carried
out for 1 h (annealing temperatures are given in Table 24.3).

Fig. 24.3 The time dependence of the volume part of the crystalline phase formed during 2 h of
annealing at a temperature of 650 K in the Fe80B20 alloy

Table 24.3 Temperatures Tk of the onset of intense crystallization for the initial alloys, tempera-
tures Tk” of preliminary thermal treatment, and volume part of crystalline phase Х after thermal
treatment at temperature Tk”

Amorphous alloy composition Tk, K Tk”, K X

Fe80B20 650 615 0.31

Fe80B14Si6 770 750 0.16

Fe40Ni40B20 710 685 0.22

Ni78B18Si4 730 705 0.19

Fe70Cr15B15 750 730 0.11
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Figure 24.4 shows the results of electron microscopic investigations for the
Fe80B20 alloy. The initial state is characterized by the presence in the amorphous
matrix of frozen-in crystallization centers with an average size of 2–5 nm (Fig. 24.4a).

The samples after isothermal annealing at 615 K for 1 h are characterized by a
structure with an average size of nanocrystals (7–10 nm) (Fig. 24.4b), that is, in this
temperature region, the growth of existing crystalline nucleus is observed. Similar
results were obtained for alloys Fe40Ni40B20, Ni78B18Si4, Fe70Cr15B15, and
Fe80B14Si6. For all investigated alloys, an increase in the size of frozen in an
amorphous matrix of crystallization centers is two to three times higher. Conse-
quently, the results of electron microscopic studies confirm the fact of formation of
an amorphous–nanocrystalline state.

24.7 Conclusion

Based on our analysis of results from calculations within the high-temperature
stability of amorphous alloys theory, two areas of its practical application were
proposed: enhancing the thermal stability of amorphous alloys by isothermal
annealing in the range of temperatures where crystalline nuclei can transform into

Fig. 24.4 Electron microscopic (dark field) images of Fe80B20 alloy in (a) its initial state and (b)
after isothermal annealing for 1 h at 615 К

Table 24.4 Values of the
temperature of the onset of
intense crystallization and
the microhardness of initial
alloys (I) and alloys after
thermal treatment at
temperature Tk” (II)

Amorphous alloy
composition

H, kgF/mm2
Hв � H0ð Þ

H0
,%

I II

Fe80B20 781 � 41 976 � 47 24.9

Fe80B14Si6 747 � 36 881 � 40 17.9

Fe40Ni40B20 526 � 21 625 � 25 18.8

Ni78B18Si4 605 � 30 731 � 36 20.8

Fe70Cr15 B15 526 � 21 599 � 26 13.8
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the amorphous phase and transforming the amorphous state into a nanocrystalline
state via prolonged low-temperature isothermal annealing. It was confirmed exper-
imentally that external effects which reduce the difference between the chemical
potentials of the i-th component in an amorphous matrix and in frozen-in crystalli-
zation centers (in the temperature region where Δμi < 0) result in the dissolution of
frozen-in crystallization centers and thus to an increase in the thermal stability of
amorphous alloy. Prolonged low-temperature isothermal annealing allows us to form
nanostructured states. The purification of an amorphous matrix of frozen-in crystal-
lization centers was theoretically verified and experimentally achieved by analyzing
the theses of the thermodynamic theory of the high-temperature stability of amor-
phous alloys, which state that there exists a range of temperatures that corresponds to
fulfillment of the condition of the dissolution of frozen-in crystallization centers. It
was shown that the proposed regimes of thermal treatment allow us to expand the
ranges of the thermal stability of amorphous alloys based on iron by 20–40 K. The
value of microhardness then falls by 16–21%, indirectly proving the reduction of the
crystalline phase fraction in the samples. The increased thermal stability of the
investigated multicomponent amorphous alloys can be explained by the amorphous
matrix being purified of frozen-in crystallization centers, as was confirmed by the
results from electron microscopic investigations.

Based on the analysis of high-temperature thermodynamic stability of amorphous
alloys, the theory proposed a method for producing amorphous–nanocrystalline state
from the initial amorphous. The alloys in the amorphous–nanocrystalline state were
made, as evidenced by the results of electron microscopic studies. It was found that
the microhardness of the obtained materials is increased as compared to the amor-
phous state to initial due to an increase of the frozen-in crystallization centers’ size
and the formation of amorphous–nanocrystalline state.
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