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Preface

We are delighted to introduce the proceedings of the 10th edition of the 2017 European
Alliance for Innovation (EAI) International Wireless Internet Conference (WiCON
2017). Over the years, WiCON has established itself as a research venue where key
results in the areas of wireless Internet have appeared. WiCON 2017 continued to serve
as a premier international conference to discuss novel research results related to the
emerging wireless Internet, wireless communications, and networks.

The technical program of WiCON 2017 consisted of 42 full papers in six tracks to
reflect the recent development and advancement in the area. The conference tracks
were: Track 1 – Physical Layer (PHY) Track; Track 2 – Medium Access Control
(MAC) Track; Track 3 – Network Track; Track 4 – Security Track; Track 5 – Cloud
and Big Data Track; and Track 6 – Emerging Internet-of-Things (IoT) Track. We are
delighted that this year’s event maintained the tradition of high-quality contributions.
Aside from the high-quality technical paper presentations, the technical program also
featured two keynote speeches, which were given by Dr. Nei Kato from Tohoku
University, Japan, and Dr. Ying-Chang Liang from University of Electronic Science
and Technology of China. We were delighted to have these two internationally
well-known researchers join us to share their vision on future research and develop-
ment of wireless Internet technologies.

Coordination with the steering chairs, Imrich Chlamtac, Hsiao-Hwa Chen,
and Jun Zheng was essential for the success of the conference. We sincerely appreciate
their constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee team who worked hard in organizing and supporting
the conference. In particular, we thank the Technical Program Committee, led by our
TPC co-chairs, Dr. Cheng Li and Dr. Shiwen Mao, who completed the peer-review
process of technical papers and compiled a high-quality technical program. We are also
grateful to the conference sponsor, Tianjin Chengjian University, the local arrangement
chairs, Dr. Kun Hao and Dr. Yan Zhang, and the EAI conference managers,
Lenka Bilska, for their support and all the authors who submitted their papers to the
WiCON 2017 conference.

We strongly believe that WiCON provides a good forum for all researchers,
developers, and practitioners to discuss all scientific and technological aspects that are
relevant to wireless Internet. We also expect that future WiCON conferences will
continue to be as successful and stimulating, as indicated by the contributions presented
in this volume.

April 2018 Zhongxian Li
Nirwan Ansari

Cheng Li
Shiwen Mao
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A Clustering-Based Spectrum Resource
Allocation Algorithm for Dense

Small Cell Networks

Donghong Jia, Jun Zheng(✉), and Jie Xiao

National Mobile Communications Research Laboratory, Southeast University,
Nanjing 210096, Jiangsu, People’s Republic of China

{donghongjia,junzheng,jiexiao}@seu.edu.cn

Abstract. This paper considers the spectrum resource allocation problem for
dense small cell networks, and focuses on a system scenario where small cells
are non-uniformly distributed in a macro cell. A clustering-based spectrum
resource allocation (CSRA) algorithm is proposed to perform resource allocation
for both macro-cell user equipments and small cell user equipments with the
objective to maximize the system capacity. To minimize both intra-tier and inter-
tier interferences in the system, the concept of clusters is introduced into spectrum
resource allocation, and a few principles are correspondingly set for clustering.
Moreover, an upper limit for the cluster size is set in for clustering to avoid the
formation of a too large cluster, which otherwise would consume a large number
of physical resource blocks (PRBs) and thus affect the system capacity. To
increase spectrum utilization, all PRBs are allowed to be used by all users in the
system. Simulation results show that the proposed CSRA algorithm can signifi‐
cantly increase the system capacity as compared with an existing CDRA algo‐
rithm.

Keywords: Clustering · Resource allocation · Small cell

1 Introduction

Dense small cell networks have been widely considered as a key technology for future
cellular networks [1–3]. However, the extensive deployment of small cells would cause
a sharp increase in interference between small cells and macro cells (inter-tier interfer‐
ence) and between neighboring small cells (intra-tier interference). Resource allocation
is an efficient way to manage the inter-cell interference in a dense small cell network.
Considerable studies have been conducted to find efficient solutions to resource alloca‐
tion for mitigating the inter-cell interference [4–9]. In our previous work [9], we
presented a clustering-based downlink resource allocation (CDRA) algorithm for a
system scenario where small cells are uniformly distributed in a macro cell. For a non-
distributed system scenario, however, the CDRA algorithm cannot well address the
spectrum resource allocation, which motivated us to conduct this work.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
C. Li and S. Mao (Eds.): WiCON 2017, LNICST 230, pp. 3–13, 2018.
https://doi.org/10.1007/978-3-319-90802-1_1
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In this paper, we study the spectrum resource allocation problem in dense small cell
networks. In particular, we consider a system scenario where small cells are non-
uniformly distributed in a macro cell. To minimize both intra-tier and inter-tier inter‐
ferences, we introduce the concept of clusters into spectrum resource allocation, and
correspondingly set a few principles for clustering. Unlike [9], an upper limit for the
cluster size is set to avoid the formation of a too large cluster, which otherwise would
cause the consumption of a large number of physical resource blocks (PRBs) and thus
affect the system capacity. Moreover, all PRBs are allowed to be used by all users in the
system, both MUEs and SUEs. Based on these strategies, a clustering-based spectrum
resource allocation (CSRA) algorithm is proposed to perform PRB allocation for MUEs
and SUEs with the objective to maximize the system capacity. Simulation results are
shown to evaluate the performance of the proposed CSRA algorithm.

The rest of the paper is organized as follows. Section 2 formulates the resource
allocation problem considered in this paper. Section 3 presents the proposed CSRA
algorithm for dense small networks. Section 4 evaluates the performance of the CSRA
algorithm based on simulation results. The paper is concluded in Sect. 5.

2 System Model and Problem Formulation

This section describes the system model and formulates the resource allocation problem
considered in this paper.

2.1 System Model

Figure 1 illustrates a small cell network system considered in this paper, which consists
of one macro cell and multiple small cells. A macro cell base station (MBS) is located
in the center of the system, and multiple small cell base stations (SBS) are non-uniformly
distributed within the macro cell. Each SBS is connected to the MBS through a backhaul
network. Thus, the MBS can share common channel state and resource allocation status
information (CSI) with all SBS. The macro cell contains multiple macro-cell user equip‐
ments (MUEs) and each small cell contains multiple small-cell user equipments (SUEs),
which are randomly distributed in the coverage area of the macro cell and each small
cell, respectively. Moreover, orthogonal frequency division multiplexing (OFDM) is
employed for data transmission in the system. In spectrum resource allocation, the basic
unit is one physical resource block (PRB). All PRBs in the system can be used by all
SUEs and MUEs.

4 D. Jia et al.



Fig. 1. System model

2.2 Problem Formulation

In this paper, we consider downlink spectrum resource allocation in the dense small cell
network system shown in Fig. 1. In resource allocation, we focus on minimizing the
inter-tier interference between MUEs and an SUEs sharing the same PRBs, and the intra-
tier interference between SUEs in different small cells sharing the same PRBs. Thus,
we assume that different MUEs in the macro cell are allocated different PRBs and
different SUEs in the same small cell are allocated different PRBs. Meanwhile, different
SUEs in different small cells are allowed to share the same PRBs. In this way, there is
no interference between different MUEs in the macro cell and between different SUEs
in the same small cell. The interference only exists between an MUE in the macro cell
and an SUE in a small cell or between different SUEs in different small cells if they
share the same PRBs.

Further, we assume that there are N small cells in the macro cell, which are denoted
by i (i = 1, 2, …, N). There are U0 MUEs in the macro cell and there are Ui SUEs in
small cell i. Thus, the total number of users in the system is

UTotal =
∑L

i=0
Ui (1)

where i = 0 stands for the macro cell. Also, we assume that there are M PRBs available
in the system, which are denoted by k(k = 1, 2, …, M). In addition, we assume that each
user only needs one PRB for communication in resource allocation.

For resource allocation, we define a resource sharing distribution matrix for each
cell, i.e.,

∏
i
= [𝜋jk]Ki×M, i = 0, 1, 2,… , N; k = 1, 2,… , M; j = 1, 2,…Ui (2)

A Clustering-Based Spectrum Resource Allocation Algorithm 5



where row j represents the jth user (MUE j or SUE j) in cell i and column k represents
the kth PRB, πjk = 1 indicates that user j is allocated PRB k while πjk= 0 indicates user j
is not allocated PRB k.

For user j in cell i, its data rate, denoted by Rij, is given by

Rij = log2
(
1 + SINRij

)
(3)

where SINRij represents the signal to interference plus noise ratio (SINR) of user j in
cell i, and is given by

SINRij =
PijGij

Iij + N0
(4)

where Pij represents the transmission power from BS i to user j in cell i, Gij represents
the channel gain from BS i to user j in cell i, Iij represents the interference at user j in
cell i, and N0 represents the additive white Gaussian noise power.

For SUE j in cell i (i = 1,…N), Iij is caused by the transmissions from the MBS and
the SBSs of other small cells, who share the same PRB. Thus, Iij is given by

Iij = 𝜋0jP0jh0j +

N∑

i
′
=1,i′≠i

𝜋i
′
jPi

′
jGi

′
j, ∀i, 1 ≤ i ≤ N (5)

where the first item represents the interference from the MBS while the second represents
the interference from other small cells.

For MUE j in cell 0, I0j is given by

I0j =

N∑

i=1

𝜋ijPijhij. (6)

Obviously, I0j is only caused by the SBSs of the small cells.
With the above assumptions and analyses, the downlink resource allocation problem

considered in this paper is to find a set of resource allocation matrices 
∏

i
(i =

0, 1, 2, …, N) so that the sum-rate of all users in the system is maximized, i.e.,

max
U0∑

j=1

R0j+

N∑

i=1

Ui∑

j=1

Rij (7)

subject to

Z0 ∪ Z1 ∪… ∪ Zi ∪… ∪ ZN ⊆ Z (8)

Ui∑

j=0

Pij ≤ Pmax,i,∀i (9)
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Pij ≥ 0,∀i, j (10)

where Z represents a set of PRBs available in the system, Zi represents a set of PRBs
allocated to the MUEs or SUEs in small cell i; constraint (8) specifies that the number
of PRBs allocated to MUEs and SUEs should not be larger than that of the PRBs avail‐
able in the system; constraint (9) specifies that the maximum sum power of the base
station transmitting to all users in cell I is Pmax,i; constraint (10) enforces that the power
used is always non-negative.

3 Clustering-Based Spectrum Resource Allocation Algorithm

This section presents the proposed CSRA algorithm to address the resource allocation
problem described in the previous section.

3.1 Overview

The CSRA algorithm is a heuristic algorithm for allocating PRBs for the MUEs and
SUEs in the small cell system shown in Fig. 1. It aims to minimize the intra-interference
and inter-interference so that the total system capacity is maximized. In a small cell
system, if two small cells are close to each other and two SUEs respectively belonging
to the two small cells share the same PRB, it would cause a big interference between
the two SUEs. The smaller the distance between the two small cells, the bigger the
interference. To avoid severe interference between two SUEs in different two small cells,
it is expected to allocate different PRBs to such two SUEs in resource allocation. To
implement this, we introduce the concept of clusters in PRB allocation. Here, a cluster
is defined as a group of small cells, which are close to each other in distance. To avoid
intra-tier interferences between SUEs, the SUEs in different small cells within the same
cluster should not be allocated the same PRBs in resource allocation.

The CSRA algorithm consists of three components: small cell clustering, small cell
priority determination, and spectrum resource allocation. Next we describe the three
components in more details.

3.2 Small Cell Clustering

With the introduction of clusters, clustering must be performed before spectrum resource
allocation is performed. For this purpose, it is necessary to have reasonable clustering
principles first.

As mentioned, if two small cells are close to each other, the intra-tier interference
would be severe if the SUEs in the two small cells share the same PRBs. To avoid the
potential intra-tier interference, if the distance between two SBSs is smaller than a given
threshold, the two small cells should be included in the same cluster, as shown in Fig. 1.
Thus, we obtain the first principle for clustering, i.e., the distance between any two small
cells in a cluster must be smaller than a given threshold. The threshold value depends
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on several system parameters, including the transmission power of an SBS, the macro
cell radius, and the channel state.

Based on the first principle, a number of clusters could be formed in the system, and
different combinations of clusters could be obtained, which means that the clustering
result is not unique. In clustering, it is usually expected to include multiple small cells
in one cluster in order to mitigate intra-tier interferences between SUEs; on the other
hand, in a non-uniformly distributed dense small cell network system, a cluster could
include many small cells, which would cause the consumption of a large number of
PRBs. Thus, to avoid the formation of such clusters, the size of a cluster or the number
of small cells included in a cluster should be limited by a given value. Based on this
analysis, we obtain the second principle for clustering, i.e., a cluster can include multiple
small cells, but has an upper limit.

Based on the first two principles, it is found that a small cell could belong to several
different clusters. Thus, we obtain the third principle for clustering, i.e., a small cell is
allowed to belong to different clusters.

Given the three clustering principles, the MBS can perform clustering to form all
small cells in the system into a set of clusters. The main clustering procedures include
the following steps:

(1) For each small cell, find out all other small cells with a distance to the small cell
smaller than a given threshold.

(2) Find out a set of clusters which may include the current small cell based on the
clustering principles.

(3) Repeat steps (1) and (2) until all small cells in the system are considered.
(4) Determine a set of clusters for resource allocation by finding the union of all sets

of clusters obtained in steps (1)–(3).

3.3 Small Cell Priority Determination

After clustering, the MBS is supposed to determine the priority of each small cell for
resource allocation before resource allocation is performed. In determining the priority
of a small cell, two factors are taken into account: one is the size of the largest cluster
the small cell belongs to and the other is the number of clusters the small cell belongs
to. In general, a small cell in a cluster with a larger size should be assigned a higher
priority than a small cell in a cluster with a smaller size. This is because in a larger cluster
there are more small cells, which would cause more serious interferences between SUEs
if they share the same PRBs. On the other hand, in each cluster, a small cell belonging
to more clusters should be assigned a higher priority than other small cells in the cluster.
This is because a small cell belonging to more clusters may affect the resource allocation
for more small cells. If two small cells belong to the same number of clusters, one of
them is randomly selected and is assigned a higher priority than the other. Once the
priority of each small cell is determined, the MBS will broadcast the clustering infor‐
mation and small cell priority information to the system. In addition, the MBS itself is
assigned a higher priority than all small cells.
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3.4 Spectrum Resource Allocation

After the priority of each small cell is determined, the MBS and each SBS will perform
PRB allocation for each MUE and SUE, respectively, based on their priorities. To mini‐
mize inter-tier and intra-tier interferences between different MUEs and/or SUEs, PRB
allocation should adhere to the following allocation principles:

(1) Use orthogonal resources or different PRBs as many as possible;
(2) Allocating different PRBs to MUEs in the macro cell.
(3) Allocating different PRBs to SUEs in the same cluster.
(4) Allowing SUEs in a cluster share PRBs with SUEs not in the same cluster or with

MUEs not in the coverage of the cluster if there are no more orthogonal PRBs
remaining.

Based on the above allocation principles, the main resource allocation procedures
include the following steps:

(1) The MBS performs PRB allocation for MUEs in the macro cell as follow:
(a) Allocate orthogonal PRBs to all MUEs in the system;
(b) Once the allocation is completed, the MBS broadcasts a signaling message to

inform the system of its completion and the PRB allocation information;
(2) Once receiving the signaling message, the SBS of the small cell with the highest

priority among all small cells not allocated will perform PRB allocation for its
SUEs:
(a) Allocate those orthogonal PRBs that have not been allocated first;
(b) If no orthogonal PRB is available, share PRBs that have been allocated to those

SUEs not in the same cluster the SBS belongs to, or share PRBs that have been
allocated to those MUEs who are not in the coverage of the same cluster the
SBS belongs to;

(c) Once the SBS of the current small cell completes its resource allocation, it
broadcasts a signaling message to inform the system of its completion;

(3) Repeat (2) until resource allocation for all small cells is performed.

4 Simulation Results

This section evaluates the performance of the proposed CSRA algorithm based on
simulation results. The simulation experiments were conducted on a simulator that we
developed using C++. For evaluation, we compare the CSRA algorithm with the CDRA
algorithm proposed in [9] in terms of the total system capacity, i.e., the sum-rate of all
users in the system. In the simulation experiments, we used the channel gain path loss
model given in [10], i.e.,

PL = 20lg(d[m]) + 20lg(f[MHz]) − 27.56 (11)

The upper limit of the cluster size is set to one third of the number of small cells in
the system. For simplicity, we assume that the number of SUEs in each small cell is
equal. The parameters used in the simulation experiments are summarized in Table 1.
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Table 1. Simulation Parameters

Parameter Value
MBS transmission power 43 dBm
SBS transmission power 24 dBm
Number of PRBs 100
Macro cell radius 500 m
Small cell radius 50 m
Distance threshold 200 m
Spectrum frequency 2 GHz
PRB bandwidth 180 kHz
White noise power −174 dB/Hz

Figure 2 shows the total system capacity with CSRA and CDRA, respectively, under
different number of SUEs in each small cell. It is seen that CSRA can basically achieve
a larger system capacity than CDRA. On the other hand, when the number of SUEs in
each small cell is smaller, the total system capacities with both CSRA and CDRA
increase as well. This is because in this case there are sufficient PRBs available for the
SUEs. When the number of SUEs in each small cell increases beyond a certain number,
the system capacities start to decline after reaching a peak. This is because in this case
the number of PRBs in the system cannot accommodate the larger number of SUEs.
More PRBs are shared and more interference is caused, resulting in the decrease of the
total system capacity.

Fig. 2. Total system capacity vs number of SUEs in each small cell (U0 = 80)

Figure 3 shows the total system capacity with CSRA and CDRA, respectively, under
different numbers of MUEs in the macro cell. It is seen that CSRA can basically achieve
a larger system capacity than CDRA. On the other hand, when the number of MUEs is
smaller, the total system capacities with both CSRA and CDRA increase as well. This
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is because in this case there are sufficient PRBs available for the MUEs. When the
number of MUEs increases beyond a certain number, the system capacities start to
decline after reaching a peak. This is because in this case the number of PRBs in the
system cannot accommodate the larger number of MUEs. More PRBs are shared and
more interference is caused, resulting in the decrease of the total system capacity.

Fig. 3. Total system capacity vs number of MUEs (Ui = 10)

Fig. 4. Total system capacity vs number of small cells (U0 = 80, Ui = 12)

Figure 4 shows the total system capacity with CSRA and CDRA, respectively, under
different numbers of small cells in the system. It is seen that as the number of small cells
in the system increases, the total system capacities with both ACDRA and CDRA
increase as well. Meanwhile, the total system capacity with CSRA is larger than that
with CDRA. The difference of the total system capacities with the two algorithms
becomes larger as the number of small cells in the system increases.

Figure 5 shows the cumulative distribution function (CDF) of the system capacity
with CSRA and CDRA, respectively. It is seen that CSRA outperforms CDRA in terms
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of the system capacity. With CDRA, the data rates of about 40% users in the system are
lower than 0.5 bps. In contrast, with CSRA, almost no user has a data rate lower than
0.5 bps.
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Fig. 5. CDF of system capacity (U0 = 90, Ui = 7)

5 Conclusions

In this paper, we studied the spectrum resource allocation problem in dense small
cell networks, and focused on a system scenario where small cells are non-uniformly
distributed in a macro cell. The CSRA algorithm is proposed to perform PRB allo‐
cation for MUEs and SUEs with the objective to maximize the system capacity. To
minimize both intra-tier and inter-tier interferences, we introduced the concept of
clusters into spectrum resource allocation, and correspondingly set a few principles
for clustering. Unlike [9], an upper limit for the cluster size is set to avoid the forma‐
tion of a too large cluster, which otherwise would consume a large number of phys‐
ical resource blocks (PRBs) and thus affect the system capacity. Moreover, all PRBs
are allowed to be used by all users in the system, both MUEs and SUEs. Simulation
results show that the proposed CSRA algorithm out performs the CDRA algorithm
in terms of the system capacity.
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Abstract. Wireless Sensor Networks (WSNs) have recently achieved tremen-
dous success at both research and industry levels. WSNs are currently imple-
mented in many areas, such as the military, environmental monitoring, and
medicine. WSN nodes are battery-operated, and energy saving is critical for
their survival. Several research papers have been published on how to optimize
power usage. In this paper, we focus on improving power consumption by
optimizing data transfer. We propose an Energy-Efficient Partitioning Algorithm
to reduce data transfer and consequently improve power consumption. Using
data collected from a real WSN in the City of Moncton, we implemented and
compared the performance of the proposed algorithm with another data reduc-
tion algorithm. Experimental results show that our algorithm outperforms a
recent data reduction technique in terms of power saving.

Keywords: Energy saving � Clustering times series � Smart meters
Wireless Sensor Networks � Data transfer

1 Introduction

In recent years, WSNs have achieved tremendous success with several research pro-
jects have been carried out by the academic community and findings disseminated
through various channels, namely conferences and journal [1, 2, 4]. Also, industry has
been very active in making WSN reliable components available at a reasonable cost.
Many applications are using WSNs as they are easy to deploy compared to wired
systems and offer a reliable, flexible, and efficient means to gather information from
variety of sensor nodes to monitor variables such as heat, light, and water levels. These
sensing components are generating great interest and demand from the Internet of
Things (IoT) industry, which can be viewed as an extension of the traditional WSN.
Sensor nodes are generally low-power battery-operated with limited lifetime, and
energy saving is critical for long-time autonomous WSN operation. Several research
papers were published on energy savings. They cover a variety of WSN layers,
including application, transport, network, data link, and physical layers [6]. In this
paper, we are interested in power saving techniques at the application level which are
more suitable for the system studied here, water meter data extraction. The main
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purpose of this system is to acquire enough data, through frequent readings, in order to
detect major water leaks or Abnormal Water Consumption (AWC) and avoid water
waste. Frequent Water Meter Readings (WMRs) are essential for timely AWC
detection as remedy action can be taken at a very early stage of possible water leaks.
However, frequent WMRs imply frequent Radio Data Transmissions (RDTs), and
consequently more power draining from the sensor batteries.

Experimental results [1] showed that RDT takes a significant amount of energy
when it is compared to processing, insofar as the power needed to transmit one bit is
equivalent to that needed to process one thousand bits. Trading RDTs for processing
seems to be profitable in terms of power saving, and this aspect is of particular interest
in our study. Designing an efficient system which at the same time allows AWC
detection and optimizes sensor battery usage is crucial for a reliable WSN application
implementation.

A variety of techniques can be used for reducing the number of radio transmissions
[7]. The most relevant ones fall into two categories: data driven approaches and data
acquisition techniques. Data driven approaches include reduction schemes, data com-
pression, and data prediction. Reduction schemes minimize the number of data
transmissions by eliminating redundant or unnecessary data. Compression techniques
send data, at the source node, in condensed format, which can be decompressed at the
sink node. Prediction supposes that the sensed process can be modeled using time
series or stochastic and algorithmic solutions. Data acquisition [7] can be achieved by
several approaches: time driven, event driven, query based, and hybrid. The effec-
tiveness of these approaches depends on the type and requirements of the application.

In this paper, we propose a new approach that combines a time driven technique and
a data partitioning clustering method to reduce RDTs. To the best of our knowledge, it is
the first time that data partitioning clustering is used for data transmission reduction. We
implemented our approach on data collected over several months from the City of
Moncton’s WSN water meters which contains more than 20,000 Water Meter Nodes
(WMNs). Experimental results showed that our approach offers better power con-
sumption economy when compared to the data reduction algorithm proposed in [7].

In Sect. 2 related works are presented, in Sect. 3 we describe the case study,
followed by our approach in Sect. 4. Sections 5 and 6 present experimental results and
concluding remarks respectively.

2 Related Work

As previously mentioned, various power management techniques can be used in
WSNs. Research and development in this area is substantial and broad, it is therefore
neither possible nor appropriate to review all available power management techniques.
Several approaches were proposed to be implemented at different layers, including
application, transport, network, data link, mac, and physical layers [2, 3]. Taking into
account the WMR application, and the architecture of the network we are studying
specifically here, we are interested in those techniques implementable at the application
level. In our case, we do not have access to other layers. We are mainly interested in
strategies that allow to minimize the number of RDTs and preserve the main purpose of
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the application in terms of proper water consumption monitoring, which requires fre-
quent WMRs. RDTs have an important impact on power saving; experimental results
showed that they require much more power compared to instructions processing at the
node’s microcontroller. Therefore, trading RDT for data processing appears to be a
very good strategy.

At the application layer, several techniques are described in the literature [9, 10].
We can classify them into three categories: data reduction, data compression, and data
prediction. In data reduction [11, 12], redundant or unneeded data can be removed
without any loss of information. In data compression [4], data is encoded using a
variety of algorithms and transferred in condensed form and they are decompressed at
the receiving node (sink node). Data prediction [7], is a more elaborate technique than
the previous ones, and involves that a model is built based on the sensed data over a
relatively long period of time. One copy of the model is stored at the sink node or on a
server in certain cases, and another copy is stored at the sensor node. Data can be
retrieved at the sink node from the model instead of from the measurement at the sensor
node. In our previous work, we implemented both data reduction and prediction
techniques on similar data we collected from the City of Moncton, and it proved to be
effective.

Beyond the above techniques used to reduce power consumption, it is key to
mention here the importance of data acquisition and how it is implemented in the whole
network. The way data is extracted can define the amount of the data collected, and
consequently impact the power consumption. Four procedures [6] are commonly used
for data extraction: time-driven, event-driven, query-based, and hybrid.

In this paper, we will propose a new algorithm to reduce RDTs. It uses data
partitioning and clustering and is a completely different approach from all of the
above-mentioned techniques. To the extent of our knowledge, it is the first time that a
clustering approach is used for data transmissions reduction. There are two methods for
building clusters [13]; hierarchical and partitioning. The hierarchical method starts by
grouping the most similar profiles at the lower level and the less similar ones at the
higher level. Meanwhile, the partitioning method attempts to divide a large cluster into
smaller ones. We will use the K-means algorithm [3] for data partitioning clustering.

K-means is a popular method for clusters analysis and data mining. A partition is
made on a set of data (n observations) into K clusters. It assigns an observation to the
cluster with the closest mean.

Given that WMRs can be seen as time series, we will use the Euclidean Distance to
measure the similarity between two different WMRs. Let x and y be n-dimensional
vectors [14, 15]. The Euclidean distance of similarity is given by the following formula:

dist x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1 xi � yið Þ2

q

. As the number of possible clusters is unknown in our

case, we need validity measures such as Sum of Squared Error (SSE) and
Calinski-Harabasz (CH). All cluster validation measures are based on compactness and
separation. In Euclidean spaces, compactness means the set of data is closed and bound.
Separation determines how distinct or well separated clusters are. The SSE is computed

as: SSE ¼ Pn
i¼1 x

2
i � 1

n

Pn
i¼1 xi

� �2
. SSE is the total sum of all sums of Euclidean distance

between the center and every profile in every cluster. The optimal value is in an elbow,
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(see following section). The Calinski-Harabasz index evaluates the cluster validity
based on the average between and within-cluster sum of squares [8].

3 A Case Study: WMRs in the City of Moncton

In this section, we will provide information about the application we are studying here,
WSN WMRs in the City of Moncton.

3.1 Network Architecture [7]

Figure (1) shows the architecture of the sensor network in the City of Moncton, which
includes approximately 20,000 geographically distributed nodes. The sink nodes are
located in four towers, each with one square mile coverage, and data with timestamps is
collected from each cluster node with some nodes reachable by more than one tower.
Each meter node is equipped with a powerful narrow band UHF frequency (450–
470 MHz) transmitter (FCC Part 90) with approximately more than one mile range.
The sink node sends its collected data to a central server repository where data is
processed using a wireless telephone line. Data extraction is based on periodic queries:
every six hours for certain old meter node models and every hour for newer meter node
models. In our study, we will use the data collected from the newer meter node models
with hourly queries.

3.2 Data Extraction and Cleaning [7]

In collaboration with the City of Moncton, we were able to collect one year of data for
more than 20,000 clients, the majority of whom have 4 readings/day, and some 24
readings/day. The results presented here are for the 1129 m, with 24 readings/day, as
they offer better sampling of the water consumption process. Before implementing our
approach described in the previous section, it was necessary to do some verification and
cleaning of the raw data to remove any reading errors and make sure all meters have

Fig. 1. The WSN architecture of
the City of Moncton [7]

Fig. 2. Frequency of AWC readings vs. their
durations for e = 100%

Energy-Efficient Partitioning Clustering Algorithm for WSN 17



exactly 24 readings/day, taken every hour. Some meters have more or less than 24
readings/day for certain days of the year. As shown in Fig. 1, certain nodes (meters)
can reply to the queries coming from 2 sink nodes, as they are located within the
communication range of both sink nodes, and the server will receive 2 readings for the
same meter with a slight difference in time stamps. For example, we can have a reading
at 4:00:00 PM and another at 4:00:10 PM, with a time difference of 10 s. In this case,
we removed one of the readings. In other situations, where data is simply missing for
unknown reasons, bad transmission for example, we were able to extrapolate the
missing data as long as they are limited in number, i.e., less than 0.01%. Beyond this
threshold, the meter data was removed from our study. It should be noted that the
following results related to data transmission saving are compared to the current system
used by the City of Moncton where no data transmission saving strategy is applied.

3.3 Abnormal Water Consumption

The main purpose of WMRs is to ensure proper water consumption monitoring and
avoid waste of a natural resource fresh water. Consequently, it is important to detect
any abnormal water consumption resulting from major leaks or from consumer abuse.
There are a variety of reasons for water consumption increase/decrease, depending on
the type of consumer, residential or industrial, as well as changes in users’ habits. Not
all sudden major water consumption increases are a result of water leaks, this why it is
difficult to identify the source of increases. However, we can observe and quantify
these increases through frequent WMRs. Major increases in water consumption will be
described by the term ‘Abnormal Water Consumption (AWC)’. An AWC event is
observed when water consumption goes beyond a certain percentage e of water con-
sumption’s moving average measured over n periods of time preceding this event.
The AWC, or increase may last over extended periods during WMRs. Its importance
depends on the value of e and the duration of water consumption increase. An
important AWC requires a careful monitoring, i.e. frequent WMRs.

4 Proposed Approach

Before describing our formal approach, we briefly explain the rationale behind it.

(a) As previously mentioned, the main purpose of WMR monitoring is to prevent
major water waste and take the required action in the event of water leaks.
Frequent WMRs, hourly in our case, should allow the detection of AWC.
However, based on the data analysis, provided by the City of Moncton, the
number of AWC increases is very limited and the events are of short duration.
Figure 2 shows a histogram of AWC for 1129 water meters during the period
from July 1st to December 31st (24 readings/day). An AWC event is detected
when the water consumption exceeds a certain threshold we can define, (a formal
definition will be provided later). It is obvious that the number of AWC events,
149, is very small relative to the total number of readings (4,877,280), i.e. less
than 0.01%. Furthermore, the number of events where water consumption lasted
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more than 8 h is in fact more limited, with only 4 events. We believe that frequent
WMRs are not necessary for all water meters.

(b) Knowing the history of water consumption for each subscriber (private house,
rental, industry, etc.) should give us some insight to build user profiles. An AWC
is difficult to define. For example, a vacant rental property may see its water
consumption suddenly increase when it is rented, yet this increase cannot be
considered as an AWC event. Similar events may occur when home owners
decide to fill up their swimming pools during the summer. This is why it is
important to categorize subscribers based on their profile to avoid false AWC
events [5].

(c) It is essential to isolate certain profiles (WMNs) that show AWC and put them
into a specific group to be monitored frequently. This monitoring is done hourly in
our study. The remaining profiles can be classified in groups or clusters, based on
their water consumption variation. In our case, we chose the standard deviation as
clustering criterion. Experimental results presented in Fig. 4 show that the best
sampling or observation period is 36 h (36 readings), as it provides the best saving
in terms of data transmissions.

(d) As the water consumption profile may change over time, it is important that we
re-analyze the WMRs and adjust our partitioning clustering. In our application, we
considered two time intervals; weekly and monthly.

Below, we give a formal description of our approach. It includes the following
steps:

Step 1. Isolate the set b of WMNs where AWC is detected. Let e be the percentage of
water consumption increase compared to the water consumption moving average ci,n
for a water meter i, computed over n previous periods of time. Let ai(tj) be the water
consumption for WMN i in the laps of time tj − tj−1.

Fig. 3. Elbow method; SSE vs number of
clusters

Fig. 4. Average percentage of total saving in
data transmission vs observation (sampling)
period
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i = 1, 2…. M, M is the number of water meters
j = 1, 2…. L, L is the number of readings,

8 i 2 b; ai tj
� �� �

[ ðci;n þ e
� ci;nÞ

8 i 2 a; ai tj
� �� ��ðci;n þ e � ci;nÞ, a represents the set of WMN where water consump-

tion doesn’t exceed the threshold (ci,n + e*ci,n).

Step 2. For each WMN i2a, compute the standard deviation hi from the set of data
{ai(tj), j = 1… L}, i = 1…m. H = {h1, h2, …. hm}, m is the number of elements in a.

Step 3. PartitionH into g sub clusters C1, C2,…. Ck, using the K-means method [3] as
follows:

Let ci be the center of sub-cluster Ci.

Step 4. Validation: Knowing CHk and SSEk, see Table 1, determine the number of
clusters g and validate this number using the elbow method for SSE, see Fig. 3 and the
highest value given by the CH method [8].

Step 5. Compute the laps of time between two readings for each sub-cluster hi as
follows: Upper Limit, UL = Max (ci) Lower Limit, LL = Min (ci)
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– Assign the maximum sampling period to the sub-cluster with a center value ci = LL
and a minimum sampling period for the cluster with a center value ci = UL. We can
use a linear scale to assign a sampling period for each sub-cluster with LL < ci <
UL, a smaller sampling value for those near the UL and a bigger sampling value for
those near LL. We believe that a sub cluster with small standard deviation should be
monitored less frequently than the one with bigger value as they show little vari-
ation in their water consumption.

As water consumptions changes over time, it is important to retune the clustering.
After a defined period T, we restart the procedure starting from step 1.

5 Experimental Results

Our experimental results are based on the data collected from 1,129 water meters from
July 1st to December 31st, 24 readings/day. Figure 2 shows the frequency of AWC
readings vs. their durations for e = 100%. There are 149 AWC when we sample data
hourly. When we implement our approach, which applies different data sampling
periods, larger and cluster dependent, we were able to detect 122 AWC events,
including all major event i.e. with more 4 h duration. This result is satisfactory in terms
of the reliability of water meter monitoring. Figure 4 shows the Average Percentage of
Total Saving in data transmission vs observation (sampling) period. From this figure,
we can see that the best observation period is 36 h as it offers the maximum saving.
Table 1. shows the values of SSE and CH as function of the number of clusters. The
optimal number of cluster g is equal to 5. Figure 3 shows another representation for
SSE where the elbow location indicates the optimal number of clusters.

In order to evaluate the performance of our approach we will compare our results to
the data reduction techniques [7] where redundant readings are removed. Figure 5 and
6 show respectively the distribution (histogram) of data transmissions saving over 6
months when the data reduction technique and the data partitioning clustering approach
are applied. From these figures, we observe that the most important saving occurs

Fig. 5. Data transmission saving when data
reduction technique is applied.

Fig. 6. Data transmission saving when the
proposed partitioning clustering approach is
used
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between 45% and 75% for the data reduction technique and between 91% and 92% for
the data partitioning clustering approach. Note that there is ‘0’ saving for the WMNs in
the set b as we monitor water consumption every hour.

Figure 7 shows the average percentage saving in data transmission for our approach
as compared to the reduction technique. In our approach, the clustering is repeated
weekly and monthly, and in both cases our solution offers better performance than the
reduction technique. The improvement of saving is approximately 10% and 40% for
weekly and monthly monitoring respectively.

6 Conclusion

In this paper, we proposed a novel approach for RDT in WSNs that is based on
partitioning clustering technique. To the best of our knowledge, it is the first time this
approach is applied in this area. We compared the performance of our approach to
another reduction technique based on redundant readings. Experimental results showed
that our algorithm performs better in terms of transmission saving. In future work, we
plan to compare our approach with modeling and prediction techniques.

Acknowledgement. This work is supported in part by an NSERC Discovery Grant awarded to
Prof. Jalal Almhana and the Youth 1000 Funding of Prof. Philippe Fournier-Viger from the
NSFC. We are grateful to the City of Moncton who provided us with the data.

Table 1. SSE and CH values
according the number of clusters

Number
of clusters

SSE CH

2 11,4915 0,01083
3 10,78 0,00735
4 10,0916 0,00637
5 9,0819 0,01888
6 9,0606 0,00570
7 9,0025 0,01047
8 8,7651 0,00380
9 8,6731 0,00843
10 8,456 0,00783
11 8,3308 0,00694

Fig. 7. Comparison between cluster and
redundancy approach
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Abstract. Machine-to-machine (M2M)communicationaims to exchange
information among a large number of devices without human interference.
When more and more devices are connected, nevertheless, serious delay
and energy efficiency problems may emerge due to massive access. In this
paper, we apply a multi-channel Carrier Sense Multiple Access (CSMA)
protocol for M2M communications where the frequency band is divided
into several sub-bands. It is found thatwhether the bandpartitioning offers
performance gains in terms of the delay and energy efficiency performance
is critically determined by the traffic load. When the traffic load exceeds
certain thresholds, a larger number of sub-channels is preferable.Moreover,
it is found that the packet size and the signal-to-noise ratio (SNR) have a
crucial effect on the thresholds. Based on this, the number of sub-channels
can be optimally chosen accordingly to make sure that the system operates
in the optimum working zone.

Keywords: M2M · Multi-channel CSMA · Delay · Energy efficiency

1 Introduction

Machine-to-machine (M2M) communication is a basic form of communications
in the Internet of Things (IoT), mainly involving seamless exchange of infor-
mation among a large number of devices without human interference [1]. M2M
applications include all aspects of life, such as smart home, smart health, smart
grid and industrial automation [2]. In these applications, the number of nodes
is very large, for example, in the field of smart meters, the number of smart
meters is expected to be 35,670/cell with a radius of 2 km in urban London [3].
In such an environment, it is crucial to ensure such a large number of nodes can
successfully access the channel. In addition, the energy efficiency is also a key
metric for devices powered by battery, e.g. in IoT. 3GPP organization has spec-
ified that the battery life should reach to more than 10 years in Massive IoT [4].
To achieve this goal, the access mechanism should have high energy efficiency.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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There have been many solutions aiming to alleviate channel contention for
M2M communications. In [5], authors introduced a protocol that each node
takes turns to access the channel. Although the wireless source can be allocated
flexibly in a time division protocol, the strict time synchronization is difficult
to implement. Authors in [6] divided the space into several parts, and used
different timing alignment (TA) values for each location to distinguish between
different nodes. Besides the time and space division, nodes can be grouped by
using different frequency bands. In [7,8], authors proposed multi-channel Carrier
Sense Multiple Access (CSMA) protocols. In particular, spectrum sensing was
adopted in [7], with which, the coordinator will help each node to choose one
less crowded channel to improve the spectral efficiency if the load in one channel
is too heavy. [8] adopted an adaptive backoff algorithm, enabling each station to
attempt data transmissions on the high signal-to-noise ratio (SNR) sub-channel.
These schemes aimed to improve the throughput, yet did not characterize the
delay and energy efficiency performance.

In this paper, we apply a multi-channel non-persistent CSMA protocol for
M2M communications. By dividing the whole frequency band into n sub-bands,
the number of competing nodes in each sub-band is reduced, leading to a lower
collision probability. With a narrower bandwidth of each sub-band, nevertheless,
the transmission time of each packet becomes longer. To see whether the band
partitioning is beneficial, we characterize the delay and energy efficiency per-
formance of multi-channel non-persistent CSMA. It is found that the delay and
energy efficiency performance of multi-channel CSMA is critically determined
by the traffic load. When the traffic load exceeds certain thresholds, a larger
number of sub-channels is preferable. Moreover, the packet size and the SNR
has a crucial effect on the thresholds. Based on this, the number of sub-channels
can be optimally chosen accordingly to the traffic load to make sure that the
system operates in the optimum working zone.

The rest of the paper is structured as follows: Sect. 2 describes the system
model and multi-channel CSMA protocol. We then analyse the performance of
multi-channel CSMA protocol in Sect. 3. In Sect. 4, we present the performance
of multi-channel CSMA with different number of sub-channels. Finally, Sect. 5
concludes the paper.

2 System Model

Considering a cell with a large number of IoT nodes scattered in the cell. Each
node adopts CSMA to access the channel, as this protocol does not require
additional control overhead and can adapt well to changes in the number of
nodes accessing the Base Station (BS) [9]. Generally, CSMA protocol has three
mechanisms, namely 1-persistent CSMA, p-persistent CSMA and non-persistent
CSMA. Among them, non-persistent CSMA does not continue to listen on the
channel. If the channel is busy, it will wait for a while and listen again. If the
channel is idle, the data will be sent immediately. Due to its simplicity, we focus
on non-persistent CSMA in this paper.
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Fig. 1. n-channel non-persistent CSMA.

When the traffic load is heavy, nevertheless, the CSMA protocol will lead to
a serious conflict among nodes. To alleviate the channel contention, we consider
a multi-channel CSMA protocol, where the entire frequency band is divided
into several sub-bands, and nodes that use the same sub-band belongs to one
group. As an example, it is shown in Fig. 1b that the entire frequency band is
divided into three sub-bands and 6 nodes are divided into 3 groups. Nodes from
different groups can transmit data at the same time without causing collisions.
As each node only competes with other nodes in the same sub-channel, the
channel contention can be alleviated.

3 Performance Analysis

To analyze the performance of the networks, we can focus on one of these
n channels. Figure 2 demonstrates that the channel has two states, including
the busy state and the idle state. The transition probability between the two
states is 1, and the probability of being idle and being busy is same, so we have
πidle = πbusy = 0.5. Let g (packets per second) denote aggregated packets arrival
rate from all nodes to BS, which consists the arrival rates of new packets and
retransmitted packets, respectively. The mean channel idle period between two

Fig. 2. Cycle structure of non-persistent CSMA.
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consecutive packets is given by Ti = 1
g . All packets’ length are fixed to be D,

and the transmission time is given by

τp =
n · D

W log(1 + nρ)
, (1)

where W and ρ denote system bandwidth and received SNR respectively. δ and
δd denote propagation delay and sensing delay respectively. It means that if a
node sends a packet, it takes δ seconds before the BS receive the packet, and
takes δd seconds before other nodes can sense the channel is busy. Therefore,
in the first transmission cycle showed in Fig. 2, channel’s busy state will last
τp + δ seconds. Otherwise, if a collision happens, which is showed in the second
cycle in Fig. 2, the busy period should be τp + δ + Y , where Y denotes the time
between the cycle beginning and the last interfering packet was scheduled [10].
As a result, the average busy period can be expressed as Tb = τp +δd + Ŷ , where
the average value of Y is given by

Ŷ = δ − 1 − e−gδd

g
. (2)

In multi-channel CSMA, the entire frequency band is divided into n sub-
bands. So the packets arrival rate in each sub-band is gn = g

n . From analysis
above, it can be seen the condition that the packet is successfully transmitted is
that the channel is idle at the time of transmission and no other nodes send data
after a certain period of time after transmission. The probability of successful
packet transmission can be expressed as psucc = pi · ps, where pi represents the
probability of channel idle and ps represents the probability that no other nodes
send packets after the packet is sent for a period of time. It can be obtained that

pi =
πidleTi

πidleTi + πbusyTb

=
1

gn

1
gn

+ τp + δd + δ − 1−e−gnδd

gn

=
1

gnT + e−gnδd
, (3)

where T = τp + δd + δ. From analysis in [10], we know that the probability that
a node does not send a packet for a period of time x is e−gx, then ps = e−gnδd .
Accordingly, we have

psucc = pi · ps

=
1

gnTegnδd + 1
. (4)
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3.1 Delay Analysis

We define delay as the time from the generation of the packet to successful
transmission of the packet [11]. The average packet delay is then given by

D(gn) =
km∑

k=0

(1 − psucc)
k
psucc · [τp + k(

1 − pi

1 − psucc
θb + pi

1 − ps

1 − psucc
(θf + τp))]

≈ τp + (
1

psucc
− 1)[

1 − pi

1 − psucc
θb + pi

1 − ps

1 − psucc
(θf + τp)], (5)

where km indicates the maximum number of retransmission attempts for the
node. θb and θf indicates the average backoff time due to a busy channel
and packet conflict respectively, 1−pi

1−psucc
and 1−ps

1−psucc
are the corresponding

probabilities.
By dividing one channel into n sub-channels, multi-channel CSMA protocol

can alleviate contention in every sub-channel. But a narrower bandwidth may
prolong the packet transmission time. When the traffic load is small, the col-
lision probability in single channel CSMA is not high, so dividing the whole
bandwidth into n sub-channels may increase delay and reduce the energy effi-
ciency. To see whether n-channel offers any performance gain, we define D( g

n1
)

and D( g
n2

) denote the delay performance of n1-channel CSMA and n2-channel
CSMA, respectively. Here it is clear that n1-channel CSMA is better than n2-
channel CSMA in terms of the delay performance if D( g

n1
) < D( g

n2
). The fol-

lowing lemma shows that whether D( g
n1

) is larger than D( g
n2

) depends on the
traffic load g.

Lemma 1. There exists a delay threshold gD
n1,n2

, such that if g > gD
n1,n2

,
D( g

n1
) > D( g

n2
); otherwise, if g < gD

n1,n2
, D( g

n1
) < D( g

n2
).

Proof. See Appendix.

From Lemma 1 we can see with the increment of the traffic load g, multi-
channel CSMA outperforms than single-channel CSMA in terms of delay. When
the traffic load g is heavy, having more sub-bands is preferable.

To find the optimal n∗.D, we have:

(1) If g < gD
1,2, then n∗.D = 1;

(2) When n ≥ 2, if gD
n−1,n ≤ g < gD

n,n+1, then n∗.D = n.

3.2 Energy Efficiency Analysis

Energy efficiency can be calculated by dividing the average amount of data that
can be transferred per packet successfully by the total energy required to send
a packet, i.e., we have

E(gn) =
Dpsucc

Epacket

=
D

Es + gnTe2gnδd

1+gnTegnδd
Ef + (1 + (gnT − 1)egnδd)Eb

, (6)
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where Epacket denotes the average energy required for each packet to be sent, Eb,
Ef and Es denote required energy when the channel is busy, the conflict occurred
in the transmission and transmit data successfully. They can be calculated as
follows:

Eb = Plθb, (7)

Ef = Es + Plθf , (8)

Es = (Pc + ξPt)τp + Plτr, (9)

where Pl, Pc and Pt denote the power consumption of channel detecting, power
consumption of the circuit in the transmission packet mode and the transmis-
sion power of the transmission data. ξ is the reciprocal of the magnification of
the power amplifier, before nodes receive acknowledgment packet information
transmitted from BS, the node needs to keep listening to the channel, this takes
τr seconds.

Similarly, we define E( g
n1

) and E( g
n2

) denote the energy efficiency perfor-
mance of n1-channel CSMA and n2-channel CSMA, respectively. The following
lemma shows that whether E( g

n1
) is larger than E( g

n2
) depends on the traffic

load g.

Lemma 2. There exist a energy efficiency threshold gE
n1,n2

, such that if g >

gE
n1,n2

, E( g
n1

) < E( g
n2

); otherwise, if g < gE
n1,n2

, E( g
n1

) > E( g
n2

).

Proof. See Appendix.

From Lemma 2 we can see with the increment of traffic load g, multi-channel
CSMA outperforms than single-channel CSMA in terms of energy efficiency.
When the traffic load g is heavy, having more sub-bands is preferable.

To find the optimal n∗.E , we have:

(1) If g < gE
1,2, then n∗.E = 1;

(2) When n ≥ 2, if gE
n−1,n ≤ g < gE

n,n+1, then n∗.E = n.

4 Performance Comparison

In this section, we illustrate numerical results of delay and energy efficiency per-
formance of multi-channel CSMA. To see whether grouping nodes by frequency
is beneficial or not, we use the basic single channel CSMA as a benchmark. In
addition, we will explore how the packet size D and the SNR ρ influence the
delay threshold and the energy efficiency threshold. Table 1 lists the parameters
used in the numerical analysis.
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Table 1. Numerical analysis parameters

Parameters Value

Pc, Pt 20mW, 50mW

θb, θf 40ms

δd, δ 1ms

Es, Ef , Eb 0.002 × τp + 0.001, Es + 0.001, 0.002

T 0.002 + τp

W 900 kHz

4.1 Numerical Results of Delay and Energy Efficiency

It can be seen from Fig. 3 that when the traffic load g is small, single channel
CSMA protocol has the shortest delay, but in the high load region, its delay
performance deteriorates. This is because the collision probability increases dra-
matically, leading to a huge waste of time. When the traffic load g exceeds certain
thresholds, a larger number of sub-channels is preferable. It is because in the high
load region, the collision probability is reduced with multi-channel CSMA due
to the load in each sub-channel is lower, thereby the delay is reduced.

Figure 4 shows the n∗,D based on the delay performance. We can find that
with the increment of traffic load g, the n∗,D increases. This is because when
the traffic load g becomes heavy, the number of nodes in every sub-channels
increase, which will cause serious collision problem again, so it is better to use
more sub-channels.

Figure 5 shows how the energy efficiency varies with traffic load g. It can be
seen that when the traffic load is small, single channel CSMA has the highest
energy efficiency. When traffic load g exceeds certain thresholds, the energy effi-
ciency of the multi-channel CSMA protocol is higher than that of single channel
CSMA. It is because with multi-channel CSMA, the load in each sub-channel
is lower, so the retransmission caused by collision can be reduced, thereby can
reduce energy waste.

Fig. 3. Delay performance of n-channel
CSMA. D = 50 Kbits, ρ = 10.

Fig. 4. n∗,D versus traffic load g.
D = 50 Kbits, ρ = 10.
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Fig. 5. Energy efficiency of n-channel
CSMA. D = 50Kbits, ρ = 10.

Fig. 6. n∗,E versus traffic load g.
D = 50Kbits, ρ = 10.

Figure 6 shows the n∗,E based on the energy efficiency performance. It can be
seen that the n∗,E also increases with the traffic load g. With the increment of
the traffic load g, the deterioration of the energy efficiency is faster than delay, so
the n∗,E based on the energy efficiency increases faster than n∗,D. From Figs. 4
and 6, we can conclude that the n∗ increases with the increment of traffic load.

4.2 Delay and Energy Efficiency Threshold

Next, we will demonstrate the delay and the energy efficiency thresholds with
n1 = 1 and n2 = 2. Figure 7 illustrates that delay threshold increases as the SNR
and the packet size increase. It is because when SNR and packet size increase,
the gap of packet transmission time between the 2-channel CSMA and the single-
channel CSMA becomes larger. In order to compensate for this gap, only when
the probability of collision is high in the single-channel CSMA protocol, the
delay of 2-channel CSMA can be better than that of single-channel CSMA, so
the thresholds increases as packet size and SNR increase.

Figure 8 illustrates that energy efficiency threshold increases as the packet
size D and SNR ρ increase, which is similar to the result obtained in the delay

Fig. 7. Effect of packet size and SNR
on the delay threshold.

Fig. 8. Effect of packet size and SNR
on the energy efficiency threshold.
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thresholds. The reason is that to improve energy efficiency, it is necessary to
reduce the waste of energy by having a shorter packet delay. Therefore the delay
and energy efficiency thresholds in these two figures are similar.

5 Conclusion

In this paper, the performance of multi-channel CSMA protocol is analyzed. It
is found that the number of channels n should be adaptively tuned according
to traffic load g. When g exceeds certain thresholds, a larger number of sub-
channels is preferable. Moreover the influence of the packet size and SNR on the
thresholds is explored, which provides guidance for the optimal tuning of the
number of channels towards better delay and energy efficiency performance.
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Appendix: Proof of Lemmas 1 and 2

Let fD
n1,n2

(g) = D( g
n1

) − D( g
n2

), n1 < n2, we have

fD
n1,n2

(g) = [
g

n1
(

Dn1

W log(1 + n1ρ)
+ δ + δd)e

g
n1

δd − g

n2
(

Dn2

W log(1 + n2ρ)
+ δ + δd)e

g
n2

δd ]θb

+ (e
g

n1
δd Dn1

W log(1 + n1ρ)
− e

g
n2

δd Dn2

W log(1 + n2ρ)
). (10)

It can be seen when g = 0, fD
n1,n2

(g) < 0, and when g goes to infinite,
fD

n1,n2
(g) > 0, so there exist at least a value of g makes fD

n1,n2
(g) = 0. More-

over, we have

d

dg
fD

n1,n2
(g) = Tn1θb

1
n1

e
g

n1
δd(1 +

g

n1
δd) − Tn2θb

1
n2

e
g

n2
δd(1 +

g

n2
δd)

+ e
g

n1
δd

Dδd

W log(1 + n1ρ)
− e

g
n2

δd
Dδd

W log(1 + n2ρ)
, (11)

where Tn1 = Dn1
W log(1+n1ρ) + δ + δd and Tn2 = Dn2

W log(1+n2ρ) + δ + δd, which can
be treated as two constants in this expression. When δd and δ in Tn1 and Tn2

is negligible, this equation can be rewritten as

d

dg
fD

n1,n2
(g) ≈ Dθb

W log(1 + n1ρ)
− Dθb

W log(1 + n2ρ)
. (12)

When g > 0 and n1 < n2, we have d
dg fD

n1,n2
(g) > 0, so fD

n1,n2
(g) monoton-

ically increases with g. Therefore, there exists a threshold of gD
n1,n2

, such that
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if g > gD
n1,n2

, fD
n1,n2

(g) > 0, i.e., D( g
n1

) > D( g
n2

), otherwise, fD
n1,n2

(g) < 0, i.e.,
D( g

n1
) < D( g

n2
).

Similarly, we can obtain fE
n1,n2

(g) as

fE
n1,n2

(g) = E(
g

n1
)− E(

g

n2
) =

D

Es +
gTn1e

2 g
n1

δd

n1+gTn1e
g

n1
δd

Ef + (1 + ( g
n1

Tn1 − 1)e
g

n1
δd )Eb

− D

Es +
gTn2e

2 g
n2

δd

n2+gTn2e
g

n2
δd

Ef + (1 + ( g
n2

Tn2 − 1)e
g

n2
δd )Eb

. (13)

When g = 0, fE
n1,n2

(g) > 0, and when g goes to infinite, fE
n1,n2

(g) < 0.
Moreover, it can be proved that when g > 0 and n1 < n2, d

dg fE
n1,n2

(g) < 0,
so fE

n1,n2
(g) monotonically decreases with g. Therefore, there exist a threshold

gE
n1,n2

, such that if g > gE
n1,n2

, fE
n1,n2

(g) < 0, i.e., E( g
n1

) < E( g
n2

), otherwise,
fE

n1,n2
(g) > 0, i.e., E( g

n1
) > E( g

n2
).
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Abstract. In this paper we propose a smart prepayment for mobile
access network Service Provider (SP) to charge End-Users (EUs). Pre-
payment is a desirable charging approach, since it helps the SP to reduce
its loss in bad-debt and capital devaluation. Meanwhile, Quality of Ser-
vice (QoS) is a major concern from the EUs’ perspective, especially when
they have heavy traffic demands and suffer from network congestion due
to limited access bandwidths. Our proposed prepayment thus aims at
improving both the SP’s economic reward and the EUs’ QoS. To ana-
lyze the benefit from the proposed prepayment scheme, we model the
interaction between the SP and the EUs as a Stackelberg game, which
is based on the rationale that improved QoS will be an incentive for the
EUs to prepay. In this game model, the SP plays as a leader and deter-
mines its prepayment policy to optimize its reward, and the EU plays
as a game follower and determines its prepaid amount as a response to
the SP’s policy. The equilibrium of this game model strongly depends
on the EUs’ traffic load level, which we quantify and analyze in depth.
Our results show that both of the SP and the EUs can benefit from the
equilibrium of the game model, implying that the proposed prepayment
scheme will yield a desirable win-win outcome.

Keywords: Smart pricing · Mobile network service · Optimization
Stackelberg game

1 Introduction

Facing a rapid growth in wired/wireless access networks, many mobile access Ser-
vice Providers (SPs) are expected to provide access to a large number of End-
Users (EUs) with heterogeneous traffic demands. The SPs, however, usually have
limited bandwidths in access links (e.g., cellular networks), which results in a
dilemma between obtaining higher profits through providing services to more
EUs and suffering from the consequent network congestions due to excessive EUs’
traffic demands. One of the most effective approaches to tackle this dilemma is
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to increase the bandwidths of access links, e.g., through updating their network
infrastructures. However, the SPs usually hesitate to do so because of huge capital
investments and more importantly, their uncertainties in cost-recovery, e.g., due to
failure to collect the entire service fees from EUs (i.e., the so-called “bad-debts”).
A mechanism to motivate the SPs to increase the access bandwidths is prepay-
ment, i.e., the SPs are allowed to collect (or partially collect) the service fee at the
beginning of a service cycle. Then the SPs can increase the EUs’ access bandwidths
based on the received prepayment. For example, this can be logically implemented
through the SPs’ traffic-shaping, i.e., the SPs increase the bandwidth-limit on the
EU’s traffic according to the EU’s prepaid amount. Hence, the EU is motivated to
choose the option of prepayment for a better QoS-performance. Prepayment will
generally benefit the SPs economically from the following two aspects: (i) the pre-
payment can save the SPs’ loss due to capital devaluation. Specifically, the capital
usually devalues over time (for example, a current value v is only worth of vα at the
end of a service cycle, where α denotes the discount factor), and hence obtaining
the service fee at the beginning of a service cycle means a greater profit compared
to obtaining it at the end of the cycle; (ii) the prepaying can reduce the SPs’ loss
due to the bad-debt, i.e. the SP fails to collect the entire service fee from the EU
at the end of the service cycle. Therefore, prepayments have been widely accepted
and used by SPs [8–10]. Different from the SP’s interest, Quality of Service (QoS)
is a key concern of EUs, especially when they have heavy traffic loads and hence
suffer from network congestions due to limited access bandwidths. For instance,
most of the popular applications on mobile terminals, such as multimedia stream-
ing, online gaming and group communications are usually QoS-sensitive and suffer
from insufficient access bandwidths (in particular, as reported in [11], prepayment
will be well suitable to charge realtime applications like multimedia streaming,
online gaming and etc). As described earlier, choosing the option of prepayment
can motivate the SPs to increase its access bandwidth, and thus can effectively
alleviate the network congestions and improve the EUs’ QoS-experience.

Considering different interests of SP and EUs, a smart prepayment scheme can
be envisioned to encourage the collaborations between the SP and the EUs. Put it
simply, the SP commits to using a portion of the EUs’ prepayment to increase its
access bandwidth (or equivalently to increase the EUs’ bandwidth-limit in traffic
shaping), and as a response the EUs are encouraged to choose the option of prepay-
ment for better QoS. However, the questions about this prepayment scheme are (i)
how much of the EUs’ prepayment the SP will spend in upgrading its access band-
width, (ii) as a response, how much the EUs will choose to prepay. More impor-
tantly, (iii) how much will the SP and EUs benefit from this scheme, and do they
have a joint incentive to adopt this scheme? These questions motivate our work.
To analyze the prepayment scheme and answer the above questions, we model the
strategic interaction between the SP and the EUs as a noncooperative game. Intu-
itively, the interests of the SP and the EUs are conflicting with each other, i.e.,
the SP expects to obtain a greater prepayment from the EU but spending less
in increasing its bandwidth. In comparison, the EU expects to receive a better
QoS but spending less prepayment. Hence, the game naturally fits our need for
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modeling. In particular, based on the rationale that the improved QoS from this
prepayment schemewill be an incentive for EUs to prepay, we adopt the Stackelberg
game, a leader-follower dynamic game, to model the specific SP-EUs interaction
[19] (another reason for us to choose the Stackelberg game is that the access ser-
vice providers usually possess dominant positions in practicalmarkets compared to
individual EU). The equilibrium of this Stackelberg game, i.e., the ultimate state
that either SP or EUs will not change their decision unilaterally, represents the
optimal prepayment scheme and hence facilitates our quantitative analysis on the
benefits from this scheme. We analyze the equilibrium of the proposed Stackel-
berg game via backward induction. We find that the equilibrium strongly depends
on the EUs’ traffic load, and hence we differentiate three traffic load regions to
quantify the equilibrium (we also show the uniqueness of the equilibrium for each
region). Based on the obtained equilibrium, we quantify the SP and EUs’ rewards
from the prepayment scheme. Our results show that both the SP and the EUs
will benefit significantly from the game equilibrium, which implies a win-win out-
come from the prepayment.The proposed prepayment scheme can effectivelymoti-
vate the cooperation among different users and operators in different paradigms
in future 5G cellular networks [14–16].

Related Work: Models of charging have been longstanding concerns for net-
work operators and service providers [1]. Related work can be roughly catego-
rized according to the subjects investigated, which include whom to charge [2,3],
what to charge [4,5], and how to charge [6,7]. However, an issue less explored
before is when to charge. Regarding this issue, prepaying and post-paying are
two important candidates in practice. Compared to the prepayment, the post-
payment means that the SP is only allowed to collect the service fee at the end
of the service cycle. While the post-paying has been widely adopted at present,
the prepaying has its own advantages and hence attracts lots of interests (please
refer to [8] for a survey of different models of prepaid mobile services and [9]
for general customers and markets). In fact, with a rapid growth in 3G com-
mercial communication networks, the prepaid access service has been widely
adopted by many access SPs [10] and has been considered to be well suitable for
realtime multimedia applications like video streaming, online-gaming and etc.
From customers’ point of view, it is reported that the prepayment is especially
preferred by customers with tight budgets and eager to control their expenses
closely, e.g., the reported demand for prepaid billing is 90–95% at initial sign-
up in fast growing regions such as South America, Asia and Africa [11]. While,
in developed regions, prepayment is also attractive to customers without good
credit history, teenagers, and early-adopters of new services. Recent work [12,13]
investigated the implementation issue of the prepayment for mobile network
operators. Specifically, [12] focused on the prepaid voice-service and analyzed
the optimal frequency for credit checking and updating with the objective to
achieve a good balance between minimizing the checking cost and the bad-debt.
[13] investigated how each user allocated its prepaid credit to executed sessions.
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2 Design of Smart Prepayment Scheme

2.1 Proposed Prepayment Scheme and Its Game Model

We specify the proposed prepayment scheme as follows. Suppose that the SP
adopts traffic-shaping mechanism to manage the EUs’ traffic in access network.
The SP is allowed to collect the service fee (in partial) from EUs at the begin-
ning of the service cycle. The SP designs its prepayment policy to encourage the
EUs’ prepayment. Specifically, the SP’s policy is characterized by a parameter β,
which specifies the portion of the EU’s prepaid amount used to increase the EU’s
bandwidth-limit in traffic-shaping. Given the SP’s policy β, the EU determines
how much to prepay, i.e., its prepaid amount p out of the original service-fee T .
With the prepayment scheme, the SP controls β to trade off between its benefit
from obtaining the EUs’ prepayment and its expense on increasing the band-
width of access link, and the EUs controls p to trade off between its improved
QoS-performance from increased link bandwidth and its economic loss due to
prepaying.

The objectives of the SP and EUs are conflicting with each other, i.e., the SP
expects to obtain a greater prepayment from the EU but spending less in increas-
ing its bandwidth-limit. In comparison, the EU expects to receive a better QoS
but prepay less. Hence, it is important to investigate what will be the equilib-
rium for the prepayment scheme where both the SP will not change its policy β
and the EU will not change its prepaid amount p unilaterally. To investigate this
equilibrium, we consider a simple yet illustrative model as follows. The strategic
interaction between the SP and EUs is modeled as a Stackelberg game, where
the SP plays as the game leader and determines its policy β in advance. The EUs
play as the game followers and determine their prepaid amount p as a response
to the SP’s prepayment policy β. The Stackelberg game captures the practical
market where the SP usually possesses a dominant position in comparison with
individual EU. Notice that as an initial step to analyze the prepayment scheme
in this work, we first choose to model a representative EU, which represents a
class of EUs with homogeneous traffic characteristic (thus, it suffices for all EU
to use the same prepayment p and for the SP to use the same policy β). This
choice helps us focus on analyzing the strategic interaction between the SP and
the EU and quantifying their benefits from the prepayment scheme. Neverthe-
less, in practice multiple classes of EUs with heterogeneous characteristic (e.g.,
traffic demands) need to be investigated, which is an important extension for
our future work. We illustrate the decision-making of the SP and the EUs in the
next two subsections.

2.2 Modeling of the Decision-Making of the SP

The SP controls its prepayment policy β to optimize its own reward by solving
the following problem

(SP-P): max
0≤β≤1

V (β, p) = p(1 − β)(1 − α) + θpα, (1)
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where the discount factor α (ranging from 0 to 1) measures the rate at which
the capital devalues over time. α = 1 means no devaluation, and α = 0 means
a complete devaluation. The risk factor θ measures the probability that the SP
fails to get the service fee from the EU, which results in a bad-debt. The EUs’
prepaid amount is denoted by p. We explain the two parts of the SP’s reward
function V (β, p) in details as follows.

Part (i): the first part p(1−β)(1−α) in (1) denotes the additional reward the
SP can obtain compared to the post-payment. It can be explained as follows.
Recall that T denotes the original service fee the EU has to pay. With the
prepayment, the SP obtains p(1 − β) + (T − p)α, which includes p(1 − β) at the
beginning of the service and (T −p)α at the end. Notice that the SP spends pβ in
increasing the EU’s bandwidth limit according to its prepayment policy, hence
pβ is deduced from the SP’s reward. By contrast, with the post-payment, at the
end of the service cycle, the SP can obtain p(1 − β)α + (T − p)α = (T − pβ)α.
Notice that, to make a fair comparison, we also assume that the SP spends pβα
in increasing its bandwidth with the post-payment, which however happens at
the end of the service cycle. Table 1 lists the difference between the post-payment
and the prepayment. The difference between the sum of the first row for post-
payment and the sum of the second row for prepayment gives the first part in
(1), i.e., p(1 − β)(1 − α).

Part (ii): the second part θpα in (1) denotes the SP’s gain from reducing the
loss due to bad-debt. Specifically, with prepayment, the SP has a risk of losing
θ(T − p)α due to the bad-debt at the end of the service cycle. In comparison,
with postpayment, the SP faces a risk of losing θTα at the end. The difference
between them yields θpα.

Table 1. Difference between the post-payment and prepayment

Beginning of the service cycle End of the service cycle

Post-payment 0 (T − pβ)α

Prepayment p(1 − β) (T − p)α

In summary, the SP’s reward function (1) trades off between the economic
gain the SP obtains from prepayment and its additional cost in increasing the
bandwidth-limit for EUs. The SP’s reward function (1) measures the additional
gain from the prepayment compared to that from the conventional postpayment,
i.e., a positive reward means that the SP gains more from the prepayment and
will choose the option of prepaying self-incentively. This corresponds to a key
motivation for our work, i.e., investigating whether both the SP and EU can
benefit from the proposed prepayment (compared to the postpayment).
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2.3 Modeling of Decision-Making of the Presentative EU

The presentative EU plays as a follower and determines its prepaid amount p
(as a response to the SP’s policy β) by solving the following problem.

(EU-P): max
0≤p≤T

U(β, p) = ω
pβ

μ

1
(C − x)(pβ

μ + C − x)
− p(1 − α), (2)

where C denotes the bandwidth-limit without prepaying, and x denotes the EU’s
traffic load. μ denotes the marginal cost for the SP to increase bandwidth-limit.

As shown in the EU’s reward function U(β, p), we measure the EU’s reward
as the difference between its improved delay performance and its economic loss.
Specifically, with prepayment, the EU’s bandwidth-limit is increased and hence
its average traffic delay is improved by pβ

μ
1

(C−x)( pβ
μ +C−x)

. For simplicity, we use

the M/M/1 queue model to quantify the EU’s average delay under a given traf-
fic load. Similar models quantifying user’s dissatisfaction due to average traffic
delay also appeared in [17,18] regarding to the optimization of network opera-
tors. Here, ω denotes the weighting factor that maps the EU’s improved delay-
performance into its perceptive reward (which is comparable with its economic
loss). Without loss of generality, we set ω = 1 in the rest of this paper. Mean-
while, p(1 − α) denotes the EU’s economic loss due to prepaying, which is the
difference between the EU’s payment Tα with post-payment and its payment
p+(T −p)α with prepayment. In summary, U(β, p) represents that the EU aims
to achieve a good balance between receiving an improved QoS-performance and
reducing its economic loss.

Functions (1) and (2) show the conflicting objectives of SP and EUs. The
equilibrium of the above interaction between the SP and EU represents the stable
state the SP and EUs will reach, and no one will deviate from this equilibrium
unilaterally. We derive this equilibrium in the next section.

3 Analysis of Equilibrium

3.1 Backward Induction and Equivalent Formulation

In the above formulated Stackelberg game, the SP possesses the dominant posi-
tion and hence has the so-called first-move advantage [19], i.e., the SP can opti-
mize its policy β by expecting the EU’s response (i.e., the prepaid amount p).
Thus, we adopt the backward induction to derive this equilibrium.

We first derive the EU’s best choice of prepaid amount given the SP’s pre-
payment policy β. Since in problem (EU-P), the EU’s reward function is strictly
concave with respect to p, the first order condition for optimality is applicable.
By setting ∂U(β,p)

∂p = 0, we obtain the EU’s optimal prepaid amount p as a
response to the SP’s policy β as follows

p(β) = min
{√

μ

β

√
1

1 − α
− μ

β
(C − x), T

}
. (3)
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The above result shows that to guarantee p(β) ≥ 0, it is required that 0 ≤√
μ
β ≤

√
1

1−α
1

C−x . It means that to encourage a positive prepayment from the
EU, the SP has to commit a minimum investment, i.e., β should be above a
certain threshold which depends on the EU’s traffic load. By substituting (3)
into the EU’s objective function, we obtain the EU’s reward as a function of the
SP’s policy β as follows

U∗(β) = U(β, p(β)) = max
{ 1

C − x

(
1 −

√
μ

β

√
1 − α(C − x)

)2
, U(β, T )

}
. (4)

Remark 1: Equation (4) shows that, with a favorable SP’s prepayment policy
(i.e., condition

√
μ
β

√
1 − α(C −x) ≤ 1 is met to prevent a negative EU’s prepaid

amount), the EU always receives a nonnegative reward by choosing its prepaid
amount according to (3), and hence the EU is encouraged to choose the option
of prepaying.

Next, knowing the EU’s best response, we analyze the SP’s best prepayment
policy. Suppose that the EU’s original service fee T is relatively large. Then,
using (3), the SP’s optimization problem (SP-P) becomes

max
0≤β≤1

(√μ

β

√
1

1 − α
− μ

β
(C − x)

)(
(1 − β)(1 − α) + θα

)
. (5)

Let β∗ denote the SP’s optimal prepayment policy for the above problem.
Then, the EU’s optimal prepaid amount can be given by p∗ = p(β∗) according
to (3). Hence, the profile (β∗, p∗) serves as the equilibrium for our formulated
Stackelberg game. However, despite its simple form, the above problem (5) is
nonconvex in general with respect to β. To tackle this difficulty and explore
the hidden structural property, we first make a change of variables as follows:
z =

√
μ
β , or equivalently β = μ

z2 . Notice that z ≥ √
μ since 0 ≤ β ≤ 1.

Basedon this change of variables, theEU’s best choice (3) canbe re-expressed as

p(z) = z
(
√

1
1 − α

− z(C − x)
)
. (6)

Meanwhile, the SP’s optimization problem (SP-P) can be equivalently trans-
formed into the following problem (here the symbol prime denotes the “Equiv-
alence”)

(SP-P′): max
z≥0

Ṽ (z) = F (z)G(z)

subject to:
√

μ ≤ z ≤
√

1
1 − α

1
C − x

, (7)

where

F (z) = z
(
√

1
1 − α

− (C − x)z
)
, (8)

G(z) =
(
1 − α + θα − (1 − α)

μ

z2
)
. (9)
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However, directly solving the above problem (SP-P′) is yet straightforward
because it is still nonconvex with respect to z. Fortunately, we can exploit the
hidden structural property in problem (SP-P′), which facilitates our following
solution procedures. As we will illustrate soon, the hidden property strongly
depends on the EU’s traffic load, which implies that the EU’s traffic load sig-
nificantly influences the interaction between SP and EU as well as the resulting
equilibrium-prepaying. This influence can be intuitively interpreted as follows.
With a heavy traffic load, the EU has a strong desire to improve its delay per-
formance (according to the formula measuring the average traffic delay, a slight
increase of the bandwidth limit will reduce the delay significantly under a heavy
traffic load). Thus, the EU is willing to prepay more. In consequence, the SP sets
a small β to maximize its reward. In contrast, with a light traffic load, the EU
already has a good delay performance and hence has a weak desire to improve
its delay performance. Thus, the EU will prepay less and the SP has to set a
greater β (even close to 1).

In the next three subsections, we will illustrate the above intuition by quan-
tifying three different traffic load regions (namely, the heavy, medium and light
regions) and investigating the equilibrium for each region, respectively.

3.2 Equilibrium Under the Heavy Traffic Load Region

We first consider the heavy traffic load region. Suppose that
√

μ ≤ 1
2

√
1

1−α
1

C−x

holds, which is equivalent to that the traffic load x meets C ≥ x ≥ C −
1
2

√
1

1−α
1√
μ . We thus call it the heavy traffic load region. Our key findings in

this region are as follows.

Key Findings in the Heavy Region: Each traffic load x in the heavy load region
corresponds to a unique equilibrium, where the SP’s policy 1 > β∗ > 0, and
the SU’s prepaid amount p∗ > 0. Correspondingly, both SP and EU receive
positive rewards at the equilibrium, i.e., they benefit from the this prepayment
simultaneously.

As will be explained in Sect. 4, Fig. 1 shows the profile of equilibrium under
different traffic loads via a numerical example. Figure 2 further shows the corre-
sponding rewards at the equilibrium. Specifically, the above findings along with
the numerical results match our intuition that the EU is strongly motivated to
prepay under a heavy traffic load to improve its delay-performance and both the
SP and EU will benefit from the prepayment significantly.

We explain these findings as follows. To solve problem (SP-P′) in the heavy
traffic region, we first divide the feasible range of the decision variable z into
two subranges, namely Subrange 1:

√
μ ≤ z ≤ 1

2

√
1

1−α
1

C−x and Subrange 2:

1
2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x . Next, we quantify the value of z which can

maximize Ṽ (z) for each subrange as follows.
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(1) Subrange 1:
√

μ ≤ z ≤ 1
2

√
1

1−α
1

C−x

It can be checked that both F (z) and G(z) are increasing in z. Hence, Ṽ (z) is
increasing. As a result, in Subrange 1, the value of z that maximizes the objective
function Ṽ (z) of problem (SP-P′) can be directly given as z∗ = 1

2

√
1

1−α
1

C−x .

(2) Subrange 2: 1
2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x

F (z) is decreasing in z while G(z) is increasing in z. By checking d˜V (z)
dz , we

obtain

H(z) =
dṼ (z)

dz
=

√
1

1 − α
(1−α+θα)+

√
1 − α

μ

z2
−2z(C−x)(1−α+θα). (10)

Notice that H(z) is strictly decreasing in z, which implies that Ṽ (z) is strictly
concave with respect to z. Therefore, in Subrange 2, there will be a unique value
of z that maximizes Ṽ (z). Nevertheless, quantifying this unique z in a closed-
form expression is challenging. Fortunately, we can identify the following result
regarding to H(z).

Proposition 1: In Subrange 2 (i.e., 1
2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x ), there exists

a unique value of z, which meets the condition that H(z) = 0.

Proof: We first show the following two important properties.
Property (i): by substituting z =

√
1

1−α
1

C−x into H(z) (10), we obtain the
following result

H(

√
1

1 − α

1
C − x

) =

√
1

1 − α

(
(1 − α)μ(1 − α)(C − x)2 − ((1 − α) + θα)

)
.

Since
√

μ ≤
√

1
1−α

1
C−x , i.e. μ(1−α)(C−x)2 ≤ 1, there exists H(

√
1

1−α
1

C−x ) ≤ 0.

Property (ii): by substituting z = 1
2

√
1

1−α
1

C−x into H(z) (10), we obtain the
following result

H(
1
2

√
1

1 − α

1
C − x

) = 4μ(1 − α)
3
2 (C − x)2 ≥ 0.

The above property (i) and property (ii), along with the property that H(z)

is strictly decreasing, indicate that within Subrange 2, i.e. 1
2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x , there exists a unique value of z satisfying the condition H(z) = 0.

Hence, we finish the proof. �

(3) Summary of the Results in Subrange 1 and Subrange 2
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Notice that the condition H(z) = 0 suffices to be the optimality condition
for problem (SP-P′) under the heavy load region. Our analysis of Subrange 1
and Subrange 2 shows that, in the heavy load region, there exists a unique opti-
mal solution for (SP-P′), and moreover this optimal solution resides within the
range of 1

2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x . Let z∗ denote this optimal solution. By

exploiting the property that H(z) is strictly decreasing, we can use the bisection

algorithm to find z∗ within the range of 1
2

√
1

1−α
1

C−x ≤ z ≤
√

1
1−α

1
C−x , thus

solving problem (SP-P′). In particular, by using the bisection algorithm, we can

determine this z∗ within log2
1
2

√
1

1−α
1

C−x

ε rounds of iteration, where ε denotes
the tolerance level of numerical error. After that, at the equilibrium, the SP’s
prepayment policy is given by

β∗ =
μ

(z∗)2
, (11)

and according to (6) the EU’s prepaid amount is given by

p∗ = z∗(
√

1
1 − α

− z∗(C − x)
)
. (12)

3.3 Equilibrium Under the Medium Traffic Load Region

Next, we consider the medium traffic load region. Specifically, suppose that
1
2

√
1

1−α
1

C−x ≤ √
μ ≤

√
1

1−α
1

C−x , which is equivalent to that the traffic load

x meets the condition C − 1
2

√
1

1−α
1√
μ ≥ x ≥ C −

√
1

1−α
1√
μ . We thus call it the

medium traffic load region. Our findings in this region are as follows.

Key Findings in the Medium Region: Each load x the medium region corre-
sponds to a unique equilibrium. In particular, there exists a special traffic thresh-
old Γ in the medium region. When the EU traffic load x is below Γ , then the SP’s
policy β∗ = 1 (i.e., the SP has to spend entire the EU’s prepayment in increasing
the bandwidth-limit to attract the EU), and the EU’s prepaid amount p∗ > 0.
Correspondingly, both the SP and EU obtain positive rewards, i.e., they benefit
from the prepayment scheme (notice that even with β∗ = 1, the SP still obtains
a positive reward from saving its loss due to bad-debt). However, these rewards
decrease as the EU traffic load x decreases.

As to be explained in Sect. 4, Fig. 1 shows the profile of equilibrium via a
numerical example, and Fig. 2 shows the corresponding rewards, which verify the
above findings. Compared to the heavy region, the EU becomes less motivated
to prepay as its traffic load decreases in the medium region. As a result, the SP
has to spend more in increasing its bandwidth to encourage the EU to prepay.
Moreover, when the EU’s traffic load is below the threshold Γ , the SP has to
spend the entire prepayment in increasing its bandwidth. All these match our
intuitions well.
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We further explain these findings as follows. Notice that for the same reason
as we describe in the previous subsection, there exists H(

√
1

1−α
1

C−x ) ≤ 0. By
substituting

√
μ into H(z), we obtain that

H(
√

μ) = 2(C − x)((1 − α) + θα)(S − √
μ),

where

S =
1
2

√
1

1 − α

1
C − x

+
1
2

√
1

1 − α

1
C − x

1 − α

(1 − α) + θα
.

Notice that 1
2

√
1

1−α
1

C−x ≤ S ≤
√

1
1−α

1
C−x always holds. In particular, the value

of H(
√

μ) is of interest since it helps to divide the medium traffic load region
into two subregions with different characteristics, i.e., (i) the subregion that
yields the SP’s prepayment policy β = 1, and (ii) the subregion that yields the
SP’s prepayment policy β < 1. The details are illustrated as follows. By setting
H(

√
μ) = 0, we determine a threshold Γ with respect to the traffic load as

Γ = C − 1√
μ

(
1
2

√
1

1 − α
+

1
2

√
1

1 − α

1 − α

1 − α + θα
). (13)

Using the threshold Γ , we thus consider two different subregions for the
traffic load, namely, Subregion (i): C −

√
1

1−α
1√
μ ≤ x ≤ Γ and Subregion (ii):

Γ ≤ x ≤ C − 1
2

√
1

1−α
1√
μ . The details are as follows.

Subregion (i): the traffic load subregion of C −
√

1
1−α

1√
μ ≤ x ≤ Γ .

When C −
√

1
1−α

1√
μ ≤ x ≤ Γ , then H(

√
μ) ≤ 0. Since H(

√
1

1−α
1

C−x ) ≤ 0
and H(z) is strictly decreasing in z, there always exists H(z) ≤ 0 within the

range of
√

μ ≤ z ≤
√

1
1−α

1
C−x . Therefore, the optimal solution for problem

(SP-P′) can be directly given by z∗ =
√

μ and β∗ = 1. This result means that
at the equilibrium, the SP has to use the entire EU’s prepayment to increase
its bandwidth. Correspondingly, the EU’s prepaid amount can be determined as
p∗ =

√
μ
(√

1
1−α − √

μ(C − x)
)

according to (3). Notice that even using β∗ = 1,

the SP still gets a nonnegative reward equal to θα
√

μ
(√

1
1−α − √

μ(C − x)
)
,

which stems from saving its loss in bad-debt.
Subregion (ii): the traffic load subregion of Γ ≤ x ≤ C − 1

2

√
1

1−α
1√
μ .

When Γ ≤ x ≤ C − 1
2

√
1

1−α
1√
μ , then H(

√
μ) ≥ 0. Since H(

√
1

1−α
1

C−x ) ≤ 0
and H(

√
μ) ≥ 0, further along with the property that H(z) is strictly decreasing

in z, there exists a unique value of z within the range of
√

μ ≤ z ≤
√

1
1−α

1
C−x

such that H(z) = 0, which corresponds to the optimality condition for problem
(SP-P′). Again, let z∗ denote the optimal value of z for problem (SP-P′). We
can use the bisection algorithm to determine z∗ such that H(z∗) = 0 is reached
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(within log2
√

1
1−α

1
C−x −√

μ

ε rounds of iteration). Therefore, the equilibrium can

be given by β∗ = μ
(z∗)2 and p∗ = z∗(

√
1

1−α − z∗(c − x)
)
.

In summary, in the region of the medium traffic load, by further differenti-
ating two subregions (which are separated by the threshold Γ ), we successfully
quantify the equilibrium (β∗, p∗) for the proposed game.

Remark 2: The traffic threshold Γ , which separates the medium traffic load
region, is an important indicator that determines whether the SP will spend the
entire EU’s prepaid amount in increasing its bandwidth-limit or not. Intuitively,
with a traffic load below Γ , the EU is less motivated to prepay for an improved
QoS performance. As a result, the SP has to spend more to attract the EU and
thus gain less.

Remark 3: The traffic load threshold Γ given in (13) has the following three
properties. Property (i): Γ is increasing in the risk factor θ; Property (ii): Γ is
increasing in the marginal bandwidth-cost μ; Property (iii): Γ is decreasing in
the discount factor α.

Property (i) is a direct result from (13). Intuitively, when the risk factor θ is
larger, the SP can save more from reducing the bad-debt according to (1). Thus,
the SP tends to increase its β, i.e. using a large portion of EU’s prepaid amount
to increase its access bandwidth.

Property (ii) is also a direct result from (13). It can be interpreted as follows.
When the marginal cost μ is larger, the EU’s improved delay performance tends
to decrease according to (2) and (4). As a result, the SP has to increase its
β to compensate for the EU’s loss more significantly such that the EU is still
motivated to prepay.

Property (iii) can be proved by showing that ∂Γ
∂α ≤ 0. First, let Ω =√

1
1−α (1 + 1−α

1−α+θα ). We thus have Γ = C − 1√
μ

1
2Ω. Specifically, there exists

∂Ω

∂α
=

√
1

1 − α
{ (1 − α)(1 − θ)

(1 − α + θα)2
+

1
2

1
1 − α + θα

θα

1 − α
} ≥ 0.

Since Ω is increasing in the discount factor α, Γ is decreasing in α. Intuitively,
when the discount factor α is greater, the EU’s economic loss decreases, and
thus EU will receive a greater reward according to (2) and (4). As a result, the
SP can reduce its β accordingly, meaning that the SP spends less in increasing
its access bandwidth.

Due to the limited space, we will skip the details about the analysis for the
light traffic load region in which the traffic load x satisfies 0 ≤ x ≤ C−

√
1

1−α
1√
μ .

Notice that the methodology to analyze the light traffic load region is similar to
that for the heave and medium load regions.
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Fig. 1. Examples of equilibrium profile (β∗, p∗) under different traffic loads. Top sub-
figure: SP’s prepayment policy β∗ at the equilibrium. Bottom subfigure: EU’s prepaid
amount p∗ at the equilibrium. We set C = 10, μ = 1, α = 0.95, θ = 0.1.

4 Numerical Results

4.1 Equilibrium and the Corresponding Rewards

Figure 1 shows the equilibrium (β∗, p∗) under different traffic loads. We normalize
both the traffic load x and the load threshold Γ by the link bandwidth C (i.e.,
the horizontal axis denotes the value of x

C ). In Fig. 1, different traffic load regions
are separated by the dash lines. Notice that in the light region we always have
the SP’s prepayment policy β∗ = 1 and the EU’s prepaid amount p∗ = 0 at the
equilibrium.

The results shown in Fig. 1 verify the equilibrium analyzed in Sect. 3. Specif-
ically, when the EU’s traffic load is in the medium region and below the traffic
threshold Γ (which is denoted by the diamond), the EU has a relatively weak
desire to improve its delay performance, and hence its prepaid amount p∗ is
relatively small. Correspondingly, the SP sets its prepayment policy β∗ = 1
to encourage the EU’s prepaying. In comparison, when the EU’s traffic load is
above the traffic threshold Γ , the EU’s desire to improve its delay performance
increases, and its prepaid amount p∗ increases. Correspondingly, the SP can
adopt a smaller β∗. Furthermore, when the EU’s traffic load falls into in the
heavy traffic-load region, the EU has a strong desire to improve its delay perfor-
mance, and hence its prepaid amount p∗ increases dramatically. Correspondingly,
the SP further reduces its β∗.

Figure 2 further shows the rewards obtained by the SP and the EU at the
equilibrium. Specifically, in the medium traffic load region, both the rewards of
the SP and the EU are relatively low due to the EU’s weak desire to improve its
delay. In comparison, when the EU’s traffic load is heavy, both the SP and the EU
obtain significant rewards from the prepayments since the EU has a strong desire
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Fig. 2. Examples of equilibrium rewards under different traffic loads. Top subfigure:
SP’s reward at the equilibrium. Bottom subfigure: the EU’s reward at the equilibrium.
We set C = 10, μ = 1, α = 0.95, θ = 0.1.

to improve its delay and hence a greater motivation for prepaying. In particular,
the positive EU’s reward and the positive SP’s reward at the equilibrium (in
the medium and heavy traffic regions) shown in Fig. 2 indicate that both the EU
and SP can positively gain from prepaying in comparison with conventional post-
payment scheme, i.e., thus achieving a desirable win-win result. Notice that as
stated in Sect. 2, our definitions for the SP’s reward and the EU’s reward can be
considered as measures of relative gains achieved by the prepayment schemes in
comparison with the post-payment scheme. Therefore, the positive EU’s reward
and SP’s reward at the equilibrium indicate the superior performance of the
prepayment scheme.
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Fig. 3. Impact of the risk factor θ on the equilibrium profile. We set α = 0.75, μ = 1.
Top subfigure: SP’s prepayment policy β∗; Bottom subfigure: EU’s prepaid amount p∗.
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Figures 3 and 4 show the impact of the risk factor θ on the SP’s prepayment
policy and EU’s prepaid amount at the equilibrium as well as their rewards.

The top subfigure in Fig. 3 shows that when the risk factor θ increases, the
SP also increases its β∗. This result is consistent with the intuition well. Since as
θ increases, the SP tries to save more by reducing its bad-debt according to its
reward (5). Thus, the SP is willing to spend a greater part of the EU’s prepaid
amount in increasing the link capacity. Analytically, this result can also be illus-
trated as follows. To guarantee H(z) = 0, it requires (after some manipulations):

√
1

1 − α
= 2z(C − x) −

√
1 − α

1 − α + θα

μ

z2
. (14)

The right hand side (RHS) of (14) is increasing in both θ and z. Therefore, to
meet condition (14), the optimal value of z decreases as θ increases. Thus, the
SP’s β = μ

z2 increases accordingly. Notice that the top subfigure in Fig. 3 also
verifies that the traffic threshold Γ (i.e., the threshold beyond which the SP’s
policy β∗ < 1) is increasing in θ, as stated in Property (i) Remark 3.

The bottom subfigure in Fig. 3 shows that as the risk factor θ increases, the
EU also increases its prepaid amount p∗. This result matches the intuition that
as the risk factor θ increases, the SP is willing to spend a greater portion of
the EU’s prepayment in increasing its link capacity, and the EU thus finds it
is profitable to prepay more. Also analytically, this result can be illustrated as
follows. Based on our analysis in Sect. 3, the optimal value of z can only reside in
the interval of [max(

√
μ, 1

2

√
1

1−α
1

C−x ),
√

1
1−α

1
C−x )]. Thus, according to the EU’s

best choice function (6), the EU’s prepaid amount p(z) is decreasing in z. Since
z decreases as θ increases, the EU’s prepaid amount p increases accordingly.
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Top subfigure: SP’s reward at the equilibrium; Bottom subfigure: EU’s reward at the
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Meanwhile, the results of Fig. 4 show that both the SP and the EU can benefit
more from the prepayment scheme when the risk factor θ increases. Intuitively,
as the risk factor increases, the prepayment scheme can save the SP’s loss more
due to bad-debt. Thus, both the SP and EUs benefit more. Specifically, the
bottom subfigure in Fig. 4 shows as the risk factor θ increases, the EU’s reward
at the equilibrium increases. This result can be illustrated analytically as follows.
According to (4), the EU’s reward at equilibrium can be given by U∗(z) =

1
C−x (1 − z

√
1 − α(C − x))2 (for an easy presentation we stick with the use of

U(.) as the EU’s reward function, which is a function of z instead of β). Since
the SP’s optimal decision z decreases as θ increases, the EU’s utility increases
consequently. Meanwhile, the top subfigure in Fig. 4 shows that the SP’s reward
at the equilibrium also increases as the risk factor θ increases.

5 Conclusion and Future Work

In this paper, we propose a smart prepayment scheme for the SP of access
networks to improve its economic reward and better EUs’ QoS-performance.
Our analysis based on the model of Stackelberg game shows that both the SP
and EUs can benefit from the optimal prepayment scheme (i.e., the equilibrium
of the proposed game), thus yielding a win-win outcome. We also find that the
EU’s traffic load influences the optimal prepayment scheme, which we quantify
and analyze by considering three different traffic load regions.
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Abstract. The fast development of the fifth generation (5G) mobile
communications system has brought a bright prospect of the next gener-
ation vehicular networks. Especially, a typical application in future vehic-
ular networks is to deploy intelligent transportation systems (ITS), aim-
ing to providing high level user experience on the move. To support the
deployment of ITS, high rate communications and energy efficiency, low-
latency transmission and low-complexity detection schemes are highly
demanded. Massive multiple-input multiple-output (MIMO) has been
seen as a promising candidate for the demand. The architecture that
many vehicles access the roadside infrastructure is quite suitable for the
employment of massive MIMO as large-scale antennas can be deployed
at the roadside unit. However, the challenges along with massive MIMO
is low complexity and efficient data detection schemes. In this paper,
we provide an overview of low-complexity detection schemes in massive
MIMO, and summarize the challenges and possible solutions.

Keywords: Vehicular networks · Massive MIMO · Low-complexity

1 Introduction

1.1 Intelligent Transportation Systems

With increasing number of vehicles on road nowadays, driving safety, traffic
efficiency, and high quality in-vehicle entertainment service, have drawn much
attention in both academia and industry [1–4]. The emerging intelligent
transportation systems (ITS) have been widely studied aiming to meeting
these requirements. Generally, both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications are required in ITS [1,2]. Specially, all
vehicles on the road collect sensor data, including traffic information and road

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

C. Li and S. Mao (Eds.): WiCON 2017, LNICST 230, pp. 53–63, 2018.

https://doi.org/10.1007/978-3-319-90802-1_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90802-1_5&domain=pdf


54 F. Jiang et al.

conditions, and share with neighboring vehicles through V2V communications
or report to roadside infrastructure through V2I communications. To fulfill these
tasks, each vehicle is equipped with on-board unit (OBU), while the roadside
unit (RSU) is deployed along the roadside infrastructure. OBU and RSU are
acting as the radio interface to establish the dependable connection [1]. It is
reported that 90% of vehicles will be connected via wireless links by 2020 [3].
Therefore, the deployment and investigation of ITS becomes significant.

Fig. 1. A typical vehicular network to support ITS service

A typical application scenario for ITS service is shown in Fig. 1, where multi-
ple RSUs are deployed along the traffic road, serving numbers of vehicles on the
street. Vehicles are connected through V2V communication links, so that infor-
mation about traffic status and road conditions can be shared among vehicles.
Besides, the vehicles can also access the RSU through V2I communication links,
which supports various in-vehicle entertainment service such as video streaming
and social interactions. Suppose an ambulance vehicle is committing an emer-
gence and a huge number of cars are crowded in a busy street. On the one hand,
the emergence information can be reported to all vehicles through V2V commu-
nications, and then all vehicles make proper action to cooperate. On the other
hand, an alternative solution might be that the RSU collects this information
and broadcasts in the vehicular network. By doing that, all vehicles in its com-
munication range will be aware of this information. Actually, the important role
of the RSU playing in ITS service has been demonstrated in [3–5]. Therefore,
we mainly focus on V2I communication in this paper.
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1.2 Massive MIMO in Vehicular-to-Infrastructure Communications

Using massive multiple-input multiple-output (MIMO) in next generation vehic-
ular networks, has been investigated recently [5,6]. It is known that in current
traditional small-scale MIMO system, the antenna size is limited since the wave
length of the microwave signal is relatively large. However, millimeter wave fre-
quency band has been proposed in vehicular communication, which enables the
antenna elements at RSU reach up to 256 [6]. Besides, the massive MIMO archi-
tecture is suitable for multiple vehicles accessing RSU since hundreds of antennas
can be deployed at roadside infrastructure. Massive MIMO has shown signifi-
cant potential in improving system spectrum efficiency and energy efficiency
[7,8]. These improvements, are beneficial to future vehicular networks.

Along with the benefits of massive MIMO, some practical issues need be
addressed. Typically, in massive MIMO, the large array signal processing at
RSU is a high computational load. The processing delay associated with the
detection has great impact on the system latency requirement. To deal with these
practical issues, we need low-complexity and efficient detection schemes. Besides,
compressed-sensing based techniques have been widely applied to communication
systems. For example, it is employed in [9] for channel estimation. In massive
MIMO, it also has many possible roles to play, and one of them is data detection,
as will be discussed in this paper.

1.3 Main Contributions

In [10], MIMO Detection schemes in fifty years have been summarized by the
year of 2014. However, at that time, few works have been done on massive
MIMO detection. As we know, the turbo receivers show great performance in
the traditional small scale MIMO-OFDM systems for data detection [11,12]. For
massive MIMO, many new works on data detection have been proposed recently,
including using compressed sensing technique [13–15], and iterative methods [16–
18]. In this paper, we will extensively overview these new detection schemes and
summarize the challenges and possible solutions in the applications to vehicular
communications.

1.4 Organization

The rest of the paper is organized as follows. In Sect. 2, we briefly introduce the
massive MIMO system model. Compressed-sensing based data detection schemes
are illustrated in Sect. 3. We present a class of low-complexity near linear mini-
mum mean-square error (MMSE) detection schemes in Sect. 4. Finally, the con-
clusions are drawn in Sect. 5.

2 System Model

Consider a massive MIMO system with NB antennas equipped at RSU, and
NU vehicular users are under service (NB ≥ NU ). The relationship between the
received vector and the transmitted symbols can be expressed as
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y = Hx + z, (1)

where y ∈ C
NB×1 denotes the received vector at base station. H ∈ C

NB×NU

denotes the channel matrix, with the u-th column vector hu = Heu representing
the channel impulse response from the u-th user to the base station. x ∈ C

NU ×1

is the transmitted symbol vector. z ∈ C
NB×1 is the additive white Gaussian

noise vector, satisfying E
{
zzH

}
= σ2

zINB
.

In [10], massive MIMO systems are divided into two groups, according to
lim

NB ,NU →∞
NU

NB
= c or lim

NB→∞
NU

NB
= 0. However, we can see this classification is not

practical. This is because in real system configuration, the number of antennas
and users will not be infinite. In this paper, we define r = NB

NU
, r ≥ 1. When r

is sufficiently large, it corresponds the case that lim
NB→∞

NU

NB
= 0; and r → 1, it

corresponds to the case that the number of users is comparable to the number
of antennas at base station. For different range, different detection schemes can
be applied.

In the case r is close to 1, compressed-sensing based data detection schemes
can be applied. In the case r is sufficiently large, low-complexity near Linear
MMSE detection schemes can be adopted.

3 Compressed-Sensing Based Data Detection

When r → 1, the performance of the linear MMSE detection scheme is far away
from the optimal system performance [13]. By noting that the detected sym-
bol vector after conventional detectors is generally acceptable in the operating
regime, the error vector e = x − �x is sparse. Therefore, we can use compressed-
sensing techniques to recover the sparse error vector, hence the transmitted
symbols. The block diagram of the compressed-sensing based detection schemes
are shown in Fig. 2.

Fig. 2. Block diagram of the compressed-sensing based detection schemes

3.1 Transform to Sparse Vector Estimation Model

As the original transmitted symbols in (1) is non-sparse, the compressed-sensing
techniques cannot directly applied to (1). Therefore, we need to transform the
detection model to a sparse vector estimation one.
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To begin with, with conventional detectors, the output estimation can be
quantized to the closest constellation symbol. In adequate operating regime, the
quantization error is small, for example, less than 10−1. That is to say, the error
vector after quantization is sparse, hence we can establish a new detection model,
given by

�y = y − H�x = He + z. (2)

As e is sparse, we can adopt the compressed-sensing techniques to recover e.

3.2 Prevailing Compressed-Sensing Methods

Since e in Eq. (2) is sparse, the intuitive solutions to Eq. (2) is to find a sparse
vector under the system constrain. Hence, we can use convex optimization
approaches such as basis pursuit de-nosing method [19]. However, the compu-
tational complexity of such algorithms (or its variations) are, generally, is the
order of O (

N2
BN3

U

)
. Low-complexity compressed-sensing techniques normally

are generalized as greedy algorithms or iterative methods.

Fig. 3. The flow chart of the generalized OMP algorithm

The main process of the greedy algorithm consists of the following steps [13]:
(1) identification; (2) augmentation; and (3) residual update. Specifically, the
identification progress is to find the expected subset of the support sets. This
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is usually to use the correlation between the selected columns from H and the
residual. The augmentation progress is to generate the new sparse vector. The
residual update is to generate the new residual by removing the identified sparse
vector from received signal for next iteration. The well-known orthogonal match-
ing pursuit (OMP) method is to find one optimal candidate using the greedy
strategy [20]. Therefore, the overall computational complexity is in the order of
O (KNBNU ), where K is the sparsity of the signal vector. Some other varia-
tions of OMP have been investigated, such as compressive sampling matching
pursuit (CoSaMP) [21], generalized OMP [22], and the most recent multipath
matching pursuit [23]. Generally, the main difference between those variations
is the identification and the correspondent augmentation progress. For example,
generalized OMP is to select N indices instead of one in identification progress,
and it degrades to OMP when N = 1. However, by selecting N indices, the
iterations required for the recovery can be speeded up. The flow chart of the
gOMP is presented in Fig. 3. Note in Fig. 3, when N = 1, the gOMP becomes
OMP as for each iteration, only one candidate is selected.

Another low complexity compressed-sensing technique is to use iterative
methods for sparse signal recovery [24]. The iterative update step is given by

ŝ(i+1) = T
(
ŝ(i) + HH

(
y − Hŝ(i)

))
, (3)

where T (·) is the thresholding operator to generate the next estimation from the
previous estimation. More references in this algorithm can be found in [25,26].

3.3 Challenges and Possible Solutions

Compressed-sensing based detection schemes have shown enhanced performance
compared to the conventional linear MMSE detection schemes. However, most
of the work requires hard decision on symbol detection. That is to say, in each
iteration, when the estimation is given, it is always quantized to the closed
constellation symbol. However, in real applications, the soft-input channel cod-
ing schemes are always adopted, which requires soft output from the symbol
detector. Therefore, we need to derive the soft output compressed sensing based
detection schemes.

In order to address these issue, we need to investigate the expected sig-
nal component from the estimation, and derive the a posteriori signal-to-
interference-plus-noise ratio (SINR). Different from hard decision strategy, the
afterward processing may put extra computational load. However, soft output
compressed-sensing based schemes, which are designed to maintain low complex-
ity but achieve near optimal performance, will be an interesting topic.

4 Low-Complexity Near Linear MMSE Detection

As demonstrated in [7,8,16], when r is sufficiently large, by employing linear
detection schemes, such as MMSE, zero-forcing, or even matched filter, we can



Massive MIMO for Future Vehicular Networks 59

achieve near optimal system performance. Therefore, a class of these detec-
tion schemes have been widely studied recently [16–18,27–29]. Generally, these
schemes can be categorized into two groups: to approach the matrix inversion
[16,27] and to solve linear equations with iterative methods [17,18,28,29].

4.1 Methods to Approach Matrix Inversion

To begin with, the linear MMSE estimation in Eq. (1) is given by

x̂ =
(
HHH + σ2

zINU

)−1
HHy = W−1yMF, (4)

where W = HHH + σ2
zINU

, and yMF = HHy is the matched-filter output.
With Neumann series expansion, the matrix inversion W−1 can be expanded as

W−1 =
∞∑

l=0

(
X−1 (X − W)

)l
X−1, where the convergence conditions are given

by lim
l→∞

(
X−1 (X − W)

)l = 0. From the satisfied conditions, we can see that the

higher order expansions can be omitted, leading to truncated approximation to
matrix inversion, given by

W−1 =
L−1∑

l=0

(
X−1 (X − W)

)l
X−1. (5)

When we select a matrix X that is very close to W, the expansion order in
Eq. (5) can be less than three, which is of low-complexity since the direct matrix
inversion is in the order of O (

N3
U

)
. Based on this idea, the authors in [16] select

the diagonal matrix extracted from W, and demonstrate that when r ≥ 16, the
expansion order L ≤ 3.

However, using the diagonal matrix in the development may require large
truncated orders when r is less than 16. To speed-up the convergence rate,
Newton iteration has been introduced in [27]. However, Newton iteration involves
matrix multiplications, and the computational complexity may be high even with
only two iterations. Therefore, the authors in [27] propose to used the diagonal
banded matrix in the development, and the iterations are limited to two. They
also demonstrated that the performance with two iterations is better than that
of the Neumann-series expansion based detection scheme when r = 8.

Generally, the methods to approach the matrix inversion suffers from matrix
multiplications. Therefore, the applications of the methods in this category are
limited to the scenario where r is sufficiently high (for example, r ≥ 8).

4.2 Solving Linear Equations with Iterative Methods

By transforming the matrix inversion problem into linear equations, a class of
iterative methods can be applied. To be specific, Eq. (4) is rewritten to

Wx̂ = yMF. (6)
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For Jacobi method [29], the iterative estimation is given by

x̂(i+1) = D−1
(
(D − W) x̂(i) + yMF

)
, (7)

where D = diag (W). It has been shown in [17,30] that when the initial esti-
mation for Jacobi method is given by x̂(0) = D−1yMF, the estimation after L
iterations is equivalent to results in Neumann series expansion based method
with L orders. However, instead of approaching the matrix inversion, the Jacobi
method is to approach the estimation vector and only matrix-vector product is
involved in iterative process. Therefore, the computational complexity is much
reduced, allowing large number of iterations.

Similarly, the Gauss-Seidel method proposed in [28] using the triangular
matrix in the development. Since an successive detection manner is introduced
in Gauss-Seidel method, the convergence performance (rate and probability that
convergence conditions are satisfied) is greatly improved [28]. Using this idea, the
development of using the stair matrix in massive MIMO uplink signal detection
is presented in [17]. It has been demonstrated that by using the stair matrix, the
probability that the convergence conditions are satisfied is improved compared
to the use of the diagonal matrix, which indicates that the system requirement
for large r can be released. Meanwhile, the convergence rate is also improved,
which means less iterations are required for convergence.

4.3 Challenges and Possible Solutions

Iterative methods have the advantages of low complexity; however, the process-
ing time introduced in iterative processing is significant. Therefore, to achieve
fast processing time but maintain near optimal system performance is a critical
challenge for implementation.

One possible solution to the challengeable issue mentioned above is to use
parallel processing structure. For example, in [18], the authors propose a block
Gauss-Seidel method based signal detection scheme for massive MIMO in V2I
communications. The main idea behind that proposal is to implement the itera-
tive estimation in several independent blocks. This is realized by using the block
diagonal matrix in the development of the iterative method. Specifically, W is
divided into W = P + Q, with the block diagonal matrix P given by

P =

⎡

⎢
⎢
⎢
⎣

P (1)
P (2)

. . .
P (B)

⎤

⎥
⎥
⎥
⎦

.

In addition, the iterative estimation can be given as

Px̂(i+1) = yMF − Qx̂(i), (8)

Since P is a block diagonal matrix, the iterative estimation in Eq. (8) can be
updated on each individual block independently, each with a much degraded
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matrix size. The independent block update procedure can be implemented with
parallel processing structure, and the processing time in each iteration can be
greatly reduced. The parallel processing structure for the proposed detection
scheme in [18] is shown in Fig. 4.

Fig. 4. The parallel processing structure of the block Gauss-Seidel method [18].

However, as the block diagonal matrix is adopted, the convergence perfor-
mance (in terms of convergence rate and the probability that the convergence
conditions are satisfied) will be another issue to be addressed.

5 Conclusions

In this paper, we start from the requirements of the ITS, and introduce a promis-
ing candidate technique, massive MIMO, for future vehicular networks. Espe-
cially, we specify that massive MIMO is quite suitable for multiple vehicles to
access the roadside infrastructure where large scale antennas can be deployed. In
addition, we overview the newly proposed compressed-sensing technique and a
class of low-complexity near linear MMSE detection schemes in massive MIMO
uplink data detection. We present the general procedure in implementation,
and summarize future challenges and possible solutions along with these new
techniques. Those challengeable issues brought in this paper can be valuable
references for future research topics.
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Abstract. This paper addresses the beam search complexity for massive
multiple-input multiple-output (MIMO) in millimeter Wave (mmWave)
band. In the mmWave massive MIMO systems, high-directional beams
are used to against the severe path loss. However, it is faced with many
challenges. One of them is that the beam search complexity and man-
agement overhead problems hinder the practical implement with a large
number of antennas. To cope with the problem, an efficient joint trans-
mit and receive (Tx-Rx) beam search scheme is proposed in this paper.
In the initialization phase, the initial Tx-Rx beam pair is calculated by
the coarse beam sweeping. Then, Rosenbrock algorithm is used to search
the optimal beam pair in a two dimensional discrete space formed by the
indexes of transmit beam and receive beam. In addition, double beam
link is used to solve the link failure caused by channel block. Numerical
simulation results are given to verify the effectiveness of the proposed
scheme. Compared with the traditional beam search schemes, the pro-
posed scheme can greatly reduce the search complexity and management
overhead.

Keywords: Beam search · Rosenbrock algorithm · mmWave
Massive MIMO · Beamforming · 5G

1 Introduction
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of the academia. However it suffers a serious attenuation caused by atmosphere.
In order to against the path loss and improve the quality of link transmission,
beamforming technology is used to provide high antenna gain and reduce inter-
user interference by conducting directional transmission in the massive MIMO
(multiple-input multiple-output) systems [1,2]. MIMO systems equipped with a
large number of antennas and working at the mmWave band are called mmWave
massive MIMO systems.

In the mmWave massive MIMO systems, beamforming enhances transmis-
sion signal to noise ratio (SNR) by making BS and UE aligned. However, when
the number of antennas at the BS is large and beam width is very narrow, it faces
many new challenges [2]. The first one is the coverage of the broadcast channel,
which needs to make trade-offs of beam width, transmitting power and coverage
range [3]. Secondly, beam management consisting beam searching, beam report-
ing, beam switching is necessarily to be studied. For beam searching, it requires
a fast and accurate search scheme to find out the transmit and receive (Tx-
Rx) beam pair which meets the transmission requirements in numerous beams
with affordable signaling overhead [2]. Then the beam reporting stage is start,
the optimal beam or beam group indexes and other related information are feed-
back from UE to BS [2]. Besides that, since the width of high directional beam is
very narrow, a slight movement of UE will make the transmission beam pair mis-
matches, especially in a high mobility environment, the beam switching should
be considered [4].

In the codebook based MIMO systems, codebooks are pre-defined. Beam
search aims to select the optimal transmit and receive codebooks, corresponding
to the optimal beam pair. A simple idea is the exhaustive search mechanism,
but the significant protocol overhead and the computational complexity make it
unfeasible. To deal with the problem, a classic scheme named two-stage search
was proposed in IEEE 802 series standard draft [5]. The basic idea is firstly con-
ducting the sector-level search, consisting of sweeping low-resolution codebooks
(corresponding to coarse beams) and choosing the optimal one. The second stage
is beam refinement determining the optimal high resolution codebook (corre-
sponding to the fine beam) in the selected sector. It reduces the search overhead
to a certain extent. But in case of a large codebook, the overhead is costly and
its impracticable for massive MIMO systems.

Meanwhile, some researchers had proposed some beam search schemes to
reduce the management overhead [6–8]. In [6], an unconstrained direct search
method namely Rosenbrock algorithm was used to select the optimal beam pair
at 60 GHz band, but it needs a pre-search process to iteratively discover the ini-
tial value. In [7], two factors making link failure, UE mobility and human block,
were simply modeled. The former needs to search beams around the current
beam pair to find another suitable one. The latter needs to switch an alternative
link. However, the model is linear and independent of the moving speed, which
may result in inaccurate application. A multi-device multi-path beamforming
training method was proposed in [8]. It reduces the overall overhead of the sys-
tem, but status of multi-device is the same and the optimization goal is not
global.
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To address the excessive searching overhead and computational complexity,
an efficient joint Tx-Rx beam search scheme is proposed in this paper. In the
initial phase, the initial search value is simply calculated by the optimal coarse
beam pair obtained by the sweeping process to against the multipath effect and
to avoid search failure due to the local optimum. Rosenbrock algorithm is used
to search the optimal beam pair in a two dimensional discrete space formed
by the indexes of Tx-Rx beams. The search process can be conducted at one
side, so the search process can be performed at BS side. This can reduce the
information exchanged between UE and BS, thus reducing management overhead
and the implementation complexity at UE side. At the same time, double beam
link can be performed to select several suitable beam pairs to against channel
blockage and user interference. The simulation results show that, compared with
the exhaustive search and two-stage search scheme, the proposed scheme can
significantly reduce the beam search times.

The rest of this paper is organized as follows. The system model is presented
in Sect. 2. The Joint Tx-Rx beam search scheme is proposed and described in
Sect. 3. Simulation evaluations are shown in Sect. 4. Conclusions are drawn in
Sect. 5.

2 System Model

In the mmWave massive MIMO systems, to reduce transmitting power and
hardware complexity, the hybrid transceiver structure is adopted, as shown in
Fig. 1. In the case of DL (downlink), the data stream is firstly digitally precoded,
then processed by IFFT (Inverse Fast Fourier Transform), PSC (Parallel Serial
Converter), ADC (Analog-to-Digital Conversion), etc. And then the PS (Phase
Shifter) adjusts weights to generate a Tx beam at BS side. UE receives the signal
with an Rx beam and processes it reversely.

Fig. 1. System model
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2.1 Antenna Model

Assume the antenna model is isotropic radiate and it has spherical radiation
pattern and equal antenna gain for all spatial directions [9]. In order to simplify
the channel model and consider the basic characteristics of the real antennas,
assume that all beams are arranged in order and cover the entire communication
space. And the optimal beam pair in this paper maximizes the received SNR.

With a large number of antennas, the beam can be equivalent to the basic
directional beam. Assuming a 2D antenna model (which can be scalable to 3D),
the main lobe gain can be expressed by the Gaussian attenuation function, and
side lobe gain is a constant, which can be expressed,

G(θ) =
{

G0 exp(−αθ2), θ < θML

2
GC , else

(1)

where θ is the azimuth angle in the range [−π, π], G0 is the maximum antenna
gain, GC is the side lobe gain, θML is the width of main lobe θML ≈ 2.6θ−3dB

which is only depended to the half power beam width θ−3dB. The parameter α is
a constant and can be calculated by θ−3dB, because G

G0
= exp(−α( θ−3dB

2 )2) = 1
2 .

Hence α = 4 ln(2)
θ2
−3dB

. In decibel scale, the beam gain can be rewritten as follows,

GdB(θ) =

{
G0,dB − 12( θ

θ−3dB
)
2
, θ < θML

2

GC,dB , else
. (2)

2.2 Path Loss

Unlike the widely used cellular low frequency band, mmWave band is greatly
influenced by the atmosphere. There are little scatters in the environment, the
penetration loss is high and the reflection effect is obvious. These features directly
influence the channel characteristics. The path loss is the ratio of the receive
signal power to the transmit signal power. It not only depends on the distance
from UE to BS but also on the frequency. Thus the path loss is especially serious
in the millimeter band. The mean of path loss can be expressed as follows [9],

PL(d) = PL0 + n · 10log(
d

d0
) (3)

where d is the distance from UE to BS, d0 is the reference distance, PL0 is the
path loss at the reference distance, n is the path loss exponent.

2.3 Received SNR

Codebooks, corresponding to the beams, are pre-defined in the codebook based
MIMO systems. In the two dimensional discrete space formed by the indexes of
Tx and Rx beam, the received SNR, represented by γ, can be simplified so that
it is dependent on the transmit and receive codebooks (p, q),

γ(p, q) = Pt + Gt(p) + Gr(q) − PL − N (4)
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where Pt, Gt, Gr are the transmitting power, the Tx beam gain and Rx beam
gain. N is the mean noise power.

3 Scheme Design

In order to reduce the computational complexity and management overhead
caused by beam search, we propose an efficient joint Tx-Rx beam search scheme.
The beam search scheme aims to find out the optimal beam pair resulting in
the largest received SNR. The maximum optimal objective function is written
as follows,

max
(p,q)

γ(p, q)

s.t.(p, q) ∈ R2
(5)

where R2 is the two dimensional discrete integer space formed by the Tx and
Rx beam indexes.

Owing to the antenna array placement, complex wireless transmission envi-
ronment, beam sidelobes and other reasons, the analytic formula of the objective
function does not exist. Even if it is an unconstrained numeric optimization prob-
lem [6], the gradient of the analytical formula cannot be calculated. This means
the efficient gradient descent algorithm cannot be used. Therefore, we propose
an efficient direct search method - Rosenbrock algorithm. It can control the
search direction by calculating the value of the objective function, find the peak
direction and find out the optimal beam pair efficiently. As shown in Fig. 2, the
global optimum value is at the peak.
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Fig. 2. Optimization objective function

Since Rosenbrock algorithm is essentially greedy, it is easy to fall into the local
optimum, may resulting in an inaccuracy search. Therefore, it is necessary to set
a suitable initial value. Once UE firstly discovers a cell or the communication link
fails completely, it is necessary to conduct the synchronization and random access
procedures. For the control signal transmission such as the synchronization signal
and the broadcast channel, the coarse beams are swept to obtain the optimal
beam pair. Thus, it is feasible to calculate the initial search value by the optimal
coarse beam.
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In fact, there are many reasons for beam failure, such as UE movement, UE
rotation and obstacle block [10]. The best way to deal with the above cases is
different. Due to the beam pair is misaligned, the first two cases need to search
the re-aligned beam pair. In the last case, beams are aligned still but the link is
blocked. The solution is switching the alternate communication link. Therefore,
it is essential to find the optimal and suboptimal transmission beam pair in the
initial access stage. As a result, it is necessary to search for an alternate beam
pair and double beam link method can reduce the probability of transmission
link failure. In this paper, the optimal beam pair is used to transmission and the
sub-optimal beam pair is considered as an alternative one.

3.1 Scheme Procedure

Beam search process is shown in Fig. 3. Firstly, coarse beams are scanned. BS
broadcasts the reference signal to UE using different transmit beams and UE
receives the pilot separately using different receiving beams. Then the best two
beam pairs are detected among the candidate ones and reported to BS. Then
the center fine beams are positioned from the selected coarse beams and set
as the initial values to the Rosenbrock algorithm respectively. Define all fine
beams converging coarse beam are candidate beams and start search process.
Finally select and switch the beam pair with the largest received SNR, store the
suboptimal one as alternative link.

Fig. 3. Procedure of the joint Tx-Rx beam search scheme

The details of the Rosenbrock algorithm, the initial value setting and the
double beam link are described below.

3.2 Rosenbrock Algorithm

The Rosenbrock algorithm consists of two procedures: pattern probing and pat-
tern moving. The former aims to find the direction in which objective function
increases. The latter construct new orthogonal directions.

At the pattern probing stage, set the center high resolution beam pair corre-
sponding to the low resolution optimal one to the initial point x(0) = (p(1), q(1)),
the magnification factor μ > 1, the shrink factor 0 < ν < 1, the initial search
direction d(1) = (1, 0)T , d(2) = (0, 1)T , the initial steps (ξ1, ξ2). Assuming the
first probing direction is d(1), make y(1) = x(0), and calculate f(y(1) + ξ1d

(1)).
If it is more than f(y(1)), make y(2) = y(1) + ξ1d

(1), ξ1 = μ · ξ1. If it is less than
f(y(1)), make y(2) = y(1), ξ1 = ν · ξ1. Next, let y(2) an origin point and prob-
ing along d(2). Process it the same as above, then we get y(3). Two orthogonal
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directions are completed and let y(n) = y(3). A probing round is finished and
the next round starts from the initial point y(1) = y(n). After several rounds of
probing, pattern probing finished until both directions fail. Then the last point
is x(k) = y(n+1).

Then start pattern moving stage and construct new search directions. The
increase direction of objective function can be expressed,

x(k) − x(k − 1) =
n∑

i=1

λidi (6)

where di is the ith orthogonal direction, λi is the distance moving along ith
direction. Note P = x(k) − x(k − 1) and the next pattern probing should refer
to the increase direction. Define P (1), P (2), · · · , P (n) which satisfy,

P (j) =

⎧⎨
⎩

dj , ifλj
n∑

i=j

λjdj , ifλj �= 0 (7)

Since the search directions are orthogonal, Schmidt orthogonalization is intro-
duced. Thus we can get,

Q(j) =

⎧⎨
⎩

P (j), if j = 1

P (j) −
j−1∑
i=1

Q(i)T P (j)

Q(i)T Q(i) , if j > 1
(8)

Normalize it.

d
(j)

=
Q(j)∥∥Q(j)

∥∥ . (9)

Therefore the new probing directions are constructed.
Two stages above process alternately till finding out the maximum point of

optimization function.

3.3 Initial Value Setting

Assume the arrangement and numbering order of the two-level beams are the
same, all the fine beams covering each coarse beam can be determined. The
total numbers of coarse beams and fine beams are respectively M , N(M <
N). If the target coarse beam index is pc, the indexes of in its coverage ranges[
(pw − 1) · N

M + 1, pw · N
M

]
, and the index of the center fine beam is as follows,

pf = floor[(pw − 1
2
) · N

M
+

1
2
] (10)

where, floor(•) is the ceiling function. The index of the center fine beam cor-
responding to optimal coarse beam is set to the initial value of the Rosenbrock
algorithm. Then it is easy to find the peak of the objective function.
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3.4 Double Beam Link

Actually, it is unreliable to identify the reasons for the decline of link quality only
by the reduction of SNR. When the link quality is degraded, the performance of
the alternative beam pair is estimated. If the communication requirement can
be met, directly switch the alternative beam pair and beam search process is not
required immediately. If the link quality is still poor, start to search beams.

The alternative beam pair search is described below. Firstly, sweep the coarse
beam and select the optimal as well as suboptimal coarse beam pair. Then find
indexes of the corresponding center fine beams. The indexes of the optimal ones
are set as the initial value of Rosenbrock algorithm and find out the optimal
fine beam. Next conduct the alternate beam pair search. Set the fine beam
indexes corresponding to the sub-optimal coarse beam pair as the initial value
and remove the beams covered by the optimal coarse beam pair from search
range. Then find out the suboptimal beam pair and store it as an alternative
one.

One round of Rosenbrock search process can find out the best two beam
pairs in fact, but in this paper we conduct two search processes to find the
transmission and the alternative beam link. Because it is extremely possible
that the suboptimal beam pair is the nearby beam of the optimal beam pair,
not the reflection beam pair. Therefore delimiting the search again at the second
search phase is necessary.

4 Performance Evaluation

Numerical simulations and analysis are conducted to verify the effectiveness
of the joint Tx-Rx beam search scheme (abbreviated by JS). The comparison
schemes are the exhaustive search mechanism (abbreviated by ES) and the two-
stage search mechanism (abbreviated by TS). Simulation parameters are shown
as Tables 1 and 2.

Table 1. System simulation parameters

Parameters Value Parameters Value

Simulation area 80 m * 60 m d0 10 m

BS location (40 m, 30m) PL0 82.02 dB

Carrier frequency 28 GHz n 2.36

Low beam resolution at UE 90◦ Pt 30 dBm

Low beam resolution at BS 30◦ N −35 dBm

Firstly, the accuracy of the joint Tx-Rx beam search scheme is evaluated. In
the simulation, assume the high beam resolution of UE is a constant 30◦ and the
high beam resolution of BS is set as the variable. Only finding out one pair of
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Table 2. Rosenbrock algorithm simulation parameters

Parameters Value

Magnification factor μ 2

Shrink factor ν −0.5

Initial search direction d(1), d(2)

Initial search step ξ1 = ξ2 = 1

beams i.e., the optimal beam pair, consider it successful when the search result
is the same as the optimal beam pair. Searching for two pairs of beams i.e.,
the optimal and suboptimal beam pair, regard it as a success once the selected
indexes of the two beam pairs are matched. Simulation drop of independent beam
search is 10000. Calculate the success frequency to approximately estimate the
accuracy, i.e., accuracy = dropssuccessful

dropstotal
, where dropstotal is the total simulation

drop, dropssuccessful is the successful simulation drop.
Simulation result of the proposed scheme and the comparison schemes is

shown as Fig. 4 where the scale of the x-axis is the effective beam width. (a) is
the accuracy result of searching one beam pair and (b) is that of two beam pairs.
It can be seen that among the three schemes from figure (a), the accuracy of ES
is the highest and more than 0.9, JS is the second and TS is the worst. The ES
scheme traverses all beam pairs thus can easily find out the optimal beam pair.
The JS scheme is a two dimensional joint search method, while the TS scheme
separately considers BS and UE side. Obviously the former is more efficient and
accurate. In addition, when the beam resolution is higher (the effective beam
width is smaller), the performance of JS scheme improves more than that of the
TS method. When the resolution gets lower, its advantage reduces. This proves
that in the high beam resolution and quantities beam cases, the JS scheme is
more efficient and accurate. Seen from figure (b), in case of searching the optimal
and alternate beam pairs, the accuracy difference between the JS scheme and
the ES scheme is much smaller than that in the case of searching for one beam
pair, and difference between the TS scheme is slightly increased. That proves
the JS scheme has advantages when double beam link mechanism is used.

Next the complexity of the three search schemes is evaluated. The variables
are the numbers of Tx and Rx beams. In the successful case, the mean number
of the searched beams is simulated. Evaluation of the JS scheme complexity is
still compared with the ES and the TS scheme.

Figure 5(a)–(c) are the searched beam numbers of the ES, the TS and pro-
posed scheme respectively. It can be seen that the search number of the ES
scheme is the largest, the TS scheme is the second and the proposed scheme
is the least. Since the ES scheme needs to traverse all beam pairs to select the
best beam pair, it maximizes the search number. The TS scheme is the defor-
mation of the first one. Compared with ES scheme, the search time will reduce
an order of magnitude. But when the beam number is massive, search overhead
will still be considerable. In comparison with the TS scheme, the search number
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Fig. 4. Accuracy of the joint Tx-Rx search scheme in comparison of the exhaustive
search and two-stage search.
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(c) JTRBS scheme.

Fig. 5. Search times of the joint Tx-Rx search scheme in comparison of the exhaustive
search and two-stage search

of the proposed scheme can be reduced an order of magnitude. In addition, the
search number of the first two schemes increases rapidly when the number of
beams becomes very large. While that of the proposed scheme increase still, the
growth rate is significantly slower. The results prove that the proposed scheme
has a great advantage of reducing the computational complexity and manage-
ment overhead of beam search in the mmWave massive MIMO systems.

5 Conclusion

An efficient joint Tx-Rx beam search scheme was proposed in the mmWave
massive MIMO systems. An unconstrained optimization method, Rosenbrock
algorithm is used to conduct joint Tx-Rx beam search in a two dimensional
space. The optimal coarse beam pair obtained in the initial access is calculated
as the initial value to approach the peak of objective function. So it can reduce
the search time while ensuring the accuracy which is advantageous in reducing
the management overhead. The conduct of the beam search process at the BS
side can reduce the computational complexity of the UE. To against channel
blockage the double beam link search process was used in the proposed scheme,
enhancing the robustness of the system.
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Abstract. Massive multi-input multi-output (MIMO) technology is one
of the most promising concepts in 5G wireless system. Grounded on the
fact that the channel matrix in massive MIMO system is large dimen-
sional, classical MIMO detection algorithms are not appropriate for large
scaled antennas. In this paper, a low-complexity discrete gbest-guided
artificial bee colony (DGABC) detection algorithm is proposed for mas-
sive MIMO uplink, chaotic maps for parameter adaptation is also pro-
posed in order to improve the convergence characteristic of the DGABC
algorithm and to prevent the algorithm from getting stuck in local solu-
tions. Experiments show that the proposed DGABC detection algorithm
outperforms both the original ABC algorithm and MMSE detection with
a relatively low complexity.

Keywords: Massive multiple input multiple output (MIMO) system
Discrete gbest-guided artificial bee colony (DGABC)
Computational complexity · Detection algorithm · Chaotic maps

1 Introduction

Massive MIMO has been a key technology in wireless communication systems
with much more antennas at both sides. While many traditional problems have
been solved by massive MIMO benefitting from its advantageous properties
of increased diversity, there are still some technical problems existing to be
explored, one of which is the computational complexity of uplink symbol detec-
tion at the base station with large scaled antennas [1].

As antennas increase to a large amount, traditional detection algorithms
for MIMO have poor bit error rate (BER) performance and high computational
complexity. It is not appropriate for traditional algorithms to be applied directly
in the massive MIMO system. Therefore, it is necessary to improve the massive
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MIMO detection algorithm for optimum BER performance and low computa-
tional complexity. Karaboga proposed the artificial bee colony (ABC) algorithm
firstly for numerical optimization problem [2], and it was applied for massive
MIMO detection by Li [3]. In this paper, to reduce the computational complex-
ity, we propose a novel initialization approach for DGABC algorithm by virtue
of the prior information of matched filter in MMSE. Chaotic maps for param-
eter adaptation is also employed to improve the convergence characteristic of
the algorithm. The proposed algorithm reduces the computational complexity
apparently while achieving a near-optimal BER performance compared to the
original ABC detection algorithm in [3].

The remainder of this paper is organized as follows. Section 2 describes sys-
tem model of the massive MIMO uplink as well as some classical massive MIMO
detection algorithms. The proposed low-complexity DGABC algorithm is pre-
sented in Sect. 3. We present the simulation of the low-complexity DGABC detec-
tion algorithm and analysis its computational complexity and BER performance
in Sect. 4. Finally, the conclusion is given in Sect. 5.

Notation: Lowercase boldface letter is used to indicate a vector and uppercase
boldface letter to indicate a matrix; superscript (·)−1 denotes matrix inversion,
(·)T and (·)H denote transpose and complex conjugate transpose, ‖·‖ denotes
two-norm, statistical expectation is denoted as E{·}, �( ·) indicates the real part
of a complex number, �( · ) indicates the imaginary part, C and R, respectively,
denotes the field of complex numbers and field of real numbers.

Fig. 1. System model of massive MIMO uplink

2 System Model of Massive MIMO Uplink

2.1 System Model

We consider a massive MIMO uplink consisted of NT cells with single trans-
mitting antenna and one BS with NR receiving antennas (NR ≥ NT ). At the
transmitter, the bit stream generated by users are modulated to transmitted
symbols [4]. Modulation alphabet is donated as S, and R denotes the real part
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of Modulation alphabet S as in (1), and M-QAM is adopted. The perfect channel
state information is known by the receiver throughput the paper.

S = R + jR,R ∈ [±1,±3, · · · ,±
√

M − 1]. (1)

According to [5], the signal propagation process can be expressed as in (2)

y = Hx + n. (2)

For a clarity illustration, real-valued system model is adopted in this paper.
Vector y is an 2NR×1 dimensional real received signal vector, H is an 2NR×2NT

dimensional real Rayleigh fading channel matrix, x is an 2NT × 1 dimensional
transmitted real vector, and n is an 2NR×1 dimensional, independent zero-mean
additive white Gaussian noise vector and E{nnH} = σ2I2NR

, where σ2 ∈ R

denotes the average noise variance per receiving antenna. The system model is
as shown in Fig. 1.

2.2 Classical Detection Algorithms

Maximum Likelihood (ML) detection algorithm can obtain the optimum BER
performance for MIMO [6].

x̂ML = arg min
x∈S

‖y − Hx‖2. (3)

The complexity of ML detection algorithm is exponential in an order of mag-
nitude of O(MNT ), which is extremely high in the case of scaled number of
antennas [6]. The hardware implementation of ML is a most critical issue in the
BS side.

Minimum mean square error (MMSE) decoder is a widely used linear detec-
tion algorithm. The matched-filter output is computed firstly as yMF = HHy,
and the estimated transmitted symbol x̂MMSE is achieved as in (4).

x̂MMSE = A−1yMF . (4)

The detection results are obtained with hard decision. The computational com-
plexity of MMSE is in an order of magnitude of O(N3

T ), which is much lower
than that of the ML algorithm. However, the BER performance of MMSE is
rather poorer compared with ML algorithm. Research on improvement of BER
performance of MMSE detection has been extremely attractive.

3 Low-Complexity DGABC Detection Algorithm
for Massive MIMO System

The process of searching the optimum solution vector in ML algorithm can be
formalized as a nonlinear integer programming problem [7]. The ABC detection
algorithm is applied in the process of bees foraging for food and obtains an
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approximately optimum BER performance [3]. However, per-symbol complex-
ity of the ABC algorithm is still as an order of O(N2

T ). In this paper, a pro-
posed low-complexity DGABC algorithm with a novel initialization and chaotic
maps is proposed to reduce the computational complexity with a near-optimum
performance.

3.1 ABC Optimization

The ABC algorithm is a heuristic random search algorithm deriving from the
Swarm intelligence Optimization. In the ABC algorithm, each feasible solution
to the problem is represented by a food source, and the nectar quality of the
food source corresponds to the fitness of this feasible solution, which reflects the
quality of this solution. The detailed process is introduced in [2].

In [7], discrete gbest-guided ABC (DGABC) detection algorithm was pre-
sented to solve the global service composition problem. In this paper, a proposed
low-complexity DGABC detection algorithm is applied for massive MIMO detec-
tion, which can be recognized as an interger programming problem.

3.2 Proposed Low-Complexity DGABC Algorithm for Massive
MIMO System

The solution vector x̂ is calculated as (5) from (2).

x̂ = arg max
x∈S

(2yHHx̂ − x̂HHHHx̂). (5)

The cost function f(x̂) as in (6) is corresponding to the nectar amount in the
ABC algorithm [3].

f(x̂) = 2yHHx̂ − x̂HHHHx̂. (6)

The global optimum solution vector x̂best is obtained until maximizing the
cost function f(x̂) as in (7).

x̂best = arg max
x∈S

f(x). (7)

To speed up the convergence and obtain a better BER, hard decision result
of MMSE is employed as the initial solution vector x̂(0) = xMMSE in ABC detec-
tion algorithm [3]. However, the complexity of algorithm increases to O(NT

3)
resulting from the computation of MMSE. Instead, the algorithm proposed in
this paper takes advantage of the properties of A−1 introduced in Sect. 2 that
are applicable in massive MIMO [8]:

(i) A−1 is a diagonally dominant matrix.
(ii) All diagonal elements of A−1 are positive.
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Deriving from the properties above, the sign of the ith element in x̂ is almost
the same as that of the ith element in yMF . More precisely:

sign(x̂(0)
i ) = sign(

N∑

j=1

a′
ijyi

MF ) � sign(a′
ijyi

MF )

= sign(yi
MF ).

(8)

where x̂i and yi
MF are the ith elements of x̂ and yMF respectively, and a′

ij

denotes the element of A−1 at the ith row and jth column, j ∈ {1, 2, · · · 2N}.
For example, if sign(x̂i) = sign(yi

MF ) > 0, the jth dimension of feasible initial
solutions x̂

(0)
j is a positive value and generated from the positive part of real

modulation alphabet as [1, 3, · · · √M − 1].
After initialization, the exploitation of all the SN feasible solutions will start.

Let the maximum cycle number be Maxiter. The behaviors of employed bees,
onlooker bees and scout bees are repeated in each cycle.

Algorithm 1. Low-complexity ABC detection algorithm
Require: y,H, σ2, SN , limit,Maxiter
1: intialization of x̂

(0)
i (i = 1, 2, · · · , SN).

2: for i = 0 to Maxiter do
3: for d = 0 to SN do
4: vi

d ← x̂i
d +

⌊
φi
d × (x̂i

d − x̂i
e)

⌋
+

⌊
ϕi

d × (xbest
i − x̂i

d)
⌋

5: if f(vd) >f(x̂d) then
6: x̂d ← vd, f(x̂d) ← f(vd)
7: end if
8: end for
9: for f = 0 to SN do
10: The fth onlooker bee selects jth food source through the wheel selection

method.
11: vi

f ← x̂i
j +

⌊
φi
f × (x̂i

j − x̂i
e)

⌋
+

⌊
ϕi

f × (xbest
i − x̂i

f )
⌋

12: if f(vf ) >f(x̂j) then
13: x̂j ← vf , f(x̂j) ← f(vf )
14: end if
15: end for
16: if the kth solution (k = 1, 2, · · · , SN) is not updated after limit iterations then
17: xi

k ← lb + �rand(0, 1) × (ub − lb)�
18: end if
19: end for
20: update Fitness best and xbest so far
Ensure: x̂best

Employed Bees Phase. There is one employed bee assigned to each food
source. At the beginning of each cycle, the dth food source, of which the cor-
responding employed bee exploits the neighborhood, is denoted as Xd, where
Xd ∈ R

2NT ×1, d ∈ {1, 2, · · · , SN}. The local search method is described as
in (9)
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vi
d = x̂i

d +
⌊
φi
d × (x̂i

d − x̂i
e)

⌋
+

⌊
ϕi
d × (xbest

i − x̂i
d)

⌋
. (9)

The parameters i and e in (9) are generated randomly as in (10) and (11)

i = 1+ 	rand(0, 1) × 2NT 
 , (10)

e = 1+ 	rand(0, 1) × SN
 . (11)

The current global optimal composition solution is denoted as xbest, where
xbest ∈ R

N×1, and xbest
i represents the ith element of xbest. To escape the

local optimum, chaotic map is employed in the proposed algorithm to generate
the factor φi

d and ϕi
d instead of stochastic sequence, while the initial value of the

sequence c0 is generated randomly in (0, 1). The φi
d and ϕi

d are generated as in
(12) and (13), and the ck is updated as in (15) after each generation of φ and
ϕ. Tent map is selected from the chaotic maps for its superior characteristics of
convergence

φn = 2ck − 1, (12)

ϕn = 2ck, (13)

ck+1 =
{

ck/0.7
10(1 − ck)/3ck

ck < 0.7,
otherwise.

(14)

The rounding down operation 	
 is introduced considering that each element
of the vi

d is an integer. The bound value will be assigned to vi
d in case it is out of

the bound 	lb, ub
, where vd denotes the location of the new food source attached
to dth employed bee. The fitness value f(vi

d) of the new food source vi
d will be

calculated by cost function as in (6) after it is generated. If the fitness value of
the new solution is higher, the original one will be replaced. After the search of
the employed bees is finished, new population is updated.

Onlooker Bees Phase. The heuristic factor matrix is denoted as η in (15),
which is an 2NT × 1 real vector, each entry ηn of it is a real number reflecting
the quality of the nth solution. The calculation of ηn is given in (15).

ηn = 1/f(x̂n). (15)

The employed bees return to the hive and deliver the pheromone to the onlooker
bees. The onlooker bee select the nth solution vector based on the selecting
probability denoted as p(n) in (16).

p(n) =
ηn

SN∑

j=1

ηj

.
(16)

The fth onlooker bee attaches itself to one nectar by Debs method based on
selecting probability and exploit its neighborhood. Apparently, the food source
with higher fitness value will attract more onlooker bees. The procedure of the
exploitation is identical to (9), and the food source position is updated as the
process of updating in the scout bees phase.
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Scout Bees Phase. If the kth solution (k = 1, 2, · · · , SN) is not updated
after limit iterations, the attached employed bee will abandon the solution and
become a scout bee to sought new nectar randomly through (17).

xi
k = lb + 	rand(0, 1) × (ub − lb)
 . (17)

The bound value will be assigned to xi
k if it is out of the 	lb, ub
. When the

whole exploration is finished, the largest fitness value achieved so far is denoted
as Fitness best and its corresponding nectar position is denoted as xbest. Both
Fitness best and xbest will be updated.

The whole iteration will be repeated until the end condition is fulfilled. The
global optimum solution vector x̂best is obtained and is remapped to the complex
domain as the final detection result. The pseudo code of the proposed low-
complexity DGABC detection algorithm is as shown in Algorithm1.

4 Simulation and Numerical Result

In this section, the simulation of computational complexity and BER are stated
to illustrate the performance of the low-complexity DGABC algorithm. For com-
parsions, ML detection, MMSE detection and original ABC detection in [3] are
in consideration. The proposed algorithm is simulation in both 64 × 64 and
128 × 128 massive MIMO system. The transmitted signals are modulated by
16-QAM. Each antenna transmit 200000 symbols simultaneously.

We denote the average received SNR (dB) per received antenna as
SNR(dB) = 10 log10((NREavg)/σ2), where Eavg = 10 is the mean symbol
energy of the 16-QAM complex alphabet S. The SNR ranges from 0 to 18 dB.
Parameters of the algorithm are detailed in Table 1.

Table 1. Algorithm parameters setting

Amount of bee colony N = 40

Number of employed bees SN = 20

Heuristic factor β 0.8

Maximum number of iteration 20

4.1 Computational Complexity Analysis

The evaluation criterion of computational complexity is the order of magni-
tude of O(·) with the number of floating point operations. As shown in Table 2,
there are three main parts constituting the computational complexity of the low-
complexity DGABC detection algorithm. Since a large number of symbols are
transmitted during one symbol time, average calculation per symbol is applied to
measure the computational complexity. The per-symbol computation complexity
of the DGABC algorithm is O(NT ).
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Table 2. Computational complexity of DGABC algorithm

Calculation of initial solution x̂(0)t O(N2
T )

Calculation of cost function F (x̂) O(N2
T )

Calculation of the solution vector searching O(NT )

The per-symbol computation complexity O(NT )
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Fig. 2. The bit error (BER) performance of the low-complexity artificial bee colony
(DGABC) detection algorithm for massive MIMO system at 16QAM; ABC, original
artificial bee colony detection algorithm in [3], AWGN, addictive White Gaussian noise;
MMSE, minimum mean square error; SISO, single-in-single-out.

The computational complexity of the proposed low-complexity DGABC
detection algorithm is shown as in Fig. 2. With the number of transmitting anten-
nas increasing, the computational complexity of ABC algorithm in [3] increases in
two orders polynomial rate, the computational complexity of MMSE increases in
three orders polynomial rate and the computational complexity of the proposed
low-complexity DGABC algorithm increases in one order polynomial which is
much lower than that of the original ABC algorithm. Obviously, the proposed
DGABC algorithm lowers the computational complexity effectively.
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4.2 BER Performance Simulation

As is introduced in Sect. 3, the optimum BER performance of ML is unable to be
simulated in consideration of its exponential computational complexity. There-
fore, we use lower bound of ML performance for massive MIMO obtained by
the BER performance of the single-in-single-out (SISO) AWGN. The theoretical
BER for M-QAM of SISO AWGN is given in [9] as (18).

Ptheory = a · Q(
√

b · (SNR/log2(M)). (18)

where a = 2(1−1/
√

M/log2(
√

M)), b = (6 log 2(
√

M)/(M −1)), Q(x) signifies a
function of x, where Q(x) = 1

2erfc( x√
2
) and erfc(·) denotes the complementary

error function.
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Fig. 3. The bit error (BER) performance of the proposed discrete gbest-guided artifi-
cial bee colony (DGABC) detection algorithm for massive MIMO system at 16QAM;
AWGN, addictive White Gaussian noise; MMSE, minimum mean square error; SISO,
single-in-single-out.

The BER performance of the proposed DGABC algorithm is shown as in
Fig. 3. The original ABC algorithm achieves the optimum BER performance,
while low-complexity DGABC algorithm obtains a sub-optimum BER perfor-
mance with little gap. For example, low-complexity DGABC algorithm needs
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13 dB to achieve the BER at a magnitude of 10−1, which is less than 1 dB higher
than that of the ABC algorithm. When the SNR approaches 18 dB, BER per-
formance of low-complexity DGABC detection algorithm converges to the BER
performance of both ML and ABC algorithm.

5 Conclusion

In this paper, we present a low-complexity DGABC algorithm for massive MIMO
detection. With the prior information of the matched filter in MMSE detection,
the initialization of solution vector is simplified. From the simulation and data
analysis in both 64 × 64 and 128 × 128 massive MIMO system with 16QAM
signals, the computation complexity of the proposed low-complexity DGABC
algorithm is decreased with one order lower than the ABC algorithm in [3]. The
SNR of the low-complexity DGABC that required to obtain the same BER is
less than 1 dB higher than that of ABC algorithm, which can be regarded as
near-optimum. Therefore, the proposed DGABC detection is efficient in compu-
tational complexity for massive MIMO system uplink detection.
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Abstract. This paper surveys recent advances related to sparse least mean square
(LMS) algorithms. Since standard LMS algorithm does not take advantage of the
sparsity information about the channel being estimated, various sparse LMS
algorithms that are aim at outperforming standard LMS in sparse channel esti-
mation are discussed. Sparse LMS algorithms force the solution to be sparse by
introducing a sparse penalty to the standard LMS cost function. Under the rea-
sonable conditions on the training datas and parameters, sparse LMS algorithms
are shown to be mean square stable, and their mean square error performance and
convergence rate are better than standard LMS algorithm.We introduce the sparse
algorithms under Gaussian noises model. The simulation results presented in this
work are useful in comparing sparse LMS algorithms against each other, and in
comparing sparse LMS algorithms against standard LMS algorithm.

Keywords: Gradient decent � Least mean square (LMS) algorithm
Sparse penalty � Sparse channel estimation � Gaussian noises model

1 Introduction

We all know that least mean square (LMS) algorithm has been applied to solve various
technical problems in signal processing fields and broadband wireless communication
areas including adaptive communication line enhancement [1], system identification [2],
channel estimation [3], echo cancelation [4], etc. The main reasons are that LMS
algorithm has low computational complexity as well as does not need extensive
stochastic knowledges of the channel models and the training data sequences compared
to some other parameter estimation methods, for example, the recursive least squares
(RLS) algorithm [5]. But the standard LMS algorithm don’t consider the inherent sparse
structure information of the system model which must weaken the performance of the
estimation. The sparse channel means that there are a few domain taps, in another words,
more than half of the channel coefficients are zero or near to zero [6–10]. The sparse
channel structure is shown as in Fig. 1 in which the length of the channel is 16 but only
four taps are nonzero. To utilize the strengths of LMS algorithm and take full advantage
of the sparsity of the channel, many sparse LMS algorithms have been proposed in
recent years. This paper main analyses the performance of spare channel estimation
based on the sparse LMS algorithms under additive white Gaussian noises model.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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The proposed sparse LMS algorithms force the estimation to be sparse by intro-
ducing a sparse penalty to the classical LMS cost function. The sparse constraint forces
the small channel coefficients to zero, which speed up convergence rate and lower the
steady state error of the estimation when most taps of the channel are zero. This paper
surveys the field of sparse channel estimation based on sparse LMS algorithms and
how to design the sparse penalty to achieve the better performance including faster
convergence rate, smaller mean square error, lower computation complexity etc.

Zero attracting least mean square (ZA-LMS) algorithm and Reweighted zero
attracting least mean square (RZA-LMS) algorithm have been proposed in [11].
Reweighted ‘1-norm penalized least mean square (RL1-LMS) algorithm and ‘p-norm
penalized least mean square (‘p-norm LMS) algorithm in [12] are the improvements of
ZA-LMS. To make much better use of the sparse structure, ‘0-norm penalized least
mean square (‘0-norm LMS) algorithm has been proposed in [13].

In order to compare these sparse LMS algorithms against each other better, we
organize the presentation of the article into four main components. Section 2 reviews
the system model being estimated and the standard LMS algorithm. Performance
analysis of different sparsity-aware LMS algorithms under Gaussian noises model are
presented in Sect. 3. Computer simulation results are shown in Sect. 4. Section 5
concludes the paper.

2 System Model and Problem Formulation

2.1 System Model

The system model of the sparse channel being estimated is as shown in Fig. 2. xn is the
input signal sequence which is defined as xn ¼ x nð Þ; x n� 1ð Þ; . . .; x n� N � 1ð Þ½ �T . N
denotes the length of the channel. w is the actual unknown channel vector which is
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Fig. 1. Example of typical sparse channel model.
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defined as w ¼ w0;w1; . . .;wN�1½ �T. y nð Þ is the output signal of the actual channel,
which is defined as y nð Þ ¼ wTxn. v nð Þ is the additive noise in the sparse channel being
estimated. So d nð Þ is the desired signal at the receiver side which is defined as

d nð Þ ¼ wTxn þ v nð Þ ð1Þ

And bwn presents the estimated channel vector at iteration n, which is defined asbwn ¼ w0;n;w1;n; . . .;wN�1;n
� �

. by nð Þ is the output signal under the estimated channel
vector bwn, which is defined as by nð Þ ¼ bwT

nxn. e nð Þ is the error between the desired
output signal d nð Þ and the output signal by nð Þ based on the estimated channel coeffi-
cients, which is given by

e nð Þ ¼ d nð Þ � by nð Þ ¼ wTxn � bwT
nxn þ v nð Þ ð2Þ

What we should do is to find a vector, which is given by bwn to make e nð Þ
minimum.

2.2 Standard Least Mean Square Algorithm

Different adaptive filter algorithms utilize various cost functions to solve the problems
of signal processing. We all seek the better cost functions either to adapt the channel
better or to achieve the faster convergence speed. The cost function of standard least
mean square algorithm is

G nð Þ ¼ 1
2
e nð Þ2 ð3Þ

Actual FIR channel

Estimated FIR channel

Adaptive filtering algorithm

ˆ
nW

w Σ

Σ

Input signal

Additive noise

( )v n

( )d n

( )e n

−

nX

Fig. 2. LMS based system model.
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And it use the gradient descent algorithm to minimize the Eq. (3) to get the solution
of the actual channel vector [5]. So the iterative equation of the standard least mean
square algorithm is given by

wnþ 1 ¼ wn � lrwnG nð Þ ¼ wn þ le nð Þxn ð4Þ

where l is the step size of the adaptive filter algorithm. The parameter l is critical to
guarantee the convergence and stable state of the adaptive algorithm. The lager l, the
faster convergence speed of the algorithm but the larger mean square divation (MSD),

i.e. MSD nð Þ ¼ E w� bwnk k22
n o

. And vice versa. To make sure that the least mean

square algorithm convergences, l is chosen within the scope of 0\l\k�1
max with kmax

being the maximum eigenvalue of the covariance matrix of xn, i.e. R,E xnxTn
� �

[5]. To
see the influence of parameter l directly, the simulation results with different l is
shown in Fig. 3. In the numerical simulation, we set the length of the channel being
estimated N = 128, the input signal power to additive noise power ratio SNR ¼ 20 dB.
The weights vector of the system is random sequence. The input signal sequences are
pseudo random binary sequences and v nð Þ is additive white Gaussian noises. Three
different l values of 0.01, 0.008 and 0.005 are considered. Simulation results are
obtained by taking the average of the network mean square error (MSE) over 2000
independent Monte Carlo runs to smooth the out curves. From Fig. 3 we can see that
when l is smaller the convergence rate is slower but the MSE is smaller and vice versa.
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Fig. 3. MSE of standard LMS algorithm with different l values (SNR = 20 dB).
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3 Reconsider of Sparse LMS Algorithm

In this section, all analysis are under the assumption that the additive noise v nð Þ is
additive white Gaussian noises model which is independent with input signal xn [14].

3.1 The Presentation of Different Sparse Mean Square Algorithms

We present the system model and standard mean square algorithm in Section 2. In this
Section, we analysis and compare the performance of different sparse adaptive filter
algorithms under Gaussian noise environments. The basic idea of all the sparse mean
square algorithms is to introduce a sparse penalty to the cost function of the standard
LMS algorithm. The sparse constraint attracts the entries of the weights vector of the
channel to zero in varying degrees. Accordingly, the estimation of the channel will
have faster convergence rate and lower steady state error because most taps of the
sparse channel are zero. The essential difference between various sparse algorithms is
that the sparse penalties being proposed are diverse which will be analyzed in detail in
the part B.

Zero attracting least mean square (ZA-LMS) algorithm: The cost function of
ZA-LMS algorithm is GZA nð Þ ¼ 1

2 e
2 nð Þþ cZA wnk k1. Where cZA wnk k1 is sparse pen-

alty, in which cZA is regular parameter that balance the mean square error of the
algorithm and the sparse degree of the system model. :k k1 stands for the ‘1-norm of the
vector. Based on the gradient decent algorithm, the update equation of the ZA-LMS
algorithm is

wnþ 1 ¼ wn þ le nð Þxn � qZAsgn wnð Þ ð5Þ

where qZA ¼ lcZA.
Reweighted zero attracting least mean square (RZA-LMS) algorithm: The cost

function of RZA-LMS is GRZA nð Þ ¼ 1
2 e

2 nð Þþ cRZA
PN

i¼1 log 1þ wn½ �i=�0RZA
� �

. Where

cRZA
PN

i¼1 log 1þ wn½ �i=�0RZA
� �

is the sparse constraint, in which cRZA is regularization
parameter that weights the mean square error of the algorithm and the sparse level of
the system model and �0RZA is a positive number. Based on the gradient decent algo-
rithm, the update equation of the RZA-LMS algorithm is

wnþ 1 ¼ wn þ le nð Þxn � qRZA
sgn wnð Þ

1þ �RZA wnj j ð6Þ

where qRZA ¼ lcRZA�RZA and �RZA ¼ 1=�0RZA.
Reweighted ‘1-norm penalized least mean square (RL1-LMS) algorithm: The cost

function of RL1-LMS is Gr‘1 nð Þ ¼ 1
2 e

2 nð Þþ cr skwnk k1. Where cr skwnk k1 is the sparse
constraint, in which cr is regular parameter that balance the mean square error of the
algorithm and the sparse degree of the system model and sk is a row vector with its
elements are sk½ �i¼ 1

�r þ wk�1½ �ij j, i = 1, …, N. And �r is a positive number and :½ �i denotes
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the i-th entry of the vector. :k k1 stands for the ‘1-norm of the vector. Based on the
gradient decent algorithm, the update equation of the RL1-LMS is

wnþ 1 ¼ wn þ le nð Þxn � qr
sgn wnð Þ

�r þ wn�1j j ð7Þ

where qr ¼ lcr and sgn :ð Þ is the sign function which can be presented by

sgn xð Þ ¼
1; x[ 0
0; x ¼ 0
�1; x\0

8<
: . The operation of sgn :ð Þ is on every entry of the vector. The

absolute value operator and the division operator in the last term of Eq. (7) are all
component-wise.

‘p-norm penalized least mean square (‘p-norm LMS) algorithm: The cost function
of ‘p-norm LMS is G‘p nð Þ ¼ 1

2 e
2 nð Þþ cp wnk kp. Where cp wnk kp is sparse penalty, in

which cp is regular parameter that weights the mean square error of the algorithm and
the sparse degree of the system model. :k kp stands for the ‘p-norm of the vector. The
parameter p is a positive number with 0\p\1. Based on the gradient decent algo-
rithm, the update equation of the ‘p-norm LMS algorithm is

wnþ 1 ¼ wn þ le nð Þxn � qp
wnk kp

� �1�p
sgn wnð Þ

wnj j 1�pð Þ ð8Þ

But to prevent the algorithm from being unstable when wn is a zero vector, we
usually add a regularization parameter �p to the last term of Eq. (8). Then the update
equation of the ‘p-norm LMS is

wnþ 1 ¼ wn þ le nð Þxn � qp
wnk kp

� �1�p
sgn wnð Þ

�p þ wnj j 1�pð Þ ð9Þ

where qp ¼ lcp.
‘0-norm penalized least mean square (‘0-norm LMS) algorithm: The risk function

of ‘0-norm LMS is G‘0 nð Þ ¼ 1
2 e

2 nð Þþ c‘0 wnk k0. Where c‘0 wnk k0 is sparse penalty, in
which c‘0 is regular parameter that balance the mean square error of the algorithm and
the sparse degree of the system model. :k k0 stands for the ‘0-norm of the vector. As we
all know, find the minimum solution of the ‘0-norm is a Non-Polynomial (NP) hard
problem. So a approximate continuous function has been proposed in [15] which is

wk k0 �
PN

i¼1 1� e�b wn½ �ij j� �
. Where :j j stands for the absolute operator and wn½ �i is

the i-th element of the vector w. b is a positive number. Then the cost function of ‘0-

norm LMS can be rewritten as G‘0 nð Þ ¼ 1
2 e

2 nð Þþ c‘0
PN

i¼1 1� e�b wn½ �ij j� �
. Based on

the gradient decent algorithm, the update equation of the ‘0-norm LMS algorithm is
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wnþ 1 ¼ wn þ le nð Þxn � ql0b sgn wnð Þe�b wnj j ð10Þ

where ql0 ¼ lc‘0 . But the term e�b wnj j has very high computational complexity which
isn’t what we want. Then the first-order Taylor series expansion of exponential func-

tions has been introduced in [15] which is shown as e�b wn½ �ij j � f xð Þ ¼
1� b wn½ �i

�� ��; when wn½ �i
�� ��� 1=b

0; others

	
. Then the update equation of the ‘0-norm LMS is

derived as

wnþ 1 ¼ wn þ le nð Þxn � ql0 J wnð Þ ð11Þ

where J wn½ �i
� � � bsgn wn½ �i

� �� b2 wn½ �i
� �

; when wn½ �i
�� ��� 1=b

0; others

	
, in which wn½ �i is

the i-th entry of the vector wn.

3.2 Analysis of the Difference Between the Five Sparse Algorithms

We present five sparse least mean square algorithms in part A. They have different
sparse penalties which stand for the different sparse constraints to the channel vector
being estimated. The regularization parameters in every algorithm also play a big role
in the sparse constraint to the resolution of the channel.

The sparse penalty term of ZA-LMS algorithm is h tð ÞZA¼ qZAsgn tð Þj j, where qZA
decides the strength of the penalty term. From Fig. 4, we can know that ZA-LMS has
the same sparse effects on all weights of the channel. It will cause the high steady state
error of the algorithm against the dominant taps of the channel. As the improvement of
ZA-LMS algorithm, RZA-LMS algorithm has a different sparse constraint which is

h tð Þ ¼ qRZA
sgn tð Þ

1þ �RZA tj j
��� ���, where qRZA has the same role as the qZA plays. From Fig. 5, we

can see that RZA-LMS algorithm attracts the entries of the channel vector to zero with
different extent. The smaller the entry, the stronger strength. And vice versa.
Accordingly, RZA-LMS algorithm normally have the better performance than
ZA-LMS algorithm. The sparse penalty terms of the RL1-LMS algorithm and ‘p-norm
LMS algorithm run similar as RZA-LMS algorithm. The main difference between the
three algorithms is the distribution of the strength of sparse constraint to various taps of
the channel. From Figs. 6 and 7, we can find that RL1-LMS algorithm and ‘p-norm
LMS have a significantly stronger effects on small weights of the channel than
RZA-LMS that will yield lower steady state error for sparse channel estimation.

The sparse penalty term of ‘0-norm LMS is h tð Þ‘0¼ q‘0J tð Þ�� ��, where

J tð Þ � bsgn tð Þ � b2 tð Þ; when tj j � 1=b
0; others

	
. From Fig. 8, we can get that the sparse

attraction of ‘0-norm LMS algorithm only effects on the taps of the channel in a definite
interval. This property of ‘0-norm LMS algorithm which reduce the mean square error
of the weights out of the interval usually make it gain a more accurate estimation than
another four sparse algorithms.
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To compare the performance of the five sparse algorithms, we do the numerical
simulation. The simulation results are shown in Fig. 9. The parameter values of every
algorithm in the numeric simulation are shown in the Table 1.

From Fig. 9, we can see that the ZA-LMS have the faster convergence rate and
larger MSE compared with the other four algorithm. And ‘0-norm LMS achieve the
best performance in the simulation.
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Fig. 4. Sparse constraints to channel vector w of ZA-LMS algorithm with different qZA values.

Table 1. Parameter values setting in Fig. 9.

Parameters Values

Input signal Pseudo-random binary sequences
The length of channel N = 128
Number of dominant taps of
channel vector

S = 16

Distribution of nonzero
coefficients

Random Gaussian CN(0,1)

Signal to noise ratio for
channel model

SNR = 20 dB

Gaussian noise distribution Gaussian CN 0; d2n
� �

Step size l ¼ 0:005
Parameters of algorithms qZA = 1e−3, qRZA = 1e−5, ERZA = 25, qr = 5e−6, p = 0.5,

qp = 5e−6, Ep = 0.05, b0 = 10, q0 = 1e−4
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Fig. 6. Sparse constraints to channel vector w of RL1-LMS algorithm with different qr values
(�r ¼ 5� 10�2 ).

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

Value of coefficient

S
tre

ng
th

 o
f s

pa
rs

e 
pe

na
lty

RZA-LMS(ρRZA=4e-2)

RZA-LMS(ρRZA=4e-3)

RZA-LMS(ρRZA=4e-4)

Fig. 5. Sparse constraints to channel vector w of RZA-LMS algorithm with different qRZA
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Fig. 7. Sparse constraints to channel vector w of ‘p-norm LMS algorithm with different qp
values (�p ¼ 5� 10�2 ,p ¼ 0:5).
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4 Simulation Results

Regular parameters of sparse LMS algorithms and the sparse degree of the channel
have big implications for the gains of the algorithms. The steady state MSD equation
JZA 1ð Þ of ZA-LMS which has been derived in [16] is that

JZA 1ð Þ ¼ t2 � p� 1ð Þlr2x þ 1
2pl2r4x

q2ZA


 �
2

lr2x
� r2v
r2x

ð12Þ

where r2
v denotes the variance of the additive noise v nð Þ and r2x is the variance of the

input sequence x nð Þ. The parameter t is the positive solution of c1t2 þ c2tþ c3 ¼ 0 in

which c1 ¼ L� 2
lr2x

1� lr2x
� �

and c2 ¼ �2 L� Sð ÞqZA
ffiffiffiffiffiffiffiffiffiffi
1�lr2x

pffiffiffiffi
2p

p
lr2x

and

c3 ¼ L�2S
2p þMþ 1

� � 1�lr2x
l2r4x

q2ZA þ
1�lr2xð Þ2
pl3r6x

q2ZA þ r2v
r2x

1� lr2x
� �

. From Eq. (12) we can

see that the steady state MSD depends on the sparse degree of the channel S, the
regular parameter of the algorithm qZA, the step size l and the channel length L [16].
When the sparsity of the channel is determined, the larger value of qZA will increase the
gap between the large tap-weights and it’s true value and the smaller value of qZA will
decrease the effects of sparse constraint on sparse channels. Both of them destroy the
performance of ZA-LMS algorithm. To see the influence of qZA directly we simulate
the algorithm with different qZA values. The simulation based on the channel model
with the length of the channel is N ¼ 128, the sparse level of the channel is S ¼ 16, the
signal to noise ratio of the channel is SNR ¼ 20 dB. Simulation results are obtained by
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Fig. 9. Comparisons between different sparse LMS algorithms.
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taking the average of the network mean square error (MSE) over 2000 independent
Monte Carlo runs. The simulation results are shown in Fig. 10. From the simulation
result, we can see that when qZA ¼ 1� 10�4 that is smaller than 1� 10�3 and is larger
than 1� 10�5 has the lowest steady state MSD.
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Fig. 10. ZA-LMS simulation with different qZA values.
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Fig. 11. RZA-LMS simulation with different qRZA values.
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The regularization parameters of another four sparse algorithm are similar as
ZA-LMS. We simulate another four sparse algorithms with different regular parameters
and fixed sparsity. All the simulations based on the same channel model with the length
of the channel is N ¼ 128, the sparse level of the channel is S ¼ 16, the signal to noise
ratio of the channel is SNR ¼ 20 dB. Simulation results are obtained by taking the
average of the network mean square divation (MSD) over 2000 independent Monte
Carlo runs. The simulation results are shown in Figs. 11, 12, 13 and 14. The simulation
results demonstrate the theoretical analysis that the smaller or larger values of q will
degrade the performance of the algorithm.
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Fig. 12. RL1-LMS simulation with different qr values.
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Fig. 13. ‘p-norm LMS simulation with different qp values.
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When the regularization parameter qZA is certain, namely, the sparse constraint is
decided, the estimated solutions of the channel model with different number of zero
coefficients will have various accuracy. The more the number of zero weights are, the
more effectively the ZA-LMS algorithm attracts the tap-weights to zero and the vice
versa. Accordingly, the performance of ZA-LMS algorithm increases with the strong
sparse degree of the channel. Another four sparse algorithms have the same property.
To see the influence of the spare level of channel model intuitively we simulate every
algorithm with fixed regularization parameter q (qZA, qRZA, qr, qp, q0) and various
channel model with different sparse structure. The simulation results are shown in
Figs. 15, 16, 17, 18 and 19. The parameter values of the simulations are as shown in
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Fig. 14. ‘0-norm LMS simulation with different q0 values.

Table 2. Parameter values of numeric simulation in Figs. 15, 16, 17, 18 and 19

Parameters Values

Input signal Pseudo-random binary sequences
The length of channel N = 128
Number of dominant taps of
channel vector

S ε {16, 32, 64}

Distribution of nonzero
coefficients

Random Gaussian CN(0,1)

Signal to noise ratio for
channel model

SNR = 20 dB

Gaussian noise distribution Gaussian CN 0; d2n
� �

Step size l ¼ 0:005
Parameters of algorithms qZA = 1e−4, qRZA = 1e−3, ERZA = 25, qr = 5e−5, p = 0.5,

qp = 5e−6, Ep = 0.05, b0 = 10, q0 = 1e−4

98 J. Wang et al.



Table 2. From the simulation results we can get that the more sparse of the channel
model structure, the better performance of the sparse algorithms will obtain. The
conclusion is easy for us to understand because that the more numbers of the zero taps
of the channel, there will be smaller bias between the estimated weights and their actual
values.
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Fig. 15. Simulation of ZA-LMS algorithm with different S.
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Fig. 16. Simulation of RZA-LMS algorithm with different S.
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Fig. 17. Simulation of RL1-LMS algorithm with different S.
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Fig. 18. Simulation of ‘p-norm LMS with different S.
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5 Conclusions

We analyze and compare the sparse LMS algorithms performance from various aspects
in this paper. The simulation results have demonstrated that the sparse LMS algorithm
outperformance the traditional LMS algorithm. We know that there are many factors
influence the performance of the algorithm, such as the cost function of the algorithm,
the sparse constraint of the algorithm, the structure of the system model etc. To achieve
the better estimation of the system, we should set proper parameter values. The more
information of the system model we know, the more accurate algorithm we can design.
The next work will explore more information of the system model and design more
effective algorithms.
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the Multi-user Detection Algorithm

of SCMA
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Abstract. Sparse code multiple access (SCMA) is a novel kind of
non-orthogonal multiple access technology which combines the ideas of
CDMA and OFDMA. The modulation scheme based on the mapping
of the codebook can be regarded as a kind of spread spectrum coding
technology and the encoding gain helps to improve spectrum utilization,
system capacity and transfer rate. At the receiver, the message pass-
ing algorithm (MPA) whick is employed to detect multi-user signals can
reduce the computational complexity because of the sparse structure. In
this paper, we use the extrinsic information transfer chart (EXIT chart)
to analyze MPA detection performance under different SNR conditions
and propose serial MPA algorithm based on fairness which can improve
the convergence performance of the algorithm and reduce the compu-
tational complexity. The theoretical derivation and simulation results
demonstrate that serial MPA can improve the algorithm convergence
performance and MPA detection are not apply to low SNR scenario.

Keywords: SCMA · EXIT chart
Serial MPA algorithm based on fairness · Multi-user detection
MPA convergence

1 Introduction

In the future 5G networks, the data flow rate of the system is greatly improved and
occupies a wider range of bandwidth compared with 4G [1]. However, the reality
is that a variety of standard communication systems mix together and the con-
tinuous spectrum resources are scant, so only limited discrete spectrum resources
are available. Obviously, OFDM technology can not meet the needs of 5G mass
connectivity. Therefore, 5G network sets higher demands upon the air interface
techniques, in which sparse code multiple access (SCMA) is one of the standard
candidates of air interface technology for 5G mobile communications [2].
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SCMA combines the idea of CDMA and OFDMA [3] to achieve non-
orthogonal multiple access in the frequency domain. It modulates the signal
onto the multi-dimensional OFDMA subcarrier. The codebook mapping can
be considered as a spread-spectrum coding technique, which can improve the
spectrum utilization and improve the system performance. SCMA uses multi-
dimensional codebook instead of QAM modulation and LDS spread [4] to provide
the shaping gain and spread gain. In the SCMA system, the user’s information
is modulated on multiple carriers for diversity transmission, and its codebook
mapping is various, so that the receiver can demodulate user information based
on different carriers and different codebook to reduce the information collision.
Message passing algorithm (MPA) with affordable complexity can be adopted to
achieve near ML performance [5] in SCMA detection module. Weighted Message
Passing Algorithm for SCMA is proposed in reference [6]. Bayesteh studied the
blind detection algorithm for SCMA uplink [7].

However, there are few works have been done to study the MPA algorithm
performance in SCMA detection system under different conditions. What’s more,
the convergence performance of the original MPA algorithm need to be improved
in engineering implementation.

In this paper, we use the extrinsic information transfer chart (EXIT chart) to
analyze MPA detection performance under different channel conditions [8]. It’s
convenient to find out whether the MPA algorithm can converge to exact solu-
tions and the approximate number of iteration required for convergence through
the simulation diagram. Besides, we propose serial MPA based on fairness to
improve the convergence performance of original multi-user detection algorithm.
Simulation result shows that the algorithm that we propose reduces the number
of iterations significantly, improves the convergence performance of the algo-
rithm, and reduces the computational complexity of the system. It will be intro-
duced in Sect. 4 separately.

The remainder of this paper is organized as follows. In Sect. 2 we introduce
the basic principle and system model of SCMA. Section 3 introduces extrinsic
information transfer (EXIT) chart to analyse the MPA algorithm performance.
the improvement detection algorithm is presented in Sect. 3B. Then, the original
MPA algorithm performance is analysed through simulations in Sect. 4. More-
over, we propose serial detection algorithm based on fairness to improve the
convergence performance of the algorithm and reduce the computational com-
plexity of the system in this section. Finally, the conclusion is given in Sect. 5.

2 System Model

2.1 System Model

The structure of SCMA transmitter is shown in Fig. 1. The data streams from
multiusers is processed by FEC encoder module first and then interleaving the
encoded data to prevent burst errors. The processed data streams are sent to
SCMA encoder and directly mapped to several orthogonal subcarriers according
to the pre-designed codebooks. Finally, the whole data streams output from the
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SCMA encoder are transmitted through the channel. The transmission signal
is superimposed on the data of other users carried by the same subcarrier and
introduces noise in the transmission process. Then the transmission signal is sent
to receiver. The SCMA receiver structure is shown in Fig. 2. The SCMA decoder
detects the user data streams which are interferenced by channel noise and other
user data streams according to codebook and carrier allocation information we
have known. After that, decode convolution code and restore data bits with hard
decisions.

FEC

FEC

Channel
coding

User1

User2
Channel

FEC

Interleaver

Interleaver

Interleaver

SCMA Encoder

SCMA Encoder

SCMA EncoderUserJ

Fig. 1. SCMA transmitter structure
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Decider
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Fig. 2. SCMA receiver structure

SCMA Encoder. The SCMA encoder maps the interleaved binary bits to a
multi-layer constellation symbol and then scatters the constellation point sym-
bols on different subcarriers. In this paper, B and C denote sets of binary and
complex numbers respectively. The map from binary bits to K-dimensional com-
plex codebook can be expressed as f : Blog2M → CK , where M is the number of
constellation points, and K is the number of orthogonal subcarriers. The SCMA
system allocates subcarriers for the user according to the allocation matrix F
The row index k and the colomn index i of the matrix represent subcarrier k
and user i respectively. If the element (F)kj in the matrix is 1, that means the
subcarrier k is assigned to the user j. The matrix F below express a system
which allocates 4 subcarriers to 6 users and each user occupies 2 subcarriers.

F =

⎡
⎢⎢⎣

1 1 1 0 0 0
1 0 0 1 1 0
0 1 0 1 0 1
0 0 1 0 1 1

⎤
⎥⎥⎦ (1)
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Signal Transmission Model. The signals of the J users are multiplexed to K
orthogonal subcarriers. At the receiver, the attenuation signal of different users
after channel transmission are superimposed on the subcarriers Therefore, the
received symbol can be expressed as

y =
∑J

j=1
diag(hj)xj + n, (2)

where hj = (h1j , h2j , . . . , hKj)
T is the channel parameters vector of user j,

indicating signal attenuation during transmission, xj = (x1j , x2j , . . . , xKj)
T is

SCMA codebook of the user j, and n is white noise, complying with Gaussian
distribution in the complex domain.

SCMA Multiuser Detection. The optimal detection can be achieved by the
maximum a posteriori probability (MAP) algorithm. The codeword matrix of
each user is expressed as Xj = (x1, x2, . . . , xJ )T The estimated value of X is
expressed as

X̂ = arg max
X∈MJ

p(X|y) (3)

Considering the complexity of detection, we transform the equation above
into a marginal probability distribution problem and get the following equation

x̂j = arg max
a∈M

∑

X∈MJ

Xj=a

P (X|y) (4)

In the downlink, the number of system users is huge, and the amount of com-
putation is so large that it is impossible to implement for a receiver. Therefore,
multi-user detection based on factor graph is used to reduce the receiver com-
putation complexity.

2.2 Classical Detection Algorithm

In the factor graph every circle represents a user (variable node) and every block
represents a tone (function nodes), the factor graph represents system includes 6
users and 4 carriers is shown in Fig. 4. There are loops in the factor graph, which
causing none of the line can be calculated first. The message passing algorithm
(MPA) is applied for multi-user detection. The MPA algorithm decomposes the
complex multi-user signal detection process into a number of relatively simple
iterative steps, which are iteratively updated on the basis of probability infor-
mation.

Each user and each subcarrier can be represented as a variable node (VN) and
a function node (FN) respectively. Message transfer using a parallel mechanism,
in each iteration process, all the function nodes and variable nodes are all parallel
processing and delivery the messages (Fig. 3).

MPA iteratively updates the probability associated with the edges in the
factor graph by passing the extrinsic information between VNs and FNs.
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Fig. 3. SCMA system factor graph

First, initialize all variable nodes. Then, update the function node and variable
node. The received signal for every VN is combined with the extrinsic informa-
tion passed by the FN through the remainder of the edges connected to the FN.
The passed message from FN to VN can be expressed as

μfk→Vm
(xm) =

∑
∼{xm}

{
fk({Vn = xn}Vn∈N(fk)

)
∏

Vn∈N(fk)\{Vm}
μVn→fk

(xn)

⎫
⎬
⎭
(5)

The prior information for every VN is combined with the extrinsic informa-
tion passed by FN through the remainder of the edges connected to the VN. The
passed message from VN to FN can be expressed as

μVn→fl
(xn) =

∏
fk∈N(Vn)\{fl}

{μfk→Vn
(xn)} (6)

Finally, after a few iterations, the probability message converges to the reli-
able value and the marginal probability of the variable can be expressed as

gVn
(xn) = μfk→Vn

(xn) × μVn→fk
(xn) (7)

3 MPA Algorithm Performance Analysis and Enhance

3.1 Analyze the Performance of MPA Algorithm with Extrinsic
Information Transfer (EXIT) Chart

The message passed between the VNs and FNs increases under the iterative
process, and its own information is fed back as a priori information of the next
iteration, so the independence of the message and the improvement in decoding
performance is affected. Therefore, it is important to research the convergence
of MPA algorithm.

From the system point of view, the iterative decoder can be regarded as a
dynamic system. As an efficient tool for analyzing the convergence of iterative
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decoding system, EXIT chart analysing the convergence based on mutual infor-
mation. The SCMA receiver consists of the function node decoder (FND) and
the variable node decoder (VND) [9], and the EXIT chart technology can be
used to analyze the convergence of detection algorithm [10].

VND

Channel 
information FND IE,FND IA,VND

IE,VND IA,FND

Fig. 4. SCMA detector structure

SCMA detector structure is shown in Fig. 4. In the multi-user detection pro-
cess of the SCMA system, the prior information of a component detector is
obtained from the extrinsic information of the other component detector, and
the extrinsic information of the detector is independent of each other.

The relationship between the discrete input and output signals in the Gaus-
sian white noise channel is shown in the following equation,

a = b + n (8)

where b is the input signal, n is a Gauss noise with a mean value of 0 and an
variance of δ2. z is the output signal of the channel (only consider additive noise).
The conditional probability function under the Gaussian noise channel can be
expressed as

p(z|b = b) =
e− (z−b)2

2δ2√
2πδn

(9)

The symbol b represents the random data information with a discrete value of
1 or 0. Thus, the log likelihood ratio of the transmitted data can be expressed as

Z = ln
p(z|b = 0)
p(z|b = 1)

(10)

We represent the prior information and the output information as mutual
information. I(X,Y ) represents the mutual information between the variables
X and Y . Variable X represents the signal sent by the SCMA system, and Y is
the logarithmic likelihood of variable X. I(X,Y ) can be expressed as

I(X,Y )=H(X) − H(X|Y ) (11)

where the source entropy H(X) represents the uncertainty of X, and H(X|Y )
represents the uncertainty of X under the condition that variable Y have been
known. According to the derivation of probability relation, I(X,Y ) can be
expressed as

I(X;Y ) =
∑
x,y

p(x, y) log(
p(y|x)
p(y)

) (12)
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The value of variable X is 0 or 1, and Y is a continuous random variable, so p(y)
can be expressed as

p(y) = 1/2[p(y|x = 0) + p(y|x = 1)] (13)

The mutual information between the transmitted data and the priori information
of the component detector can be expressed as

IA(X;Y ) =
1
2

∑
x=0,1

∫ +∞

−∞
pA(y|X = x)

log2(
2 × pA(y|X = x)

pA(y|X = 0) + pA(y|X = 1)
)dy

(14)

where factor p represents probability distribution.
Under the condition of BPSK modulation, p follows the Gaussian distribu-

tion, however, for the case of multi-modulation, there is no general conclusion.
In the SCMA system, the constellation mapping based on the codebook design is
various because of the change of the codebook, so it is complicated to obtain the
probability distribution by the formula expression. In this case, the probability
distribution is obtained by the way of Monte Carlo simulation and histogram
statistics approximately.

Similar to the expression of IA(X;Y ), IE(X;Y ) can be expressed as

IE(X;Y ) =
1
2

∑
x=0,1

∫ +∞

−∞
pE(y|X = x)

log2(
2 × pE(y|X = x)

pE(y|X = 0) + pE(y|X = 1)
)dy

(15)

Then the EXIT chart of the SCMA detector can be simulated.

3.2 Serial Message Pass Algorithm Based on Fairness

Message Update Based on Codeword Probability. Each iteration of the
parallel MPA algorithm, all FNs update the message in parallel at the same
time first, and then all VNs update the message simultaneously. The multi-
user detection algorithm based on a parallel strategy whose updated message is
passed to the corresponding variable node or function node at the beginning of
the next iteration can’t deliver the updated message immediately.

In addition, the algorithm requires large-capacity registers to store interme-
diate variables for parallel processing. Serial MPA algorithm based on fairness
improves the convergence performance and save hardware resources.

According to the previous introduction to the MPA algorithm, the probability
of outputting the codeword after t iterations can be expressed as

gt(vi) = μt
Vi→fj

(xi) × μt
fj→Vi

(xi) (16)
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We can use Qt
Vi

(xi) and μt
fj→Vi

(xi) to calculate μt
Vi→fj

(xi) based on the above
formula.

μt
Vi→fj

(xi) =
gt(xi)

μt
fj→V

i

(xi)
(17)

The variable node update can be integrated into the function node update to cal-
culate the marginal probability of the variable and save part of the intermediate
variable storage space.

In serial MPA message delivery, as long as the function node information
μt

fj→Vi
(xi) is updated, the probability information gt−1(xi) of the corresponding

user output codeword is updated immediately. gt−1(xi)old and gt−1(xi)new rep-
resent the probability information that before and after message update respec-
tively. In addition, gt−1(xi)new is more accurate obviously. Then variable node
update can be expressed as

μt
Vi→fj

(xi) =
gt−1(xi)

new

μt−1
fj→Vi

(xi)
(18)

Based on the above discussion and the Eq. 15, the function node update of
the serial MPA multiuser detection algorithm can be expressed as

μt
fi→Vi

(xi) =
∑
∼vi

⎧
⎨
⎩

1√
2πδ

exp(
−1

N0,n
||yj −

∑
x∈ξj

hj,xvj,x||2)

Qt−1(xk)new

μt−1
fj→V

k

(xi)

∏
l∈ξj/{i,k}

Qt−1(xk)old

μt−1
fj→Vl

(xl)

⎫
⎬
⎭

(19)

where ξj represents the set of users associated with the kth resource block, i and
j represent the user in the set.

Serial Message Update Based on Fairness. The reliability of the function
node update μt

fj→Vi
(xi) determines the accuracy of the codeword probability

gt(xi) that the detector calculates.
If the message μVi→fl

(vi) passed from the VN to the FN is calculated based
on the message μfk→Vi

(vi) that has been updated in this iteration we consider
the message μVi→fl

(vi) on the branch of the factor graph is credible and define
it as credible branch. The function node update message μt

fj→Vi
(vi) is more

accurate if the FN connects with more numbers of credible branches.
Because the serial MPA algorithm updates the message asynchronously, the

further back function node update message is the more reliable. Serial message
update based on fairness ensures uniform distribution of credible branches asso-
ciated with each function node so that users’ message in the system can be
decoded fairly. The algorithm is expressed as Algorithm1.
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Algorithm 1. Serial message pass algorithm based on fairness
Require: y, H, δ2, tmax

intialization:
1: for i=1,2,· · · ,J and i=1,2,· · · ,I do
2: g (xi) = 1/M, μ0

fj→Vi
(xi) = 1/M

3: end for
message update:

4: while t ≤ tmax do
5: for j = 1, 2, · · · , J do

6: M j
all(xi) =

∏

i∈ξj

gt−1(xi)

μt−1
fj→Vi

(xi)

7: for i = 1, 2, · · · , I do
8: if i ∈ ξj then

9: M j
temp(xi) = gt−1(xi)

μt−1
fj→Vi

(xi)

10: μt
fj→Vi

(xi) =
∑

∼vi

{

1√
2πδ

exp(− 1
2δ2

∥
∥
∥
∥
∥
yj − ∑

v∈ξj

hj,vxj,v

∥
∥
∥
∥
∥

2

)
M

j
all

(xi)

M
j
temp(xi)

}

11: gt−1(xi) = M j
temp(vi)μ

t
fj→Vi

(xi)

12: M j
all(vi) =

∏

i∈ξj

gt−1(xi)

μt−1
fj→Vi

(xi)

13: end if
14: end for
15: end for
16: t=t+1
17: end while
18: for i= 1, 2, · · · ,I do
19: g(xi) =

∏

j∈ξi

μtmax
fj→Vi

(xi)

20: end for
Ensure: g (xi)

4 Simulation Results and Analysis

4.1 Extrinsic Information Transfer (EXIT) Chart Simulation

We simulate the two component detector EXIT curve, and choose one to reversal
the vertical and horizontal axis. Then, put the two simulation curve into a chart
to analyse.

An EXIT chart example is shown in Fig. 5. The amount of mutual information
transferred between the two component detectors varies with the direction of the
arrow poles when the component detector iterative detection and decoding.

The space between the two curves is called the decoding space. The larger
the space between the two curves, the less the number of iterations required for
the algorithm convergence. The closer the intersection of the two curves get to
one, the more accurate the iterative algorithm is.

The degrees of variable nodes in SCMA system factor graph represents the
number of carriers that users multiplex. The three curves in Fig. 6 represent the
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Fig. 5. EXIT chart example

Fig. 6. The EXIT curve of the variable node

variable node EXIT curves when variable node degree is 2, 3 or 4 respectively. As
the degree of variable node increases, the EXIT curve is closer to the horizontal
axis and the decoding space is larger. Therefore, as the number of user multiplex
resources increases, the iterative detection algorithm converges faster and gets
better bit error rate performance. However, the system overload rate and the
system capacity is reduce as user multiplex resources increases.

The EXIT chart of SCMA system under different SNR is shown as Fig. 7. It
can be seen from the figure that the two component decoders can obtain new
message through the iterations between the two component decoders, and the
output information of the component decoders is more accurate. The iterations
are stopped when the two component detector EXIT curves intersect.
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Fig. 7. The EXIT chart of SCMA system

Through the simulation results, we can find that the EXIT curves of the
two component detectors have an intersection when using the MPA algorithm
for multiuser detection in the SCMA system under different SNR. Therefore, we
can use the EXIT chart to prove that MPA algorithm is convergent in the SCMA
multi-user detection. The mutual information at the intersection of two EXIT
curves in the simulation diagram increases as the SNR becomers higher, and
the performance of the MPA algorithm is better correspondingly. The mutual
information value is small at the intersection of two EXIT curves in the low SNR
condition and therefore MPA algorithm can not converge to the exact value. The
intersection coordinate of the EXIT curves in the chart is almost equal to one,
the space between the two curves is wide and the decoding space is large in the
condition that SNR is over 10 dB.

Therefore, MPA algorithm performances well in the high SNR condition and
it isn’t suitable for low SNR SCMA system.

4.2 Serial Message Pass Algorithm Based on Fairness

The SCMA system uses 16-point codebook mapping and then modulated signals
are transmitted over Gaussian channels. Finally, BCJR algorithm is applied for
decoding [11].

The convergence performance of the two algorithm that serial MPA based on
fairness and original MPA algorithm are shown in Fig. 8. The serial MPA based
on fainess converges only after 4 iterations, while the parallel MPA must iterate
more than 10 times before it completely convergent.

Therefore, the algorithm that we propose reduces the number of itera-
tions significantly, improves the convergence performance of the algorithm, and
reduces the computational complexity of the system.
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Fig. 8. The algorithm convergence performance comparison

5 Conclusion

In the paper, we use the extrinsic information transfer chart (EXIT chart) to
analyze MPA detection performance. In the SCMA system, the constellation
mapping based on the codebook design is various, so it is too complicated to
obtain the probability distribution by mathematical formula derivation. Through
the EXIT chart that we simulate, it is easy to analysis the MPA algorithm per-
formance in SCMA detection system and come to the conclusion that MPA
algorithm is not apply to the low SNR condition. Furthermore, we present
serial MPA algorithm based on fairness to improve the convergence performance
of original MPA algorithm and reduces the computational complexity of the
detection system.
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Abstract. Vehicular Ad-hoc Network (VANET) plays an important role in
improving traffic safety and efficiency. Vehicles with sensors on board can collect
traffic and environmental information of their driving areas and, meanwhile, they
also want to achieve a similar type of information for their interested regions.
This paper establishes a data service model to facilitate information exchanges
within a vehicular network, where both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications are involved. A new clustering algorithm
which considers the mobility and the driving behavior is proposed in this model
to enhance service efficiency and success rate. The performance of this model is
evaluated through simulation.

Keywords: Cluster · V2X communications · Vehicular network

1 Introduction

In recent years, with the rapid development of Smart Cities and Intelligent Transporta‐
tion Systems (ITS) [1], a new and modern transportation paradigm is formed aiming to
make traveling on the road safer, more efficient and comfortable. The Vehicular Ad-hoc
Network (VANET), extended from the Mobile Ad-hoc Network (MANET), is designed
to improve the quality of experience for both drivers and passengers. Vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) communications (together abbreviated as
V2X) are two main communications modes in VANETs. The roadside unit (RSU) is a
stationary server installed along the road to provide information services via V2I
communications.

The traffic and environmental information differs in different areas but remains
largely unchanged within a shorter range of traveling distance. Therefore, collecting the
local data and exchanging with RSUs to learn other traffic areas across vehicular
networks help drivers learn about the real-time traffic/environmental information ahead,
and is an effective solution for reducing road congestion and improving the driving
experience. The Dedicated Short Range Communications (DSRC) scheme has been
developed to support both V2V and V2I communications (together as V2X).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In general, the 5.9 GHz DSRC refers to a suite of standards for Wireless Access in
Vehicular Environments (WAVE) [2], which include IEEE 802.11p, IEEE
1609.1/.2/.3/.4 protocols and the SAE J2735 message set dictionary. The high mobility
of vehicles in addition to a large number of transmission terminals in an ad-hoc network
presents a great challenge in V2X communications, in terms of high likelihood of
congestion in data delivery and exchange in this environment.

This challenge can be addressed by the clustering method in V2X approaches. A
VANET model with clusters (circled) is illustrated in Fig. 1, showing information
exchanges between cluster heads and RSUs. The clustering method simplifies the data
transmission structure in a complex network and increases the capacity of a system as
it can better utilize the resources available. A cluster-based data service model via coop‐
erative transmission in V2X is proposed in this paper, which includes both local infor‐
mation collection/submission and data downloading from RSU. We will show that the
combined clustering and V2X methods can outperform the conventional schemes
without using clusters, in terms of the service delivery efficiency.

Fig. 1. A VANET model with clusters.

The rest of the paper is organized as follows. Section 2 introduces the related work
in V2X communications and cluster-based dissemination methods. Section 3 presents
the new clustering algorithm and Sect. 4 describes the proposed data service model.
Section 5 provides simulation results and performance analysis. Finally, the paper is
concluded in Sect. 6.

2 Related Work

There have been many research works dedicated to the performance improvement of
vehicular communications. In V2V communications, adaptive data dissemination
methods are used in vehicular networks with different densities [3], to reduce the
retransmission times efficiently, with the help of a store and forward function. The idea
of cooperation is to combine V2V with V2I, such as in a typical scenario [4] where the
RSU provides services to passing vehicles via V2I communications and any vehicle is
able to share its cached data with neighboring vehicles via V2V communications.

120 Y. Shi et al.



Network coding is also applied in this work to increase transmission efficiency, but its
evaluation ignores the latency caused by the failed services.

In [5], more RSUs are considered to broadcast messages timely. Vehicles within the
coverage of RSUs will receive the information seamlessly via the V2I mode and those
which outside this transmission distance forward the information via V2V. The key point
here is to decide the handover mechanism for ensuring stable connections.

The Lowest-ID clustering algorithm is used to select the cluster head (CH) based on
the fixed ID number of each vehicle within the communication range [6]. This algorithm
is not suitable in VANET due to high mobility and restricted routes for vehicles. A three-
layer CH selection algorithm is proposed for multimedia services in a VANET [7], where
clusters are formed based on the interest preferences of vehicle passengers. This scheme,
however, cannot achieve a high efficiency when the requirements in the operation differ
too much.

3 Clustering Algorithm

In a MANET, CHs can be selected by considering the position, neighbors, mobility, and
battery power of the nodes in the network, and applying an algorithm called “combined
weight” [8]. But in VANETs, the factors to consider are different due to the high mobility
and the road structures, so we propose a new clustering algorithm which applies a new
weighting method, which is more dedicated to VANETs.

There are three types of the nodes (vehicles) in a VANET: free node (FN), cluster
head (CH), and cluster member (CM). The clustering algorithm considers only the one-
hop neighbors of each node, the cluster size is decided by the number of CH’s neighbors.
The factors that could affect the selection of CH include position, velocity, connectivity
and driving behavior.

The position of each node is obtained from GPS devices. The average distance
between CH and CM should be short to keep CH close to the center of a cluster. The
average relative distance between a node ni and its neighbors, Pi, is given by:

Pi =
1
n

∑n

j=1

√
(xj − xi)

2 + (yj − yi)
2 (1)

where n is the number of neighbors of node ni, and x and y are coordinate values of two
involved nodes.

The velocity of CH should be close to the average velocity of the cluster, so it can
represent the cluster’s mobility for building stable connections with its members. The
stability, Vi, is represented by the difference between the velocity of a candidate node vj
and the average velocity of the traffic flow, i.e.:

Vi =
||||vi −

1
n

∑n

j=1
vj

|||| (2)

where vj is the velocity of the j-th neighbour of ni.
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Each node can have a different number of neighbors, denoted by Ni, reflecting the
connectivity of ni. The ideal connectivity is defined as λ, which represents the maximum
number of neighboring nodes within one hop without causing traffic congestion, and is
given by:

𝜆 = 2Rt × 133 × nl∕1000 (3)

where Rt is the transmission range, nl is the number of lanes. The value 133 represents
the highest possible density (vehicles/(lane·km) [9]. The actual connectivity denoted as
Ci, is then given by:

Ci =
||Ni − 𝜆|| (4)

The last factor involved is driving behavior, which shows how stable a vehicle is
when running along the road in terms of the average acceleration of the vehicle ai. The
driving behavior denoted as Di is then defined as:

Di =
||ai

|| (5)

These four factors are considered to have the same influence on the CH selection,
so the final weighting metric Wi should be the sum of all normalized Pi, Vi, Ci and Di:

Wi = P′
i
+ V ′

i
+ C′

i
+ D′

i (6)

P′
i
=

Pi

Pmax i

, V ′
i
=

Vi

Vmax
, C′

i
=

Ci

𝜎
, D′

i
=

Di

Dmax i

(7)

where Pmax is the distance between the i-th vehicle and the farthest vehicle from it, Vmax
is the speed limitation by traffic rules that a vehicle can reach in the flow, Dmax is the
maximum absolute value of acceleration the vehicle can reach when it is running. A
smaller Wi indicates higher suitability for the CH.

4 Cluster-Based Service Model

The proposed system model is a combination of both V2V and V2I. RSUs are located
in different sections of a road and share a database server in the back-end as shown in
Fig. 2. Vehicles act as nodes in the VANET concerned.

The database server stores the traffic and environmental information of different
regions and is updated by each RSU periodically for the traffic situations, weather
conditions and road status, etc. Vehicles are grouped into clusters to collect information
and request for services. CH is selected to collect and aggregate information from cluster
members (CMs) and disseminate service packets to CMs after receiving data from RSUs.
Only CH can directly communicate with RSUs.

To reduce the transmission overhead, CH does not keep the list of its members, every
CM stores the CH’s ID to identify its cluster. When CH broadcasts the service packets,
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the CMs who have the same CH ID and the targeted service ID will receive the service
packets.

The system follows the standards of IEEE 802.11p, which specify 7 channels with
10 MHz bandwidth, including one control channel for exchanging control messages and
safety information, and 6 service channels for delivering service data.

This system model enables real-time information sharing and reduces energy
consumption because it shifts a significant amount of transmissions from V2I to V2V
thanks to the cluster approach adopted. Only RSUs need to communicate with CHs,
resulting in reduced transmission collision and energy consumption as well.

The whole cluster-based service model includes three main subsystems for data
management, cluster operation, and service delivery, as described below.

4.1 Data Management Subsystem

4.1.1 Packets Classification
• Vehicle information packet (VIP): It carries the basic vehicle information: vehicle

ID, velocity, position, etc.
• Cluster Head Announcement (CHA): CHA is broadcast by a node with a weight low

enough to be a CH.
• Cluster Head Maintain (CHM): A node with the smallest Wi is selected as CH, and

it then sends CHM to all its neighbours to declare its identity (CH ID).
• Service Data Packet (SDP): It consists the head (CH ID, packet ID, sender ID and

time stamp.) and context (actual data to transmit).

4.1.2 Data Integration
The traffic/environmental information includes the average speed of the current flow,
position, weather and traffic conditions, which is obtained by collecting relevant data
from onboard sensors. The collected information is aggregated by CH as it has both
universality and particularity. Each RSU maintains a database to store the service infor‐
mation collected from CHs and will also periodically update information from other
servers. This information service helps drivers to choose better routes and avoid conges‐
tions and accidents. They can also be aware of the travel time they will spend.

Fig. 2. Cluster-based service model.
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4.2 Cluster Operation Subsystem

4.2.1 Cluster Forming
Any node whose status is free node (FN) can start the cluster forming process by sending
out VIP, based on which each node can calculate its weight Wi. If a node achieves a
smaller Wi than the weight threshold, WThreshold (i.e. Wi < WThreshold), it will send CHA to
neighbors to announce that. Any node that receives the CHA will compare the weight
(Wi) with its own and send another CHA to argue if it has a smaller Wi. Otherwise, the
node will keep waiting for CHM from others to confirm the CH ID. After sending a
CHA, if a node has not received any argument after a threshold window Tw, it sends
CHM to declare its identity as CH of its neighbors. Every node which receives this CHM
will mark the CH ID as its head ID. If a node receives another CHM shortly after the
one from the first CH, it would decide the new CH by comparing their weights.

4.2.2 Cluster Maintaining
As CH does not keep the list of its members, it detects the Wi periodically to maintain
the CH status: if there are no obvious changes of its acceleration and Wi < WThrehold still
stands, it resends its CHM to confirm its CH ID; otherwise, it sends VIP to start a new
cluster forming process and changes its status as FN.

When a node becomes a CM, it stores the ID of the current CH. If it keeps overhearing
CHM from the same CH, no changes will be made. If CM continuously overhears two
CHMs from another CH, it changes its CH ID and becomes a member of a new cluster.
If CM overhears no CHM after a threshold, it would switch to FN and sends out VIP.

4.3 Service Delivery Subsystem

Vehicles on the road may have different regions of interest and tend to learn the envi‐
ronmental and traffic conditions in those regions in advance. They also collect current
traffic information from their onboard sensors and are responsible for reporting the
information with a high priority (e.g. an accident) to its CH.

Each vehicle generates request packets containing the vehicle ID, request ID and
region ID. Every CM sets the receiver ID as the CH ID and submits the requests along
with the emergent information (if it has) to CH and then waits for service delivery. On
receiving the packets, CH integrates the collected information and forward it all together
with the requests of CMs to RSU.

When receiving the SDP packet from CH, RSU updates the database with the
collected information and sends the service packets requested to CH. CH will continu‐
ously broadcast each service packet to its members. Upon overhearing the relative ID
for its request, CM will save the packet and the request is satisfied. If CM still cannot
obtain the service data after a waiting time period, this request is failed and after checking
its cluster status this CM will send a request to CH again.

In this paper, the following three metrics are applied to evaluate the performance of
the proposed system.
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• Service ratio (γ). It is the ratio of the number of successful delivered requests ns to
the total number of requested services n, to evaluate the effectiveness of the V2X
system, which is given by:

𝛾 =
ns

n
(8)

• Average service delay (τ). It is defined as the average duration from a vehicle submit‐
ting a service request to it finally receiving the service packets, i.e.:

𝜏 =

∑ns

i=1 tsi + nus ⋅ tp

ns

(9)

where tsi is the time duration of the i-th successful service transmission, nus is the
number of unsuccessful service requests, and tp is the waiting time a vehicle spends
for the service which is not delivered.

• Throughput (η). It is a widely applied metric to evaluate the transmission efficiency
of a system, defined as the average size of data successfully delivered over a unit
time.

𝜂 =
ps

T
(10)

where ps is the total size of delivered service packets, T is the total service time.

5 Simulation and Results Analysis

5.1 Simulation Setup

The traffic scenario in this paper is set to be a single direction road with three lanes as
is shown in Fig. 2. The average velocity of each lane is set as 60 km/h, 80 km/h and
100 km/h, respectively. Based on the Greenshield’s Model in traffic flow theory [10],
the velocity and the density of vehicles are linearly related to the condition of uninter‐
rupted traffic flow, i.e.:

v = vf −
vf

dc

⋅ d (11)

where v and d are the velocity and density of vehicles, respectively. vf is the maximum
velocity a vehicle can reach in a lane, dc is the traffic density under congested, which is
133 vehicles/(lane·km) as mentioned in Sect. 3. For different flow velocities, the distri‐
bution of vehicle density of each lane is shown in Fig. 3, from which six driving scenarios
are designed with data entered in Table 1.
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Fig. 3. Relation between velocity and density with different flow speeds.

Table 1. Density and velocity for each lane

Scenario Average
velocity (km/h)

Average
density
(vehicles/km)

1 Lane1 55.49 11.08
Lane2 73.98 11.63
Lane3 92.48 10.64

2 Lane1 50.98 22.17
Lane2 67.97 21.61
Lane3 84.96 21.28

3 Lane1 45.11 33.25
Lane2 60.15 32.23
Lane3 75.18 33.30

4 Lane1 41.95 42.12
Lane2 55.93 41.56
Lane3 69.92 41.23

5 Lane1 36.99 53.20
Lane2 49.32 51.53
Lane3 61.65 51.87

6 Lane1 30.67 66.50
Lane2 40.90 65.03
Lane3 51.12 48.21

The communication model is based on DSRC and the parameters of PHY layer and
MAC layer are configured according to IEEE 802.11p. It operates in the 5.9 GHz band,
there are one 10 MHz control channel and four 10 MHz service channels involved in
this model. The transmission range is 300 m for vehicles and 600 m for RSU. Each
message is 500 bits. Every vehicle randomly generates up to 7 to 12 requests and submits
to the CH when entering the transmission range of the RSU.
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The control group model which has no clusters is set in the simulation for the purpose
of comparison with the proposed model, as shown in Fig. 4. The vehicles in the commu‐
nication range of an RSU directly sends requests and information collected to RSU and
wait for service packets. The RSU updates the traffic information to the database servers.

Fig. 4. Control group model.

5.2 Results Analysis

Figure 5 shows the service ratio of two different models (with and without clusters), for
6 different scenarios listed in Table 1. As we can see, the clustered system has achieved
much higher and more stable service ratio than the control group in all scenarios. With
clusters, the number of transmission links between vehicles and the RSU (V2I) is much
reduced, resulting in much less collision than the control group. In the scenarios with
higher vehicle densities, more requests are generated, and more communications process
lead to the decrease of the service ratio in the control groups. However, the proposed
model decreases the collision in V2I, while the cost in V2V among vehicles is much
less than it in V2I as well, so the service ratio remains relatively stable. In addition, CH
stores the service data, so it can serve the CMs even after they have left the coverage of
the RSU as long as they are in the same cluster.

Fig. 5. Service ratio under different scenarios.

The average service delay of the two models under different scenarios is shown in
Fig. 6. The delay consists of two parts: one is the time spent on delivering service data,
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and the other is the time spent on waiting for retransmitting the requested service due
to the failed previous transmission. The RSU in the control group serves requests from
all vehicles, so there is a higher probability of collision than the clustered model, hence
the higher number of unsuccessful services nus. In the cluster-based approach, only CH
involves direct communication with RSU, which is the main reason for low latency in
its V2I communications. In addition, vehicles in the same cluster requesting the same
service can be served concurrently through broadcasting by CH.

Fig. 6. Average service delay under different scenarios.

Figure 7 shows that the clustered system clearly outperforms the system without
clusters in throughput for all scenarios. With the increase of vehicle densities, the trans‐
mission efficiency is affected in both groups, but the clustered model exhibits better
performance than the non-clustered model in general. This is because the former can
handle more requests in the same transmission duration and has fewer collisions in each
cluster.

Fig. 7. Throughput under different scenarios.

128 Y. Shi et al.



6 Conclusion

In this paper, a cluster-based traffic/environmental information service model in
VANETs has been proposed. The model covers the forming and maintaining of clusters
and the service delivery through cluster-based V2X. The clustering and CH selection
processes are based on the mobility of vehicles to ensure the stability and efficiency of
data exchange and service delivery. As only CHs are responsible for direct communi‐
cation with the RSU and disseminating service data to other vehicles in the network, the
cluster-based V2X model presented in this work can significantly enhance service
delivery efficiency through reducing transmission congestion and the average service
delay. Simulation results have demonstrated a substantial performance improvement of
this approach, compared to the conventional schemes without using clusters. The new
evaluation metrics used in this work have also produced more realistic and accurate
results for performance assessment.
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Abstract. Energy efficient multicast is a crucial issue in wireless ad hoc and
sensor networks. In this paper, we propose an energy-aware on-demand multicast
routing protocol EAP, which is aimed to achieve reduced energy consumption
and thus prolonged network lifetime. In EAP, adaptive power control and residual
energy balancing are applied in an on-demand way for supporting energy efficient
multicast routing. Accordingly, multicast trees are built with appropriate power
threshold adjustment according to most recent route discovery history and further
energy critical nodes are discouraged from serving as relay nodes in the multicast
trees. Simulation results show that our protocol can obtain high performance with
little overhead as compared with existing work.

Keywords: Energy-efficient multicast · On-demand routing ·
Network lifetime maximization

1 Introduction

Multicast is an important communication paradigm in wireless multihop network such
as wireless ad hoc and sensor networks and it works to disseminate data from one source
node to multiple multicast destinations simultaneously. Owning to its wide applications,
multicast routing has become a hot research topic in wireless multi-hop networks.
However, how to optimize the energy usage and accordingly maximally prolong the
lifetime of wireless multi-hop networks is still a challenging issue [1, 2].

One major design objective of multicast routing is to maximize the network lifetime
by constructing efficient multicast forwarding structures while minimizing the total
power for delivering multicast packets on such structures. However, it has been proved
that optimal multicast routing in a wireless multihop network is in general an NP-hard
problem [3]. Accordingly, much work had been carried out to design efficient multicast
routing heuristics. In addition, scalability is also a big concern to be considered when
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providing multicasting services in wireless ad hoc network due to the highly dynamic
nature of such networks.

In this paper, we propose an energy-aware on-demand multicast routing protocol,
referred to as EAP. The design objective is to achieve improved energy use efficiency
and thus prolonged network lifetime in wireless multihop networks. For this purpose,
EAP mainly combines two routing strategies, namely, adaptive power threshold adjust‐
ment and residual energy balancing with energy-critical node avoidance. Adaptive
power threshold adjustment is to restrict the longest link (i.e., the link with maximum
power as determined by a given power threshold) during the construction of a multicast
tree so as to greatly reduce the total power of such a tree. Nodes in the network also
adaptively adjust their power threshold values based on most recent witnessed route
discovery success/failure history in order to improve the quality of constructed multicast
trees. Regarding residual energy balancing, energy critical nodes are discouraged from
serving as relay nodes in a multicast tree by introducing different deferring times at
different nodes in an on-demand tree construction process. For this purpose, we intro‐
duce simple but efficient strategy for nodes in the network to easily determine whether
they are energy critical nodes or not based on the current energy distribution status at
nodes in the network. EAP works in an on-demand manner for multicast tree construc‐
tion and it does not require any geographical information in such process. We present
detailed protocol design description of EAP. Simulation results show that EAP can
achieve significantly prolonged network lifetime as compared with existing work.

The rest of this paper is organized as follows. In Sect. 2, we briefly review related
work. Section 3 proposes our energy efficient multicast routing protocol. In Sect. 4, we
conduct extensive simulations to evaluate performance of the proposed protocol by
comparing it with existing work. In Sect. 5, we conclude this paper.

2 Related Work

Energy-aware multicasting in wireless ad hoc and sensor networks has been a hot topic
in recent years and much work has been carried out in this area. Typically, there are
mainly two classes of energy-aware multicast routing protocols: minimum power
routing and maximum lifetime routing.

Finding a multicast tree with minimal power while covering all group members in
a wireless multihop network had been proved to be NP-hard. Heuristic solutions for this
purpose work to build a near-minimum power multicast tree. In [4], near-minimum
power multicast trees are established by using global network state and multicast group-
specific information. Different from the strategy in previous work like [4], different
strategies were considered to minimize the energy for the tree constructions in different
scenarios. In [5], the authors considered selection of appropriate forwarding nodes and
also intelligent schedule of the transmission of the forwarding nodes to cover the
receiving nodes with a minimum number of transmissions in duty-cycled wireless sensor
networks. In [6], the authors granted the cognitive ability to each node so that each of
them can obtain the minimum transmission power by sensing, acting, and deciding. Das
et al. exploited fuzzy logic to choose the path with minimum energy consumption of
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nodes [7]. The above protocols focuses on minimizing the total power for each multicast
packet delivery while lack of consideration on energy balancing which can hurt the
network lifetime.

The main idea of maximum lifetime routing is to balance the residual energy of the
nodes in the network when conducting multicasting in such networks. BMT [8] modifies
the relaxation operation and takes lifetime as the weight to build a multicast tree.
Damdinsuren et al. [9] proposed the sharing-residual-energy-information method to
extend the network lifetime. Paper [10] used network coding to improve the maximum
lifetime in lossy wireless networks with AWGN channel and Rayleigh fading channel.
Zhu and Shen used the particle swarm optimization to establish a delay constrained
maximum lifetime multicast tree in the wireless ad hoc networks with directional
antennas [11]. The algorithms mentioned above need global network state information
which makes them have the scalability issue. In addition, overly pursuing of energy
consumption balancing may cause excessive energy consumption at some nodes in the
network, which in return hurts network lifetime.

3 Proposed Protocol

In this section, we propose our protocol EAP in detail. EAP is designed to achieve
energy-efficient multicast routing for long network lifetime and low energy draining
while incurring little overhead for multicast tree constructions. For this purpose, EAP
incorporates two strategies: adaptive power threshold adjustment and residual energy
balancing. Adaptive power threshold adjustment works to restrict the longest link (i.e.,
the link with the maximum link power as determined by pre-determined power
threshold) in a multicast tree in order to support low-power multicast in networks
wherein nodes can adaptively adjust their transmission powers depending on the trans‐
mission ranges. The purpose of introducing residual energy balancing is to discourage
energy-critical nodes from serving as relay nodes on a multicast tree, whenever possible.
The nodes falling into the energy critical range (or called energy protection range) are
those nodes whose residual energy are lower than the current residual energy threshold.
These two strategies will be described in details in the following subsections.

3.1 Adaptive Power Control

In this paper, we adopt the following power model for determining the transmission
power for successful transmission between neighbor nodes. Specifically, the transmis‐
sion power with distance d from a sender to destination receiver can be modeled as
follows:

P(d) = kd𝛼 + c. (1)

where k and c are constants and the value of 𝛼 is typically between 2 and 4 based on
radio propagation environment. Obviously, according to this power model, low-power
routing prefers those paths consisting of more short links other than those paths
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consisting of less long-haul links. The property also holds in power-efficient multicast
as we study in this paper when building power-efficient multicast trees.

The procedure of the adaptive power threshold adjustment is partially borrowed from
[12] and it was originally designed for power efficient unicast routing. Here, we modify
it to support power-efficient multicast, which works as follows. The source node initiates
the routing discovery by flooding a route request (RREQ) packet across the network,
which carries a common transmission power value P1 (0 < P1 < Pmax). P1 is the initial
power threshold as decided by the source for the route discovery and it can be updated
when appropriate. Upon receiving a non-duplicate RREQ, an intermediate node u
forwards it further by using the pre-determined common power level P1 that the RREQ
carries and records the node from which receiving the RREQ as the last hop. If a multi‐
cast destination receives such a RREQ, it sends a route reply (RREP) back to the source.
When the number of replies collected equals the multicast group size G, a multicast tree
is established successfully and the source can send multicast traffic downstream along
the tree. However, if timed out and the number of replies is still smaller than G, the
source will increase the power threshold by a certain amount and start another route
discovery process. This process continues until the multicast tree is established success‐
fully or reply number is still smaller than G even after increasing the common trans‐
mission power to Pmax.

3.2 Residual Energy Balancing

Residual energy balancing works in the following way. Based on the membership
status, nodes in the network can be divided into two types: group member and non-
group member. Based on their residual energy amount, they can also be divided into
two types: Energy-critical nodes (i.e., their residual energy are below the current
energy protection threshold Ek) and energy-abundant nodes (i.e., their residual energy
is above Ek). The energy protection threshold Ek is determined by using a given
protection range β (0 < β < 1). For example, suppose 𝛽 = 20% and the residual energy
of nodes in the network ranges from Emin to Emax, the protocol is expected to protect
20% of nodes with the lowest residual energy and we have:

Ek = Emin + 𝛽 ×
(
Emax − Emin

)
.

In this paper, node energy is divided into L discrete levels to reduce the communi‐
cation overhead. Let Ei denote the residual energy of node i and let Li denote the residual
energy level of node i. Then we have Li = L × Ei∕Emax. Initially, all nodes in the network
broadcast their energy levels across the network and Ek can be computed after receiving
all nodes’ energy levels. As the network keeps running and nodes in the network keep
burning their energy, nodes’ residual energy levels drop with time. In this case, as long
as a node detects its current residual energy level is below the “known lowest residual
energy level” in the network, it will broadcast its current residual energy level across
the network to let other nodes in the network to learn the decrease of the “known lowest
residual energy level.” In this case, each node in the network can easily determine
whether the node itself is in the energy protection range or not. During an on demand
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routing process, different nodes shall be assigned different deferring times for further
retransmitting a received RREQ packet according to their membership types and also
their residual energy statuses. The purpose of this operation is to enable RREQs taking
good routes to travel fast.

During the routing discovery process, when an intermediate node i receives a RREQ
for the first time, it records the node from which it receives the RREQ as its last hop,
sets its local deferring time according to its role in the network and forwards it when its
deferring timer expires. The deferring time length at a node i is set as follows:

RREQDelay(i) =

{
random(0, T) + LPTi (i is a group member node)

min(Extrahop × T , MAXT) + random(0, T) + LPTi (otherwise) . (2)

In (2), T is the time unit. In addition, random(0, T) returns a random value in the range of
(0, T) and it is introduced to avoid collision caused by the simultaneous transmission
attempts of neighbor nodes. ExtraHop refers to the hop that the RREQ is away from the
source or last group member encountered and it is introduced to recruit as few non-group
members into the multicast tree as possible. MAXT is to control the maximum extra defer‐
ring time at non-group member nodes so as to control the worst-case path acquisition
latency. LPT is a variable introduced to discourage energy critical node to join the tree as
relay node. LPT is computed as follows, where Ei is the residual energy of node i:

LPTi =

⎧
⎪
⎨
⎪
⎩

max(2

Emax

Ei × T , 8T) if Ei < Ek

0 (otherwise)

. (3)

In this way, the possibility that energy critical nodes and non-member nodes join the
multicast tree as relay nodes is greatly reduced, which is expected to be helpful for
prolonging the network lifetime and also reducing total power consumption.

3.3 Detailed Protocol Design

EAP combines the above two strategies into the on-demand multicast tree constructions
and the protocol design details are as follows.

All nodes in the network have two thresholds: power threshold and energy protection
threshold. The initial power threshold at each node can be set to the maximum power
(i.e., Pmax) and can be adjusted based on the most recent success/failure of route
discovery using different power thresholds as the node witnessed. Energy protection
threshold Ek is determined as mentioned in the preceding subsection and will be updated
as each node’s residual energy keeps dropping. Moreover, the RREQ-deferring times
at different nodes in the network are calculated by using Eq. (2).

When a source node s wants to initiate a multicast transmission, it first conducts a
route discovery process by broadcasting a RREQ with the common transmission power
Ps (the power threshold of source s) in the network. For an intermediate node receiving
the RREQ for the first time, it will forward the RREQ with the common transmission
power when its local deferring timer as calculated by using (2) expires. Duplicate RREQs
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will be directly dropped without further processing. When the RREQ reaches a multicast
destination, a route reply (RREP) will be sent back to the source along the reverse path.
If the number of RREPs that the source collects in certain time equals the multicast group
size G, the multicast tree is built successfully. Otherwise, the source s will increase its
power threshold by a certain amount ΔP and initiates another route discovery process
by carrying this updated power threshold value. The above process will be repeated until
all multicast destinations are reached so that the tree construction is successful or no
sufficient number of RREPs collected even after increasing Ps to Pmax, which means
failure of the route discovery process.

It is worth noting that the nodes overhearing the routing process will adjust their
power threshold adaptively. For an arbitrary node u in the network, if it overhears a
RREQ from source s in the kth route searching round, this process denoted as EAP(s,
k), without hearing any RREQ ∈ EAP(s, k + 1) which means success of EAP(s, k) for
route discovery. In this case, u can adjust its power based on the overheard knowl‐
edge: If Pu < Ps, u will increase Pu by an amount of ΔP; Else, we have Pu > Ps, in this
case, u will decrease Pu by an amount of ΔP′ to approach Ps. This adaptive power
threshold adjustment is to achieve a good tradeoff between route acquisition latency
and path quality in terms of power consumption.

4 Simulation Results

In this section, we conduct simulations to evaluate the performance of the designed
protocols by using a discrete-event simulator developed using C++. In the simulations,
hundreds of connected topologies are generated randomly. Each result reported in the
simulation figures is the average of different tests. Nodes are uniformly distributed in a
1000 m × 1000 m square area. For each multicast request, its source and multicast
destinations are chosen randomly. The packet generating rate from the multicast source
is 8 packets/s and the source continues sending 100 data packets for each request. Once
a multicast session is over, a new multicast session will be generated randomly. The
battery capacity Emax is set to 200 J and the residual energy range [0, Emax] is equally
divided into 20 levels. The MAC layer is assumed ideal which can guarantee packet
delivery without loss. The transmission power of each node is normalized over the max
transmission power. The simulation parameters used are listed in Table 1.

Table 1. Simulation parameters.

Parameters Values
Network deployment area 1000 m × 1000 m
Network size 100
Nodes’ initial residual energy range 100–200 J
Maximum transmission distance 250 m
Transmission power adjust range 0–1 w
Data packet size 512 byte
Data rate 2 Mbps
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In the simulations, we realized the following four protocols: EAP, EAP-E, EAP-P,
and SRT. EAP-E implements the residual energy balancing part in EAP without consid‐
ering the power control part (i.e., maximum transmit power is always used in both route
discovery and data packet transmission), EAP-P implements the adaptive power control
part in EAP without considering residual energy at nodes, and SRT works to build a
multicast tree, which minimizes the sum of reciprocal of nodal residual energy from the
multicast source to each group member during the multicast tree establishing process.
All these protocols work in an on-demand manner for tree construction. In EAMRP and
APCRP, the power increment Δp is set to 1

8
 and the power decrement Δp′ is set to 1

16
.

These settings for adjusting power threshold values are to accelerate routing conver‐
gence with certain penalty in path quality. We mainly focus on two metrics: network
lifetime and the energy consumed per multicast session. The lifetime of a network is
measured as the duration until a first node run out of its energy.

4.1 Energy Protection Range Determining

The energy protection proportion 𝛽 has a big impact on the performance of EAP and
EAP-E. Figure 1 plots the network lifetime of EAP with different 𝛽 values. In this test,
the network size was fixed to 100 and the multicast group size was fixed to 15. In
Fig. 1, it is seen that when the energy protection ratio is too low or too high, the network
lifetime will both be short. That is because both cases cause too few nodes being
protected (for the former case) or too few nodes serving as protectors for relaying (for
the latter case), which hurt the performance of energy protection routing. In Fig. 1, the
network lifetime reaches its peak when 𝛽 = 0.2.
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Fig. 1. Network lifetime with varying energy protection range 𝛽.

4.2 Searching Rounds in EAP

The average number of searching rounds required for a routing acquisition is illustrated
in Fig. 2. In this test, the network size and energy protection proportion ratio are 100
and 0.15, respectively. We can see that with the increasing of multicast group size,
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average number of searching rounds per route acquisition increases and the result lies
between 1 and 2. That is because as multicast group size increases, the possibility at
which a source reaches all the multicast destinations with the adjust power decreases so
more searching rounds may be triggered.
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Fig. 2. Average number of searching rounds per route acquisition versus multicast group size.

4.3 Performance Comparison

In this experiment, we conduct simulations to observe the routing performance with
varying multicast group size. Energy protection range and network size were fixed to
0.15 and 100, respectively. The multicast group size varies from 5 to 30 with step size
5. The simulation results are shown in Figs. 3 and 4. In Fig. 3, it is seen that network
lifetime decreases as multicast group size increasing because larger group size leads to
larger multicast tree, which will consume more energy per multicast packet delivery
thus resulting in a shorter lifetime. The same reason applies to Fig. 4, where energy
consumption increases with the increase of multicast group size. By comparison, we
find that EAP performs the best in terms of network lifetime and it outperforms EAP-E
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Fig. 3. Network lifetime by different algorithms/protocols versus multicast group size.
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by 13–17% in terms of network lifetime while consuming almost the same amount of
energy as compared with EAP-P.
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Fig. 4. Average energy consumption by different protocols per multicast packet versus multicast
group size.

5 Conclusion

In this paper, we proposed an energy-aware on-demand multicast routing protocol EAP
for wireless ad hoc and sensor networks wherein nodes are able to adjust their trans‐
mission powers according to communication ranges. EAP jointly considers minimized
energy consumption and maximized network lifetime in its implementation. In EAP,
nodes adaptively adjust their powers to achieve low power trees and discourage energy
critical nodes from serving as relay nodes in a multicast tree. EAP is simple and requires
neither local nor global status information. It incurs little overhead for multicast tree
construction. Simulation results show that EAP can greatly prolong the network lifetime
and reduce the energy consumption to a large extent as compared with existing work.
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Abstract. Internet of Things (IoT) is becoming a strong force driv-
ing the evolution of mobile communications. Wireless sensor networks
(WSN) are important parts of IoT. Link reliability and power consump-
tion are two critical design constraints in WSN designs. Error control
coding (ECC) is a classic approach to increase link reliability and thus
to lower the required transmitting power, however typically at the cost of
an increased decoding complexity and power. The idea of this paper is to
assess the potentials of applying polar codes to WSNs. For comparison,
the well developed Turbo and LDPC codes are studied in terms of the
error performance and the power consumption. The results in this paper
show that when the ratio of the transmitting power over the decoding
power is smaller than 2.5, applying polar codes is favorable in terms of
the power consumption compared with Turbo and LDPC codes at the
same BER performance. When this ratio is larger than 2.5, polar codes
are almost the same as Turbo and LDPC codes in terms of the energy
consumption.

Keywords: Internet of Things (IoT) · Error control codes
Polar codes · LDPC codes · Turbo codes · Energy consumption

1 Introduction

Four typical technical scenarios of 5G are derived from the main application sce-
narios, service requirements, and key challenges of mobile internet and Internet
of Things (IoT) [1]. Wireless sensor networks (WSNs) are important parts of
IoT. The most significant challenge in sensor networks is to overcome the energy
constraints since sensor nodes typically have limited power.

In WSNs, to increase the link reliability, Automatic Repeat reQuest (ARQ)
can be deployed when errors occur. However, energy is wasted due to the retrans-
mission in the network. A particularly undesirable situation occurs when the
channel condition is bad, causing successive retransmissions. Forward error cor-
rection (FEC) [2] is an effective way to reduce the frame error rate and conse-
quently reduce the number of retransmissions.
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Block codes and convolutional codes with Viterbi decoding are applied to
WSNs in [3–8]. Iterative decoding algorithm justifies the ability of Turbo codes in
solving the hot-spot problem and prolong the network lifetime [6]. Previous work
using error control coding (ECC) in wireless sensor networks focused primarily on
codes such as Reed-Solomon and convolutional codes. A hybrid scheme choosing
the energy-efficient combination of ECC and ARQ is considered in [7]. Convolu-
tional codes with different rates and constraint lengths are studied in [8] for wire-
less microsensor networks. Other system-level techniques such as modulation and
MAC protocols are also considered to reduce the energy consumption in [8].

The aforementioned coding scheme indeed can increase link reliability and
lower the required transmitting power. However, extra power consumption of
decoders can not be neglected especially with sparse capacity-approaching codes
[6,9]. It’s shown in [9] that the transmitted power for short distances is only a few
tens of the decoding power. Therefore, a coding scheme which can increase the link
reliability but also consumes an acceptable level of decoding power is desired.

The discovery of channel polarization and polar codes by Arıkan [10] is
universally recognized as a major breakthrough in coding theory. Polar codes
provably achieve the capacity of binary-input discrete memoryless symmetric
(B-DMS) channels, with a low encoding and decoding complexity. Moreover,
polar codes have an explicit construction (there is no random ensemble to choose
from) and a beautiful recursive structure that makes them inherently suitable for
efficient implementation in hardware [11]. Therefore, in this paper, polar codes
are studied when applied in WSNs. The focus of this paper is to qualify the
ability of polar codes in increasing the link reliability while maintaining a low
decoding power consumption. In this respect, two other codes are studied along
with polar codes for comparison: Turbo codes [12] and LDPC codes [13,14]. As
mentioned in [9], the decoding power is dominating the processing power at the
chip. A fair comparison is carried out in this paper by forcing the three cod-
ing schemes having the same bit-error-rate (BER) performance, which results
in different transmitting power requirements for Tubo, LDPC, and polar codes.
The decoding power of these codes are multiples of the transmitting power [9]
depending on the distance of communications and the specific system parame-
ters: center frequency, bandwidth, and throughput. From simulations of a simple
WSN network with 100 nodes, the life time of the WSN network is found to be
the longest when applying polar codes and the ratio of the transmitting power
over the decoding power is smaller than 2.5.

The rest of the paper is organized as follows. Section 2 introduces the basics
of polar codes. Section 3 discusses the energy model used in this paper. Section 4
provides the BER performance and power consumption of several error correc-
tion codes. Finally the conclusion remarks are provided at the end.

2 Polar Codes Basics

In this section, the relevant theories of non-systematic polar codes and systematic
polar codes are presented based on [10,15].
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2.1 Non-systematic Polar Codes

Polar codes presented in [10] are in the non-systematic form. The generator
matrix is GN = BF⊗n where B is a bit-reversal matrix, F =

(
1 0
1 1

)
, n = log2 N ,

and F⊗n is the nth Kronecker power of the matrix F over the binary field F2.
Throughout the paper, we use uN

1 to refer to a row vector with N elements:
vN
1 = (v1, v2, . . . , vN ). Let A denote a set. Then uA is a subvector of uN

1 with
elements specified by A. With these notations, the encoding of polar codes is:
xN
1 = uN

1 GN . Here the source vector is uN
1 which consists of the information

bits and the frozen bits, denoted by uA and uĀ, respectively. The frozen bits are
known to the receiver. The encoded bits in xN

1 are transmitted in N indepen-
dent underlying channels. Let the underlying channel be W with a transition
probability W (x|y) where x ∈ X = {0, 1} and y ∈ Y. The set X and Y contains
the input and output alphabets, respectively. Note that W is a binary-input
memoryless symmetric channel (B-MSC).

Transmitting the codeword xN
1 from N independent copies of W produces a

vector channel:

WN (yN
1 |uN

1 ) = WN (yN
1 |xN

1 ) = WN (yN
1 |uN

1 GN ) (1)

This vector channel is split into N bit channels given by:

W
(i)
N (yN

1 , ui−1
1 |ui) =

∑

uN
i+1∈XN−i

1
2N−1

WN (yN
1 |uN

1 ) (2)

Polarization happens that when N is large enough, these bit channels either are
noiseless, or completely noisy [10]. And the portion of the perfect bit channels
is equal to the symmetric capacity of the underlying channel W .

To conclude this subsection, a note is necessary on the selection of the good
bit channels in the set A. Algorithms such as [16] can be used to sort the bit
channels and the best of K bit channels can be selected when K = NR (R being
the code rate). Both set A and its complementary set Ā are in {1, 2, . . . , N} for
polar codes with a block length N = 2n.

2.2 Construction of Systematic Polar Codes

For systematic polar codes, we also focus on a generator matrix without the
permutation matrix B, namely G = F⊗n.

The source bits u can be split as u = (uA, uĀ). The first part uA consists of
user data that are free to change in each round of transmission, while the second
part uĀ consists of data that are frozen at the beginning of each session and
made known to the decoder. The codeword can then be expressed as

x = uAGA + uĀGĀ (3)
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where GA is the sub-matrix of G with rows specified by the set A. The sys-
tematic polar code is constructed by specifying a set of indices of the codeword
x as the indices to convey the information bits. Denote this set as B and the
complementary set as B̄. The codeword x is thus split as (xB, xB̄). With some
manipulations, we have

{
xB = uAGAB + uĀGĀB
xB̄ = uAGAB̄ + uĀGĀB̄

(4)

The matrix GAB is a sub-matrix of the generator matrix with elements
{Gi,j}i∈A,j∈B. Given a non-systematic encoder (A, uĀ), there is a systematic
encoder (B, uĀ) which performs the mapping xB �→ x = (xB, xB̄). To realize this
systematic mapping, xB̄ needs to be computed for any given information bits
xB. To this end, we see from (4) that xB̄ can be computed if uA is known. The
vector uA can be obtained as the following

uA = (xB − uĀGĀB)(GAB)−1 (5)

From (5), it’s seen that xB �→ uA is one-to-one if xB has the same elements
as uA and if GAB is invertible. In [15], it’s shown that B = A satisfies all these
conditions in order to establish the one-to-one mapping xB �→ uA. In the rest of
the paper, the systematic encoding of polar codes adopts this selection of B to
be B = A. Therefore we can rewrite (4) as

{
xA = uAGAA + uĀGĀA
xĀ = uAGAĀ + uĀGĀĀ

(6)

3 Energy Model

In this section, the average energy consumption of Turbo codes, LDPC codes,
and polar codes are analyzed. As in [9], the energy is largely divided as the trans-
mitting power and the decoding power. Traditionally, the transmitting power
dominates the link budget as communications normally travel a long distance.
As the distance of communications became short and the capacity-approaching
error correction codes developed, the decoding power started to dominate the
processing power.

Figure 1 is a reproduction of the two cases considered in [9] where the dashed
line is the decoding power of a real implementation of a LDPC decoder [17]:
144 mW. From Fig. 1 it can be seen that the transmitting power is small than the
decoding power for distances within 10 m. This motivates us to investigate a gen-
eral energy consumption model which is not related to any specific implementa-
tion. Instead, the ratio of the transmitting and decoding power is α = Etx/Edec.
We study the effect of the ratio α to the overall energy consumption in a WSN
setting.
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Fig. 1. Required power from Shannon prediction of two cases. Case 1 at 2.5 GHz:
bandwidth is 80 MHz and the throughput is 26 MHz. Case 2 at 60GHz: bandwidth is
3 GHz and the throughput is 1.5 GHz. The real decoding power is from [17].

3.1 General Energy Model

Suppose there are Ntotal total of nodes in a WSN, labeled from 1 to Ntotal.
Since this work does not deal with routing or any other optimization related
to WSNs, we assume a simple protocol: nodes 1 to Ntotal transmitting and
receiving (decoding) one by one in the natural order. Each complete transmission
from node 1 to node Ntotal is called one round of transmission. With such a
simplification, we can evaluate how many times of runs such a network can
perform and how many nodes are still alive in each run. Here we assume a
complete non-heterogenous network, meaning that the nodes can have different
energy levels.

Denote Ei
total as the total energy of node i. Suppose each time a node trans-

mits, it transmits one second. In other words, the energy consumed by transmit-
ting is Etx. We also assume that the decoder continuously works for one second
when a node performs decoding. Therefore, the total energy Ei

total in a node will
be completely consumed after Ni times of transmitting and decoding with

Ei
total = Ni(Etx + Edec) (7)

With α = Etx/Edec, Ei
total can be written as

Ei
total = Ni(1 + α)Edec (8)

3.2 Transmitting and Decoding Energy of Three Codes

In this section, based on (7) and (8), the energy consumption of three codes are
analyzed and compared: LDPC codes [13,14], Turbo codes [12], and polar codes
[10]. For a fair comparison, both Etx and Edec need to be adjusted in (7) and (8).
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To achieve the same bit error rate Pb, the required signal-to-noise ratio (SNR)
per bit (Eb/N0) for different codes are different. For comparison, let (Eb/N0)ldpc
be the required SNR per bit for LDPC codes. Then, the required SNR per bit
for polar codes and Turbo codes can be expressed as:

(Eb/N0)turbo = αt(Eb/N0)ldpc (9)
(Eb/N0)polar = αp(Eb/N0)ldpc (10)

Since there is no closed form expression for all three codes, the ratio αt and
αp can only be obtained from numerical simulations for any given Pb. Once the
ratio αt and αp are obtained, the transmitting power of polar and Turbo codes
can be obtained relative to the LDPC code.

With the same block length and code rate, the decoding power of the three
codes are analyzed based on the number of iterations in the decoding process.
Other factors such as the decoder structure, the parallelism, and the log likeli-
hood ratio (LLR) calculations are not considered. Suppose the number of itera-
tions of the LDPC code is Il. In the same way, the number of iterations of polar
and Turbo codes is Ip and It, respectively. Let βp = Ip/Il and βt = It/Il. Then
the decoding power of the three codes can be expressed as:

(Edec)turbo = βt(Edec)ldpc (11)
(Edec)polar = βp(Edec)ldpc (12)

With (9)–(12), the total energy in (7) for node i can be expressed as:

(Ei
total)turbo = Ni(ααt + βt)(Edec)ldpc (13)

(Ei
total)polar = Ni(ααp + βp)(Edec)ldpc (14)

where the subscript ‘turbo’ means node i employing Turbo encoding and decod-
ing and ‘polar’ means polar codes are employed for node i. Note that the WSN
considered only employs one code type: either a Turbo code is employed for all
nodes, or a LDPC code, or a polar code. Therefore, the energy consumption in
(13) and (14) is the energy model for all nodes in a WSN.

4 Simulation Results

In this section, simulation results are provided to verify the performance of
different ECC in WSNs. The LDPC code used in this section is constructed by
the Construction 1A in [14]. The LDPC code has a block length 512 and code
rate 1/2. The two generators for the rate 1/2 recursive systematic convolutional
(RSC) code is: G1 = 13 and G2 = 15. The number of iterations in the decoding
of this Turbo code is set to be It = 10. The average number of iterations in the
decoding of the LDPC code is recorded in the simulation as Il = 5. As for the
polar code (block length 512 and code rate 1/2), since successive cancellation
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(SC) [10] decoding is applied, the number of iterations in the decoding is Ip = 1.
Therefore, the decoding power ratio is:

βp = Ip/Il = 1/5 (15)
βt = It/Il = 10/5 = 2 (16)

Note that with the previous settings of the three codes, LDPC, Turbo, and polar
codes have the same code rate. This is the basis for a fair comparison among
these codes in terms of the error performance and the energy consumption.

To obtain the relative transmitting power in achieving a given BER Pb, the
BER performance of these codes is simulated. Figure 2 displays the BER per-
formance in an additive white Gaussian noise (AWGN) channel. Note that in
Fig. 2, the BER performance of the schemes in three short distance communica-
tion protocols are also provided. The (15, 10) shortened Hamming code is used
in the BlueTooth protocol. The coding scheme of 802.11g is the convolutional
code with a code rate 1/2 and a constraint length 7. Uncoded BPSK is used in
the ZigBee protocol.

It can be seen from Fig. 2 that the BER performance of the coding schemes
in BlueTooth and the 802.11g is worse than the coding schemes of (512, 256)
polar and LDPC codes. The rate 1/2 Turbo codes has the best BER performance
among the codes considered. Now let us set a target Pb = 10−3. Then compared
with the LDPC code, Turbo code needs around 0.9 dB less and polar code needs
around 0.5 dB more Eb/N0 to achieve this Pb. Therefore, the transmitting power
adjustments are the following:

αp = (Eb/N0)polar/(Eb/N0)ldpc = 1.122 (17)
αt = (Eb/N0)turbo/(Eb/N0)ldpc = 0.813 (18)

Fig. 2. The comparison of the BER performance of various codes in the AWGN chan-
nel. There is no coding in ZigBee. The code in BlueTooth is the shortened (15, 10)
Hamming code. In 802.11g, the rate 1/2 convolutional code with a constraint length 7
is used. The rate 1/2 RSC Turbo code has two generators: G1 = 13 and G2 = 15.
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With the transmitting power and the decoding power adjustments in (15)–
(18), the only parameter in (13) and (14) is α, which is the ratio of the trans-
mitting power relative to the decoding power. In the following simulations, this
parameter α is set to different values to compare the energy consumption of the
three coding schemes: polar code, LDPC code, and Turbo code described at the
beginning of this section.

First of all, assume there are Ntotal = 100 nodes in the network. As discussed
in Sect. 3.1, the nodes can have different energy levels. The total energy in node
i is modelled as

Ei
total = 1 + ei (Joules) (19)

where ei is a random variable with uniform distribution. The random variables
{ei}Ntotal

i=1 are independent. The transmission strategy described in Sect. 3.1 is
used in the simulation: each node transmitting and receiving (decoding) one by
one and each transmitting and decoding operation takes one second. Assume
the decoding power for the LDPC code is (Edec)ldpc = 10−3 Watts. With the
initial total energy distribution in this network, in the following operations in
each second, all nodes in the network perform transmitting and decoding. As in
Sect. 3.1, a complete transmission from node 1 to node Ntotal = 100 is one round
of transmission. When the total energy Ei

total of node i is completely consumed
from these transmitting and decoding operations, then this node dies. In each
round, the total number of alive nodes are recorded for each decoding scheme.

Fig. 3. Energy consumption comparison of three codes: polar code (512, 256), Turbo
code, and LDPC code (512, 256). The Turbo code is rate 1/2 RSC code with G1 = 13
and G2 = 15. The LDPC code is constructed from Construction 1A from [14].

Figure 3 shows the energy consumption comparison of the three codes. The
x-axis is the indices of the number of runs. The y-axis is the number of alive
nodes in each run. For each code type, there are five curves: the solid lines
are the alive nodes for the LDPC code, the dashed lines for the Turbo code,
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and the dotted lines for the polar code. For each code type, the line with circles
corresponds to α = 0.01, meaning the transmitted power is only one hundredth
of the decoding power. The other markers corresponds to the following: the line
with triangles is for α = 0.1, the line with squares is for α = 0.5, the line with
asterisks is for α = 2.5, and the line with diamonds is for α = 10.

For ease of description, a network is said to have a better energy efficiency if
it has the most number of living nodes when operating with the same conditions
compared with another network. From Fig. 3, it can be seen that the network
employing polar code with α = 0.01 and α = 0.1 is very energy efficient: At runs
3000, all 100 nodes are still alive. However, all nodes are dead before run 2000 in
this network employing LDPC (the solid line with circles) and Turbo codes (the
dashed line with circles). At α = 0.5, the network employing polar code displays
a slightly better energy efficiency as that employing LDPC codes with α = 0.01
α = 0.1, which indicates that the network employing polar code can support a
larger communication distance compared with that employing the LDPC code
when the other parameters of the network are the same. This energy efficiency
of polar code is even more pronounced when compared with the Turbo code:
at α = 0.5, the network life time with polar code is 1500 runs longer than the
network employing Turbo codes.

However, when the transmitting power starts to dominate the energy con-
sumption, all three codes converge in terms of the network lifetime. This can be
seen from the three lines with asterisks (corresponding to the case of α = 2.5) in
Fig. 3. In this case, the transmitting power is 2.5 times larger than the decoding
power. The networks employing polar, LDPC, and Turbo codes have almost the
same energy efficiency at α = 2.5. The same is true when α = 10.

5 Conclusion

The use of forward error correcting codes can allow a system to operate at sig-
nificantly lower SNR than an uncoded system for a given BER. But the choice of
ECC is very important for a wireless sensor network. In this paper, we investigate
the usage of polar codes applied in a WSN in a noisy environment. The main
metric is the energy consumption when comparing polar codes with the existing
capacity-achieving Turbo and LDPC codes. When the ratio of the transmitting
power over the decoding power is below a threshold (in this paper, smaller than
2.5), polar codes are shown to be much energy efficient in prolonging the net-
work lifetime compared with Turbo and LDPC codes. This shows that at low
communication distances, polar codes are a very energy-efficient error correction
code to be applied in WSNs.

Acknowledgement. This work was supported in part by National Natural Science
Foundation of China through grant 61501002, in part by Natural Science Project of
Ministry of Education of Anhui through grant KJ2015A102, in part by the Key Labo-
ratory Project of the Key Laboratory of Intelligent Computing and Signal Processing of
the Ministry of Education of China, Anhui University, in part by Talents Recruitment
Program of Anhui University.



Energy Consumption of Polar Codes for Wireless Sensor Networks 149

References

1. White paper on 5G concept: IMT-2020(5G) Promotion Group, February 2015
2. Lin, S., Costello, D.J.: Error Control Coding. Pearson Prentice Hall, Upper Saddle

River (2004)
3. Kashani, Z.H., Shiva, M.: BCH coding and muti-hop communication in wireless

sensor networks. In: IFIP International Conference on Wireless and Optical Com-
munications Networks, pp. 1–5, April 2006

4. Kashani, Z.H., Shiva, M.: Channel coding in multi-hop wireless sensor networks.
In: 2006 6th International Conference on ITS Telecommunications Proceedings,
June 2006

5. Sankarasubramaniam, Y., Akyildiz, I.F., McLaughlin, S.W.: Energy efficiency-
based packet size optimization in wireless sensor networks. In: IEEE International
Workshop on Sensor Networks Protocols and Applications, May 2003

6. Vasudevan, S., Goeckel, D., Towsley, D.: Optimal power allocation in channel-
coded wireless networks. In: Allerton Conference on Communication, Control and
Computing, September 2004

7. Lettieri, P., Fragouli, C., Srivastava, M.B.: Low power error control for wireless
links. In: 3rd Annual ACM/IEEE International Conference on Mobile Computing
and Networking (MOBICOM 1997), pp. 139–150, September 1997

8. Shih, E., Cho, S., Lee, F.S., Calhoun, B.H., Chandrakasan, A.: Design consid-
erations for energy-efficient radios in wireless microsesor networks. J. VLSI Sig.
Process. Syst. Sig. Image Video Technol. 37(1), 77–94 (2004)

9. Grover, P., Woyach, K., Sahai, A.: Towards a communication-theoretic understand-
ing of system-level power consumption. IEEE J. Sel. Areas Commun. 29(8), 1744–
1755 (2011)

10. Arikan, E.: Channel polarization: a method for constructing capacity-achieving
codes for symmetric binary-input memoryless channels. IEEE Trans. Inf. Theory
55(7), 3051–3073 (2009)

11. Sarkis, G., Giard, P., Vardy, A., Thibeault, C., Gross, W.J.: Hardware imple-
mentation of successive-cancellation decoders for polar codes. IEEE J. Sel. Areas
Commun. 32(5), 946–957 (2014)

12. Berrou, C., Glavieux, A.: Near optimum error correcting coding and decoding
turbocodes. IEEE Trans. Commun. 44(10), 1261–1271 (1996)

13. Gallager, R.G.: Low Density Parity Check Codes. MIT Press, Cambridge (1963).
Monograph. Accessed Aug 2013

14. MacKay, D.J.C., Neal, R.M.: Near Shannon limit performance of low density parity
check codes. Electron. Lett. 33(6), 457–458 (1997)

15. Arikan, E.: Systematic polar coding. IEEE Commun. Lett. 15(8), 860–862 (2011)
16. Tal, I., Vardy, A.: How to construct polar codes. IEEE Trans. Inf. Theory 59(10),

6562–6582 (2013)
17. Zhang, Z., Anantharam, V., Wainwright, M.J., Nikolic, B.: An efficient 10GBASE-

T ethernet LDPC decoder design with low error floors. IEEE J. Solid-State Circ.
45(4), 843–855 (2010)



A New Distributed Routing Protocol
for Wireless Sensor Networks

with Mobile Sinks

Hengyi Wen1, Zheng Yao1, Huiqiang Lian2,3, and Baoxian Zhang1(✉)

1 Research Center of Ubiquitous Sensor Networks,
University of Chinese Academy of Sciences, 19A Yuquan Road, Beijing 100049, China
wenhengyi15@mails.ucas.ac.cn, {yaozheng,bxzhang}@ucas.ac.cn

2 University of Chinese Academy of Sciences, 19A Yuquan Road, Beijing 100049, China
lianhuiqiang15@mails.ucas.ac.cn

3 Information Center, PetroChina Hebei Company, Shijiazhuang 050000, Hebei, China

Abstract. Mobile sinks have been widely used for data gathering in mobile-
enabled wireless sensor networks (mWSNs). However, the frequent network
topology dynamics caused by sink mobility in mWSNs may cause excessive
protocol overhead for route discovery and maintenance and therefore routing
performance degradation. In this paper, we design a new distributed routing
protocol for achieving high routing performance in such networks. The designed
routing protocol works in a reactive way for route learning/updating and it
combines trail based forwarding and data-driven route learning/updating for
improved performance as sink(s) move in the network. We present detailed design
description of the new protocol. Simulation results show that our protocol can
achieve high packet delivery ratio performance with low protocol overhead.

Keywords: Routing protocol · Wireless sensor networks · Mobile sinks

1 Introduction

Recently, wireless sensor networks with mobile sinks have been an attracting paradigm
for data gathering in target environment. A wireless sensor network with one or multiple
mobile sinks (MS) is typically referred to as mWSN. Much existing work has shown
that use of mobile sinks can largely improve the performance of a WSN as compared
with use of static sinks. However, sink mobility can cause unpredictable changes in
network topology, which brings great challenges to the design of efficient routing proto‐
cols for such networks wherein sensor nodes only have limited resources and capabili‐
ties. Therefore, how to design efficient routing protocols for mWSNs to handle such sink
mobility while achieving high routing performance with low protocol overhead has been
a key issue in the research and design of mWSNs.
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Much work has been carried out in the area of routing in mWSNs and existing
protocols in this area can be divided into the following three types [1–3]: Location based
routing protocols, topology based routing protocols, and reactive routing protocols.
Location based protocols (e.g., LURP [4], TTDD [5], and ER [6]) require nodes in the
network to have their own locations, their neighbors’ locations, and packet destinations’
locations. In these protocols, the location information will be used for guiding geograph‐
ical packet forwarding in a hop-by-hop manner. However, in many cases, obtaining
accurate location information of nodes is not always practical, in particular for mWSNs
wherein mobile sinks can move rapidly and unpredictably. Topology based protocols
(e.g., AVRP [7] and MDRP [8]) typically requires nodes in the network to form an
efficient routing structure for packet delivery from sensor nodes to nearby mobile sinks.
Topology based protocols can typically acquire short paths for packet delivery at the
excessive cost of protocol overhead for path maintenance, which is often not attractive
in WSNs with sporadic traffic. Reactive routing protocols (e.g., TRAIL [7] and DDRP
[9]) works reactively for path delivery and maintenance, which has demonstrated good
routing performance while having very low protocol overhead. In this paper, we shall
focus on design of reactive routing protocol for mWSNs.

In this paper, we design an efficient distributed (reactive) routing protocol for
mWSNs. The design objective is to achieve high routing performance with low protocol
overhead. To achieve this goal, our protocol integrates trail based forwarding, data-
driven packet forwarding, and random walk routing. In this way, our protocol combines
sink-mobility-driven route learning and neighbor-forwarding-driven route learning with
small protocol overhead. In the use of these forwarding strategies, routing distance and
route freshness as characterized by time stamp freshness are used in the next hop selec‐
tion. When a sensor node has no valid route for reaching a mobile sink, however, random
walk routing is enforced until the data packets reach a sensor node on a fresh trail or
with a valid route to reach a mobile sink. We present detailed protocol design of the
protocol. Simulation results show that our protocol can achieve high packet delivery
ratio performance with low protocol overhead.

The rest of this paper is scheduled as follows. In Sect. 2, we briefly review some
existing routing protocols for mWSNs. In Sect. 3, we present the design of the new
routing protocol. In Sect. 4, we conduct simulations to evaluate the performance of the
designed protocol by comparing it with existing work. In Sect. 5, we conclude this paper.

2 Related Work

Much work has been carried out to support efficient routing in mWSNs and existing
protocols in this aspect can be divided into the following three types: Location based
routing protocols, topology based routing protocols, and reactive routing protocols. All
these routing protocols can enable sensor nodes in the network to report their sensed
data to a nearby mobile sink via multi-hop routing in a real-time fashion. Next, we shall
respectively introduce typical protocols belonging to each of these types.
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2.1 Location Based Routing Protocols

Location based routing protocols utilize node location information for assisting
geographical packet forwarding in an mWSN. The major advantages of location based
routing include simplicity, good routing performance, and high scalability. Typical
location based routing protocols for mWSNs include Local Update-Based Routing
Protocol (LURP) [4], Two-Tier Data Dissemination (TTDD) [5], and Elastic Routing
(ER) [6].

LURP [4] works to restrict the location updating scope of mobile sink to a small
circle other than the entire network, whenever possible. According to LURP, mobile
sink chooses a small circular area and issues its up-to-date location inside the circle (at
a high frequency) as long as it is still inside the circle. However, when it moves outside
the circle, network-wide location updating will be triggered and a new circle will be
chosen for local location updating but with higher frequency. Data packets outside the
circle are forwarded toward the circle via geographical forwarding while topology-based
routing is used inside the circle.

TTDD [5] provides scalable and efficient data delivery from a data source to multiple
mobile sinks. Each data source proactively builds a grid structure in the network by
dividing the sensing field into cells with dissemination nodes located at the crossing
points of the grid. The delivery structure by TTDD is easy to maintain. However, with
the increase of data source number and sink number, TTDD can produce excessive
protocol overhead.

In ER [6], source sensors node can keep obtaining the newest location information
of a mobile sink by its continuous data reporting to the sink. More concisely, when a
sink node moves, its new location information is propagated backward along the data
path to the source sensor via piggybacking the freshest sink location information into
each data packet for forwarding downstream. Such piggybacking can allow the upstream
node on a path to learn the freshest sink location in a hop-by-hop manner. Continuous
data packet delivery in the forward direction enables the source node to learn the up-to-
date location of its communicating mobile sink.

2.2 Topology Based Routing Protocols

Topology based protocols in general work proactively for route discovery and mainte‐
nance and they typically build efficient routing structure in the network, which provides
short routes from each sensor node in the network to a nearby mobile sink at the cost of
protocol overhead. Example protocols in this type include AVRP [7] and MDRP [8].

AVRP [7] has good performance in mWSNs with heavy traffic and infrequent move‐
ment of mobile sinks. It can reduce the protocol overhead by use of Voronoi scoping
and dynamic selection of anchor node for each mobile sink in order to hide the short
movement of the sinks. AVRP assumes that there are multiple mobile sinks moving in
the sensing field uncontrollably and each of them selects a neighbor sensor as its anchor
node. Voronoi scoping is used for restricting each mobile sink’s interest dissemination
scope for route updating.
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MDRP [8] is designed to improve the performance of AVRP. It divides the Voronoi
scope associated with each mobile sink into multiple disjoint layers according to the
distance of sensor nodes away from the anchor node associated with the mobile sink.
When a mobile sink moves inside the first layer, route updating will be only made inside
the first layer. When it leaves the first layer and enters the kth level, route updating will
be made in layers ≤k. In this way, MDRP is expected to largely reduce the protocol
overhead as compared with AVRP with little sacrifice in routing performance.

2.3 Reactive Routing Protocols

Reactive routing protocols work in a reactive way for route discovery and updating.
Typical protocols in this category include TRAIL and DDRP. The route discovery and
maintenance in TRAIL is triggered by sink mobility while that in DDRP is triggered by
neighbors’ packet forwarding. Next, we shall respectively introduce how either protocol
works.

TRAIL [7] is a combination of random walk and trail-based packet forwarding.
TRAIL takes advantage of the trail left by mobile sink as it moves in the network. When
a sensor has data packet(s) to report, if it has (fresh) trail to reach any mobile sink, trail
based forwarding will be used. This process continues until the packet reaches a mobile
sink along the trail. However, when no such trail is known, random walk will be used
until reaching a mobile sink directly, a fresh sink, or timed out and thus dropped without
further processing.

DDRP [9] takes advantage of the broadcast feature of wireless medium for gratuitous
route learning/updating and thus reduce the protocol overhead for data reporting. In
DDRP, each data packet carries an additional option recording the known distance from
the sender of the packet to a target mobile sink. Overhearing of such a packet transmis‐
sion will gratuitously provide those listening neighbors a route to reach mobile sink.
Continuous such route-learning among neighbor nodes will provide fresh routes to more
and more sensor nodes in the network.

Our protocol in this paper shall integrate the trail based forwarding strategy in TRAIL
and the data-driven route learning/updating strategy in DDRP for further improved
routing performance.

3 Protocol Design

In this section, we shall present the detailed design process of our protocol, which
combines “trail based forwarding and data-driven routing and is referred to as TBD. We
will first give an overview regarding how TBD works, then give necessary routing
information to be kept at sensor nodes for TBD to work correctly. Finally, we present
the detailed design description of TBD.
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3.1 Protocol Overview

To achieve improved routing performance in mWSNs, TBD inherits the data-driven
route learning capability in DDRP and also the sink-mobility-driven route learning
capability in TRAIL. It accordingly utilizes the following strategies for packet
forwarding: trail based forwarding, data-driven routing, and random walk routing. Trail
based forwarding is to take advantage of the trail information left by sink mobility as
sinks move in the network. Moreover, to efficiently handle trail broken issue, TBD
adopts two-hop local broadcast for trail repair with limited protocol overhead. Data-
driven routing is to take advantage of the routing information learnt via overhearing of
data packet transmissions at neighbor nodes. Random walk routing is triggered when a
packet holder has no any routing information to reach a sink node. In TBD, when a
sensor node has a data packet to forward to a sink node, trail-based forwarding has the
highest priority, data-driven routing is the second, and random walk has the lowest
priority.

Compared with DDRP and TRAIL, TBD enables more nodes in the network to learn
fresh routing information by inheriting the data-driven route learning capability in
DDRP and the sink-mobility-driven route learning capability in TRAIL. In this way, it
can largely reduce the probability at which random walk has to be triggered and also
shorten the routing distance and therefore improve the routing performance.

3.2 Routing Information

For TBD to work properly, we make the following assumption: All nodes in the network
(including both sensors and sinks) are equipped with omnidirectional antennas and have
the same communication range. Furthermore, no location information of nodes is
known. Next, we will introduce necessary routing information to be kept at sensor nodes
for TBD to work correctly.

Table 1. Routing information kept at sensor nodes.

Items Description
TRAIL_flag A bool flag variable, which indicates whether a sensor node is on a trail or

not. If it is true, it means the sensor is on a fresh trail; otherwise, it is false
DDRP_flag A bool flag variable indicating whether a sensor node has a valid route to

reach a mobile sink as learnt via neighbor-forwarding operations
Time_stamp It records the time when a route to mobile sink was generated and it was

copied from the time stamp carried in a data packet containing fresh route to
a mobile sink or a beacon message

HopDist HopDist records the distance from the current node to a sink
NextHopID NextHopID is the ID of next-hop to reach a sink
ExpireTime ExpireTime is the time when the current entry will expire if no further update

received

According to TBD, there are at most two entries to be kept at each sensor node in
the network, one is for data forwarding and the other is for backup. The information in
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either entry is listed in Table 1. In Table 1, the first two items indicate in which way the
routing information was learnt, time_stamp tells when the routing information was
generated as stamped by the corresponding mobile sink. Initially, all nodes have no
information about route to a sink and all the information in Table 1 will be Null.

Next, we introduce how the routing tables at sensor nodes are created and updated.
To enable trail based forwarding, the following procedure is taken for trail learning

and updating. When a mobile sink moves in the network, it keeps broadcasting beacon
messages periodically to its one-hop neighboring sensor nodes so as to leave a trail at
sensors in the network. Accordingly, each neighboring sensor node of mobile sink knows
that it can directly report data packets to a mobile sink. A beacon message carries the
following information: The identifier of the mobile sink and a time stamp indicating
when the message was generated. The sensor nodes which receive such beacon messages
will locally create and update the corresponding routing tables as follows. It sets the
flag TRAIL_flag = true, records the time stamp in its routing entry as that carried in the
last received beacon message, and updates the ExpireTime field to Time_stamp + α × T
where α is a network parameter and T is the beacon interval.

To enable data-driven route learning/updating like in DDRP, each data packet
contains an extra IP option Dist2mSink, which records the best known distance from
the transmitter of the data packet to a nearby mobile sink. For example, if Dist2mSink
equals to 3, then the transmitter of the packet is now three hops away from its target sink
node. In actual protocol implementation, we assume Dist2mSink has a max value K.
That is, a routing table only records routing information with distance <K to reach a
sink. There is a tradeoff between route learning scope and route freshness by adjusting
the value of K. In the protocol operations, overhearing of such a packet transmission
will gratuitously tell those listening neighbors fresh routes to reach a mobile sink.
Continuous such route-learning among neighbor nodes will provide fresh routes for
more and more sensor nodes in the network.

3.3 Data Packet Forwarding

In TBD, the priority of packet forwarding from the highest to lowest is as follows: trail
based forwarding, data-driven routing/forwarding, and random walk routing. Accord‐
ingly, when fresh trail is available, trail based forwarding will be taken; else if data-
driven learnt routing information is applicable, data-driven routing is performed; other‐
wise, random walk routing is taken. Figure 1 gives an example illustrating how a packet
forwarding process works in the network when different routing information is available
at different nodes. In this example, packet generated by a source sensor node is first
forwarded via random walk, and then travel along route prepared by DDRP, and finally
travel along a fresh trail before being reported to a mobile sink.
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Fig. 1. An example illustrating how a packet is forwarded to a sink in TBD.

In TBD, once receiving a data packet from a neighbor sensor node or from the appli‐
cation layer directly, a sensor u will look up the routing entries on in its local cache, and
carry out the following procedure based on which case the current packet holder is in:

Case 1: TRAIL_flag = true

In this case, we have sensor u is on a fresh trail. In this case, it will first look for
sink(s) in its direct communication range. If it can find one such sink, the data packet
will be forwarded directly to the mobile sink. If no sink can be found in its communi‐
cation range, which means the sink has moved away, then trail based forwarding is
triggered. In the trail based forwarding, the packet holder will send out a query message
to see whether there is any neighbor with fresher sink-related record and start a timer.
A query packet contains the identifier of the querying node and a time stamp copied
from the local cache. If a reply is received before the timer expires, it will send the data
packet to the sender of the reply packet. When multiple neighbors having fresher records
than the packet holder, the one with the freshest record is expected to reply first via
certain reply-deferring mechanism to suppress those unnecessary replies. If no reply is
received, which means the trail is broken, then we use a two-hop local broadcast mech‐
anism to find alternate route to bypass the broken point on the trail.

Specifically, the two-hop local broadcast mechanism for trail repair works as follows.
The packet holder composes a new query message carrying its ID and time stamp infor‐
mation and then broadcasts this query to its one-hop neighbors. Upon receipt of this
message, its one-hop neighbors will forward this message further. If any two-hop
neighbor having fresher sink record than the packet holder, it will send a reply back to
the packet holder. If multiple replies were received, the one with freshest record will be
used. Upon receiving such a reply, the packet holder will send the packet to the node
which sent it the reply message.

In case no reply is received in the trail repair process after certain time, sensor u will
resort to its backup routing entry by going to Case 2. If no valid backup routing entry,
random walk will be triggered by going to Case 3.
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Case 2: DDRP_flag = true

In this case, sensor u has valid routing entry/entries learnt via overhearing of neighbor
transmission(s). In this case, sensor u will perform data-driven routing by choosing the
next hop from its routing entry and send the packet to the selected next hop.

Case 3: DDRP_flag = TRAIL_flag = false

In this case, node u does not have any valid routing information in its local cache, it
will perform random walk routing by randomly selecting a neighbor sensor among its
neighbor list and then send the packet to the selected neighbor.

The sensor node receiving the data packet will repeat the above routing procedure
until the packet reaches a mobile sink or timed out and then dropped.

4 Performance Evaluation

In this section, we conduct simulations for performance evaluation. The protocols simu‐
lated include the following: TBD in this paper, DDRP, and TRAIL. All these protocols
do not require location information of nodes and they work reactively for path learning
and updating. The simulation code was developed using Java. In the simulations, 200
sensor nodes and multiple mobile sinks were deployed uniformly at random initially in
a 500 × 500 m2 square area. Each node’s communication range is 60 m. For each
experiment, the simulation time is 1000 s.

In our simulations, we used two metrics to evaluate the routing performance:
Forwarding overhead and packet delivery ratio. The forwarding overhead is defined as
the ratio of the total number of all packets transmitted (containing data packets and
control packets) to the number of successfully delivered data packets. The number of
packets transmitted is the total number of packet transmitted by all nodes (containing
sensor nodes and sink nodes) and it also includes those transmissions of the packets that
are forwarded, dropped, or collided. The lighter this overhead is, the more efficient a
protocol will be. The packet delivery ratio is defined as the ratio of the total number of
data packets successfully received by sinks to the number of data packets generated by
sensor nodes. This metric represents the data delivery efficiency of a routing protocol.

In this experiment, the maximum velocity of mobile sinks varied from 1 to 15 m/s.
The number of mobile sinks will be 1 and 3, respectively. Then, we will test different
situations caused by the mobility of sink nodes. In the 3-sink case, we will observe
routing performance when the packet generation rate in the network is 1 and 2 packets
per seconds, respectively. Figure 2 shows the scenario with one sink and packet gener‐
ation rate of 2 packets/s. Figure 2(a) shows the change of delivery ratio performance as
the max speed of sinks change, Fig. 2(b) shows the change of overhead as the max speed
of sinks change. Figure 3 shows the 3-sink situation. Figure 4 shows the 3-sink situation
but changing the packet generation rate to one packet/s.
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(a) (b) 

Fig. 2. Performance of packet delivery ratio and normalized forwarding overhead versus sink
speed. There is one sink in the network and the packet generation rate is two packets per second.

(a)                      (b) 

Fig. 3. Performance of packet delivery ratio and normalized forwarding overhead versus sink
speed. There are three sinks in the network and the packet generation rate is two packets per
second.

(a) (b)

Fig. 4. Performance of packet delivery ratio and normalized forwarding overhead versus sink
speed. There are three sinks in the network and the packet generation rate is one packet per second.

Through the above simulation results, we can see that TBD has the highest packet
delivery ratio performance while having moderate routing protocol overhead as
compared with DDRP and TRAIL. The higher protocol overhead by TBD as compared
with DDRP is due to the overhead introduced for enabling trail based forwarding (i.e.,
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exchanging of query-reply along trail and two-hop local broadcast for trail repair). In
addition, it can be seen that sink number, sink moving speed, and packet generation rate
have big impact on routing performance. Especially, in Figs. 2 and 3, we can see that as
sink(s) move faster and faster, the packet delivery ratio keeps reducing while the over‐
head keeps increasing. Moreover, TBD has the highest packet delivery ratio perform‐
ance as sink velocity increases. Figure 4 shows that, in lighter traffic situation, TBD gets
even better performance on packet delivery ratio performance as compared with the
other two protocols. Generally speaking, more sinks and lower moving speed lead to
higher packet delivery ratio performance, and the faster sinks move, the more overhead
will be caused.

5 Conclusion

In this paper, we have designed a distributed routing protocol for wireless sensor
networks with mobile sinks, which integrates trail based forwarding, data-driven packet
forwarding, and random walk routing. We present detailed design description of our
protocol. Simulation results demonstrate that our protocol can improve the delivery ratio
performance while keeping low protocol overhead.
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Abstract. In Internet of Things (IoT), narrow band IoT (NB-IoT)
based on cellular networks is expected to play an important role for pro-
viding low power, wide area services, supporting deep indoor deployment,
massive devices in one cell. However, massive access requests in resource-
finite situation may bring out severe congestion and delay. To alleviate
congestion and delay problems, we propose a delay-aware dynamic bar-
ring scheme in this paper. According to different delay requirements, the
proposed scheme can ensure higher priority for delay-sensitive services.
Compared with standard access class barring (ACB) scheme, both suc-
cess probability and delay for delay-sensitive devices can be improved
significantly, with several sacrifice on delay-tolerant performance.

Keywords: NB-IoT · Massive access · Delay-aware · Dynamic ACB

1 Introduction

With the development of IoT, lower power wide area (LPWA) network attracts
more and more attention. The current typical LPWA technologies, for example,
Lora and Sigfox, are fragmented and non-standardized, which may bring security
issues. For the standardization of the LPWA market, 3GPP proposed NB-IoT
based on cellular network, making some simplification both on physical and
network layers [1,2]. As a reliable technology, NB-IoT can serve at least 50
thousand modules per cell [3]. With this huge load, legacy access control methods
may be not efficient to handle radio access network (RAN) and core network
(CN) overload, then heavy congestion and severe delay may incur [4].

In NB-IoT network, random access step must be performed first, by sending
preambles in narrow band random access channel (NPRACH) for uplink synchro-
nization. However, if more than one device select one same preamble simultane-
ously, then collision would be caused, which further caused access congestion. With
great potential to generate huge access traffic from numerous devices, collision
probability is high, causing serious RAN congestion and long delay.
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To alleviate congestion and delay problems, many effective schemes have been
proposed in machine-to-machine (M2M) communications [5–8]. 3GPP adopt the
proposals of ACB and enhanced ACB mechanism named extended access bar-
ring (EAB) in cellular network, which is effective for RAN overload control by
allowing a portion of devices to access the channel. If requests far exceeds the
access channel capacity, the effect of a single barring scheme will be not obvious,
thus [9] proposed a two-layer scheme combining ACB and EAB to enhance the
barring performance. A cooperative ACB method is also proposed in [10], with
the cooperation of base stations, the access delays can be significantly improved.
Unlike the methods towards the decreasing access arrivals, in [11], another group-
ing scheme to reuse preambles in different groups is proposed, which may cause
preamble interference between groups. Generally, the network status depends on
arrivals and usable preambles in current slots, thus avoiding the access requests
concurrency or exploiting preambles are the two main solutions.

In this paper, we propose an effective way to restrict preamble competitors
according to different delay demands. First, a delay threshold should be set
according to the acceptable delay tolerance for delay-sensitive devices, then we
split devices into two sets by the threshold. Secondly, set a fixed access parameter
for the delay sensitive terminals, while each delay tolerant terminal generating
a random access parameter. The barring factor is also adaptive about current
traffic. Without external resources, our scheme can make sure the delay-sensitive
devices have priority to acquire preambles. Results show that the performance
of delay-sensitive devices can be improved effectively.

2 Background and System Model

2.1 NPRACH Resource Configuration

As a clean-slate technology, NB-IoT can extend the maximum coupling loss
(MCL) 20 dB more than GPRS, then NB-IoT devices can keep working in poor
situation with MCL up to 164 dB. In 3GPP proposals, devices based on NB-IoT
technology can be divided into 3 categories depending on MCL, called CE0,
CE1, CE2 (CE, Coverage Extended), respectively supporting MCL less than
144 dB, between 144 dB and 154 dB, and MCL up to 164 dB. For supporting

Fig. 1. NPRACH resource configuration.
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extended coverage, different categories own different resource configuration. The
worst condition, usually refer to basements or other places with poor channel
condition, i.e., CE2 scenario, configures the longest preambles in time domain to
make sure that requests can be detected by BS. The configuration can refer to
Fig. 1.

Obviously, long preambles consume the uplink resources extremely, thus the
number of long preambles are limited. In case of average access requests among
three categories, devices in CE2 may face the most serious conflicts. In this
paper, we analyze proposed schemes on CE2 devices, which is also suitable for
the other two situations.

2.2 Access Barring Scheme

To resolve congestion, ACB scheme has been adopted. In each access slot, active
devices need to pass through the barring process before sending preambles to
BS. The barring factor δ is broadcast by BS. Each active device generates a
random p (i.e., access parameter) between 0 and 1. Only if p is less than δ can
the corresponding device pass the barrier. Literally, δ determines the expected
percentage of active terminals which can apply for preambles. Those devices
blocked by barring will be barred for a certain period called barring time, which
is also broadcast by BS. The main work is shown in Fig. 2.

Fig. 2. Access barring scheme.

Fig. 3. Delay-aware barring scheme.

2.3 System Model

To avoid weakness on real-time service, devices supported by NB-IoT should
allow a certain degree of delay. Thus, terminals with rigor delay limit will not
be involved in our study. Under this premise, we present our model.

Generally most devices accept a more tolerant delay, however, the degree
of acceptance are quite different among NB-IoT terminals. In rare cases, some
applications which are also relatively delay-sensitive, such as alarms in poor
environments, have to adopt NB-IoT due to bad channel situation. With low
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proportion of entire business, although, this part is extremely important. In order
to protect the efficiency of these applications, according to delay requirements,
we divide all terminals into two categories and propose an access strategy.

Our target is to make sure delay-sensitive devices can pass the barring scheme
with a high priority. Only several modules need a shorter delay, thus we can set a
time threshold to classify devices. The threshold can be the maximum acceptable
delay for delay sensitive scenarios. According to the delay requirements distri-
bution, we split all devices into two classes, called class A and class B. Devices
in class A should finish the access within the given time threshold, while others
in class B can be more tolerant. In terms of quantity, devices in class A are far
less than those in class B.

To ensure the priority of delay-sensitive ones, we change the way access
parameter generated. Unlike the original ACB schemes with fair access parame-
ter generation, in our work, set devices in class A with a fixed pA equal to zero,
while devices in class B need to generate random number pB between 0 and 1.
In this model, the whole period we considered, T , is divided into slots indexed
by non-negative integer i (i = 1, 2, . . . , L). Then, the access parameters can be
described by {

pA(i) ≡ 0,

pB(i) ∈ (0, 1).
(1)

No matter how much δ is equal, those belong to class A can always break through
the barrier, while part of devices in class B will be banned.

3 Delay-Aware Access Barring Scheme

3.1 Dynamic Barring Factor

To improve access success rate, we change the way barring factor generated.
Preambles can be configured in advance, for analysis, assume number of pream-
bles is K and current requests for preambles is m. If more than one select a
certain preamble, then all the requests on the preamble can’t be detected by BS.
The collision probability can be calculated by pc = 1 − (1 − 1

K )m−1. According
to pc, we set a threshold about the average success requests so as to perform our
following scheme. Set M = max {�m̂�}, while [1 − (1 − 1

K )m̂−1] < 0.1, and �m̂�
means the closest integer near m̂. Absolutely, more than one value can satisfy
the limit of [1 − (1 − 1

K )m̂−1] < 0.1, and M is the maximum of all. The limit
less than 0.1 try to make sure at this time m̂ devices could complete the random
access with 90% probability.

In following analysis, M is regarded as a threshold for adjusting barring
factor. Next work is to restrict the active devices around M by designing suitable
barring factor. Assume that n and n1 denote the total active devices and class
A devices, respectively, and δ is the dynamic barring factor, then let

δ =

⎧⎪⎨
⎪⎩

1 n ≤ M
M−n1
n−n1

n > M > n1

0 n ≥ n1 > M

(2)
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where δ can limit the preamble requests around M , ensuring success rate of
access around 90%.

3.2 Adaptive Random Access Procedure

Based on our work, an adaptive random access strategy is achieved. Assume N
is the number of active devices. If N is less than M , δ = 1, then all the active
ones can select preambles directly. If N is more than M , according to Eq. (2),
each device compare their pA or pB with δ. Since pA ≡ 0, devices in class A can
always choose preambles directly, however, others in class B will be restricted
by δ to some extent. Only if pB no more than δ can the relative one pass the
barrier. If the number of active A-class ones, i.e., N1, is more than M , only
these A devices can pass the barrier, while the lowest δ, i.e., 0, can block all the
B-class requests. With extreme less devices in class A, the rate of initiating an
access request is low, so the access resources will not be blocked by class A. The
dynamic barring scheme can be described by Fig. 3.

4 Performance Analysis and Evaluation

4.1 Arrivals Distribution Model

Unlike human communications, in event-driven business, arrivals no longer sat-
isfies the poisson distribution. Due to large-scale event-driven alarms or paging
messages, lots of terminals may need to access simultaneously. As described in
[12,13], this business can be modeled as beta distribution. Arrivals in a period
of time, denoted as T , with probability p(t), following a beta distribution

p(t) =
tα−1T − tβ−1

Tα+β−1Beta(α, β)
, (3)

with α = 3, β = 4, which is closest to actual situation. Beta(α, β) denotes beta
function, which is only related to α and β. T can be divided into L slots evenly
with τ seconds per slot.

Assume N devices need to communicate with BS in L slots. Then arrivals in
each slot can be calculated by

N(i) = N

∫ ti

ti−1

p(t)dt, i = 1, 2, . . . , L. (4)

4.2 Performance Analysis

Some measure metrics are proposed for performance analysis. To make contrasts,
we also consider the static ACB scheme with fixed barring factor η, where all
the devices generate random number between 0 and 1 fairly.
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Access Success Probability. Access success probability is defined as the ratio
of the successful number Ns(i) to total active devices N(i) in continuous L slots.
Thus, average success probability is calculated by

ps =
1
L

L∑
i=1

Ns(i)
N(i)

=
1
L

L∑
i=1

ps(i), i = 1, 2, . . . , L. (5)

In original ACB scheme, with barring factor η, total k preambles available in
current configuration, the success probability is calculated by

pACB
s (i) = (1 − 1

k
)N(i)·η−1, i = 1, 2, . . . , L. (6)

In our model, devices in class A and class B follow quite different access
parameter patterns, thus, with different probability calculations. Define N1i,
N2i as the active number for class A and class B devices in i-th slot. Then the
success probability for class A is

p(A)
s (i) =

⎧⎪⎨
⎪⎩

1 N1i = 0
(1 − 1

k )N1i−1 N1i ≥ M

(1 − 1
k )Np(i)−1 0 < N1i < M

(7)

and for class B,

p(B)
s (i) =

⎧⎪⎨
⎪⎩

0 N1i ≥ M,N2i �= 0
(1 − 1

k )Np(i)−1 0 ≤ N1i < M,N2i �= 0
1 N2i = 0,

(8)

where Np(i) = N1i + δ(i) · N2i, denoting the requests for preambles.

Access Delay Analysis. In fact, the delay refers to the time from the initiation
request to the success of the access. Suppose there are N active devices, average
delay is defined as the sum delay of successful numbers divided by the number
of successful devices, thus

τavg =
1
N

N∑
j=1

τ(j). (9)

However, we can’t promise all the active devices can access successfully in
a certain period. Suppose Ni devices transmit preambles in i-th slot, the total
delay is equal to

τtot =
L∑

i=1

Ni. (10)

The average delay is equal to τtot divided by the sum of successful accesses
denoted as Ns, that is

τavg =
τtot

Ns
. (11)
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In our scheme, devices in class A and class B are designed with different
barring time, τ for class A, λ · τ (λ > 1) for class B. The time spent on access is
calculated by the next two equations. τA(i) describe the total time consumption
in i-th slot by N1i devices while τ

(A)
avg means the average delay of N

(A)
s class A

devices. τ is a fixed time of a slot, a failed A-class device can be barred for τ ,
just like a new request in following slot. The detailed formula is shown below,

τA(i) = N1i · τ, i = 1, 2, . . . , L, (12)

τ (A)
avg =

1

N
(A)
s

L∑
i=1

τA(i). (13)

For class B, the failed device should be barred for longer time. λ is an integer
factor between 1 and 10, which means device should wait for λ · τ when it was
banned, with N

(B)
s successful requests in T and success probability p

(B)
s (i) in

i-th slot, having

τB(i) = N2i · p(B)
s (i) · τ + N2i · (1 − p(B)

s (i) · λ · τ, i = 1, 2, . . . , L, (14)

τ (B)
avg =

1

N
(B)
s

L∑
i=1

τB(i). (15)

To make contrasts, the barring time for ACB scheme is equal to τ , and the
average delay is calculated by

τ(i) = Ni · τ, i = 1, 2, . . . , L, (16)

τACB
avg =

1
Ns

L∑
i=1

τ(i). (17)

Success Probability in Each Slot for Class A. Using the delay-aware
scheme, class A devices own the priority to complete the random access requests.
It means that all active devices belong to class A in one slot can possibly com-
plete the access process all at once. Assume N2p devices in class B can pass the
barring and select preambles contending with class A, the success probability of
first full accesses for class A is calculated by

P (A)
o (i) =

⎧⎪⎪⎨
⎪⎪⎩

Ck
N1i

·N1i!

(k−N1i)
N1i ≥ M

Ck
N1i

·N1i!·(k−N1i)
N2p

k(N1i+N2p)
N1i < M.

i = 1, 2, . . . , L. (18)

The equation means, only when N1 devices choose different preambles from k
preambles, at the meanwhile, class B devices choose the other k-N1 preambles,
can make sure all the requests from class A access successfully. To improve
readability, the symbols appearing in the text are shown in Table 1.
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4.3 Performance Evaluation

To evaluate the performance, we adopt the simulation parameters for NB-
IoT devices that have been agreed by 3GPP. Considering 50, 000 devices in
a single cell with a uniform distribution geographically. In a predefined period,
devices generate access attempts independently. Usually, NPRACH band occupy
180 KHZ, with subcarrier 3.75 KHZ, which means 48 preambles are available per
slot. In our analysis, supposing T = 120 s as one specified period, let τ = 240ms,
i.e., L = 125.

For maximizing its advantages of deep coverage, we reasonably assume CE2
terminals occupying the main part of the whole NB-IoT network, for example,
half of all. Assume that each terminal randomly initiates an average of 15 access
requests per day, thus, approximately 500 access requests are from CE2 in T .
To meet the exploded increasing devices in future, we also evaluate the active
devices up to 5, 000 per period per cell.

Table 1. Symbols summary.

Symbol Parameter

N Total number of active devices

K Number of preambles per NB-IoT band

M Maximum requests for preambles satisfying Ps ≥ 0.9

T Specified period for one access process

p Access parameter

δ Dynamic barring factor

η Fixed barring factor in ACB

τ One access slot(240 ms)

Ps Access success probability

τavg Average delay

Nfail Failed devices in T

P
(A)
o Success probability for A-class devices

As Fig. 4 shows, when N is less than 1, 000, the ACB with η = 0.4 works
well. However, as N being larger, our scheme performs better than others. With
several sacrifice on class B, the success probability of class A is improved effec-
tively, performing well over the fixed ACB scheme with barring factor η = 0.4
and η = 0.8.

Figure 5 shows both class A and class B performs well on delay performance.
With class A achieving an extreme shorter delay, B-class performs worst when
N is less than 4, 000. However, delay of class B is even shorter than class A while
N is more than 4, 000. That is because with the active number increasing, less
B-class devices can pass the barrier, i.e., N

(B)
s is limited, so the average delay

seems like better than class A.
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Fig. 4. Access success probability. Fig. 5. Access delay for each success-
ful device.

With exponential increasing numbers, not all of the active devices can finish
the random access process in our defined period T . Surely, failed requests may
continue the access procedure in the following period until finally completed the
random access or gave up the packets. We observe the failed numbers and make
it as another metric to assess the performance. Failed number is equal to the
total active requests minus the successful ones, shown in Fig. 6.

Fig. 6. Failed access numbers at the
end of T.

Fig. 7. Success probability of class A
in appearance slot.

From the results, we can see the total failed ones, i.e., the sum of failed ones
from class A and class B, is always less than the ACB method with η = 0.8. While
N is larger than 3750, total failed numbers are little more than fixed barring
η = 0.4 scheme, however, failed devices in class A is still limited, which mean
our proposed scheme perform well on access procedure, guaranteing priority for
handling delay-sensitive requests.

Figure 7 shows the probability of all class devices succeed in apparent slot.
Assume the active devices in current period is equal to 500. By protecting the
priority of class A to occupy preambles, the probability of all class A requests
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succeed in first appearance, can be larger than 67%, which is impossible in ACB
scheme. Correspondingly, both delay and re-attempts can be limited effectively.

5 Conclusion

In this paper, we have considered the critical issue of NB-IoT communication
in 3GPP scenario by proposing the delay-sensitive-protected dynamic barring
scheme to improve the congestion and serious delay problems. Simulation results
show that the proposed scheme can effectively improve access success probability
and reduce access delays for the delay-sensitive services.
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Overlaying Tag Signal
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Abstract. This paper presents a new method for authentication based on over‐
laying tag signal. The tag signal and communication signal are superimposed to
form the signal “watermark”. From the point of view of signal transmission, the
tag signal can achieve the dual “binding” of shared key and channel. Security
analysis and simulation results indicate that it can achieve high authentication
success rate and low failure rate. This method does not require complex crypto‐
graphic algorithms. So it can achieve security under the premise of reduce the
computational amount in the communication process.

Keywords: Tag signal · Authentication · Physical layer security

1 Introduction

Authentication technology is an important part of information security [1]. Generally,
authentication includes both identification authentication and message authentication.
The former is used to authenticate the user identity; the latter is used to ensure the non-
repudiation of communication and the integrity of the transmission of information. In
the existing mobile communication system, the identity authentication and message
authentication are based on cryptographic algorithm. That is to say, the authentication
implementation is carried out at the high level, using the cryptographic algorithm to
calculate numerical results which are difficult to be counterfeited. The eavesdropper can
get the message content of the transmission, and the security is completely dependent
on the difficulty of deciphering the cryptographic algorithm. Simmens summarizes this
authentication security model [2], and points out that success rate of attack are related
to the size of the key space |K|. It is depressing that the lower bound of the attack success
rate is, which is much higher than guessing the key. Maurer further proves that the
success rate of attack is also related to the times of authentication, and it may increase
with the growth of times [3].

In traditional communication system, a cryptographic algorithm is used to compute
MAC (Message Authentication Code). Due to both of legal sides sharing private key,
the generated MAC will be the same. The receiver can determine whether the message
is from legitimate senders by comparing MAC. This method is equivalent to make tag
at the message level for authentication. In this paper, a new method using tag signal
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realizes the physical layer authentication. Taking the advantage of legality sides sharing
a private key and having coherent channel state information in short time, the sender
produce tag signal from spread frequency code and measured channel state information,
then overlap the tag signal on the communicational signal. The receiver can detect the
correct tag signal and demodulate the communicational signal. This method can avoid
using complex cryptographic algorithm, reduce the amount of calculation, and prevent
passive eavesdropping and active attack effectively.

2 Related Works

In recent years, the physical layer security technology has attracted more and more
attention of researchers. Wireless channel has characteristics of uniqueness, diversity
and reciprocity. It provides a new direction for information security [4, 5]. Authentica‐
tion in physical layer has already become a new hot spot in the authentication technology.
Xiao et al. proposed the method of authentication using “channel fingerprint”. Hypoth‐
esis test can check channel characteristic similarity [6]. But this kind of methods need
cipher algorithm to complete authentication for the first time [7, 8]. The physical layer
“challenge-response” method hidden key and authentication information in the wireless
channel amplitude and phase information [9, 10]. It can be used to enhance authentica‐
tion security when user access networks for the first time, but this method does not apply
to the message authentication. Adding tag information on the frequency spectrum of the
signal is also a good method. It has been used in the key generation [11], wireless spec‐
trum identification and determining the interference [12, 13]. But these methods are not
very applicable to wireless authentication.

3 System Model

Alice and Bob are legitimate sender and receiver and they pre-allocated the private key
K. Eve is a malicious third party, who knows time slot, frequency band, and modulation
mode, etc. The channel between Alice and Bob is hAB, the channel between Alice and
Eve is hAE, and the channel between Eve and Bob is hEB. Suppose that Alice sends signal
x, and Bob receives signal y and Eve receives signal z, then:

y = x ∗ hAB + nAB (1)

z = x ∗ hAE + nAE (2)

In (1) and (2), nAB and nAE are the noise between Alice and Bob, Alice and Eve. And
they are independent of each other. The asterisk represents convolution operation. In
TDD (time division duplex) system, the channel parameters of the two parties are basi‐
cally unchanged in a short period of time, which can be considered as short-term reci‐
procity. It means that hAB ≈ hBA. Eve might receive a signal from Alice, or send a signal
to Bob and try to make Bob accept it (Fig. 1).
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Fig. 1. System model

4 Process of Overlaying Tag Signal Authentication

Alice produces tag signal, and overlay with communication signals. Bob can normally
demodulate signal, and check the correction of tag signal at the same time. Because the
tag signal is generated by the shared key and reciprocity channel quantitative values
through common produce m-sequence spread spectrum, Alice and Bob can generate the
same tag signal. The tag signal and communication signal realize reuse in the wireless

Fig. 2. Process of overlaying tag signal authentication
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channel. Eve don’t know the spread spectrum code, so he can only rely on guessing to
fake Alice. Within limited times of attacks, it is difficult to succeed for Eve.

As shown in Fig. 2, the process of overlaying tag signal authentication has five steps.

Step 1: The preparation stage

Prior to the start of the communication, Alice and Bob pre-assigned private key K
and public spread sequences {mi}, i  = 0, 1,…, N. Let’s set the set space of key K is
|K|. And it is satisfied that N > |K|. Alice and Bob use the same one-way hash func‐
tion to map K to the same spread-spectrum m-sequence mk. The one-way hash func‐
tion should have the following properties:

(1) The randomness of hash value has no obvious statistical characteristics;
(2) Small amount of computation can be realized quickly;
(3) Unidirectional. It is difficult to obtain input in reverse according to the result of

hashing, preventing secret information from being leaked;
(4) Anti-collision. It is very difficult to ensure that another input with the same hash

value is found, which is to prevent Eve’s dictionary attack.

Step 2: Bob sends the pilot, and Alice estimates the channel hBA

Bob send pilot signal to Alice. Alice estimate hBA and get approximate value ĥBA. In
this course, equal probability of quantitative measurement is used. Because of the influ‐
ence of the noise, ĥBA is the noisy version of the real channel. That is: ĥBA = hBA + nBA,
ĥBA ∼ CN(0, 𝜎2

h
), nBA is random variable which obey the complex Gaussian distribution.

nBA ∼ CN(0, 𝜎2
n
). And the signal-to-noise ratio can be written as SNR = 𝜎2

h
∕𝜎2

n
.

Step 3: Alice generates the tag signal and sends it overlaying with the communication
signal.

Alice spread spectrum for ĥBA with m-sequence mk, then gets tag signal st. The tag
signal and communication signal are overlaid to send to Bob, that is:

st = mk ĥBA (3)

x = ss + st (4)

The signal Bob received is:

y =
(
ss + st

)
∗ hAB + nAB (5)

Step 4: Bob receives the signal and checks the tag

Bob estimates the channel hAB, then get the approximate value ĥAB through the same
method as Alice. Bob may calculate the tag signal s′

t = mk ĥBA. According to the principle
of spread spectrum communication, communication signal can still normally despread
under higher spread spectrum gain. After eliminating the tag signal s′

t, the received signal
can continue to demodulate. There are two alternative assumptions:
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H0: The tag signal st is sent by Alice;
H1: The tag signal st is not sent by Alice.

Accordingly, due to the influence of channel noise, the channel characteristics of
Alice and Bob may not be completely consistent. The bit strings resulting from ĥAB and
ĥBA may be written as str(ĥAB) and str(ĥBA). Here quantitative difference rate is defined
as 𝜌, which means a percentage through comparing each bit of two series of string. We
set hypothesis threshold as Γ, which usually can be chosen as constant, such as Γ = 99%.
Then the hypothesis criteria may be: H0 is accepted when ρ ≥ Γ, alternatively H1 is
accepted when ρ < Γ.

Step 5: Alice and Bob correspond continuously

After the success of the authentication, Alice and Bob can continuously communi‐
cate, maintaining normal pilot signal and channel estimation. If the conditions that
channel are not satisfied for the reciprocity after a long interval, we may return to step
2 for a new round of authentication.

5 Safety Analysis

For the security of the authentication, there are two type indicators of success rate and
failure rate. And there are two major errors in the hypothesis test. One is that Alice
superimposes the tag signal without being tested, and Bob rejected the signal that Alice
sent. It is called the false alarm rate. The second is that Eve was accepted by Bob as
Alice, which is called the missing alarm rate. The reason for the first type of error is
similar to the successful rate, and the second error will be analyzed below.

As mentioned above, the success rate of the attacker is higher than 1/
√|K| in the

traditional authentication model [2]. Under the authentication method of this paper, if
Eve wants to fake the tag signal, he needs to fake a spread signal that can pass the
hypothesis test. According to the above assumptions, the space of m-sequence is |m|,
and the space is big enough: |m| > |K|. Because of the one-way hash function, the lower
bounds of attack success rate is 1/|K|. That is to say that it is worst for Eve to guess the
key. Due to the mutual correlation characteristics of m-sequence, different m-sequences
are unrelated. In the process of authentication, Eve even may get some sample tag signal.
But Eve cannot get useful related peak. So the success rate of Eve is still limited to 1/|
K|. That is the same as guessing the key. Specific analysis is made on different attacks
against Eve.

5.1 Passive Eavesdropping

In some cases, it is the Contact Volume Editor that checks all the pdfs. In such cases,
the authors are not involved in the checking phase.

This method realizes the hidden transmission of the tag signal. In general, due to the
location of Bob and Eve won’t be exactly the same, the legal channel hAB is not related
to hacking channel hAE. So Eve cannot obtain legal channel information. The
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assumption on position of Eve is very reasonable in actual communication system, and
it is also very easy to satisfy [14]. On the other hand, Alice and Bob’s key are pre-
allocated safely, and Eve is not available. Since the tag signal is generated by the channel
information and the key, this is equivalent to “double locks” for the tag signal. Eve
cannot obtain any information about the tag signal.

In the process of signal transmission, the design of matched filter needs to know the
frequency response of the signal. It is difficult for Eve to receive and detect the tag signal.
Even if Eve get part information of the tag signal by using the method of statistical signal
processing, it is still difficult to pose a security threat. Because the channel is time-
varying, the tag signal has a natural of timeliness and it made useless for Eve’s passive
eavesdropping.

5.2 Substitution Attack

Eve can attack by eavesdropping and modifying the signal that Alice sends. Eve will
firstly remove the legal tag signal and then attach a forged tag signal. If the signal is
received and passed through authentication successfully by Bob, Eve’s attack is consid‐
ered successful. The probability of successful attack is represented by 𝛽, which indicates
the probability that Bob will receive the signal sent by Eve.

Because the tag signal is generated by a one-way hash function based on the channel
and key, Eve can generate the tag signal by guessing the channel and key, or simply
forging the tag signal. For a particular key K, if the inconsistency probability of the fake
tag with the legal tag is less than Γ, the attack is successful. Therefore, the attack rate
can be expressed as:

𝛽 = P(𝜌 < Γ) =

ΓM∑
i=1

C
i

M
(
1
2
)i(

1
2
)M−i =

ΓM∑
i=1

C
i

M
(
1
2
)M (6)

It is analyzed that Eve was less likely to acquire a tag signal through passive eaves‐
dropping. So it is difficult to make a successful attack, even in a passive and alternative
way.

5.3 The Attack of Man-in-the-Middle

Assuming that Eve adopts an aggressive way of amplifying and forwarding, this type
of attack is also known as transparent forwarding. Eve doesn’t change the signal.
According to the system model, the signal Bob received is changed to:

y = (x ∗ hAE + nAE) ∗ hEB + nEB (7)

After finishing, it becomes:

y = x ∗ (hAE ∗ hEB) + (nAE ∗ hEB + nEB) (8)
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It can be seen that both the channel and the noise of Bob have changed. In (8),
nAE * hEB + nEB is considered to be new noise. The channel between Alice and Bob hAB
becomes the cascade of the channel hAE and hEB. The conditions for the reciprocity of
Alice and Bob are still satisfied. At the same time, because of Eve’s involvement, Bob
received a signal that was mixed with Eve’s noise. The increase of noise may worsen
the signal-to-noise ratio, which has an impact on the performance of the authentication.
But Eve is unable to implement the replacement of Alice, and there is no difference in
tag signal acquisition with passive eavesdropping.

6 Simulation Analysis

BPSK is exampled as the communication signal. The m-sequence with a length of 100
bits is used as the spread spectrum sequence. The channel parameters obey 3GPP
standard Urban channel model, and 10,000 times of monte-carlo simulation is adopted.

Firstly, the influence of power distribution of the tag signal and communication
signal is shown in Fig. 3. Because they are superimposed in the time domain, an impor‐
tant measurement is the proportion of power distribution. Making SNR = 10 dB as a
typical value, the simulation is carried out when spread spectrum code length is 100 bits.
It can be seen from Fig. 3(a), when tag power accounted for more than 1%, false alarm
rate and missing alarm rate achieve a lower level. Because the amplification gain can
resist the equivalent interference, the normal demodulation of the communication signal
is not affected when the label power ratio is less than 50%. And the bit error rate is stable.
Keeping 10% of the tag signal power ratio, simulation is carried out under different
signal-to-noise ratio in Fig. 3(b). It can be found that in low SNR, false alarm rate and
the bit error rate are both high, and it can achieve good indicators when SNR is higher
than 10 dB.
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Fig. 3. Simulation diagram of performance, (a) power proportion, (b) SNR

7 Conclusion

The method of overlaying tag signal authentication in physical layer can get rid of the
cipher algorithm. The dual authentication of channel and identity is realized at the signal
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level. It can reduce the computational complexity in the process of communication, and
achieve security enhancement to the existing authentication process. It also can be used
to make up for the defect of business data authentication, and can be applied to “light‐
weight” authentication of the future mobile communication in low delay, high reliable
scenarios.
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Abstract. A considerable number of cloud forensic systems and tools have
been proposed in recent years. Trust issue of digital evidence, a significant
security topic, is indispensable for cloud forensics systems. In this paper, we
propose a different cloud forensic system—Distributed Cloud Forensic System
with Decentralization and Multi-participation (DCFS). The DCFS is set in an
untrusted and multi-tenancy cloud environment, and it is assumed that cloud
users, cloud employees, or forensic investigators can be dishonest. The DCFS,
which is different from existing centralized cloud forensic systems, is a dis-
tributed and decentralized system that does not rely on any single node or any
third party to obtain credible evidence from the cloud. Trust is divided into all
participants in the DCFS, and these participants supervise each other. A dis-
tributed public ledger is maintained in the DCFS, and this ledger records all the
proofs of forensic evidence along with other useful information. This ledger can
enhance the credibility and integrity of forensic evidence to some degree and
complete the chain of custody in forensic investigation. The forensic evidence,
which are provided by the cloud employees, presented to the court of law using
the DCFS will be more trustful.

Keywords: Cloud forensics � Data provenance � Byzantine faults
Distributed systems � Decentralization � Multi-participation

1 Introduction

Cloud forensics is a cross discipline of cloud computing and digital forensics. Digital
forensics is the application of computer science principles to recover electronic evi-
dence for presentation in a court of law. Most of the existing cloud forensic systems
and tools are set in non-adversarial environment, and they precisely consider the
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external threats. That is, they trust the cloud service providers completely. In return,
this brings the honesty issue of the cloud service providers. Forensic investigators and
court authorities may also doubt about the credibility and validity of evidence. It is
undeniable that a few studies have tried to reveal the trust issues in cloud forensics.
They prefer to trust the cloud service providers partially or reduce their trusted com-
puting base by introducing some trusted components such as monitor, hardware, or
database into their methods. In a multi-tenancy environment, they may attempt to pick
a trusted third party [1] as an intermediary to store or verify forensic evidence. In short,
these solutions are centralized so that their functions rely on a single point. Moreover,
the trust of forensic evidence is established on the basis of this point. Unfortunately,
neither a single component nor a third party is invariantly trustworthy. Components
may exhibit loopholes or bugs and could be compromised by an adversary. A third
party can also collude with malicious individuals to hide their crimes for the purpose of
illegal income. Both of them can become the single failure point and can cause per-
formance and security issues easily. Existing cloud forensic systems are unsatisfactory
to some extent. It is necessary to have alternative forensic systems or tools that do not
require this type of trust.

In this paper, we propose a different cloud forensic system—Distributed Cloud
Forensic System with Decentralization and Multi-participation (DCFS) from another
perspective. The DCFS is set in an untrusted and adversarial environment. It does not
trust any single node or any single person and considers both internal and external
threats. The DCFS is a distributed cloud forensic system. It does not precisely operate
for a single node but for a large-scale network with numerous nodes. These nodes act
together to build a more secure and more robust cloud forensic ecosystem. Decen-
tralization indicates that the DCFS does not rely on a trusted component or a trusted
third party. Trust is divided among the nodes in the DCFS, and these nodes supervise
each other. Multi-participation indicates that the DCFS acts in a multi-tenancy envi-
ronment with various stakeholders, including users, cloud employees, forensic inves-
tigators, and court authorities. It has the assumption that cloud customers, cloud service
providers, or forensic investigators can be malicious or dishonest; they may collude
with each other to provide faked forensic evidence or may frame innocent people.

Data provenance is selected as the primary raw data of forensic evidence in the
DCFS. Data provenance determines and describes the lifecycle history of data sets from
original resources to destruction endpoints. It is helpful for analyzing what happened to
certain dataset and estimating its scope of influence among the systems. The
accountability of the cloud can be enhanced using data provenance. To make data
provenance more available and more credible, a public data provenance ledger is
introduced into the DCFS. This ledger has something in common with the public ledger
maintained in Blockchain [2] systems. A Blockchain system is essentially a distributed
ledger of all transactions or digital events executed and shared among all participants in
accounting systems. Each transaction in the public ledger is verified by consensus of a
majority of the participants. Once recorded, these transactions can never be erased.
With same purposes, the public data provenance ledger in the DCFS is a distributed
ledger of all proofs of data provenance and other valuable information useful for further
forensic investigation. The participants in the DCFS involve in the maintenance of this
ledger and reach a consensus on its entries. Every data provenance recorded in the
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ledger is verifiable, accountable, and immutable. Any misbehavior, which can be
Byzantine [3], performed to the ledger is not hidden and is rejected. With this, we
develop a democratic open and scalable forensic system from a centralized one. To the
best of our knowledge, the DCFS is the first decentralized cloud forensic system that do
not rely on any single point or third party as well as no single point or third party has
absolute power to affect the forensic process. The DCFS can enhance the credibility
and integrity of forensic evidence, enhance the accountability and robustness of cloud
systems, and complete the chain of custody in forensic investigations. To demonstrate
the practicality and security of the DCFS, we have implemented a prototype on
OpenStack, which is an open source cloud computing platform. Our evaluation
demonstrates the ability of the DCFS to solve the real world forensic problems, and the
results reveal that the costs of the DCFS (CPU load, network latency and storage) are
sufficiently low to be practical.

Motivation. Most of the existing cloud forensic systems trust their cloud service
providers completely or partially and trust forensic investigators acquiescently.
The DCFS, which is different from those forensic systems, does not believe in cloud
employees and forensic investigators. The goals of the DCFS are as follows:

• Make forensic evidence from cloud more available and accessible.
• Enhance the credibility and integrity of forensic evidence.
• Ensure that any evidence entry presented in front of the court is verifiable.
• No one can tamper with any evidence entry and any misbehavior performed to

evidence entries will be discovered and prevented.
• Malicious individuals can never repudiate evidence indicating them.
• No one can recover any valuable information from the DCFS so that the privacy of

the user remains protected.

Contributions. The contributions of this paper are as follows:

• We proposed the DCFS. The DCFS is set in untrusted and adversarial multi-tenancy
environment and does not rely on any single trusted node or third party. The DCFS
overcomes the drawbacks of centralized cloud forensic systems and makes the
cloud more accountable and robust.

• We design a public data provenance ledger for the DCFS. This ledger helps the
forensic investigators and court authorities to obtain valid and credible evidence.
Moreover, it can prevent malicious individuals from tampering or denying the
forensic evidence after the fact.

• The DCFS is implemented and evaluated on OpenStack.

Organization. The structure of the paper is organized as follows: Sect. 2 discusses
some related studies. Section 3 introduces the design of the DCFS in detail. Then,
Sect. 4 provides the security analysis of the DCFS. Section 5 provides the imple-
mentation and evaluation of the DCFS, and Sect. 6 concludes this paper.
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2 Related Work

There have been several studies on collecting and providing data provenance. PASS
[13] is a typical provenance system in the system level. It modifies the Linux kernel and
intercepts system call in the VFS level. Based on PASS, a provenance system for XEN
[14] is established. SPADE [15] focuses on the related primitive operation on data
input and output, and detects system calls of files and processes. LineageFS [16]
associates the process ID with file descriptors and creates lineage information for files.
Hi-Fi [17] includes various types of nonpersistent data into data provenance. LPM [18]
is deployed in Linux kernel and is designed to collect system-wide data provenance,
including process, IPC, network, and system call. Based on LSM, the LPM set
provenance hooks along with LSM hooks, ensuring that the data provenance represents
the proper actions of the system. DPAPI [19], CPL [20], and IPAPI [21] are set in the
application level. They provide specific provenance API so that the application
developers can invoke these APIs to make their applications provenance aware.
HadoopProv [22] realizes a provenance system in Hadoop. In Android platform, Quire
[23] extracts the provenance data from IPC and RPC to construct invocation chain. By
analyzing this invocation chain, the potential attacks such as excess of authority can be
discovered. Similar to Quire, Scippa [24] expands the Binder module in Android
system to construct an invocation chain.

However, these systems or tools still lack in providing trustworthy data provenance.
They do not consider the internal threats, and they depend only on their host systems.
Some researchers tried to solve these issues. The SNP [25] is a network provenance
system running in an adversarial setting. Every node manages its own tamper-evident
network logs. By querying the relevant information from other nodes, fault nodes can
be discovered. However, the SNP relies on some types of behaviors on the network to
be observed by at least one correct node, and the error nodes can escape easily from the
detection of the SNP by colluding with each other. Moreover, the efficiency of SNP
will drop drastically with a reduction in the correct nodes available in the system.
Another system, SecLaaS [26], assumes that users, clouds, and investigators can be
malicious individually or can collude with each other. It creates the proofs of logs and
publishes these proofs on the web for further verification. The drawback of this system
is that the proofs are considerably coarse grained, and the proofs remain unprotected
after being published. Other researchers attempt to adopt cryptography, trusted com-
puting, or mathematics to enhance the integrity and confidentiality of data provenance,
such as ABE [27] and bilinear pairing [28]. The scope of their application is small and
may cause considerable resource consumption. Several papers (e.g., [29–34]) have
studied related security and networking issues.

Different from them, the DCFS runs in an adversarial multi-tenancy cloud envi-
ronment. It is a distributed and decentralized forensic system, and it does not rely on
any single trusted node or third party. The participants in the DCFS cooperate with
each other to make the evidence entries more trustworthy.
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3 System Design

3.1 System Structure

In the DCFS, participants are scattered in different cloud systems. A small and smart
process named DCFS Peer Agent (DPA) is allocated to every participant. The DPAs
act as agents for participants and enable them to join in the DCFS membership net-
work, involve in the DCFS cloud forensic system, manage their personal data, and
conduct operation requests. Figure 1 shows the system structure of DCFS, which can
be divided into three layers:

User Operation Layer. This layer consists of all participants along with their terminal
applications installed in their PCs, smart phones, or even in a third-party cloud plat-
form. These terminals are management consoles for participants to communicate with
their DPAs, commit their operation requests, and manage their personal data. They can
also manage their individual accounts, check the DCFS network topology, and examine
the DCFS runtime information. Investigators and court authorities can use customized
terminals to verify the integrity and validity of forensic evidence.

Fig. 1. System structure of the DCFS
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Agent Management Layer. The DPAs are mainly located in this layer. They are
independent, and they connect with each other to establish a point-to-point network.
Certain consensus algorithm is adopted to ensure that these DPAs are in the same final
state and reach a consensus on the public data provenance ledger. Moreover, the DPAs
are responsible for managing data entries in the public ledger, acting as a gateway that
evaluates all data accesses, and communicating with terminal applications to handle the
received operation requests.

Ledger Storage Layer. In this layer, a public provenance ledger offers a scalable,
highly available, secure, and independent storage service for data provenance against
confidentiality and integrity attacks. This public ledger is not precisely located in a
single node or stored on the database of a third party. Instead, it is a distributed ledger
and all participants own a full copy of this ledger in their database. The DPAs of the
participants reach a consensus on the ledger and ensure the contents of each ledger
stored in different participants’ database are consistent. Any malicious activity per-
formed to the ledger is unacceptable to the other correct DPAs unless majority of DPAs
are under control by an attacker. It is not invariantly easy to control majority of DPAs
in a large-scale cloud system. This design guarantees that any data entry recorded in the
ledger remains unchanged once generated. No one, including users, cloud employees,
or investigators can tamper with the ledger.

3.2 DCFS Peer Agent

As Fig. 2 shows, a DPA mainly consists of three modules: Data Manager, Operation
Handler, and Membership Service.

Data Manager. The primary responsibility of Data Manager is to create raw proofs of
data provenance using data provenance metadata from forensic tools and other useful
system logs. These raw proofs of data provenance will be sent to Operation Handler for

Fig. 2. Modules of the DPA. Data Manager is the medium between Ledger Storage Layer and
Agent Management Layer. Membership Service is the medium between Agent Manager Layer
and User Operation Layer.
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further encapsulation and then sent to Membership Service for consensus process. Data
Manager is also in charge of communicating with the database for public ledger.

Operation Handler. Operation Manager handles operation requests such as query and
verification. When receiving an operation from a user, Data Manager searches satis-
factory data from the public provenance ledger, verifies its validity, and packages the
data in a proper manner.

Membership Service. The main duty of Membership Service module is network
communication. It communicates with the terminals of the participants to receive
operation requests from users and respond to them. It also connects with the other
Membership Service modules of the DPAs to build the distributed forensic network.
Moreover, it manages and evaluates data access policy for each participant.

3.3 Public Data Provenance Ledger

The public data provenance ledger is the core of the DCFS. Only the proofs of data
provenance are included in the ledger for the following reasons:

• Raw data provide huge storage and network consumption while proofs are more
lightweight.

• The main goal of the DCFS is to offer the ability to verify the correctness of
evidence. The proofs of data provenance are sufficient.

• Malicious individuals may try to learn about some crucial information of other users
from the ledger. If only proofs are included, nearly no valuable information can be
recovered from them. The privacy of the users will remain protected.

The process from raw data to entries in the ledger includes four steps: First, a data
provenance graph is generated using the raw data provided by forensic tools and
system logs. Second, a new proof is created based on the data provenance graph. Third,
with necessary encapsulation, the proof is added into the ledger. Finally, a consensus
process is started between DPAs to ensure that all DPAs agree and accept this proof.

Data Provenance Graph. Forensic tools for cloud computing should be compatible
with the cloud’s characteristics of on-demand self-service, rapid elasticity, and scala-
bility. This indicates that the data provenance model should be easy to generate and
manage, be open, extensible, and scalable, and be compatible with existing forensic
formats and follow existing practices and standards. Based on the above consideration,
Open Provenance Model (OPM) [4] is selected as the standard data provenance format
in the DCFS. The OPM defines data provenance in a precise and technology-agnostic
manner and allows multiple levels of data description to coexist. It allows provenance
information to be exchanged easily between systems based on a shared provenance
model.

The provenance graph is a directed acyclic graph (DAG), and it implies causal
relationships between states and operations. To capture transitive provenance, we can
define, for any execution e, a provenance graph G(e) = (V(e), E(e)), in which each
vertex v 2 V(e) represents a state or operation, and each edge (v1, v2) represents that
v1 causes v2. It also indicates that the data provenance of v1 is a part of that of v2.
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From the provenance graph, we can easily identify the problem’s origin and estimate
the scope of influence it had created to the entire system. It is helpful for forensic
investigations.

The entire system may face the problem of provenance explosion. To reduce the
amount and complexity of data provenance and relieve the burden of the system,
methods from [5, 6] are adopted. The data provenance entries, having little or no
impact on forensic analysis, will be recycled. Therefore, the size of the data provenance
graph is reduced, and the proofs can be easily generated.

Proof of Data Provenance. Proofs should be easy to use and hard to forge. Many
systems use Merkle trees [7] as their basic data structure for verification, such as
Bitcoin and P2P network. Mostly, it is a binary tree, but it can also be a multi-way tree.
The value of leaf nodes in the tree is the cell data in the dataset or its hash value. The
value of a nonleaf node is calculated by hashing all its child nodes’ values. Recursively,
the hash value of the tree root is generated, and the entire tree is completed. Merkle tree
stores the summary information about a large dataset to make the verification more
efficient. It is unnecessary to reveal or transmit the entire tree, and it natively enables a
user to validate the integrity of any subset of data.

The DCFS selects the Merkle tree as its data format for proofs. The steps from the
data provenance graph to the Merkle tree are shown in Fig. 3. First, a topological sort
of all nodes in the data provenance graph is generated. Because the topological sort of a
directed acyclic graph is not unique, this step uses timestamps as another parameter.
For nodes in the same topological layer, they are sorted again in ascending order by
their timestamps. Second, leaf nodes in the Merkle tree are filled with topologically
sorted nodes’ hash value, and the other part of the tree is calculated based on these leaf
nodes. Subsequently, the value at each branch node is calculated by concatenating the
values of its children and computing the hash of that aggregation. Finally, the value of
the root node is selected as the proof of the data provenance graph.

Fig. 3. Steps from data provenance graph to Merkle tree
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Proof Chain. The public ledger is a chain of proof entries, and each entry contains the
proof of data provenance graph and other essential information to ensure its
irreversibility.

To preserve the correct order of the entries in the ledger, an Entry Chain (EC) is
introduced. This Entry Chain is a hash chain. Entry Chain will be generated as follows:

EC ¼ \HashðProof;ECprevÞ[ ð1Þ

where ECprev is the Entry Chain of the previous entry in the ledger, and Proof is the
proof information in this entry.

A Proof Entry consists of EC, proofs of data provenance, user id, domain id, and
timestamp:

Proof Entry ¼ \EC; Proof; UID; DID; Timestamp[ ð2Þ

Consensus Process. The DCFS is set in an adversarial setting and any misbehavior
happened could be Byzantine. To reach a consensus on the public data provenance
ledger between DPAs, the DCFS realizes its consensus process based on the PBFT [8]
algorithm.

For efficiency and better management, the DPAs will be classified into different
domains. For example, the DPAs in the same host machine or having the same cloud
administrator will be categorized under the same domain. In each time interval, a
domain itself will select a leader DPA to lead affairs. This leader DPA will convey the
operation requests, guide the consensus process, and communicate with other domains.
When a user desires to perform an operation request, the processing procedure is as
follows: First, the DPA of this user receives the operation request and transports it to
the leader DPA. Then, the leader DPA will transport the operation request to the other
DPAs in its domain and the leader DPAs of the other domains. Next, all the DPAs will
handle this operation request and return the results to the DPA of the user. Finally, this
DPA handles the received results and return them to the user’s terminal.

The pseudocode description of the consensus algorithm is showed in the Appendix.

4 Security Analysis

The cloud has full control over generating the data provenance. The DCFS functions
based on an assumption that the process of generating the data provenance is trusted. It
focuses on helping the investigators and court authorities to verify the evidence using
the proofs included in the DCFS ledger. The participants reach a consensus on this
ledger, and trustful proofs are invariantly available. The DCFS guarantees that any
violation of ledger’s integrity will be prevented and evidence tampered with will finally
be detected during the verification process.
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In the DCFS, three entities are involved: users, cloud employees, and investigators.
All of them can be malicious individually or can collude with each other. However, at
the verification stage, any misbehavior can be detected using the public provenance
ledger. Figure 4 illustrates the detailed flow of evidence verification. Based on the
evidence entries provided by a cloud employee, an investigator can calculate its proofs
and fetch the corresponding proofs from the public ledger in the DCFS. If the two
proofs are equal, the investigator may trust these evidence entries and present them to
the court. Otherwise, he can reject them and doubt the honesty of the cloud employee.
When the court receives the evidence, it first checks the ownership information from
the ledger to judge whether an innocent is framed. Then, it fetches the corresponding
proofs from the public ledger again to compare with the proofs of the received evi-
dence. If they are equal, the court will accept the evidence. Otherwise, the evidence will
be rejected, and the court doubts the honesty of the investigator.

Fig. 4. Process flow of evidence verification
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The DCFS is a distributed and decentralized cloud forensic system, and all par-
ticipants reach consensus on a distributed public ledger. Few malicious participants
have limited impact on the entire system unless they can control the majority of the
DPAs. We assume that any misbehavior happened in the DCFS can be Byzantine, and
we design our consensus process based on the PBFT algorithm. This algorithm
guarantees liveness and safety under the premise that provides a fault tolerance of
(n − 1)/3, where n is the total number of participants. This indicates that malicious
participants should not be more than one third of all participants for safety. With a
greater number of participants, the DCFS will become more secure and stable. In other
words, the DCFS will be more useful in a large-scale system.

A brief proof is as follows: Define n as the number of all nodes and f as the
number of faulty nodes. An assumption for asynchronous Byzantine agreement is that
correct nodes will send precisely one correct message to others in each phase while
the faulty nodes may send more than one message to confuse others. A minimum of
(n + f)/2 received messages are essential to reach an agreement on a message [9]. It is
invariantly possible for a node to accept n − f messages. Consider a correct node n in
phase p, where n has already sent a message to all the other nodes. As there exists a
minimum of n − f correct nodes, the n’s buffer will receive a minimum of n − k reply
messages. The n − k should outnumber (n + f)/2, i.e., n – f > (n + f)/2. Therefore,
f < n/3.

As only hash results and some necessary identification information are included in
the public ledger, the malicious individuals can barely recover any valuable informa-
tion from the ledger.

5 Implementation and Evaluation

We implemented our prototype system on three desktop computers with Intel(R) Core
(TM) i5-3330 3.00 GHz CPU, 8 GB main memory, and 256 KB L2 cache. Ubuntu
14.04 LTS 64-bit was used as Host Operating System, and Openstack was selected for
implementation and evaluation. Virtual environment was created with XEN, and each
desktop computer runs five VM instances so that there were 15 participants in total. We
used SHA-2 (SHA-256) hash function for hashing. A containerization runtime envi-
ronment for DPAs was established using Docker [10]. Using FROST [11], we obtained
API logs from Nova nodes as metadata for generating data provenance.

For easy deployment and management, the DPAs were deployed in Docker con-
tainers and were isolated. The gRPC [12] was used for establishing point-to-point
network connections between DPAs. Certainly, DPAs can be deployed anywhere as
long as there are network capabilities. For example, DPAs can also be embedded into
the VM instances of a user or even be located in a third party cloud platform.
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The DCFS operates under a normal environment in our experiments. In order to
evaluate the impact on the performance of the DCFS, we compared the CPU load,
network latency, and storage consumption under the condition of running our forensic
system (Table 1).

The system delay was within an acceptable range compared with SNP [25] and
SecLaaS [26]. However, at the peak of system operation, the DCFS may have a
remarkable effect on the host system. To be practical in normal commercial environ-
ment, some optimizations are essential. We have left this for future research.

6 Conclusion and Future Work

Collecting forensic evidence from cloud is a challenging task because forensic
investigators have considerably little control over cloud systems. Currently, forensic
investigators still depend on cloud service providers to obtain forensic evidence. To the
best of our knowledge, there is no procedure to verify whether the cloud service
providers have provided the correct evidence to the investigators. Forensic investiga-
tors may also present invalid evidence to the court. In this paper, we proposed a
different cloud forensic system DCFS from another perspective. The DCFS considers
internal threats and provides the ability to securely obtain trustful data provenance for
forensic purpose. It can also solve some issues existed in traditional centralized forensic
systems. From our experiment, we observed that it is practically feasible to combine the
DCFS with the cloud infrastructure.

One limitation of the DCFS is that it still requires some trust in the cloud. In
particular, we have to trust that the generation of data provenance from the cloud is
correct. This can be relieved by using tamper-evident logging such as Peer Review
[35]. In future, we will investigate to make our system more efficient, practical, and
expansible so that it can be compatible with more cloud architectures and based on
DCFS, we will try to bring cooperative forensics and shared security into more dis-
tributed systems or IoT systems.

Table 1. Performance impact

Performance impact

CPU load Increasing 2.5% on average
Network latency Increasing 10% on average
Storage consumption 10 MB a day for each DPA
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Appendix

The algorithm of a consensus process on an operation request is as follows:

if leader DPA then

n=deployIdToOperation(received operation request)

sendStepOneMessageToAll leader ID, n, checksum, re-
quest

else if not leader DPA then 

WaitForStepOneMessage()

end if

m1=receivedStepOneMessage

if m1.leaderID is right&&m1.checksum is right&&m1.n is 
never used&& m1.n is within minimum and maximum then

AcceptStepOneMessage()

sendStepTwoMessageToOthers(leader ID, this DPA’s 
own ID, n, checksum, request)

waitForStepTwoMeaasgeFromOthers()

else

doNothing()

end if

Message[ ] m2=all receivedStepTwoMessage

na2=numOfAcceptedStepTwoMessage

define F as the tolerable maximum of fault DPAs

for all m in m2 do

if m.leaderID is right&&m. DPA’s own ID is tight&& 
m.checksum is right&&m.n is never used&&m.n is within
minimum and maximum&&m.StepOneMessage is accepted then

AcceptStepTwoMessage()

na2++

end if

end for

If na2>2F then

sendStepThreeMessageToOthers(leader ID, this DPA’s 
own ID, n, checksum, request)

waitForStepThreeMeaasgeFromOthers()

else
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Abstract. Device-to-Device communication is a key technique in future cel-
lular sensor networks since it provides short range communications between two
adjacent devices in terms of power consumption, green communication, and
system capacity as compared to conventional homogeneous cellular network.
What is more, the D2D protocol not only provides direct communication to
various kinds of devices but also bridges together two devices of wireless sensor
and cellular device. However, the sensors reuse licensed channels with cellular
devices and potential result in severe interference from each other. In this paper,
we investigate the problem of optimal spectrum partitioning and the impacts of
device density on outage probability in cellular sensor networks. We convert the
throughput maximization problem in to an optimal spectrum partitioning
problem with signal to interference plus noise ratio constraints. Simulation
results show that the proposed algorithm achieves the higher throughput.

Keywords: D2D � Cellular network � Wireless sensor network
Interference management � Resource allocation

1 Introduction

Applications rely on WSNs (wireless sensor networks), such as mobile health
(m-Health), military sensing and tracking, real-time road traffic monitoring, have been
rapid increase in the past few years. However, there are two drawbacks exist in current
WSN networks. One is that long distance wireless communication is not suit for WSNs
due to the limited battery life of nodes. The other is no platform can support Internet
services to WSNs. However, the future cellular network aims to provide controlled
QoS (Quality of Service) and ubiquitous MTC (machine-type communication) to
various kinds of devices. D2D (Device-to-Device) or M2M (Machine-to-Machine)
communications have been considered as an interface to combine cellular network and
sensor network. The details can be find in release 12 of MTC-LTE [1, 2]. The col-
laborative applications based on sensors would benefit from the ubiquitous coverage
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and Internet services offered by future cellular networks when they equipped the
required LTE chip and protocol [3]. Many works have been focus on the technique of
connecting sensors to cellular devices, such as smart phones and tablet computers with
cellular module [4, 5]. The application of cellular sensor network in environment
protection and wearable sensor has been shown in [6, 7]. D2D technique allows two
proximity devices directly communicate with each other instead of traversing the BS
(Base station) to offload the increasing traffic. It not only improve the spectrum effi-
ciency but also bridge the collected data by the sensors with the cellular network [8].
Although cellular sensor network with in-band D2D communication brought various
benefits to sensor applications, it still meets many challenges in resource management
due to critical interferences [9].

Recently, many works research on underlay D2D communications in cellular
networks focus on co-channel interference management and resource allocation algo-
rithm with in cellular networks [10–16]. In order to mitigate co-channel interferences,
most of these works mainly focus on power control or intelligent resource allocation. In
[10], the authors reduce interference and optimize the system throughput through
power reduction. In [11], the authors defined a SINR (Signal to Interference plus Noise
Ratio) threshold to D2D receiver. This result in some cellular devices cannot reuse
channels with D2D devices due to severe interference and the interference problem can
be alleviated. With regards to interference mitigation solutions based on resource
allocation, many of the current works utilize the information of path loss or shadowing
to design superior interference alleviated schemes. In [12, 13], the position-based and
distance-based interference mitigation schemes are proposed. However, these schemes
need to know the locations of devices and result in high control overhead. In [14], a
resource allocation scheme which considers QoS (Quality of Service) for D2D com-
munications has been proposed. However, these channel assignment algorithms often
with high computational complexity and overhead. It is hard to implement nicely in
cellular sensor networks due to considerable investment to develop and deploy
[15, 16]. Nowadays, modeling the locations of base station as a PPP model has been
proven to be accurate in terms of SINR distribution when compared to hexagonal grid
model [17, 18]. Most of current works are based on hexagonal grid network model,
which is not a universal mathematical tool for analytical system performance.

In this paper, we focus on the spectrum partitioning on CUEs (cell UE) and DUEs
(D2D UEs and sensors) in a PPP (Poisson point process) model. Unlike [19] which
only model the locations of UEs with PPP model and not encounter in sensors, i.e., the
sensors cannot communicate with base station due to low transmit power. We also
claim that sensors only communication with other sensors or CUEs only by using
overlay D2D communications. Our objective is to find the optimal spectrum parti-
tioning that maximizes the network throughput. The main contributions of this paper
are summarized as follows: first we provide analytical expressions for the UE outage
probability and ergodic rate to characterize the performance of UEs. Then, we convert
the throughput maximization problem into an optimal spectrum partitioning problem
which is expressed by the outage probability and UE ergodic rate.

The rest of this paper is organized as follows. Section 2 describes the D2D
enhanced cellular network model and frame structure. In Sect. 3, we derive the UE
outage probabilities that help us to control the D2D interference and communication
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coverage of D2D. In addition, the ergodic rate of UEs is derived to analyze the network
throughput. In Sect. 4, we propose a method that makes an appropriate spectrum
partitioning to optimize the system throughput. Then we give the numerical results and
analysis. Concluding remarks are given at last.

2 System Model and Assumptions

Here we consider a multi-cell downlink cellular sensor network with D2D communi-
cations, as shown in Fig. 1. Each node of WSN can be thought as an UE (user
equipment) in cellular sensor network. We refer to a device which communication with
BS as a CUE (cellular user equipment) and a device which adopt D2D communication
with other device as a DUE (D2D user equipment). Therefore, two kinds of links exist
in the network. Links between BS and CUE are called direct links and links between
DUEs are called D2D links. A D2D communication represents a DUE pair (i.e. a D2D
transmitter and a D2D receiver) in which two DUEs work in the D2D mode. BSs are
modeled as a homogeneous PPP Ub with density kb, the spatial distribution of CUEs
and transmitter DUE are also generated according to another PPP with density kc and
kd that is independent of Ub. The distance between two D2D communications DUEs
follows a uniformed distribution on (0, b) and the transmit powers of BSs and DUEs
are Pb and PD. aC and aD are the path loss exponents for direct link and D2D link. We
consider a full load scenario in which the bandwidth is always fully occupied by CUEs
or DUEs.

In order to avoid interferences between CUEs and DUEs, disjoint spectrum allo-
cation algorithms are adopted. As shown in Fig. 2, the total available system spectrum
divided in to N orthogonal channels and each channel has a bandwidth of k Hz.
A spectrum partitioning approach is considered in which the DUEs are active on g
fraction of the resources in the frequency domain. i.e., the network allocates gN
channels to D2D links and allocates the rest channels to CUEs. Note that direct links
operate on ð1� gÞN fraction of channels, which are protected from DUE interferences.
We further assume that each D2D pair randomly shares ND channels in gN and all D2D

Fig. 1. System model.
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links can reuse the same channels simultaneously. Recall that if it has gN ¼ ND, all
DUEs share the same channels. If it has gN[ND, each DUE will randomly select ND

channels form gN fraction of channels and then the assigned channels of D2D links
will not always identical. Therefore, the suffered interferences among DUEs are
alleviated.

3 Outage Probability and Average Ergodic Rate

In this section, we derive the expressions for the outage probability and ergodic rate for
CUEs and DUEs to characterize the performance of UEs which will be then used for
formulating the network optimization problem.

We consider a cell association approach based on maximum received power, where
a CUE is associated with the node which provides the highest reference signal receive
power (RSRP). The probability that a typical UE is associated with BS is

AC ¼ kC
kC þ kD

: ð1Þ

The probability that a typical UE use D2D communication is

AD ¼ kD
kC þ kD

: ð2Þ

The average number of CUEs associates with a BS is

NCUE ¼ kC
kb

: ð3Þ

The outage probability of a typical UE is defined as the probability that the received
SINR of that UE below a certain threshold.

Fig. 2. Frame structure.
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Lemma 1. If the CUE prescribed SINR threshold is TC, the outage probability is
given as

P½SINRC\TC� ¼ 1� 2pkb

Z 1

0
x exp � TC

SNRC
� px2kb½1þZðTC; aC; 1Þ�

� �
dx ð4Þ

where ZðTC; aC; 1Þ ¼ T
2
aC
C

R1
ð 1
TC
Þ2=aC

1
1þ taC=2dt.

Proof: If x is the distance between a random CUE and its serving BS, then we have

P½SINRC\TC� ¼ 1�
Z 1

0
P½SINRC [ TC�fCðxÞdx: ð5Þ

The probability density function of x can be expressed as

fCðxÞ ¼ e�pkbx22pkbx: ð6Þ

This is because macro BS follows a 2D Poisson process with density kb in area S and
its PDF is expð�kbSÞ.

In order calculate P½SINRC [ TC�, we first study the sum of interferences for the
typical CUE. Let the CUE locate at the origin and its serving BS is denoted as b0. The
suffered interferences come from the BSs which follow PPP Ub with density kb. Thus,
the suffered sum interferences can be expressed as

IC ¼ Pb

X
Ubnb0

Hxd
�aC
C ð7Þ

where dC is the distance between the typical CUE and BSs and Hx is the channel gain.
According to [20], the Laplace transform of IC is

LIC ðsÞ ¼ EIC ½expð�sICÞ�
¼ EUb ½expð�sPb

X
Ubnb0

Hxd
�aC
C Þ�

¼ expð�2pkb

Z 1

z
1� LHxðsPbr

�aC Þf grdrÞ

¼ expð�2pkb

Z 1

z

r

1þðsPbÞ�1raC
drÞ

¼ expð�2pkb

Z 1

z

sPbr
sPb þ raC

drÞ

ð8Þ
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where z is the distance between the typical CUE and the closest interferer BS and

P½SINRC [ TC� ¼ P PbHxx
�aC=IC þ r2 [ TC

� �
¼ P½Hx [ xaCP�1

b TCðIC þ r2Þ�

¼ exp � TC
SNRC

� �
LIC ðxaCP�1

b TCÞ
ð9Þ

where SNRC is the Signal-to-Noise Ratio for CUEs and SNRC ¼ Pbx�aC

r2 . Plugging (8)
into (9) gives the result

P½SINRC [ TC� ¼ exp � TC
SNRC

� �
expð�2pkb

Z 1

d

TCxaC r
TCxaC þ raC

drÞ: ð10Þ

Employing a change of variables t ¼ x�2r2T�2=aC
C , we obtain

P½SINRC [ TC� ¼ exp � TC
SNRC

� pkbZðTC; aC; 1Þx2
� �

ð11Þ

where ZðTC; aC; 1Þ ¼ T
2
aC
C

R1
ð 1
TC
Þ2=aC

1
1þ taC=2dt:

Combining (5), (6) and (11) gives the desired result in (4) in which the outage
probability is independent of kb and Pb. This property is also observed in [21].

Lemma 2. If the DUE prescribed SINR threshold is TD, the outage probability is
given as

P½SINRD\TD� ¼ 1� 1
b

Z b

0
exp � TD

SNRD
� pNDkDZðTD; aD; 1Þx2=gN

� �
dx: ð12Þ

Proof: For a random DUE, if the communication distance is r, the probability density
of r can be expressed as

fd ðrÞ ¼ 1=b: ð13Þ

This is because r follows a uniformed distribution on (0, b). In practical cellular
networks, a lot of D2D communications required to meet the application requirements.
When a D2D UE receives signals from multiple D2D transmitters at the same time and
on the same channels, the achieved SINR can be significantly reduced. Based on the
above described disjoint spectrum partitioning setting, the interference for a receiver
DUE is from other transmitter DUEs which reuse the same channels. The probability
that a transmitter DUE use the same channels with a random receiver DUE is ND=gN.
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The derivation of DUE outage probability has a similar process as CUEs. Because a
DUE suffers interferences from all the D2D pair with density kDND=gN. By following
a similar mathematical derivation shown above, the access probability for DUEs is

P½SINRD [ TD� ¼
Z b

0
exp � TD

SNRD
� pkDNDZðTD; aD; 1Þx2=gN

� �
dx ð14Þ

and the outage probability is

P½SINRD\TD� ¼ 1�
Z b

0
P½SINRD [ TD�fDðxÞdx: ð15Þ

Combining (13), (14) to (15), we obtain the DUE outage probability in (12). The
obtained result shows that as the D2D transmission distance increases, the outage
probability decrease due to high path loss. If the system allocates more sources to DUE,
the outage probability can be decreased.

Lemma 3. If BSs allocate equal resources to its serving CUEs (i.e. Round Robin
algorithm). The average ergodic rate of a typical CUE is

Rc ¼ 2pkb

Z
r[ 0

Z
t[ 0

exp � et � 1
SNRC

� pkbr
2 Zðet � 1; a; 1Þþ 1½ �

� �
rdtdr: ð16Þ

Proof: The average ergodic rate of a CUE is defined as the data rate average over the
communication distance x when all cell channels allocated to that CUE. According to
Shannon’s theory,

RC ¼ Ex½ESINRC ½lnð1þ SINRCðxÞÞ�� ð17Þ

where

ESINRC ½lnð1þ SINRCðxÞÞ� ¼
Z 1

0
P½lnð1þ SINRCðxÞÞ[ t�dt

¼
Z 1

0
exp � et � 1

SNRC

� �
LIC ðxaCP�1

b ðet � 1ÞÞdt

¼
Z 1

0
exp � et � 1

SNRC
� pkbx

2Zðet � 1; aC; 1Þ
� �

dt:

ð18Þ

Plugging (18) to (17), we have

RC ¼
Z 1

0
ESINRC ½lnð1þ SINRCðxÞÞ�fcðxÞdx: ð19Þ
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After plugging (6) into (19), we get the desired result in (16). By following a
similar mathematical derivation shown above, the average ergodic rate of a typical
DUE is

RD ¼
Z 1

0
ESINRD ½lnð1þ SINRDðxÞÞ�fDðxÞdx

¼ 1
b

Z b

0

Z 1

0
exp � et � 1

SNRD
� kDNDr2

gN
Zðet � 1; aD; 1Þ

� �
dtdr

ð20Þ

where SNRD is the Signal-to-Noise Ratio for DUEs and SNRD ¼ PDx�aD

r2 . Obviously, the
average ergodic rates of DUE can be determined by the parameter g which denoted the
amount of channel resources assign to D2D links. This indicates that the appropriate
channel partitioning can improve the network throughput.

4 Problem Formulation

In this section, we derive the overall system throughput in terms of outage probability
and ergodic rate. Our objective is to find the optimal spectrum partitioning parameter g
that maximizes the network throughput with the constraint of UE SINR threshold. The
throughput of a typical CUE and DUE is given below:

TCUE ¼ P½SINRC [ TC�Rc
ð1� gÞNk
NCUE

ð21Þ

where ð1� gÞN=NCUE represents the number of channels allocated to each CUE in
average and

TDUE ¼ P½SINRD [ TD�RDNDk: ð22Þ

Using (21) and (22), we are able to calculated the per cell throughput which is the
sum of CUEs and DUEs throughput in a cell, that is

Ttotal ¼ ACTCUE þADTDUE ð23Þ

Note that gN must be an integer. The optimal spectrum partitioning parameter g� can be
get by calculate by

g� ¼
arg
g
Ttotalð gNb cÞ if Ttotalð gNb cÞ� Ttotalð gNd eÞ

arg
g
Ttotalð gNd eÞ if Ttotalð gNb cÞ\Ttotalð gNd eÞ

8<
: ð24Þ

where xd e is the smallest integer bigger that x and xb c is the biggest integer small than
x. Thus, the problem of maximize network throughput convert to a spectrum parti-
tioning problem which is shown in (23) and the optimal channel partitioning parameter
g� can be calculated according to (24).
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5 Simulation Results and Analysis

We present numerical results on the performance of the proposed approach under
different network scenarios. In all the results that follow, the transmit powers are
Pb = 46 dBm, PD = 8 dBm and channel bandwidth k is 1000 Hz. The number of total
channels is 100. Assumed densities are kb ¼ 1=p5002 m2 and path loss exponents are
aC ¼ 3:5; aD ¼ 4.

Figure 3 shows the outage probability under different DUE communication dis-
tance b. It can be observed that at any SINR threshold, as DUE communication
distance increases, the outage probability also increases. Fewer D2D communications
can be provided due to high path loss. This verified that communication distance is a
key factor that affects the system performance. We adopt b = 25 m in the following
studies. Because it seems make an appropriate tradeoff between outage probability and
communication distance.

We set the SINR threshold TC = 2 dB and TD = 8 dB. The impact of UE density
on outage is shown in Fig. 4. The x-axis indicated the CUE density and DUE density.
We first observe no obvious changes in outage probability for increasing CUE density.
Because adding CUEs to network cannot make interference to each other. This vali-
dates (4) that adding CUE to the network does not change the SINR distribution of
CUEs. For DUEs, as the DUE density increases, the outage probability also increases
because the interferences are increasing. This implies that D2D interference is a
dominant factor in system performance. This shows that deployment D2D communi-
cations with high density are more likely to suffer from D2D interference, which will
actually limit the achievable system throughput.

Figure 5 shows the DUE outage probability when b = 25 m and the density of
DUE is 5 * kb. As the value of gN increases, the outage probability of DUE decrease.
This figure further confirms that the reduction interference can improve the DUE SINR
distribution.

Fig. 3. Outage probability comparison under different DUE communication distance.
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Figure 6 shows the varying value of g versus the total throughput of CUEs and
DUEs. The density of CUEs is 5 * kb and the density of DUEs is 10 * kb. We first
observe that the CUE throughput linearly increase with the value of g since the SINR
distribution of CUEs is independent with g. The throughput of DUE decreases as the
value of g increases, but the rate of decrement increases due to the more D2D inter-
ferences generated in the network as the number of candidate channel is limited by the
value of g.

Figure 7 shows the total system throughput under different UE density and the
optimal value obtained according to (24). The system gets the maximum throughput
only and only if it has g ¼ g�. When it has kC ¼ kD ¼ kb, the total throughput
increases as the value of g increases. When kC ¼ kD ¼ 5kb and kC ¼ 5kb; kD ¼ 10kb,
the total system throughput increases at first but then decreases for a sufficiently large
value of g. It can be observed that different UE density corresponding different optimal
g and the value of g� decrease with increasing DUE density. These results can be
explained by noting that increasing DUE density increases D2D interferences and more
resources are needed to reduce these interferences, leading to a decrease in g�.

Fig. 4. Outage probability for varying density of CUEs and DUEs.

Fig. 5. The DUE outage probability under different value of gN.
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6 Conclusion

This paper provides an analytical framework for frequency partitioning in D2D
enhanced cellular sensor networks. We convert the throughput maximization problem
in to an optimal spectrum partitioning problem with SINR constraints and propose an
optimal resource partitioning algorithm with UE SINR constraints. Simulation results
show that the channel allocation schemes and DUE density strongly affects the overall
system throughput due to interference and our proposed scheme effectively optimize
the network throughput.
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Abstract. In wireless sensor networks (WSN), grouping of small group
nodes, called clusters, is an effective technique for facilitating scalability,
self-organization, energy saving, access channels, routing, data aggre-
gation, etc. Several clustering protocols have been proposed for WSN.
Depending on the order in which the formation of clusters and the elec-
tion of cluster leaders are performed, these protocols can be subdivided
into two categories: the Leader-First (LF) and the Cluster-First (CF)
approaches. In LF approaches, clusterheads are first elected according to
certain metrics (e.g., degree of connectivity, remaining energy), and then
agree to assign the other nodes to different clusters. While in CF tech-
niques, all sensors first form clusters, and then each cluster chooses its
leader. In previous work, we proposed LQI-DCP, which is a non-secure
distributed protocol for multihop clustering with an LF approach. Dur-
ing the clustering process, one or more malicious nodes could attempt to
disrupt the cluster leader election by electing illegitimate nodes. In this
paper we propose LQI-DCPSec which is a secure version of LQI-DCP
that we will compare, in terms of energy consumption, to SEFA which
is another secure clustering algorithm using an LF approach. Simulation
results show that LQI-DCPSec is more energy-efficient than SEFA.

Keywords: WSN · Clustering · LQI-DCP · Security · LQI-DCPSec

1 Introduction

A WSN application often requires a clustering protocol to partition (Fig. 1)
the network in order to guarantee scalability and better performance [1]. When
cluster leaders are required, the nodes of each cluster will be able to execute an
election protocol to determine their cluster leader [1–3].

Many clustering protocols have been proposed. However, most of them, such
as LQI-DCP [1], LCA, LCA2, MaxMin [3], LEACH [4], LSCA [5] and SOS
[6], assume healthy networks and are not resistant to attacks from malicious
participants in hostile environments. In Leader-First approaches, malicious nodes
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Fig. 1. Clusters formation [2,3]

may lie about their metrics (for example, increasing the criterion value to be
elected as clusterhead, when the node sends it to its respective neighbors in the
first step of the LQI-DCP process [1]). As a result, such kind of nodes could
control all nodes in their clusters. Similarly, none of the Cluster-First protocols
can guarantee a consistent view of group memberships when malicious nodes
send erroneous information.

In [7], Vasudevan et al. have proposed two secure leader election algorithms
using a trusted authority to certify the metrics of each node used in the leader
election process. However, these algorithms assume that all participating nodes
are reliable and that no messages are lost or delayed, which can not be guaranteed
in case of malicious nodes.

In [1], we have proposed a distributed multihop clustering protocol, called
LQI-DCP, which is based on the Link Quality Indicator (LQI). Intended to dense
wireless sensor networks, its basic idea is to enhance the network efficiency by
selecting the best located sensors as clusterheads. It takes place in 2 rounds.
The first round consists of information exchanges to initialize the algorithm
and to preselect preferable nodes as clusterheads. In this round, the undesirable
nodes with respect to the preselected ones are identified. In the second round,
caryommes are elected among the remaining non-clusterized nodes and then
among the previous identified undesirable nodes in last resort, while avoiding
having single-node clusters [8] in the network.

This previous work [1] have shown that LQI-DCP helps in producing clus-
ters of which each clusterhead has a better positioning regarding the locations
of other clusterheads. Therefore in cluster formation, LQI-DCP has shown that
it is quite important to sufficiently outspread the clusterheads (or caryommes)
in order to improve the network efficiency. However, producing a secure cluster-
ing protocol was not part of our objectives in [1]. This is precisely what we are
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trying to achieve in this paper by proposing LQI-DCPSec which is a secure
version of LQI-DCP. Because like most WSN protocols, LQI-DCP clustering
protocol should meet security requirements. However, sensors are constrained
by limited energy resources and the need to manipulate simple data for the
cluster-head election process poses major challenges in implementation of secu-
rity mechanisms and data processing.

To carry out our work, this paper is organized as follows: in Sect. 2, we will
consider an attacker’s model. Then, we present LQI-DCPSec security mech-
anisms in Sect. 3. Finally, LQI-DCPSec is compared with SEFA protocol [7]
regarding to network performance in Sect. 4.

2 Attacker’s Model

We consider an attacker who is in the vicinity of the nodes to listen to traffic
during the clustering process. In other words, in this attacker model, the attacker
snoops the network communications and then records the messages sent by the
legitimate nodes during the clustering process. Then, he could produce adequate
messages that would allow him to be illegitimately elected as clusterhead (with
a better metric, for example). The attacker could also try to insert one or more
malicious nodes in the network in order to disrupt the cluster-head election
process.

With this simple model, an attacker could perform, during the LQI-DCP
clustering process, the most of common WSN attacks described in [9,10] such
as: passive listening or eavesdropping attack, traffic analysis attack, man-in-the-
middle attack, message alteration attack, sybil attack, black hole attack, selective
forwarding attack and many others kind of attacks. Therefore, the LQI-DCPSec
protocol is intended to prevent such attacks in the WSN by adding confidentiality
and integrity features to secure the messages exchanged during the clustering
process.

3 LQI-DCPSec Security Mechanisms

LQI-DCP is described in detail in [1,3]. Further results concerning LQI-DCP
are published in [11]. Here, we pursue the objective of ensuring the integrity and
confidentiality of the messages exchanged (sending of the criterion value in the
first step of LQI-DCP, PN-INFORM-MSG, WBN-SELECTION-MSG and CH-
INFORM-MSG) during the cluster formation process by LQI-DCP. This is that
updated version of the LQI-DCP protocol that we have called LQI-DCPSec.

3.1 Initialization Phase

Prior to the deployment of the network, the base station assigns to each node u
a unique identifier Idu and a key pair (private key and public key). In addition,
each node u knows the public key of all its neighbors. In addition, the base
station generates a unique secret key shared by all the sensors in the network.
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3.2 Hash and Encryption Functions

To secure LQI-DCP, we will use the hash and encryption functions of the
PRESENT protocol [12]. PRESENT is an ultralight block encryption algorithm
that runs on 31 rounds [12]. This algorithm works on blocks of 64 bits and uses
keys of 80 or 128 bits length. These two versions are called PRESENT-80 and
PRESENT-128 depending on whether the key size is 80 or 128 bits. For a bet-
ter application, the authors of [12] propose the use of 80-bit keys. Therefore,
we will use PRESENT-80 for messages encryption. We will also use the DM-
PRESENT-80 hash function to calculate the messages digest for each packet:
sending of the criterion value in the first step of LQI-DCP, PN-INFORM-MSG,
WBN-SELECTION-MSG and CH-INFORM-MSG. Such as PRESENT-80, DM-
PRESENT-80 uses 80-bit keys inputs and returns a message digest of 64-bit.

3.3 Signing and Encrypting a Message from Node A to Node B

In this section we use the following notations:

– KPriv(A): The private key of a node A
– KPub(A): The public Key of a node A
– KWSN (t): The shared key, at time t, by all the nodes of the network
– FHash: The hashing function, Hash algorithm.

Signing a Message from Node A to Node B

– Message digest computation: The main purpose of the message digest com-
putation is to ensure the integrity of the message. Digest= [Message]FHash

– Signature of the digest: The sender (node A in this case) generates a
signature digest by using its private key. Moreover, the name of the hashing
algorithm used by the transmitter is sent with the generated signature. With
this information, anyone could decrypt and verify the signature using the
sender public key and the hash algorithm. Given the properties of public key
encryption and hashing algorithms, the recipient has the proof that:
1. The digest was encrypted using the transmitter private key.
2. The message is protected against any alteration.
3. At this step, one has the initial message and the computed digest which

is signed with the sender private key: Message+ [Digest]KPriv(A).

Message Encryption

– We use a single encryption/decryption key because cryptographic algorithms
that use asymmetric keys are too slow and symmetric key algorithms are more
energy efficient in WSNs.

– Then, the entire message (the initial message and its digital signature) is
encrypted using the network shared key KWSN (t).

– At this step, one has the entire message which is signed with the WSN shared
key: [Message+ [Digest]KPriv(A)]KWSN (t)
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3.4 Deciphering and Verifying the Signature of the Received
Message

Message Decryption. The message (which includes the message itself and the
digital signature) is then decrypted using the network shared key KWSN (t).

Signature Verification. The signature verification includes the three following
steps:

– Deciphering the message digest. The digest was encrypted using the private
key of the sender (node A). The digest is now decrypted using the transmitter’s
public key.

– Evaluation of the digest. Since hashing is a one-way process, in other words,
it is impossible to retrieve the original message from the digest, the recipient
must re-evaluate the digest using exactly the same hashing algorithm as the
sender.

– Comparison of condensed matter. The deciphered condensate and the evalu-
ated condensate are compared. If they agree, the signature is verified and the
recipient can then be sure that the message has been sent by the sender and
has not been altered. If they do not agree, it is possible that:
1. The message has not been signed by the issuer or it was corrupted.
2. In either case, the message must be rejected.

3.5 Generating the Unique Key

As in [13], we propose a solution which consists of using a generation key. For each
period or generation t, the base station sends a new key KWSN (t) to the entire
network. This key serves as a certificate for each node to prove its membership
in the network. If a malicious node tries to enter the WSN and does not have
this generation key, it could not be accepted within it. This technique also makes
it possible to limit the substitution attacks of a sensor and its reprogramming
in order to be reinserted into the network. If a node is stolen at time 0 with the
generation key KWSN (0), the time an attacker reprograms it to put it back in
the WSN, it will have elapsed a time x. When the sensor is reinserted in the
network, the new generation key would then be KWSN (x). The malicious node
will ask its neighbors to enter the network with the generation key KWSN (0)
and not KWSN (x) because it could not having receive the new generation key.
As KWSN (0) is different from KWSN (x), neighbors will not accept its request
and the malicious node will not then be able to enter the network.

4 LQI-DCPSec Performance Evaluation

To evaluate the performance of LQI-DCPSec, we compare it to the SEFA proto-
col. Some clustering protocols are more suitable for some deployment strategies
than others [11]. So, in this section performance evaluation are done by using
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in results (Figs. 2 and 3) a random deployment type without constraint [14], in
results (Figs. 4 and 5) a deployment type with a remoteness constraint λ between
nodes as defined in [14], and a grid topology deployment in the result of Fig. 6.

4.1 SEFA Algorithm

In [7], authors consider the problem of secure leader election and propose Secure
Extrema Finding Algorithm (SEFA) as a cheat-proof election algorithm. SEFA
assumes a synchronous distributed system in which the various rounds of election
proceed in a lock-step fashion. SEFA assumes that all elector-nodes share a
single common evaluation function that returns the same value at any elector-
node when applied to a given candidate-node. The details of SEFA protocol are
described in [7].

4.2 Simulation Parameters

In the simulation model N sensors are deployed over an area of length L, and width
l. The transmission range of each sensor (including the Base Station) is R = 20 m.
As in [1–3], we use the same energy consumption model. Let ETx(k, d) the energy
consumed to transmit a kbits message over a distance d [4]:

ETx(k, d) = Eelec ∗ k + εamp ∗ k ∗ d2 (1)

Let ERx the energy consumed to receive a kbits message:

ERx(k, d) = ERx−elec(k) = Eelec ∗ k (2)

Eelec = 50nJ/bit and ε = 100 pJ/bit/m2 (3)

The main parameters are summarized in the Table 1.

Table 1. Simulation parameters used for each result

Parameters Figure 2 Figure 3 Figure 4 Figure 5 Figure 6

Radio range R 20 m 20 m 20m 20m 20m

Area length L 100 m 100 m 100m 100m 100m

Area width l 60 m 60 m 100m 100m 100m

Number of sensors 50 to 200 20 50 to 200 50 50

λ 0.25 0.25

Step 10
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Fig. 2. Total average energy consumption as a function of the number of sensors
deployed according to the random deployment without constraint (Color figure online)

Fig. 3. Total average energy consumption as a function of the number of packets sent
per sensor following random deployment without constraint (Color figure online)
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Fig. 4. Total average energy consumption as a function of the number of sensors
deployed according to a deployment type with a remoteness constraint λ between
nodes (Color figure online)

4.3 Simulation Results

In each Figs. 2, 3, 4, 5 and 6, we have two curves: the first one, in red and in
continuous lines (LQI-DCPSec), outputs the total average energy consumption
using the LQI-DCPSec protocol for forming clusters; and the second one in blue
dotted lines (SEFA) is obtained by using the SEFA protocol.

To compare the energy cost of the LQI-DCPSec and SEFA clustering proto-
cols, we calculated the total average energy over-consumption in the case where
the number of packets sent per sensor varies from 1 to 10 in each case of random
deployment without constraint (Fig. 3) and deployment type with a remoteness
constraint λ (Fig. 5) as well as in the case of the grid deployment (Fig. 6). We
also calculated the total average additional energy expenditure in the case where
the number of sensors varies from 50 to 200 according to the LQI-DCPSec and
SEFA clustering protocols in the case of random deployment (without constraint
(Fig. 2) and with a remoteness constraint λ (Fig. 4)).

The results of Figs. 3, 5 and 6 show that the more the packet exchanges
increase in the network, the greater the gap between energy over-consumption
becomes greater between SEFA and LQI-DCPSec. SEFA consumes up to 57%
more energy than LQI-DCPSec (Fig. 3). Similarly, this difference increases up
to 55% in Fig. 5. On the other hand, in the case of the grid topology SEFA con-
sumes up to 33% more energy compared to LQI-DCPSec (Fig. 6). This means
that when the average number of neighbors per node decreases, the gap also
decreases. It could be concluded that SEFA is more suitable for less dense
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Fig. 5. Total average energy consumption as a function of the number of packets sent
per sensor following a deployment type with a remoteness constraint λ between nodes
(Color figure online)

Fig. 6. Total average energy consumption as a function of the number of packets sent
per sensor following the grid deployment (Color figure online)
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networks even though in this case LQI-DCPSec still offers better performances.
This is confirmed by the results of Figs. 2 and 4 where it should also be noted
that when the density increases, the additional energy expenditure of SEFA with
respect to LQI-DCPSec increases up to 45% for the result of Fig. 2, and up to
57% in the case of the result of Fig. 4.

We note that, in all cases, the total average energy consumption of the SEFA
protocol exceeds that of LQI-DCPSec protocol. By observing the evolution of
the curves, we note that protocol LQI-DCPSec succeeds, beyond the questions
related to the security and the optimization of resources, in significantly reducing
the overall average energy consumption of the network. Thus, LQI-DCPSec pro-
tocol is far better than SEFA from an energy expenditure point of view, which is
a very important resource in the WSN. This does not mean that LQI-DCPSec is
the best algorithm for secure cluster formation in terms of energy consumption,
because we always have to think about decreasing the size of the used keys [14].

5 Conclusions and Future Works

As we can see, the LQI-DCPSec protocol guarantees the integrity of each mes-
sage. This is facilitated by hashing the message content and signing the hash
using the sender’s private key. This allows the recipient of the message to verify
the signature using the sender’s public key that is known by everyone. There-
fore, if a malicious node tries to corrupt a message from another node, it will be
detected by the recipient. Moreover, beyond the integrity feature, authentication
of the sender is also ensured with LQI-DCPSec. Finally, given the fact that all
the messages are encrypted, which guarantees the confidentiality of the data,
LQI-DCPSec protocol is also resistant to many attacks such as passive listening
or eavesdropping, traffic analysis, man-in-the-middle, message alteration, sybil,
black hole, selective forwarding, etc. Likewise, given the mechanism of unique
network key generation, LQI-DCPSec prevents any malicious nodes insertion in
the network. In addition, compared to SEFA, LQI-DCPSec offers better perfor-
mance with much lower energy consumption.

However, from another point of view, since the messages exchanged during
LQI-DCPSec clustering process are signed and encrypted, the packet size has
increased. With an initial 64-bit packet size, one added the 64-bit digest obtained
with the hash function DM-PRESENT-80, making a total of 128 bits. One adds
to this the size of the PRESENT-80 encryption key which is 80 bits, which leads
to a total packet size of 208 bits. That means to say that the package size has
increased by 225%. This is high given our previous results [14]. Therefore, in our
future work, we will try to propose our own lightweight integrity and privacy
schemes lighter than the PRESENT algorithm in order to significantly reduce
the size of exchanged packets and to gain much more performance.
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Abstract. Border control, sensitive area monitoring and intrusion
detection are surveillance problems of practical import that are well
suited to wireless sensor networks. In this paper, we study the appli-
cation of a swarm of Unmanned Aerial Vehicles to an intrusion detection
and tracking problem. We introduce the Boids scheme to maintain the
drones team formation in order to deal with coverage issue and colli-
sion problem. A contribution of our work is that we do not assume a
ground centralized control of the drones; on the contrary, the swarm is
considered as a set of autonomous and self organized entities.

Keywords: UAV · Swarm · Intrusion · Detection · SINR · Coverage

1 Introduction

Unmanned aerial vehicles, shortly named UAVs are defined as autonomous enti-
ties with no pilot on board. They are a part of a global system called Unmanned
System which also includes elements such as a control station, relays etc.

Due to them flexibility and mobility, these flying machines become the ideal
tool for carrying out technical inspections of constructions, buildings, industrial
sites, highway structures in a fast but also at low-cost way. Capable of going
in places difficult of access or simply wide area, the drone allows a simplified
but a precise technical inspection. With the aerial shots taken by a drone, it is
possible to obtain a precise image of the building and thus allows to localize and
to diagnose the defects of constructions. In another hand, borders and sensitive
area control and monitoring is a key issue that every state is considering care-
fully, whether for security or economic reasons. The main challenge is to control
borders and areas outside regulated zone crossings, which are always considered
as open doors for intrusion. Thus, in order to improve the time and the quality
of the response, the UAV could allow a rapid assessment of the situation but
also to contribute to the processing of the operational information concerning
the threats.

Basically, these flying machines are designed to fulfill the requirements of
assigned missions individually or among a set of drones, called swarm. Since
complex mission cannot be accomplished with a single entity, the use of a set
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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of drones is required. Thus, the drones forming the swarm have to cooperate in
order to achieve the global mission and to avoid collision with each others. Thus,
the main objective of flight in formation is to make a link between the decisional
and functional level, in other words, to produce a configuration of formation
based on the constraints of the mission. However, such cooperation requires
robust communications and a good strategy to avoid obstacles and collision
between the drones as well.

Different control strategies have been presented in robotics to control the
movement of entities among a swarm, such the ones based on the potential field
presented by [2,5,6]. Other visual methods have been developed for mobile robots
on the ground, but it is difficult to transpose them to the three-dimensional
environment of drones with a much faster dynamics [4].

However, simple target tracking is not sufficient to ensure the stability of
the swarm. This requires closing the loop by slaving the drones one against
the others. Thus, three behaviors are sought, namely intruder localizing, colli-
sion avoidance and configuration compliance. The effectiveness of this control
depends on the possibility at which the position of the drones can be obtained.

When flying at high speed in formation with small spacing, the safety of
the flight becomes difficult to guarantee, especially in events related to commu-
nication systems failures. In fact, communications are the major problems of
unmanned aircraft. In order to ensure the safety of the flight, the data must
be exchanged continuously between drones themselves and the ground control
station, thus excluding the radio silence is more than necessity [1].

Our current research is mainly motivated by emerging applications such as
border surveillance, reconnaissance, environmental monitoring and search-and-
rescue tasks in areas without a permanent communication infrastructure. In
this paper, we present a deployment strategy of a fleet of quad-copters for area
monitoring, intrusion detection and video stream reporting. It is evident that
the drones should not collide and keep a safety distance from each other during
the mission. Thus, our solution is based essentially on the well known model
proposed by [7] where the movement of the swarm is inspired from the motion
of a flock of birds.

This choice is motivated by the simplicity and robustness of the method.
Moreover, it does not increase the use of bandwidth for communications, con-
sidering that drones must only exchange their positions to maintain the swarm
formation, to cover a large area and to avoid collision as well.

2 Scenario

We address the problem of mobile target localizing and tracking by the use of a
fleet of drones. Our goal is to determine the intruder position, to keep the fleet
in a certain formation in order to avoid collision between drones and to forward
video situation to the controller side. To this end, a behavioral approach based on
the quality of signal between drones of the same swarm is proposed. In addition,
we deal with one of the assumption commonly made about wireless networks
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that says that the signal strength is just a simple function of distance, which is
not always the case.

The following scenario provides the motivation of this work. We consider a
sensitive area to monitor. A set of ground detectors is deployed at the border
of the area. In the case of intrusion, the ground sensors send an alarm to the
security forces in charge of the area surveillance. The security forces need to
localize the intruder and to get a real time video of the situation for a better
threat evaluation. To this end, the security forces resort to the use of a set of
small scale drones equipped with cameras and wireless communications devices.
The Figs. 1a and b give an overview of the scenario and illustrate the drone’s
behavior during the different phases of the mission.

Fig. 1. Intruder search and report scenario

3 Problem Formulation

3.1 Problem Statement and System Description

As mentioned earlier, we are dealing with a sensitive area surveillance. The main
objective of this paper is to localize the intruder and to report the situation to
the security forces in the shortest possible time in order to evaluate the threat
and to deploy the adequate forces. Basically, this mission is given to a set of
autonomous small scale drones, denoted by D = {D1,D2, . . . , Dn}. Each drone
Di is equipped with a camera and wireless devices to communicate with the
other drones and the base station BS situated at the controller side. We assume
that all the communication devices have the same characteristics and have a
short sensing range compared to the size of the region of interest. In addition
all the cameras have the same field of view that we denote by FoV . We also
consider that the drones have a limited flight autonomy Υ . Finally, we assume
that the intruder is localized once it is within the FoV of any drone Di.

In this frame, the system is modeled as 2D area A without any obstacle since
the drones are flying at the same altitude h. The projection of the flying area is
represented by a rectangular with length of xmax and a width of ymax.
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Our goal is to present a solution that minimize the search localization, opti-
mize the number of the used drones for a given mission. Moreover, during the
mission, and in no cases, the drones must not collide with each other. Further-
more, and in order to cover a large area, drones shall flight in formation and
maintain the maximum distance possible between the rest of drones of the same
swarm. For this purpose, we assume that after each period P drone generates a
message of size D bits containing its identification, its position and speed. The
on-board wireless interface tries to send each generated message to the other
UAVs. For some reasons, a message can be corrupted or lost due to possible
interference and collisions. The opportunity to transmit also depends on the
radio coverage, the capacity of the related wireless technology and the drone’s
location.

The following is how the mobile target search problem is resolved. A swarm
of mini drones with autonomous behaviors is capable of performing low cost and
distributed sensing functions such as the one described in the preceding scenario.
A first drone is sent to the direction where the attacker was initially reported by
the ground detectors that are deployed at the border of the area. After a period
time p, and if the situation is not received at the controller side, another drone
takes off and moves towards a random position looking for the intruder. This step
is repeated after each period p, until the intruder is localized or the maximum
number of the drones is reached. In the case where the drone identification and
position message D is received by one or different drones, the sender and the
receivers drones create a new swarm. The cohesion of this swarm is a function of
the signal quality of the wireless network created by the swarm drones. Thus, the
drones forming a swarm maintain the largest distance between them in order to
cover a large area. In this case, a low signal strength could guarantee the position
messages exchange in the network. Whereas, a high data rate is needed to report
the video situation to the controller. However, a good quality of signal should
be assured when the drones are being closer enough.

In addition, if a drone Di consumes a 70% of its energy it goes back to the
start position. Moreover, if a drone identifies the intruder based on its camera, it
reports and notifies the nearby UAVs of its location. The UAVS alter their flight
paths and align themselves between the intruder position and the BS at the
controller side. As the intruder moves, the drones update them positions to keep
the target in sight. Through coordination, the UAVs should be able to complete
tasks that each could not have done alone. With these new capabilities, UAVs
can plan missions collaboratively and can re-plan adaptively based on real-time
changes in UAV availability, camera FoV and target movement. The flow chart
in Fig. 4 depicts clearly the different steps of our algorithms, namely, localization,
swarming and collision avoidance, and video reporting.

3.2 Problem Formulation

We have n autonomous drones flying at the same altitude h at an instant t.
For simplicity we denote the position of a single drone Di at time step t by the
coordinate (xi,t, yi,t). The movement of a drone Di is discretized in space and
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time allowing the drone to make its own decision to move to adjacent position
or to hover at the same position via the information gained from the nearby
drones.

Our main objective is to minimize the search time of the intruder:

minimize
N∑

i=1

tixi (1)

subject to:

N∑

i=1

xi = 1 (2)

where N is the number of UAVs, t is an estimate of the time needed by the
drone Di to intercept the target, and x is an assignment variable that is equal
to 1 if the intruder is within the Di FoV , and zero otherwise.

As we assumed that the drones are flying at a constant altitude h, they
therefore have a collision avoidance constraint which can be quantified as

(xn+1,t, yn+1,t) − (xn,t, yn,t) > A,n = 1, . . . , N − 1. (3)

where A is the minimum safety separation between two drones.
In addition, when performing area coverage for intruder detection and for

video stream reporting, it is important to define the range boundary of the
drones swarm based on signal-to-noise (SNR) ratio, which is the signal level (in
dBm) minus the noise level (in dBm). For example, to maintain the UAV swarm
in formation, drones need to know the other nearby drones position, a small SNR
and low data rate are enough to guarantee a reliable data exchange. However, a
healthy value for wireless network is more than necessary for video streaming.

SNRn,n+1 < δ, n = 1, . . . , N − 1. (4)

3.3 Communications

Assuming a transmission power Pt for the UAV, the received power Pr is easily
calculated using an appropriate propagation model depending on the distance d
between UAVs. As we consider an open field area, and UAV to UAV communi-
cations, the appropriate model could be the free space model.

Pr = Att(d).Pt (5)

In the ideal case and in its simplest form, the Friis equation is expressed
as the ratio of power available at the input of the receiving antenna Pr, to the
output power of the transmitting antenna Pt:

Pr

Pt
= GtGr

(
λ

4πR

)2

(6)



226 M. Bekhti et al.

where Gt is the antenna gains of the transmitting antenna, Gr is the antenna
gains of the receiving antenna, λ is the wavelength, and R is the distance between
the transmitter and the receiver antennas.

Once Pr is determined, the signal-to-noise ratio SNR is computed using the
noise/interference power value. In this case, the SNR is equal to:

SNR = 10.log

(
Pr

PNoise + PInterf

)
(7)

The SNR is an indicator of the quality of transmission of the data. It impacts
in a direct manner on the performance of the network. Thus, a lower SNR
decreases the throughput and lead the network to operate at a lower data rate
with a low throughput. However, a higher SNR value allows a higher data rate,
a better throughput and fewer retransmissions [3,8].

The use of a particular SNR value as a requirement for signal coverage,
collision avoidance between drones but for keeping the warm in a formation is
certainly a difficult choice, and the rule of thumb given in this paper is to test
the algorithm with a set of SNR range values.

3.4 Swarm Formation

The basic flocking model presented by [7] consists of three simple steering behav-
iors. Each behavior is based on the position and the velocity of the nearby agents.

– Cohesion (R1): steer to move toward the average position of local flockmates.
The center of the swarm is simply the average position of all the drones. We
assume we have N drones in one swarm, then the center c of all N drones is
given by:

c = (D1.position + D2.position + . . . + DN .position)/N

The positions here are vectors, and N is a scalar.

However, the center of swarm is a property of the entire flock; it is not some-
thing that would be considered by each drones. Thus, each individual drone
moves toward its perceived center, which is the center of all the other drones,
not including itself. Thus, for Di (1 <= i <= N), the perceived center Dipc
is given by:

Dipc = (D1.position + D2.position + . . .

+Di−1.position + Di+1.position + . . .

+DN .position)/(N − 1)
(8)

– Separation (R2): steer to avoid crowding local flockmates
– Alignment (R3): steer towards the average heading of local flockmates
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Algorithm 1. Separation

Input:
V � vector
Di � Drone
SNRi,j � SNR

1: function Separation(Di , SNRi,j)
2: Vector vector = 0
3: for each drone Dj ∈ swarm do
4: if thenDi != Dj

5: if SNRi,j > δ then
6: vector ← vector − (Di.position − Dj .position)
7: end if
8: end if
9: end for

10: return vector
11: end function

Algorithm 2. Alignment

Input:
V � vector
Di � Drone

1: function Alignment(Di , SNRi,j)
2: Vector vectori = 0
3: for each drone Dj ∈ swarm do
4: if thenDi != Dj

5: vectori ← vectori + Dj .velocity
6: end if
7: end for
8: vectori ← vectori/N − 1
9: return vector − Di.velocity

10: end function

3.5 Pattern Formation

The formation pattern is one of the most important coordination issue in swarm
formation. The geometric pattern to be formed is a set of points in the plane,
represented by the drones cartesian coordinates after messages exchange and
computation process. For drones, the suited formation can be one of the following
pattern:

– arbitrary pattern where all shapes are allowed.
– circle pattern, in this case drone place themselves on the plane to form a circle.
– line pattern: the drones are required to place themselves on a line.
– V pattern: inspired from V-shaped flight formation of migratory birds.

At the end of the coordination and computation, each drone has to broadcast
its new localization to the other drones in the same swarm.
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4 Results

In this section we evaluate our proposed algorithm. Two main objectives were
fixed, first, to minimize the intruder localization by the use of less number of
drones, while the second one was avoid collision between these drones.

Thus, we assess the algorithm in different scenarios. Using Omnet simula-
tor we generate two traces of the intruder trajectory. Since intruders follows
unpredictable path and in order to make it more realistic, we opt for Random
Way Point (RWP) mobility model. In addition, as we didn’t discretize the area of
interest, a drone can move freely to the all adjacent positions. Here again a drone
follows a RWP mobility model on its way of intruder localization. Thus, once a
set of drones form a swarm, the swarm follows a mobility model resulted of dif-
ferent behaviors, namely separation, cohesion, alignment and the RWP mobility
model as well. The Table 1 summarizes the predefined variables.

Table 1. Simulation parameters

Designation Value

Area X = Y= 1000 m

Number of drones 1..N

UAV altitude 20 m

D 200 bytes

Pt 20 dBm (100mW)

Path loss type Free space

Pnoise + Pinterf −60 dBm (Constant)

Antennas gains Ge = Gr = 10 dBi

Carrier frequency 2.4 GHz

Drone’ packet sending interval 1 s

Intruder mobility model RWP

Single drone mobility model RWP

Swarm mobility model Cohesion, separation, alignment and RWP

The result of the Fig. 2 shows the influence of the SNR parameter on the
swarm connectivity and the area size covered by the swarm. As illustrated in
Fig. 2a, a low SNR value allows to cover a larger area and therefore, the drones
of the same swarm maintain the maximum distance possible. In the same logic,
a higher SNR result a small size area covered by the swarm, since the distances
that separate the drones is small. In addition, the Fig. 3a illustrates two separate
swarms and having two different bearing. In fact, our algorithm can generate
more than one swarm at the same time t. When communication between two
different swarms is possible, these latter constitute a single one swarm as depicted
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Fig. 2. UAVs swarm formation with different SNR separation parameters

in Figs. 2, 3b and c. The intruder localization is illustrated by Fig. 3b and c.
Indeed, when an intruder is within one drone camera field of view, the swarm
change its topology and the drones become closer to each other in order to ensure
a high data rate for video forwarding to the controller side.

Fig. 3. Intruder search and report scenario
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Fig. 4. UAVs swarm intruder tracking and video stream reporting flow chart
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5 Conclusion

We propose a comprehensive solution for borders and sensitive areas control
and monitoring through the use and the exploitation of the communications
and imaging capabilities of a team of drones. The proposal should improve the
response time between intruder detection and interception, and thus allows to
better compare the nature and level of the threat, and consequently yield to
optimize the deployment of resources and enhance their values. We showed the
flocking scheme based on the quality of the received signal between drones of
the same swarm enable to avoid collision end to cover a large area.

Nevertheless other methods deserve to be explored for faster execution, in
particular the potential field, only the solution mentioned above has been tested.
In addition, the video stream reporting needs to be evaluated, either by simula-
tion or with experiments to assess the influence of multi hops video forwarding
on the quality of the situation displayed at the controller side and the. This is
left for future work.
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Abstract. In this paper, a new Mobile Station (MS) Localization app-
roach based on Ring of Scatterers (ROS) is proposed in response to
the Non-Line-of-Sight (NLOS) environments. By exploiting the geomet-
rical relations among the MS, scatterers, and the single base station, we
present a Geometric Characteristics Based (GCB) localization algorithm
with ROS model which provides conditional information for accurate
location estimation of MS and scatterers. Simulation results illustrate
the superior performance of proposed algorithm in typical NLOS envi-
ronments.

Keywords: Mobile Station Localization · Non-Line-of-Sight
Single Base Station · Ring of Scatterers

1 Introduction

The Federal Communication Commission (FCC) released an act in 1996
which required cellular service providers to estimate subscribers locations for
Enhanced-911 (E-911) demand [1]. And this act inspired significant research
enthusiasm on the modern cellular mobile communication system which is uti-
lized as a new positioning mechanism in people’s daily travel, transportation
navigation, and national information security [2]. By using measurements such
as Time of Arrival (TOA) [3], Angle of Arrival (AOA) [4], or their joint adop-
tion [5], the Mobile Station (MS)s position can be estimated with accurately
collected data. However, in the actual scenario, the measured data are dramati-
cally deteriorated due to Non-Line-of-Sight (NLOS) effect. And the absence of a
direct Line-of-Sight (LOS) path between MS and Base Station (BS) also makes
traditional LOS-based positioning methods unavailable. In order to alleviate the
localization errors in the NLOS situation, a lot of work has been done, such as
using the scattering model [6], or reconstructing the major positioning parame-
ters [7]. Authors in [6] designed the single base station positioning method based
on two layer scattering model. In [7], by analyzing the polynomial fit curve of
TOA, authors reconstructed the TOA in LOS path to reduce the NLOS error.
Most of related solutions above assume that either there is at least one BS with
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Fig. 1. ROS model.

LOS path or there are more than three BSs available. But the measurements are
always associated with NLOS path from a single BS at a given MS location in
many practical cases.

In this paper, a new localization approach is proposed based on the single BS
to tackle the NLOS involved problem. Using the one-bounced Ring of Scatterers
(ROS) model, the Geometric Characteristics Based (GCB) algorithm is designed
without the LOS path and the feasible region is constricted for optimal location
estimations corresponding to MS position and scatterers.

The remaining of this paper is organized as follows. In Sect. 2, the ROS model
is presented. And the GCB algorithm is described in Sect. 3. Section 4 shows the
associated simulations and numerical results. Finally, some concluding remarks
are given in Sect. 5.

2 Scattering Model: ROS Model with a Single Base
Station

In the ROS model, the signal undergoes a single reflection from the mobile
station to the base station through the scatterers witch are uniformly distributed
on a MS centered ring with the radius, R. The angle ϕ between MS to BS and
scatterers is uniformly distributed within [0, 2π] as shown in Fig. 1. In this model,
the height of antennas are relatively high. Thus, there is no scatterer near the
base station. At the same time, there is no LOS path, and only one base station
is used for positioning here.

In Fig. 1, the BS is assumed to locate at the origin with coordinate (0, 0) and
the line from BS to MS is the x axis. The signal are reflected by m scatterers
from MS and BS. And the TOA and AOA measurements at BS corresponding
to i−th scatterer are denoted by τi and θi respectively. The associated propa-
gation distance in (1), Li, includes the distance dms,i between the MS location,
(xMS , yMS), and the i−th scatterer location, (xi, yi), and the distance between
BS location, (xBS , yBS), and (xi, yi).

Li = cτi = dms,i + dbs,i , i = 1, · · · ,m (1)
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where m is the number of scatterers on the ring. c = 3 × 108 m/s. Meanwhile,
the coordinate of i−th scatterer (xi, yi), also can be expressed as{

xi = dbs,i × cos θi
yi = dbs,i × sin θi.

(2)

Then, (1) is equal to
√

(xMS − dbs,i · cos θi)
2 + (yMS − dbs,i · sin θi)

2+dbs,i = cτi , i = 1, · · · ,m . (3)

Equation (3) contains m equations and m + 2 unknown parameters which involve
dbs,i (i = 1, · · · ,m) and (xMS , yMS).

3 The Proposed GCB Algorithm

3.1 MS Location Model

From ROS model in Fig. 1, we have

cτ1 − dbs,1 = cτj+1 − dbs,j+1 , j = 1, · · · ,m − 1 . (4)

Thus, combining (3) and (4), we can convert the underdetermined equations in
(3) into the overdetermined ones as if m > 3 as shown in (5).{√

(xMS − dbs,i · cos θi)
2 + (yMS − dbs,i · sin θi)

2 + dbs,i = cτi , i = 1, · · · ,m

cτ1 − dbs,1 = cτj+1 − dbs,j+1 , j = 1, · · · ,m − 1 .
(5)

Here (5) provides 2m − 1 independent equations with m + 2 unknown param-
eters. Since the AOA and TOA measurements are generally with errors due to
multipath effect, we utilize NLOS propagation by considering the errors into
range estimation, thus the localization towards target can be obtained by mini-
mizing the Nonlinear Least Squares Problem (NL-LS) in (6).

F (x)=
1

2

2m−1∑

p=1

fp
2 (x) =

1

2
(ε1, ε2, · · · εm, ξ1, ξ2, · · · , ξm−1) (ε1, ε2, · · · εm, ξ1, ξ2, · · · , ξm−1)

T

(6)
where x = (xMS , yMS , dbs,i)

T , χ = (dbs,1, dbs,j+1)
T . The εi (x) and ξj (χ) are

derived by moving the right hand side of the two equations in (5) to the left and
making the equation equal to zero.

In our system, the minimum range Lmin = cτmin implies that the MS is inside
a BS centered circle with radius Lmin. And the maximum and minimum of AOA
measurements constrain MS to a fan-shaped area with angle α as shown by dash
lines in Fig. 2. Thus feasible region of MS can be expressed as⎧⎪⎨

⎪⎩

√
(xMS − xBS)2 + (yMS − yBS)2 ≤ cτmin

α1 (xMS , yMS) ≤ α
α2 (xMS , yMS) ≤ α

(7)
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Fig. 2. Feasible region of MS.

and dbs,i ≤ cτmax, where α denotes the maximal angle formed by vectors −→ρA and−→ρB with equal length Lmin . α1 (xMS , yMS) and α2 (xMS , yMS) are the functions
of xMS and yMS corresponding to α1 and α2 respectively.

Thus, the above localization problem is transformed into a nonlinear con-
strained least squares problem.

3.2 The LM-BFGS Algorithm

We adopt Levenberg-Marquard (LM) method to solve the nonlinear least squares
problem. Specifically, the increment of variants Δx is formed as follows.

Δxk = −(Hk + μkI)
−1Ak

Tbk, (8)

where Δxk = (Δx,Δy,ΔLi) = x−xk, Hk = Ak
TAk is the approximate Hessian

matrix, k is the number of iterations, I is the identity matrix, μk is a scalar. Ak is
Jacobean matrix and bk =

[
f1 (xk) f2 (xk) · · · f2m−1 (xk)

]T . As a consequence,
successive location estimations are updated according to the recursion

xk+1 = xk + λkΔxk, (9)

where λk is learning rate which is updated according to the Armijo criterion [8].
However, the LM algorithm obtains the approximate Hessian matrix only

by Hk = Ak
TAk which ignores the term with second order, M (x) =

2m−1∑
p

fp (x) ∇2fp (x), and thus causes a greater error with large residuals.

Based on quasi-Newton updating [9] we conduct the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) to update the approximate value of the second order accord-
ing to [10]. Thus the the approximate Hessian matrix can be rewritten as
H̃k =Ak

TAk + Bk, where Bk ≈ Mk. The use of BFGS generally has better
performance for full Hessian approximations in nonlinear programming objec-
tive function [11]. Based on LM-BFGS algorithm, the final estimate position
(x̂MS , ŷMS) is obtained by minimizing the cost function.
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4 Simulations and Numerical Results

Simulations are performed to validate the efficiency of the proposed GCB local-
ization algorithm. Specifically, 1000 independent simulations are conducted.
The BS and MS are located at (0, 0) and (1000, 0). The TOA and AOA
measurements are added by Gaussian noises with standard deviations σTOA

and σAOA respectively. And we use the Root Mean Square Error (RMSE)

RMSE = 1
1000

1000∑
n=1

√
(x̂MS (n) − xMS)2 + (ŷMS (n) − yMS)2 to evaluate the

positioning accuracy.
Firstly, we discuss the variations of positioning accuracy with respect to the

number of scatterers and the radius of ROS. We set σTOA = 5m and σAOA = 2◦.
From Fig. 3, we can observe that the positioning performance is improved with
increased number of scatterers, and the improvement is insignificant when the
number of scatterers is greater than 12. Besides, the RMSE decreases as the
radius of ROS increases.

In the second experiment, we vary the standard deviations of TOA and AOA
to evaluate the performance behavior of our method with m = 12 and R = 100m.

Fig. 3. RMSE with respect to the different number of scatterers and the different radius
of ROS.

Fig. 4. RMSE with respect to the different standard deviations of TOA and AOA.
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As illustrated in Fig. 4, the AOA error has a significant effect on the position
error. TOA error also has certain influence on the positioning accuracy which is
not obvious when the AOA error is large.

5 Conclusion

This paper presents a new MS positioning approach based on single BS in NLOS
environment. The proposed GCB algorithm fully utilizes the geometrical char-
acteristics of ROS to make localization problem resolvable with a simple LS
method. Specifically, the positioning error will decrease as the radius of ROS
increases which is different from the usual case. However this feature is benefi-
cial for macrocell based positioning.
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Abstract. This paper considers the hidden node avoidance problem in an LTE-
U and WiFi coexistence system operating in unlicensed bands. An enhanced
Listen Before Talk (e-LBT) mechanism is proposed for coordinating the LTE-U
and WiFi systems. To support the e-LBT mechanism, we first enhance an LTE-
U node by introducing a WiFi module in the LTE-U eNB and redefining the RRC
and MAC functional blocks in both LTE-U eNB and LTE-U UE in order to enable
information exchange between an LTE-U node and a WiFi node. Moreover, the
e-LBT mechanism incorporates an RTS/CTS handshaking mechanism in the
basic LBT mechanism to resolve the hidden node problem. Simulation results
show that the proposed e-LBT mechanism can significantly improve the perform‐
ance of the coexistence system in terms of LTE-U system throughput as compared
with the basic LBT mechanism.

Keywords: Coexistence · Hidden node · LBT · LTE-U · WiFi

1 Introduction

Unlicensed spectrum bands are being considered as the supplement of licensed spectrum
for cellular networks [1]. The third Generation Partnership Project (3GPP) is currently
studying Licensed-Assisted Access (LAA) using LTE in the unlicensed spectrum (LTE-
U), and the LTE-U and WiFi coexistence in the unlicensed bands [2]. A critical issue
that arises with the use of unlicensed spectrum for cellular users is the coexistence of
an LTE-U system and a WiFi system in the same unlicensed band. Due to the different
channel access mechanisms employed by the two systems, how to coordinate the channel
access of users from the different systems becomes a challenging issue for the coexis‐
tence of LTE-U and WiFi. According to the study results in [3], if there is no additional
mechanism to coordinate LTE and WiFi coexistence, an LTE system will occupy the
majority of channel access opportunities and thus significantly affect the performance
of a WiFi system. To address this issue, several MAC mechanisms have been proposed
to improve the performance of LTE-U and WiFi coexistence, such as Almost Blank
Subframe (ABS), Carrier Sense Adaptive Transmission (CSAT), and Listen Before Talk
(LBT) [4–6].
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LBT was originally proposed in 3GPP LAA specifications [2]. In some regions, like
Europe and Japan, LBT is one of mandatory regulations in LTE-U implementation. The
main idea of LBT is to allow an LTE-U node to sense a channel for a while before
starting transmission. If the channel is idle, the node will transmit after a predefined time
interval. Otherwise, the node needs to keep quiet and periodically sense the channel in
the subsequent subframes until the channel becomes idle. However, as the range that
the node can sense is limited, the classical hidden node problem is unavoidable with
LBT. In the IEEE 802.11 (WLAN) standard [6], a node is referred to be hidden from
other node(s) when it is out of the sensing or detection range of other node(s). When
more than two hidden nodes transmit data simultaneously, often referred to as colli‐
sion, the transmitted packets cannot be successfully decoded at the receivers with a high
probability. To address this problem, request to send/clear to send (RTS/CTS) was
introduced in the IEEE 802.11 standard. Two communicating nodes need to handshake
by exchanging RTS and CTS messages before transmission to avoid collision. For an
LTE-U and WiFi coexistence system, however, different channel access mechanisms
are employed in LTE-U and WiFi, which makes an LTE-U node unable to exchange
RTS/CTS messages with a WiFi node, and cannot resolve the hidden node problem to
an extent as expected.

In this paper, we consider the hidden node avoidance problem in an LTE-U and WiFi
coexistence system operating in an unlicensed spectrum band. We first enhance LTE-U
nodes by introducing a WiFi module in the LTE-U eNB and redefine the RRC and MAC
functional blocks in both LTE-U eNB and LTE-U UE in order to enable information
exchange between an LTE-U node and a WiFi node. Based on the enhanced LTE-U
nodes, we further propose an enhanced listen-before-talk (e-LBT) mechanism, which
incorporates an RTS/CTS handshaking mechanism in the basic LBT mechanism to
resolve the hidden node problem. Simulation results are shown to evaluate the perform‐
ance of the proposed e-LBT mechanism in terms of LTE-U system throughput.

The rest of this paper is organized as follows. Section 2 reviews recent related work.
Section 3 presents the proposed e-LBT mechanism. Section 4 shows simulation results
to evaluate the performance of the e-LBT mechanism. Section 5 concludes this paper.

2 Related Work

LTE in Unlicensed bands (LTE-U) has become a hot research area in recent years and
considerable work has been conducted in this area. In [2], 3GPP recommends LTE-U
deployment scenarios, introduces unlicensed spectrum band ranges in different coun‐
tries, and defines indoor and outdoor channel models. For LTE-U, a main concern is
how to coordinate LTE and WiFi systems coexisting in the same unlicensed band. To
address this concern, a variety of coexistence mechanisms have been proposed in the
literature [4–6]. In [4], Almeida et al. introduced Almost Blank Subframes (ABS) in
LTE-U to coordinate the LTE-U and WiFi coexistence. In [5], Qualcomm proposed a
carrier sense adaptive transmission (CSAT) mechanism, in which an LTE-U eNB
dynamically activates and deactivates its transmission in a time cycle based on the sensed
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channel status. In [6], 3GPP proposed a listen before talk (LBT) mechanism, in which
an LTE-U node senses an unlicensed channel before data transmission.

As mentioned in Sect. 1, a MAC mechanism based on channel sensing, such as LBT
and CSMA/CA, will inevitably cause the hidden node problem due to the limited sensing
coverage of a node. In  [7, 8], Panasonic and Samsung evaluated the influence caused
by hidden nodes when LBT is employed. Moreover, they used UE reporting and
RTS/CTS signaling to detect hidden nodes. However, no specific MAC mechanism is
presented in [7, 8]. In [9], however, Lien et al. pointed out that RTS/CTS cannot be used
in an LAA-WiFi coexistence scenario due to the lack of a unified information exchange
interface between an LTE-U system and a WiFi system. Regardless of the above work,
the hidden node problem in an LTE-U and WiFi coexistence system has not been well
studied and resolved, which motivated us to conduct this work.

3 Enhanced Listen Before Talk (e-LBT) Mechanism

In this section, we present the proposed e-LBT mechanism for an LTE-U and WiFi
coexistence system.

3.1 System Model

We consider a basic LTE-U and WiFi coexistence system consisting of multiple LTE-
U networks and multiple WiFi networks, as shown in Fig. 1. Both the LTE-U networks
and WiFi networks operate in the same unlicensed band. The LTE-U network uses the
LBT mechanism to access the channel, while the WiFi network uses the CSMA/CA
access mechanism.

AP

UE

eNB

STA STA APSTA STA APSTA STA

STA

UE

UE

eNB
UE

APSTA STA

Fig. 1. System model

In Fig. 1, the dotted lines stand for the transmission ranges of different networks.
The LTE-U eNB senses the channel before transmission. However, the access points
(APs) of the WiFi networks are out of the sensing range of the LTE-U eNB. Thus the
LTE-U eNB cannot sense the existence of the APs. When the APs and eNB transmit
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simultaneously, the hidden node problem will occur. Similarly, the hidden node problem
will also occur when a WiFi node has data to transmit and an LTE-U node is out of the
sensing range of the WiFi node.

3.2 Enhanced LTE-U Nodes

In the system model described in Fig. 1, the LTE-U networks and WiFi networks employ
different channel access mechanisms. Typically, an LTE-U node and a WiFi node cannot
implement information exchange between each other. As indicated in [9], without a
universal air interface for information exchange between a Wi-Fi network and an LTE-
U network, RTS/CTS cannot be used to resolve the hidden-node problem. To enable the
information exchange between the two different networks, we introduce a WiFi module
in the LTE-U eNB to enhance the functionality of the eNB, and redefine the RCC func‐
tional block in the LTE module of the eNB, renamed e-RRC, as shown in Fig. 2. For an
LTE-U UE, we redefine the RCC functional block in its LTE module and the MAC
functional block in its WiFi module [10], which are renamed e-RRC and e-MAC,
respectively.

e-MAC

PHY PHY

MAC

RLC

PDCP

e-RRC

PHY

MAC

RLC

PDCP

e-RRC

WiFi 
module

LTE 
module

LTE-U
eNB

LTE-U
UE

e-MAC

PHY

WiFi 
module

LTE 
module

MAC

PHY

WiFi
AP/STA

MAC

PHY

WiFi
AP/STA

Fig. 2. Functional blocks of enhanced LTE-U nodes

The enhanced eNB is composed of two components, LTE module and WiFi module.
The LTE module is used to transmit data, and determine whether the LTE node needs
to transmit and whether it can transmit. The WiFi module is used to sense a channel,
receive/send WiFi signaling messages, reserve a channel, and exchange relevant infor‐
mation with the LTE module. In the LTE module, a new function is added in e-RRC to
implement the information exchange with e-MAC in the WiFi module. Similarly, in the
WiFi module, a counterpart function is added in e-MAC to implement the information
exchange with e-RRC.

3.3 Enhanced Listen Before Talk (e-LBT) Mechanism

The e-LBT mechanism is a channel access mechanism for resolving the hidden node
problem in the LTE-U and WiFi coexistence system. It is based on the enhanced LTE
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eNB and UE nodes described in Sect. 3.2. Meanwhile, it introduces RTS/CTS in the
basic LBT mechanism.

In the e-LBT mechanism, each LTE-U node will sense the channel through the WiFi
module before data transmission. If the channel is idle, the e-MAC of the WiFi module
will report the channel status to the e-RRC of the LTE module. Once the LTE module
receives the channel status, it will send the destination address, source address, and
transmission length information to the WiFi module. Once the WiFi module receives
the information, it will send an RTS message to all neighbor nodes within its transmis‐
sion range, and includes all the information in the RTS message. After the destination
node receives the RTS message, it will reply with a CTS message after a short interframe
space (SIFS) duration. Once the LTE-U node receives the CTS message, the e-MAC of
the WiFi module will report the information contained in the received CTS message to
the LTE module. After the LTE module receives the reported information, it will start
to transmit data after another SIFS duration. If the RTS/CTS exchange is unsuccessful
or the ACK message is absent, the node will wait a backoff time and then start the RTS/
CTS exchange again. The RTS and CTS messages include a time field to inform other
nodes of the length of the current transmission. All neighbor nodes that receive the RTS
or CTS messages will update their Network Allocation Vector (NAV) fields with the
value of the time field in the RTS and CTS messages. A neighbor node will not access
the channel until the value of its NAV field reaches 0 [6]. Figure 3 illustrates the signaling
procedure of the e-LBT mechanism when an LTE-U eNB has data to transmit to an
LTE-U UE.

Fig. 3. Signaling procedure of LTE-U transmission

An Enhanced Listen Before Talk (e-LBT) Mechanism 245



4 Simulation Results

In this section, we evaluate the performance of the proposed e-LBT mechanism through
simulation results. The simulation experiments were conducted on a simulator devel‐
oped using NS3 [11]. We use the LTE-U system throughput and WiFi system throughput
as the performance metrics, which are defined as the average number of bits that LTE-
U users transmit and the number of bits that WiFi users transmit in a second, respectively.
The parameters used in the simulation experiments are given in Table 1.

Table 1. Simulation parameters

Parameter Value
Network layout Indoor
eNB/AP transmission power 18 dBm
Unlicensed channel bandwidth 20 MHz
Unlicensed spectrum frequency 5.18 GHz
Antenna type 2D omnidirectional
eNB antenna height 6 m
UE antenna height 1.5 m
Number of UEs 20
Traffic model FTP model-1

120m
50m

LTE-U eNB

LTE-U UE WiFi STA

WiFi AP

Fig. 4. Center placement

We consider two simulation scenarios, “center placement” and “corner placement”,
to evaluate the influence of hidden nodes. In both scenarios, four eNBs and four APs
are placed in a 120 m*50 m room, and 20 UEs are randomly distributed in the rectangular
region, without redropping [2]. In the center placement, the eNBs and APs are evenly
spaced and centered in the shorter dimension of the room, as shown in Fig. 4. The
distances between two neighbor eNBs or APs are equal. If we set the bottom-left corner
as the origin of the coordinate system, the eNBs (LTE-U) are placed in (15,25), (40,25),
(75,25) and (100,25), and the APs (WiFi) are placed in (20,25), (45,25), (80,25) and
(105,25), respectively. In the corner placement, the eNBs and the APs are placed at the
corners of the room, as shown in Fig. 5. In the same coordinate system, the eNBs are
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placed at (0,0), (0,50), (120,0) and (120,50), and the APs are placed at (1,1), (1,49),
(119,1) and (119,49) [11], respectively.

120m

50m

LTE-U eNB

LTE-U UE WiFi STA

WiFi AP

Fig. 5. Corner placement

The simulation results are shown in Figs. 6 and 7, where we use “center” and “corner”
to represent the center placement and corner placement, respectively, and use “LBT”
and “e-LBT” to represent the basic LBT mechanism and the e-LBT mechanism, respec‐
tively.

Fig. 6. LTE-U system throughput

An Enhanced Listen Before Talk (e-LBT) Mechanism 247



Fig. 7. WiFi system throughput

Figure 6 shows the LTE-U system throughput with the basic LBT mechanism and
the e-LBT mechanism in the two scenarios, respectively. It is seen that with LBT the
LTE-U system throughput is larger in the center placement than that in the corner place‐
ment. This is because that the distance between eNBs and UEs in the corner placement
are much larger than that in the center placement, which results in more hidden nodes
in the corner placement and thus causes more serious interference. On the other hand,
in the corner placement, the LTE-U system throughput with e-LBT is larger than that
with LBT. This is because that with e-LBT an LTE-U node is enhanced with an addi‐
tional WiFi module which can exchange signaling information with the WiFi nodes.
Meanwhile, the RTS/CTS mechanism is introduced to avoid the collisions caused by
the hidden node problem.

Figure 7 shows the WiFi system throughput with the basic LBT mechanism and the
e-LBT mechanism in the two scenarios, respectively. It is seen that with LBT the WiFi
system throughput in the corner placement is larger than that in the center placement.
This is because the distances between WiFi nodes are smaller than those in LTE-U nodes
in the corner placement. As a result, there are less hidden nodes with the WiFi systems
in the corner placement. According to Fig. 6, there are more hidden nodes with the LTE-
U systems in the corner placement, which would degrade the throughput of the LTE-U
system and thus improve the WiFi system throughput. On the other hand, it is seen that
the WiFi system throughput with e-LBT in the corner placement is larger than that with
LBT in the center placement, but does not have much difference as compared with that
with LBT in the corner placement.

5 Conclusions

In this paper, we considered the hidden node avoidance problem in an LTE-U and WiFi
coexistence system operating in unlicensed bands. An e-LBT mechanism was proposed
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for coordinating the LTE-U and WiFi systems. To support the e-LBT mechanism, an
LET-U node was first enhanced by introducing a WiFi module in the LTE-U eNB and
redefining the RRC and MAC functional blocks in both LTE-U eNB and LTE-U UE to
enable information exchange between an LTE-U node and a WiFi node. To resolve the
hidden node problem, the e-LBT mechanism incorporates a RTS/CTS handshaking
mechanism in the basic LBT mechanism. Simulation results show that the proposed e-
LBT mechanism can significantly improve the performance of the coexistence system
in terms of the LTE-U system throughput as compared with the basic LBT mechanism.
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Abstract. In a satellite Disruption-Tolerant Network (DTN), unpredictable
interruptions from node malfunction and link disruption will lead to severe
postponements and even failure of bundles delivery mission due to incapability
of originally planned paths. In this paper, we propose a space-time graph based
multicast routing algorithm for coping with an unpredictable interruption in the
network. In particular, the proposed algorithm could find a group of new paths
with minimal cost by re-planning the two-dimensional global topology in the
updated space-time graph. As a result, the residual volume of target data could
be successfully delivered in time even if there is an unexpected interruption in
the network. The simulation results show that the proposed interruptions resi-
lient routing algorithm can achieve as short as possible, given a defined data
volume to be delivery in a certain time latency.

Keywords: Satellite Disruption-Tolerant Network � Space-time graph
Interruption � Routing

1 Introduction

Recently, satellite network has played an important role in the next generation network,
due to its advantages of global coverage and realistic-time communication with their
inter-satellite links (ISL). Compared with terrestrial networks, a satellite network
confronts with a serial of unique challenges, i.e., intermittent links, limited resources
and highly dynamic platforms, which probably cause no-existence of end-to-end paths
for a delivery mission. Currently, Disruption Tolerant Network (DTN) is developing
into a promisingly candidate solution for architecture of space information network
especially satellite network, with its well-known store-carry-forward mechanism [1].
With the ever-increasing space scientific missions, massive amounts of various types of
data require to be downloaded from orbits [2]. As a result, in a satellite DTN network, it
is necessary to find reliable and efficient routes to deliver those bundled data for
specific mission, considering full utilizations of transfer capability of network.
Research on space DTN network routing algorithm has always been an important
problem in space information network communication research. In recent years, most
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of the research optimize the space information network routing algorithm, so as to
improve the satellite network link utilization, shorten the end to end delay, balance the
amount of data and other purposes. In [3], with regarding to the unbalanced load and
the multimedia service of multimedia QoS requirements in GEO/LEO double layer
satellite networks, a GEO/LEO double layer satellite networks multi-service routing
algorithm is proposed. An optimized layered routing algorithm based on TORA and
Dijkstra’s algorithms is customized for the hybrid GEO/LEO satellite networks and
aimed at balancing between data traffic and end-to-end delay in [4]. [5] proposes a
Light Weight Security algorithm that forwards messages only to the trusted nodes, thus
prevents the malicious or selfish nodes from affecting the entire DTN communication.
However, in these routing algorithms, there is no solution to the problem of data
transmission when a link is interrupted suddenly in a space information network.

However, in a found end-to-end path of delivery, unexpected interruptions, such as
node malfunctions or link disruptions, will produce potentially catastrophic even fatal
challenges for the bundles delivery mission, since they will destroy originally planned
routes on the network topology and possibly incur complete failures of bundles for-
warding mission in extreme case. For example, if a DTN endpoint encounter a mal-
function leading to a reject for incoming bundles in the satellite network, the
to-be-forwarded bundles at those previous endpoints on the associated routes will be
carried for waiting recovery of the local endpoint. In extreme case, if it is a permanent
damage event, the pre-configured routing table is disabled for all related routes without
any prior sign. If we do not employ specific routing strategy for distributing these
bundles into other feasible routes, prolonged waiting time will lead to a total failure of
certain mission with a rigid latency requirements. Moreover, a prolonged sojourn time
possibly inflicts loss of bundles since a Time-To-Live criterion constrains a life time for
a bundle on the way. More important, a certain portion of forwarded data are on the
way at many intermediate nodes, while another part of original data are still waiting to
start at the source node. Therefore, preplanning them with specific routing strategies is
quite indispensable for the success of target delivery mission. Unluckily, we do not find
effective approaches among current routing strategies in the satellite networks.
Recently, a two-dimensional directed graph, called as space-time graph, is developed
for describing the satellite network with time-varying topology, which could discretize
a time-evolving topology into a serial of snapshots in time by assuming quasi-static in
discrete time intervals. With an excellent capability of capturing the connectivity and
disconnection of each node in a time-varying network, therefore, a space-time graph
can be conveniently used for modelling a sequence of time and space-related unex-
pected interrupting events in the satellite network, especially for a specific design of
routing strategy. In this paper, we present a space-time graph based unpredictable
interruptions-resilient routing policy in Space Disruption-Tolerant Networks, which
could efficiently achieve a successfully completion of a given delivery mission of
bundled message even though an unexpected interrupt occurs in the network. In par-
ticular, a group of optimization algorithms, involved with source node, interrupted
node and other related nodes, are respectively proposed for re-planning those residual
bundles un-arrived to the destination node with respect to the minimal cost of energy.

The rest of this article is organized as follows. Section 2 describes the space-time
graph model and the problem formulation. Bundled data transmission and interrupt
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routing algorithm is given in Sect. 3. Numerical results and discussions are seen in
Sect. 4. Finally, Sect. 5 concludes.

2 System Model

2.1 Space-Time Graph

In this section, we use a space-time graph to describe the time-varying topology of
satellite network. In the space-time graph [6–9], a time span of interest is discretized
with a sequence of sufficiently small time intervals. In each time interval, a static graph
G (V, E) can be used to describe the current topological relationship of network, in
which V and E is the node and edge set respectively. We call this series of static images
as snapshots of satellite network. Given a satellite network with n nodes
V ¼ v1; v2; . . .; vnf g, the time span of a transmission mission is divided into K equal
time intervals. In order to represent the interconnection of K topological snapshots, the
space-time graph (denoted as ) is constructed with a hierarchical graph of K + 1
layers, each with a copy of all nodes. The node set of the l-th layer (l 2 ½0;K�) is
Vl ¼ vl1; v

l
2; . . .; v

l
n

� �
. For a t-th snapshot of GtðV ;EÞ, if the node pair of vi; vjði; j 2

½1; n�Þ has a connection vi $ vj (“$” on behalf of a two-way link), we add two

directional edges in the : 1t t
i jv v + and vtj ! vtþ 1

i , respectively. Neighbors of two

adjacent nodes vli and vlþ 1
i can be connected by directed edges vli ! vlþ 1

i .
For a given task u; t0; cð Þ of single source and multiple destination node, u and t0

represent the total amount of task data and required temporal duration of delivery
respectively, while c is the delay tolerance. We assumed that the sequential number of
network node is defined by an integer from 1 to N. In particular, the first node with
number “1” represents the source node, while those nodes from N – NG + 1 to
N represents a group of NG ground stations. In addition, those remaining numbers
represent a series of NS relay satellites. To construct a space-time graph of the target
network, we will firstly determine an appropriately sampling interval s to separate the
time line into multiple time slots. Then, we will divide all the nodes in the network into
different layers, in which N nodes of the i-th layer are sequentially numbered from
integer i � Nþ 1 to i � N þN. With the start and end time tstart and tend , it is possible to
infer that spans a group of discretized snapshots of ðtend � tstartÞ=s from the tstart=s
layer to the tend=s layer. Note that the node i � N þ jji ¼ 0; . . .; c=sf g in the space-time
graph exactly denotes the j-th node in the realistic network. Then, we add a serial of
time and space links into the space-time graph, thus construct a complete graph.

2.2 Problem Formulation

Firstly, we will make analysis on the optimization problem without unexpected
interruptions in the network. For a given task u; t0; cð Þ, we attempt to find a series of
feasible paths P ¼ p1; . . .; pnf g in the space-time graph for the complete delivery of
task data. Through these paths, a global minimal cost of delivery (i.e. energy) for the
task is achieved. In particular, pm is defined as the planning path in the network, fpm
indicates the amount of data that passes through pm, and wmn is the energy cost required
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for the unit data transmitted by the link, respectively. Then, the problem could be
formulated as a minimum-cost constrained routing problem

Min C ¼ P
ðvm;vnÞ2pm;pm2P

wmn � fpm ; s:t:
P
pm2P

fpm ¼ u;

0� fmn � cmn; for 8ðvm; vnÞ 2 E;
P

ðvm;vnÞ2E
fmn ¼

P
ðvn;vkÞ

fnk; for 8vn 2 Vn s; df g; ð1Þ

where s and d represent the source and destination nodes, respectively. In (1), first
constraint makes sure that the amount of data from the source node s is equal to u. The
second constrain is the capacity constraint, which means the amount of data flowing
through a certain edge is not greater than the capacity of that edge. The third constraint
is a traffic-constrained condition, meaning that the amount of data flowing out a node,
other than the source node and destination node, is equal to the amount of data flowing
into it. In the space-time graph, the cost will be exploited for an objective function to
find the shortest path, then update the network capacity in turn until finishing the
residual amount of data.

Now, we will discuss about the above problem with interruptions in the network.
We assume that an unexpected interrupt happens in the i-th node at time t, which is
exactly on the end-to-end path for the task. For the source node, those to-be-sent data at
the source node will lose a feasible path to the destination, if those data has been
planned to go exactly through the interrupt node i at time t. Besides, a certain portion of
ongoing data will make sojourn at those preceding nodes connected directly with the
interrupted node, due to no feasible ways for forwarding. For the convenience of
analysis, here we do consider those lost data due to hardware damages during the
interruption. As a result, we assume that there is no data at the interrupt node i after
time t since the previous hop nodes linked directly with i are rejected by node
i. Therefore, for a given we attempt to find a series of feasible paths P ¼ p1; . . .; pnf g
after node i is interrupted, in order to efficiently finish the task data of size with the
originally planned requirements. The optimization model with the interruption is
divided into two parts. In particular, one is the optimization for the data us that the
source node has not transmitted at the time of the interruption, while another is a certain
portion of ongoing data ui to make sojourn at those preceding nodes connected directly
with the interrupted node. In addition, we define the data that has been ongoing in the
network with the planned path not passing through the interrupt node after the interrupt
occurs as ud . Here, us, ui and ud satisfy the following relationship:

u ¼ us þui þud ð2Þ

First, we analyze the data that has not yet been sent at the source node optimization
problem.When the interrupt occurs, update the network space-time graph. indicates
the energy cost of the data that the source node does not transmit after the space-time
graph is updated. ps indicates the path to which the data is not transferred at the source
node from the time of the interruption. fps indicates the amount of data that passes
through the ps.
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Minimize  
( , ) , , ,

s
m n s s s

mn p
v v p p P m i n i

w f
∈ ∈ ≠ ≠

= ⋅∑ ; s.t.
s

s s

p s
p P

f ϕ
∈

=∑

{ }
( , ) ( , )

0 ,  for ( , ) , ,  for \ , ,
m n s n k

mn mn m n s mn nk n s
v v E v v

f c v v E m i n i f f v V s d i
∈

≤ ≤ ∀ ∈ ≠ ≠ = ∀ ∈∑ ∑ ,
ð3Þ

Next, we analyze the data that is ongoing to make sojourn at a group of preceding
nodes connected with the interrupted node. pi is defined as the replanning path the data
of passing through the interrupt node after the time of the interruption. Where path pi is
the last hop of the interrupt node as the source node, and the bottleneck capacity of the
path fpi is used as the flow. Because at this time the data has been transmitted in the
network, only the last hop node of interrupt node as a new source node re-plan the path.

indicates the energy cost of the data that last hop nodes of the interrupt node
transmit after the space-time graph is updated. l indicates the set of last-hop nodes for
the original scheduled path through the interrupt node. flmn indicates the flow that has
flowed out of a last hop node of the interrupt node.

Minimize  
( , ) , , ,

i
m n i i i

mn p
v v p p P m i n i

w f
∈ ∈ ≠ ≠

= ⋅∑ ; s.t.
i

i i

p i
p P

f ϕ
∈

=∑

0 ,  for ( , ) ,mn mn m n sf c v v E m i n i≤ ≤ ∀ ∈ ≠ ≠ ; { }
( , ) ( , )

,  for \ , , ,
m n s n k

mn nk n s
v v E v v

f f v V s d i l
∈

= ∀ ∈∑ ∑ , 
ð4Þ

3 Routing Algorithm

3.1 Bundle Transport Mechanism

In a space network implemented with a DTN architecture, a bundle protocol layer will
incorporated between application layer and transport layer, with a Custody Transfer
mechanism. In particular, bundle, as BP Protocol Data Unit (PDU), is a basic message
storage and forwarding unit. In the proposed stack, a flow of Application Data Unit
(ADU) will be encapsulated into a serial of bundles as payloads, with corresponding
bundle headers. By calling the proposed algorithmic procedure, a group of address, as a
calculated end-to-end route by the algorithm, will be appended and encapsulated
together with the payload. Then, these bundles will be delivered down to the lower
layer for delivery, i.e., LTP protocol proposed by DTNRG. The LTP protocol takes the
bundle as an LTP block and divides it into multiple sub-blocks, which are encapsulated
into the segments. In the receiver nodes, after receiving the segments over the space
channel, LTP protocol will check them with an interaction mechanism of checkpoints
and acknowledgments for reliable delivery. In particular, if the segments data are lost,
receiver sends the report to the sender (RS) for feedback.

As an edge’s weight in the space-time graph, we define a capacity of one space
(time) link as the maximum number of DTN bundles n that can be transmitted (stored)
within the duration of each edge in quantized by discrete time intervals. Besides,
one unit transmission (storage) cost of space (time) link is defined as the amount of
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energy consumed to transmit (store) a DTN bundle within those discrete time intervals.
In the following, we provide mathematical analysis on the spatial link capacity and unit
transmission cost. The variables used are shown in Table 1.

Here, we only consider those energy costs for transmitter side sending packets and
receiver feed-backing RS. In specific, the energy costs of sending a segment and a RS
is respectively defined as es and ers, then the unit transmission cost of space link i ! j
is recorded as

wij ¼ E½
XN

j¼1
cj � es þ

XM

k¼1
i � ers� ¼ N � es

1� PER
þ M � ers

1� PERRS
: ð5Þ

3.2 Interruption Resilient Routing

In a space network, nodes confronts frequently with abrupt events, such as platform
failure, link outage and resource exhausted, leading to expected disruptions in the
delivery mission. For example, in Fig. 1, i-th node is exactly interrupted at time t with a
duration of len time slots, as

k ¼ ðt - tstartÞ=s ð6Þ

Here, we assume that a discrete time interval s can totally capture the connection and
interruption of the link. And c can be divisible by s. If the space link contact time can
not be captured by s in the network, the time of the space link is rounded off. The s
mentioned in the following section satisfies the above requirements. In the graph,
firstly, we delete the time link.

fj � N þ i ! ðjþ iÞ � N þ ijj ¼ k; . . .; kþ leng ð7Þ

and define fj � N þ ijj ¼ k; . . .; kþ leng as the start point and fj � Nþ ijj ¼
k; . . .; kþ leng as the end point of the space link, respectively. The new space-time
graph is shown in Fig. 2. The new source node in the figure indicates that the previous
hop node before the interrupt node will reallocate the data.

To solve the above problem, we propose a multicast routing algorithm to deal with
the interruption in the constructed space-time graph. In particular, the main idea is to

Table 1. Declarations of variables

Variable symbol Definition

PER (PERRS) Segment (RS) packet loss rate
cj The number of the j-th segment transmissions
M The maximum number of transmissions for all segments
N The total segments in bundle
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Table 2. Interruptions resilient routing algorithm

The pseudo-code algorithm
1:  INPUT: ( , , , )V E C W , , P
2:  OUTPUT: _NEW, _NEW, P_NEW

3: For each 1, ,j N NG N= − + L  and 0t1, ,i
τ

⎢ ⎥= ⎢ ⎥⎣ ⎦
L

4: find P== i N j⋅ + = i,j //find the path associated with the interrupt node

5:  P_DIS P(i,:) ; // Extract the path

6:  _NEW SETUP_GRAPH ( , , pp c , iN ) //Update

7:  p- cϕ ϕ= ∑ , _NEW= - _DIS;// update the capacity

8:    p FIND_PATH ( _NEW );  //The source node at the time of the interruption and 
the interrupt hop node as the source
9: while f ϕ< and p ≠ ∅ do // flow is less than data

10:         P_NEW P-P_DIS p;∪
11:         pf f c+ ;            

12:          if f ϕ> do //

13:  ( )p pc c f ϕ− − //The last path transmission data is less thancp

14:             ;f ϕ
15:            end if

16:            _NEW _NEW+ p pw c⋅ ;

17:          _NEW UPDATE_GRAPH ( _NEW, , pp c ) 

18:       p FIND_PATH ( _NEW) // Find wp the smallest path
19: end while
20: if f ϕ< do
21: Return –f;  // The return transmission task can’t complete the flag
22: else do
23.     _NEW CALCULATE_DELAY_DIS ( P_NEW) ;
24:     P_NEW TRANSLATE_PATHS_DIS ( P_NEW ); 
25:     Return _NEW, _NEW, P_NEW; 
26:end
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update the space-time graph from the time t interruption happens, and reallocate the
residual data in the network after the interruption occurs with a group of re-planned
routes. In the algorithm, we define the capacity and cost as two weights of one edge and
update these weights after the interrupt occurs. For source node s, those residual data
waiting to transmit will be re-planned with a new group of end-to-end routes between
the source and the final destination node from time of the interruption. For an inter-
mediate node exactly at the original route, if it is at one preceding hop from the
interrupted node with a connection, it will re-plan a new group of route from it to the
destination for its sojourned data by the proposed algorithm in the following section.
By the update of graph, all the data in the network is redistributed to find the optimal
route after interruption, with a Bellman-Ford algorithm of finding the minimum cost
path. Once the interruption happens, each node with sojourned data before the disrupt
node would be considered as a new source node. As a result, the path re-planning
problem for residual data of given task is transformed into a shortest path of
multi-source and multi-destination routing problem with respect to energy cost. Table 2
provides a pseudo-code routing algorithm.

4 Numerical Results

In this section, we will compare the performances on several given data volumes with
different interrupt lengths with respects to the energy costs and time delays in
MATLAB. The simulation parameters are listed in Table 3. In the simulation, we
assume that the interrupt time can be exactly captured by a serial of integral time
intervals. In particular, the evaluation metrics are mainly the delay and the trans-
mission overhead . Typically, we study an experimental scenario of Earth observation
satellite network as follows: an Earth remote sensing satellite of China remote sensing
satellite with high resolution (GF-II), which operates at a height of 631 km in the sun
synchronous orbit with an inclination of 97:908�; six relay satellites distributed in a
constellations of Walker (6/6/4), where the seed satellites runs on a circular orbit with a
height of 1414 km (using the global orbit height) and inclination of 52�; three ground
stations are located in China’s Miyun (40.3°N, 116.8°E), Kashi (39.5°N, 76°E) and
Sanya (18.2°N, 109.5°E) respectively; the observation target in the experiment is

Table 3. Simulation parameters

Parameter Value Parameter Value

Bundle size 100 kbytes Different types of
links BER

GF-RS: 10−6; GF-GS: 10−7;
RS-RS: 10−6; RS-GS: 10−7

Segment size 1250 bytes Time and space link
unit energy cost

10−3 kJ; 10−4 kJ; 10−5 kJ

Data transmission rate GF-II: 20 Mbps;
RS: 50 Mbps; GS: ∞

es 2.5 � 10−5 kJ

RS feedback rate RS: 10 Mbps;
GS: 5 Mbps

Tprop GF-RS: 30 ms; GF-GS: 10 ms;
RS-RS: 30 ms; RS-GS: 10 ms

Storage GF-II: ∞; RS: 105;
GS: ∞
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located in Sahara (28°N, 11.5°E) corresponding to the transmission task
u; 12 : 00ðUTC); 2hð Þ. The start time of the task is selected based on the contact time
between GF-II and the observed target. Given a mission of delivering remote sensing
image data encapsulated in bundles, u is determined as 10000, 12500, 15000 and
16000, respectively.

In particular, the time instant tstart and tend of all links are rounded to the nearest
integer minute, in which t0 is the starting point of time as “0”. The time span is ½0; c�
with discrete time interval s of 1 min. As can be seen in Fig. 3, with the duration length
of interruption increasing, the energy cost becomes larger, since it is possible to find a
smaller energy cost path than the previous path after recovery of interruption. Give the
interrupted node on the path of the minimum energy cost, when the interrupt stops, data
flow can still be re-allocated. On the other side, given a small amount of missioned
data, with time length of interruption changing, energy costs do not change obviously.

As can be seen from Fig. 4, when the amount of data is large, the interrupt length
becomes larger, the time delay will be larger. Because the available path in the space
network is reduced when the interrupt time of the interrupt node becomes longer. So
that the transmission delay may be increased at the same amount of transmission data.

Table 4 shows the original and resulted routing paths in the network when the
interrupt time is 20 min. According to the connections between nodes within the
observation time range, 20 min can be regarded almost as a permanent interrupt. It can
be seen that some of the data of the interrupt node is transmitted by other relay nodes,
resulting in a longer time delay and a larger network energy cost Table 5 shows two
comparative paths with an interruption time of 1 min (actually within one time inter-
val). We can see that, once the interrupt stops, the energy cost and time delay becomes
smaller due to a different path produced by the proposed routing strategy. Table 5
shows two comparative paths with an interruption time of 1 min (actually within one
time interval). We can see that, once the interruption stops, the energy cost and time
delay becomes smaller due to a different path produced by the proposed routing
strategy.

Table 5 shows two comparative paths with an interruption time of 1 min (actually
within one time interval). We can see that, once the interrupt stops, the energy cost and
time delay becomes smaller due to a different path produced by the proposed routing
strategy.
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5 Conclusion

In this paper, we design a routing algorithm for dealing with unpredictable interruption
in space DTN network. The algorithm uses the space-time graph as the network model,
and find the minimum energy cost paths for the given data volume after the interruption
occurs. The simulation results verified the proposed algorithm.
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Abstract. Hybrid routing protocol combines proactive with reactive techniques,
with the advantages of high reliability and low routing overhead. The Zone
Routing Protocol (ZRP) is a typical hybrid routing protocol. This paper presents
an improved ZRP routing protocol based on cluster domain mechanism. This
protocol replaces partition in ZRP routing protocol with clusters in hierarchical
network, and proposes a new domain routing method to avoid redundant or dupli‐
cate route requests. Theory analysis and simulations show that the ETE delay,
routing overhead and packet delivery ratio performance of the protocol proposed
here are superior compared to the traditional ZRP protocol.

Keywords: Ad-hoc · Zone routing protocol · Clustering
Hierarchical network structure

1 Introduction

Mobile Ad-hoc network, a special wireless mobile communication network system,
consists of a set of wireless mobile nodes. In such a network, each node is free to move
randomly and acts as router and server. Because of these, such a wireless network
topology may change rapidly and unpredictably, which is the greatest feature of Ad-hoc
network. Ad-hoc networks has broad application prospects, which with flexible
networking modes and robustness. Existing routing protocols based on the wired
network are not suitable for dynamically changing network environment of the Ad-hoc
networks. So routing technology becomes one of the key technologies of the Ad-hoc
network. At present, the routing protocol used by Ad-hoc network mainly includes
proactive routing protocol, reactive routing protocol, and hybrid routing protocol
combining the above two routing ideas. In the proactive routing protocol, the node
maintains the latest and consistent routing information of all nodes in the network
through the periodic broadcast routing information grouping. The advantage of this is
that when a node needs to send data packets, the node maintains the routing information
table in real time through interactive information, so the data delay is very small [1].
Though it performs well in data delay, it needs a large number of storage spaces.
However, the reactive routing protocol is just the opposite. In the reactive routing
protocol, when the source node needs to communicate with the destination node, the
node of this protocol does not need to maintain the routing table at all times, thus makes
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it save storage space. The reactive routing protocol needs periodic broadcast information
to update the routing. The advantage is that the routing overhead is small, but it may
cause a little more time to transmit data. To solve the problems of these two kinds of
protocols, hybrid ones tend to exploit the advantages of both proactive and reactive
approaches. We focus on a typical hybrid routing protocol called ZRP (Zone Routing
Protocol) [2].

Zone routing protocol is a hybrid routing protocol. It uses two different protocols in
the web: the nodes in the region use the proactive routing protocol to maintain routing
information; the external nodes out of the region adopts reactive protocol. And the size
of the region can be adjusted to adapt to the changes of the network dynamically. So the
overall performance of the network can be the best [3].

2 The Zone Routing Protocol

2.1 Architecture

Generally speaking, the ZRP protocol is mainly composed of three parts: IARP, IERP
and BRP, and its architecture is shown in Fig. 1. Figure 1 shows how these three sub
protocols interact to provide an efficient routing protocol that acts proactively in zone
and reactively out of zone.

IARP IERP

BRP

Network layer

Packet flow

Inter-process 
Communica on

NDP     Mac layer

ZRP

Fig. 1. ZRP components

All nodes in the ZRP network are based on their own center, and the number of nodes
in the zone is related to the set radius. The IARP protocol maintains a routing table for
other members within the region using a proactive routing algorithm in the region [4].

Interval routing protocol IERP is used to set up temporary routing. Packet delivery
radio is implemented through the BRP protocol. ZRP declares an NDP protocol in order
to detect whether new neighbor nodes and connections fail [5].

2.2 IARP

The intra-area routing protocol (IARP) is a pre-routing protocol within a limited area.
It maintains routing information and routing tables between nodes through periodic
broadcasts. It proactively monitors the connectivity of the regional network and provides
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support for route discovery and routing maintenance for nodes as needed. If a node needs
to communicate with the nodes in the area, it can provide the route directly, thus reducing
the cost of route discovery [6].

2.3 IERP

IERP is an inter-regional routing protocol. The protocol routes the communication of
nodes in different regions and is responsible for reactively creating routes for nodes out
of the zone. When the node is communicating, the target node and the source node are
detected weather in the same area. If the destination node is outside of the region, we
will enable the IERP protocol and send the routing request to the boundary nodes. After
receiving the routing request, the boundary node looks up the routing table. If the desti‐
nation node is found, it sends a routing reply to the source node. If not, it continues to
forward the routing request to its boundary node, so that it can be searched until the
destination node is found.

2.4 BRP

The Border-cast Resolution Protocol (BRP) is proposed to improve the efficiency of
routing queries in IERP, thereby reducing the waste of radio resources due to redundant
or repeated broadcasts. The BRP is responsible for forwarding the IERP routing request
to the peripheral nodes of the border broadcast nodes. Although only the neighbor nodes
receive the boundary broadcast packets, the BRP sends a query to the IERP at each hop.
BRP records the node path that the request has been overwritten. When a node receives
a query packet, it reconstructs the boundary broadcast tree to mark the peripheral node
of the previous boundary broadcast node. Then the node becomes a new border broadcast
node. The connection status is saved so that the query can be forwarded correctly from
the higher layer before the query is sent to a higher level.

2.5 Discussed Problems

Though ZRP performs well in large scenarios, it still has some problems. The traditional
ZRP protocol has planar structure, and the planar structure is not scalable. As each node
in the scenario maintains a route table, there are lots of overlapping areas in the whole
scenario. Those overlapping areas produce redundant or duplicate route requests. The
best way to solve this problem is to use the appropriate clustering algorithm to construct
a hierarchical topology. A group of nodes that are adjacent to each other form a cluster.
The members of the cluster can be divided into cluster heads, cluster members and
gateways. The communication between the cluster members is done through the cluster
head, and the communication between the clusters is forwarded through the gateway.
This reduces redundant routing requests.
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3 A Strategy for Generating Clusters

The election of cluster heads is critical to the performance of the network, and a node’s
ability is affected by a lot of factors. Based on the above considerations, a self-adaptive
on-demand weighted clustering algorithm is adopted. We give a certain weight to the
various factors that affect the performance of the algorithm, and obtain the comprehen‐
sive weight [7] (Fig. 2).

Weight structure
Cluster head 

selec on and cluster 
genera on

Construc on of 
rou ng

Maintenance of 
rou ng

maintenance of 
the cluster

Dynamic change

Dynamic change

Fig. 2. Clustering algorithm

Because the cluster head node has to carry out its own information transmission, and
also responsible for cluster message, group information maintenance and so on, so
energy consumption is generally higher than the ordinary nodes. We put the node’s
residual energy as a factor. In addition, the node connectivity, that is, the number of
neighbors is also an influencing factor. Based on the above factors, we define a value
named N to measure the ability of the node to manage the network. When N is bigger,
it is more capable of becoming a cluster head node. We have that

N = d × Ti (1)

Where d is the degree of the node i, Ti is the time of the node i to be the head. The average
energy consumption rate of the group is

Eavg =
Es

Ts − Te
(2)

Where Es, Te refer to the node is selected as the first group of energy and time respec‐
tively. Ts indicates the current time. Assuming the node’s node set be Ni, eij is the amount
of energy that the unit data is sent to its neighbors. Kij is the data flow from node i to j.
Then the total energy consumption of node i is

Ei =
∑

j∈Ni

eijkij (3)

The time Ti that node i can serve as the head is
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Ti =
Eic − Ei

Eavg
(4)

The cluster formation algorithm can be described as follows:

Step 1: Each node checks its own value N within a specified radius of the area. Then
the node whose N is the maximum is selected to be a managing node. If there are more
than one node owning the maximum value, we choose the node whose ID number is
smaller.
Step 2: We consider the selected cluster head as the center. The nodes within the
specified radius of the center form a zone.
Step 3: The cluster head node broadcasts information to the neighbor nodes and
announces the establishment of a new cluster. The neighbor node sends a join message
to the cluster head node, which includes itself and the group number to be added. If
the node receives more than two messages, the node is a gateway node. The gateway
node needs to send its own degrees, energy and other group numbers that can be
reached to the cluster head node.
Step 4: Repeat the above process until all nodes join a cluster (Fig. 3).

Fig. 3. Example of clustering algorithm

4 Improved Cluster Zone Routing Protocol

4.1 Improved Routing Mechanism

By clustering the network structure, the ZRP protocol has obvious advantages compared
with the direct division of the network structure directly on the plane network structure.
The characteristics of the improved cluster-based ZRP are: (1) by using cluster algorithm
to form a domain, it is avoided that each node forms the domain by itself, thus reducing
the number of domains and avoiding the entry of one node into multiple domains. (2)
In the improved IARP protocol, only the central node maintains the route table in the
cluster, and other nodes do not maintain the route table. So that the overhead of the node
is reduced, the efficiency is improved, and the location information is used to trigger the
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update messages. (3) In the improved IERP protocol, inter-domain routing uses a hier‐
archical structure to reduce the number of routing request packets and improve the
efficiency of the boundary nodes. This method has a good network scalability, and the
joined nodes are only related to the cluster structure they join, so they will not affect the
topology of the whole network. All in all, the improved IERP protocol is suitable for
large-scale network [8].

When the data packet arrives at the node, the route discovery process can be
described as follows:

Step 1: The source node firstly sends the request data to the cluster head node, then
the cluster head node finds whether the destination node is in the region. If there is a
route to the destination node in the same area, the source node then finds the route and
send the data packet to the target node. If there is no route to the destination node, then
skip to Step 2.
Step 2: Perform reactive inter-domain route discovery. The cluster head node of the
cluster where the node resides sends the routing request information RREQ to the
neighbor cluster head node through the gateway node. The cluster head node that
receives the RREQ information determines whether the destination node is in the area
maintained by finding its own route table. If there is routing information of the desti‐
nation node, the destination node sends the RREP message to the source node; if it
does not exist, the head node continue to send routing request information RREQ to
its neighbor cluster head node. Repeat these steps until you find the path to the target
node (Fig. 4).

4.2 Example

The network contains 15 nodes, which are divided into five clusters. Nodes A, C, G, I,
K are the cluster head nodes of the cluster, nodes B, E, F, H, J are the gateway nodes of
the cluster. The source node is S, the destination node is D1, D2.

(1) When the source node S is to communicate with the destination node D1, the node
S firstly sends request data to the cluster head node C to find out whether there is
routing information of node D1 in the route table. Since the node S and the node
D1 are in the same cluster, the node S can communicate directly with the destination
node D1 through the information in the route table.

(2) When the node S needs to communicate with destination node D2, there is no
routing information for node D2 in cluster head node C. At this time, the cluster
head node C sends the routing request information RREQ to the cluster A and the
cluster G through the gateway nodes B. It is found that there is no information of
D2 in the route table maintained by A and G, then the routing request information
is forwarded through gateway node H. When node I receives the route request
information RREQ sent by node C, node I checks to find the routing information
of node D2 in the route table by checking it. At this time, node G sends a route reply
information RREP to node C, then the cluster head node C forwards the information
to the node S. So that the node S can receive the RREP information and commu‐
nicate with the node D2.
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Fig. 5. Routing request process diagram

When the cluster head node broadcasts the routing request information to its neighbor
nodes, the neighbor node may receive duplicate broadcast information and discard it for
duplicate information. As shown in the Fig. 5, when the cluster head node C wants to find

Fig. 4. Improved ZRP routing algorithm process
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the routing information of the node D3, the gateway node broadcasts the routing request
message RREQ to the neighbor cluster head nodes A and G. The node A does not have the
routing information of node D2, then it will continue to forward routing request informa‐
tion RREQ to its neighbor cluster head node G. When node G receives the RREQ
message, it finds that it is a duplicate routing request message and discards it.

The head node of the cluster where the source node resides may receive multiple
routing reply information RREP after issuing the routing request information RREQ.
When the repeated routing reply message is received, only the first received RREP
message is selected as the routing information for the destination node, while other
information is simply discarded. When the destination node is not present in the network
or the existing network structure can’t overwrite the destination node, the source node
will receive a request error message RRER and notify the destination node that it is
unreachable.

5 Analysis of Protocol Performance

In order to analyze the changes made and compare the performance between
improved cluster-based ZRP and traditional ZRP, we evaluated both routing proto‐
cols in a simulation environment. Our simulations were conducted by OMNET
Simulator. In the simulations, mobile nodes move around a square region of size
2000 m × 2000 m according to random waypoint mobility model. The node’s speed
is between 0 m/s to 10 m/s. The data packets are sent after 30 s the simulation starts.
The packet size is 512 Bytes. The simulation time is 300 s. We analyze the perform‐
ance between the two protocols from three aspects: end-to-end delay, packet delivery
ratio and routing overhead.

Figure 6 shows the comparison of the end to end delay of the two route protocols.
End-to-end delay refers to the time taken for a packet to be transmitted across a network
from source to destination.

Fig. 6. End to end delay

As shown in Fig. 6, the improved cluster-based ZRP performs better than ZRP in
end to end delay. It can be seen that the average end-to-end delay of the two protocols
increases with the number of nodes increases. However, at the same number of nodes,
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the end-to-end delay of the improved ZRP protocol is always smaller than the delay of
the ZRP routing protocol, and more obvious when the number of nodes is more. The
improved protocol adopts a clustering-based partitioning method. It performs better for
less overlapping zones and less request packets than ZRP. So it shows a smaller end-to-
end delay than the ZRP protocol.

Figure 7 reflects the change of the packet delivery ratio of the two routing protocols
with the increase of the number of nodes in the simulation scenario. Packet delivery
ratio is the fraction of packets sent by the application that are received by the receivers
and is calculated by dividing the number of packets received by the number of packets
originated from the source.

Fig. 7. Packet delivery ratio

As shown in the Fig. 7, with the increase of the number of nodes, packet delivery
rate gradually reduces. Because the network topology changes more frequently, there
are more route request packets in the network, which makes the network load heavier
and influences the transmission of the data packets. So partial packet data may fail to
send. But packet delivery ratio of the improved routing protocol is still higher than the
original protocol.

Figure 8 compares the routing overhead of networks by using the two route protocols.
Routing overhead is an important indicator of the efficiency of routing protocols. It is
the total number of routing groups to be sent. In ZRP protocol, the nodes in the area
adopt proactive route, regardless of whether you need to reach the routing of other nodes,
these routes will be maintained in advance and regularly updated. As shown in the
Fig. 8, as the size of the network continues to expand, the routing overhead increased
significantly. Improved routing protocols can be used to cluster nodes in the network,
so the number of messages that need to be sent for proactive routing maintenance in the
region is reduced. Therefore, it can reduce the routing overhead and shows a lower
routing load than the ZRP protocol.
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Fig. 8. Routing overhead

6 Conclusions

ZRP is a typical hybrid routing protocol which combines two completely different
routing methods into one protocol. This paper proposes an improved cluster-based ZRP
routing protocol, which solves the problem of poor extensibility and high overlap of
routing area in traditional ZRP routing protocol. The improved cluster-based ZRP
presents a new generation algorithm for cluster in hierarchical network, and proposes a
new domain routing method to avoid redundant or duplicate route requests. Using this
method, the improved cluster-based performs better in ETE delay, routing overhead and
packet delivery ratio than ZRP.
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Abstract. The paper designs a key management scheme for wireless sensor
network that can resist key attack against the network. The scheme gives full play
to the cluster head’s resources such that the head can carry most of the compu-
tation, storage and communication overhead by the cluster head, and thereby
achieves the minimum energy consumption of the cluster members and anti
capture target, and key attack can resist wireless sensor network effectively.
Through the simulation of the key management program in the authorization
certificate issuance mechanism, and the development of the corresponding
changes in the value of the parameters to assess the performance of each
mechanism, it comes to the overall performance of the mechanism ultimately and
how the value should be set to get the best performance. Simulation results show
that compared with the traditional scheme, the proposed model can effectively
improve the node’s anti capture ability and reduce the node energy consumption.

Keywords: Wireless sensor networks � Key management
Authorization certificate issuing

1 Introduction

The wireless sensor network is a new type of wireless network technology that is
completely different from the traditional wireless network. It relies on the wireless link
to transmit data, which relieves the dependence on the wired network. It is more
efficient, with high coverage, scalability and Reliability and other advantages to
overcome the Ad Hoc network, wireless LAN, wireless personal area network, wireless
MAN some restrictions, so wireless sensor networks are increasingly concerned by
academics and the industry, especially wireless sensor network security issues [1–3].
The wireless sensor key management scheme is the security foundation of the wireless
sensor network. In essence, the classical cryptographic scheme is used to solve the
security of the wireless sensor network and prevent the network from being attacked.

In the paper, the wireless sensor network is distributed in a cluster, a cluster has a
cluster head and a plurality of cluster members, the topology can be seen in Fig. 1. The
cluster head is no special line communication equipment, computing, storage, com-
munication and energy in other areas have higher ability; cluster members are ordinary
sensor capacity low, to reduce the energy consumption, the provisions in the cluster
members can only communicate with the cluster head.
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There is a great difference in the wireless sensor network in this cluster and the
cluster members of the allocation of resources, because the cluster head can carry high
computation and communication overhead, so the key management can be used
between a plurality of cluster head nodes distributed management, which can improve
the anti capture and reduce storage. The cluster head is not balanced with the members
of the cluster, and the traditional scheme of the flat network is directly applied to the
inner layer with low efficiency and poor security. For example, Boujelben et al. Pro-
posed probabilistic scheme is difficult to achieve full connectivity of the network, and
the cluster head and cluster members have a large amount of key storage [4].

2 Key Management Architecture

Key management architecture mainly includes the initial key and certificate distribution
module, identity based private key and certificate distribution module, key and storage
module, key and certificate update module and authentication service module.

In the initial key and certificate assignment module, the following functions are
mainly included: the offline CA assigns the public and private key pairs and the public
key certificate for itself and each registered system member (user, regional router,
backbone router); the offline CA assigns public and private key pairs for the system,
and shares the system private key in the backbone router. The main function of identity
based private key and certificate allocation module is the virtual CA which is formed
by the backbone router. The main function of key and certificate storage module is to
store public key certificate, authorization certificate and identity based private key. The
main function of the key and certificate update module is to update the public key pair,
the identity based private key, the public key certificate and the authorization certificate

Fig. 1. Topology of wireless sensor network
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when the system is abnormal and the system members join or leave. The main function
of the authentication service module is to authenticate the user and authenticate the
identity of each other before the members in the same area, adjacent or non-adjacent
areas communicate with each other [5–8].

2.1 Preparation Knowledge

The N protocol is a set of N interactive probability algorithms. Each algorithm is a
probabilistic polynomial complexity of interactive Turing machine, with participants Ji
expressed the i algorithm. Each participant Ji input ai 2 f0; 1g�. Random input ri 2
f0; 1g� and safety parameter k input length. Non adaptive actual attacker A is another
interactive Turing machine, described by participants in the behavior of the adversary
intrusion. The attacker’s A input includes the identity of the affected party and their
respective inputs. The additional auxiliary input received by attacker A is represented
by z. The random input for A is r0. If an attacker controls at least k participants, the
attacker is bounded by k. In each round of the calculation process, the honest party first
generates the round of messages according to the protocol. The attacker mastered all
the messages sent to the invaded participant. Then the adversary generates a message
that is sent by the invading party. If the attacker is passive, then these messages are
determined by the protocol. The active attacker generates the message sent by the
participating party in any malicious way. The result is that all participants generate their
own local output. The Honest Party’s output is completely in accordance with the
agreement, and the participants are exposed to a special symbol that they have been
invaded. The attacker outputs an arbitrary function of its view. The attacker’s view is
composed of the following parts: auxiliary input, random input, input and random input
of the participating party, and the message sent and received by the participating party
during the whole calculation. Without losing generality, the attacker’s output is
assumed to consist of all of its views [9–12].

ADVRp;Aðk;~a; z;~rÞ represents the output of an attacker in the actual model, where
z is an auxiliary input p is running protocol,~a ¼ ða1; a2:. . .:anÞ,~r ¼ ðr0; r1:. . .:rnÞ, ai
and ri are the input and random input of the Ji, r0 is the random input of the attacker.
EXECp;Aðk;~a; z;~rÞi is the output of the participant Ji. If Ji is honest, then its output
follows the protocol execution; If Ji is invaded, then EXECp;Aðk;~a; z;~rÞi ¼ ?. In the
actual protocol security model, the output of the protocol is
ðEXECp;Aðk;~a; z;~rÞ1;EXECp;Aðk;~a; z;~rÞ2. . .. . .EXECp;Aðk;~a; z;~rÞnÞ
Definition 2-1 Calculates indiscernibility. Called two random variable family
fXijXi 2 Di; i 2 Ig, fYijYi 2 Di; i 2 Ig polynomial time calculation cannot be distin-

guished (Use �c to express), If the probability algorithm for each polynomial level is
M0, each polynomial PðnÞ, and all the big integers n, it will have
jprfM0ðXi; iÞ ¼ 1g � prfM0ðYi; iÞ ¼ 1gj\1=pðjijÞ
Definition 2-2 Probabilistic polynomial computing Turing machine. Given poly-
nomial P : N ! N, for any interactive Turing entity M, at any time it runs (that is, any
configuration of M), M the total number of steps up to pðnÞ, and
n ¼ kþ nI � no� k � nN, k is a security parameter, nI is the total number of bit that is
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currently written to the M input tape, nN is the number of different Turing machines
that have been written by M.

2.2 Key Distribution Management Scheme

Set Ga;Gb as the P order large prime multiplication group, g as the generator of Ga,
the bilinear pairings is eðGa;GaÞ ! Gb, where eðR; grPKÞ ¼ I, H is a collisionless
hash function. The publicly parameters are ðGa;Gb; g;P; eðR; grPKÞ ¼ IÞ. Cluster
members (except cluster heads) use the formula h ¼ HðIDÞ to calculate the value of the
cluster member ID, and make PK ¼ gh, then register PK as identification of the cluster
member in the cluster header.

2.2.1 Initialization Phase
The initial stage is implemented in the robust subset of cluster head in the wireless
sensor network. The so-called robust subset means: Each cluster member is commu-
nicated with a subset of the cluster head to obtain a session key, each such set of cluster
header is called a robust subset. Cluster head that satisfies the condition randomly
selects r where r 2 Zp�, the cluster head generates the shared value frigi 2 P of their
r 2 Zp� according to the access structure C (A subset of ownership structure). Sharing
scheme to resist active attackers, active attackers can invade a subset of the attacker
structure A. Each cluster head can get the share value frigi 2 P of r 2 Zp�, but the
cluster head which not in the C can’t get any information about r 2 Zp�. For every
robust subset R, to meet any B 2 A, there are R� B 2 C. The process of generating
shared value r 2 Zp� in R in a distributed manner is as follows:

Each cluster head Ji 2 R randomly selects a x 2 Zp� and uses the vector space
verifiable secret sharing scheme to distribute the fragments of x in the cluster head set J.
p and q are prime numbers, and satisfy the conditions qjp� 1. g is a generator of q
order multiplication subgroup of Zp�. Select a random vector
~gi ¼ ðgið1Þ; gið2Þ. . .:giðrÞÞ 2 ðZqÞr, so that ~gi � wðEÞ ¼ xi is established, where w :
S[fEg ! ðZqÞr is a function that makes P 2 C if and only if wðEÞ 2 wðJiÞh iJi 2 P, E
is an entity outside the set J. Ji sends fragment xij ¼~gi � wðSjÞ to each cluster head Jj in
J, and Ji also broadcasts a the promised value gtt ¼ ggi

ðtÞ
for giðtÞð1� t� rÞ. Each

participant Jj 2 J verifies the correctness of the fragment xij that sent by Ji by verifying

whether the equation gxij ¼ Qr

t¼1
ðgitwðJjÞðtÞ Þ is established. If the verification is not passed,

Jj opens a complain to the Ji. If the set of participant which have sent a complain to
Ji 2 J does not belong to a subset of A, that is, there is an honest participant sends a
complain to Ji, then the Ji is rejected (terminated); Otherwise, that is, the complaint
received by the Ji 2 J only from the attacker, then Ji open the fragments xij which be
complained. If the above equation is not valid, then the Ji is rejected (terminated).
Con � R represents the set of participants through the validation phase. The secret key
r ¼ P

i2Con
xi is randomly generated by Con � R. Each cluster head Jj 2 J calculates the

fragmentation of r, the fragmentation formula is rj ¼ P
i2Con

xij. Where
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Ej ¼ g

P
i2Con

xij
¼ Q

i2Con
gxij ¼ Q

i2Con

Qr

t¼1
ðgitwðSjÞðtÞ Þ, The initial stage of cluster heads is

defined as ð:. . .xi; :. . .:?:. . .Þ ! ðr1; r2:. . .:rnÞ, Where xi is the input of the partici-
pants in R, the attacker no input.

2.2.2 Key Computation Phase
After generating the secret sharing value r, all cluster heads can know the public
commitment value Ei ¼ grið1� i� nÞ of the ri, and the current cluster member can get
a session key K. Each cluster head Ji 2 Con broadcasts a ciphertext ðri; siÞ. The goal of
this stage is to obtain the ciphertext ðri; siÞ of plaintext hri. The keyquery and calcu-
lation process is defined as ð. . .:ðai; bi; hÞ; :. . .Þ ! ð:. . .:ðri; siÞ; :. . .Þ, where
ai; bi 2 Zp�.

2.2.3 Key Generation and Distribution Phase
Each cluster head which output ðri; siÞ (other outputs is L.) can form a subset of C. The
cluster head selects l 2 RZ

�
P to send to the trusted network requester at first, cluster

member calculates R ¼ g
1

hþ l and sends it to the cluster head, the cluster header to verify
whether the eðR; glPKÞ ¼ I is established to determine whether the members of the
cluster are legitimate, then the cluster head in the permission set C 2 C can calculate
the ciphertext ðr; sÞ of the session key K ¼ hr:

r ¼
Y

Ji2C
riki

Q ¼ g

P
Ji2Q

kiQ�bi
mod p; s ¼

Y

Ji2C
siki

Q ¼ hrðyjÞ
P
Ji2Q

kiQ�bi
mod p

where kiQ is the reconstruction factor, to make wðEÞ ¼ P
Ji2Q

kiQwðJiÞ, r ¼
P
Ji2Q

kiQ � aimod q is established, the cluster head Ji 2 Q will send the ciphertext ðr; sÞ
to the cluster member Uj.

3 Authorization Certificate Issuing Mechanism

Before the two node communication, it will first go through the verification of each
other’s license certificate is legitimate before the formal communication. Authorization
certificate is issued by the backbone router virtual CA. The paper uses the
threshold-based multi-signature mechanism to issue the authorization certificate, and
the reliability of the certificate is proved by mathematics. Authorization certificate
issuing mechanism is as follows. N backbone router nodes choose to calculate open
parameters; select a secure hash function; select a large prime p, q is a prime factor of
p − 1. a is a q order generator of Z�

p, Z
�
p is a modular P integer group. Generally,

2511 � p � 2512; 2159 � q � 2160; calculation and disclosure y ¼ as mod p; par-
ticipant Bi 2 A, calculation and disclosure yr ¼ asir mod p; The user U sub-signature is
given by the formulas (3-1) and (3-2):
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dr ¼ H (m)br þðcir þ 1Þsirmod q ð3-1Þ
sigrðm) = (wr;drÞ ð3-2Þ

In the formula (3-1), br is an integer randomly chosen [0, q − 1], m is user
information, cir and sir can be obtained by formulas (3-3) and (3-4):

cir ¼
Y

1� j;r� t;j6¼r

xij
xij � xir

xir ¼ irð Þ ð3-3Þ

sir ¼ hðxirÞmod / xir ¼ irð Þ ð3-4Þ

In the formula (3-2), wr ¼ abr mod p is published to all users, sigrðmÞ is the sig-
nature of the end user U. After receiving the sub-signature sigrðmÞ, the end user U
verifies whether the sub-signature is valid by the formula (3-5).

adr ¼ wHðmÞ
r yðcir þ 1Þ

r mod p ð3-5Þ

Proof of formula (3-5):

adr ¼ a½HðmÞbr þðcir þ 1Þsir þ n0q�

(Parameter n0 is an integer; the other parameters are the same as the previous
description)

¼ aHðmÞbraðcir þ 1Þsir an0q

(an0q equal unit element)

¼ aHðmÞbraðcir þ 1Þsir

wHðmÞ
r yðcir þ 1Þ

r mod p

¼ ðabr þ n1pÞHðmÞðasir þ n2pÞðcir þ 1Þ mod p

¼ aHðmÞbraðcir þ 1Þsirmod p

If the Eq. (3-5) is established, the sub-signature is legal, otherwise the sub-signature
is illegal.

4 Experiment Simulation and Result Analysis

4.1 Simulation Scenarios

Under the Window XP system, the paper uses the OPNET 10.5A simulation software
to simulate the authorization of the key management scheme of wireless sensor net-
work. The time distribution of authorization certificate issued by the main simulation
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obtaining the initial key in different interval time and different requests and different
threshold T, success rate and average distribution trend of delay, how to set the
retransmission interval time, request time distribution and the threshold value of t to
ensure the best performance of authorization certificate issued [13, 14].

An authorization certificate is issued for a simulation scenario with the following
parameters:

(1) Scene scale: 300 m 	 300 m;
(2) Main node types: 1 CA (Offline-CA), 32 Backbone-Router, 2 Zone-Route, 16 gt;
(3) Auxiliary node type: role configurator, application configurator, statistics center;
(4) Node transmission rate: backbone network using 54 Mbps, the regional network

using 11 Mbps;
(5) The interval of retransmission (0.01 s, 0.60 s) (Fig. 2).

4.2 Simulation Results and Analysis

The simulation results of the success rate and average delay of the authorization
certificate are shown in Figs. 3, 4, 5, 6, 7 and 8 in the case of the retransmission
interval, the time distribution and the different thresholds of the different request issuing
certificates: the abscissa is the time interval request issued by thee certificate of
authorization; the success rate in the e curve diagram, the ordinate is the success rate in
thee diagram, the average delay; authorization certificate issued, the ordinate is the
average delay time distribution, unit is the second (s).

Fig. 2. Authorized certificate issued simulation scene
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When the limit of system t value is 1, from the graph presented in Figs. 3 and 4
certificate success rate and average delay, the following conclusions can be drawn:

(1) When the interval is less than or equal to 0.03 s, the success rate is 0, and the
average delay is also 0, which shows that when the t = 1, the backbone of the
router in the shortest distance between the two adjacent routers is longer than
0.03 s.

(2) When the time interval is greater than 0.04 s, (0–1) to (0–5) the distribution of the
success rate of the curves, and they were 100%, this shows that in the interval time
is greater than 0.04 s, the success rate is not affected by request time distribution
and retransmission interval time issued by the certificate of authorization.

(3) When the time interval is greater than 0.04 s, the average delay of the autho-
rization certificate is not affected by the request time distribution and retrans-
mission interval time issued by the certificate of authorization, the average delay
of floating around 0.034 s, it will have a little change.

Fig. 3. t = 1 The success rate of the certificate issued

Fig. 4. t = 1 Average delay of authorization certificate
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When the value of the threshold system t is 2, the success rate and the average delay
graph of the certificate issued from Figs. 5 and 6 can be concluded as follows:

(1) As with t = 1, the success rate and average delay are 0 when the interval is less
than or equal to.

(2) Retransmission interval is greater than 0.04 s, the interval time is 0.04 s, request
distribution (0–1) distribution of the pole, (0–1) to (0–5) the distribution of the
success rate was 100% and the curves, the success rate is: success rate is not affected
by the request issued by the certificate of authorization of the time distribution of the
cause; this is because the poles when t = 2, request authorization certificate for the
0.04 s and the retransmission interval (0–1) issued by the time in the distribution,
there is a conflict caused by the relatively large, the success rate is 57%.

(3) Retransmission interval is greater than 0.04 s (0–1), in addition to the distribution
of the average delay of volatility is relatively large, (0–1) to (0–5) at about 0.07 s
the average delay distribution, it will have little change..

Fig. 6. t = 2 Average delay of authorization certificate

Fig. 5. t = 2 The success rate of the certificate issued
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When the value of the threshold system t is 3, the success rate and the average delay
graph of the certificate issued from Figs. 7 and 8 can be concluded as follows:

(1) When the interval is less than or equal to 0.03 s, the success rate is 0; after the
interval is greater than 0.05 s, the success rate curve of (0–1) to (0–5) distribution
coincidence, and the success rate of 100%;

(2) Retransmission interval between 0.03–0.05 s, (0–1) to (0–5) the success rate
distribution curves are extreme, that when t is 3, interval between 0.03–0.05 s, (0–
1) to (0–5) Certificate Authority issued certificate issued by the authorized dis-
tribution of failure process due to the existence of conflict;

(3) Retransmission interval is greater than 0.05 s, in addition to (0–1) the average
delay curve fluctuates much distribution, (0–2) to (0–5) the average delay dis-
tribution curve is smooth, and are concentrated in the vicinity of 0.105 s.

Fig. 7. t = 3 The success rate of the certificate issued

Fig. 8. t = 3 Average delay of authorization certificate
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From the longitudinal comparison of the success rate and the average delay in
Figs. 3, 4, 5, 6, 7, 8, 9 and 10, the following conclusions can be drawn:

(1) The retransmission interval should be at least greater than the distance between
the nearest node of the backbone router and the backbone router;

(2) When the retransmission interval is greater than a certain threshold, the time
distribution of the issuing certificate will have little effect on the success rate and
the average delay;

(3) Retransmission interval is greater than a certain threshold value, the success rate
of 100%, with the increase of t value, the threshold is more and more big, such as
when t = 1, the threshold is 0.04 s; when t = 2, the threshold is 0.05 s; when t is
3, the threshold is 0.06 s;

(4) When the t value is low, the time distribution of the issuing certificate has little
effect on the success rate, especially when t = 1, but with the increase of t value,
the influence is more and more big;

(5) When the average delay is large, it will eventually approach a certain value. And
with the increase of t value, this value is getting bigger and bigger;

(6) When t is the value, the greater the retransmission interval, the higher the success
rate of the certificate issued, when the retransmission interval reaches a certain
threshold, the success rate is 100%, the retransmission interval value is not the
bigger the better, Otherwise it affects the delay in issuing a certificate of
authorization.

5 Conclusion

The paper designs a set of wireless sensor network key management scheme, associ-
ating key information and node ID, which can effectively resist key attack in wireless
sensor network, at the same time, the wireless sensor network model based on region
can be used to deal with any scale of wireless sensor network and integrate different
characteristics of subnet (such as sensor networks, Ad Hoc network access). When an
area router suspects that a user’s authorization certificate is false, the public key cer-
tificate issued by the offline CA can be used to verify the validity of the user; the user
can grant the identity based private key and authorization certificate by any t backbone
routers in n backbone routers; there are at least two backbone routers connected to
Internet in the backbone network, and there are two regional routers connected to the
backbone network, which improve the fault tolerance of the system.
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Abstract. Calcium signalling is a good bio-inspired method for molec-
ular communication due to the advantages of biocompatibility, stabil-
ity, and long communication range. In this paper, we investigate a few
channel characteristics of calcium signaling transfer systems including
propagation distance and time delay based on a novel inter-cellular cal-
cium wave (ICW) propagation model. Our model is the first one that can
investigate the impact of some exclusive parameters in ICW (e.g., the gap
junction permeability). Understanding the channel transfer characteris-
tics of ICW can provide a significant reference for the calcium signaling
application in molecular communication. In the future, theoretical and
simulation results in this paper can help in the design of molecular com-
munication systems between nanodevices.

Keywords: Molecular communication · Inter-cellular calcium wave
Channel characteristics

1 Introduction

In recent years, the rapid development of nanotechnologies provides many new
applications in biomedical, industrial, and military fields [1]. In nanometer scale,
the most basic unit is called nano-machine [2] and each nano-machine can only
perform simple tasks like sensing, computing, and drug delivery. Therefore, coop-
eration of different nano-machines is significant for nano-machines to do complex
tasks. Nano-sized communication allowing nano-machines to pass instructions
and sharing informations is an important part of cooperation of nano-machines.

Molecular communication is a type of promising nano-sized communication
technology and can be a good compensation to traditional communication mode
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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due to advantages of biocompatibility, small scale, and high energy efficiency
[3]. In the molecular communication system, transmitted information is encoded
in molecules and communicated by diffusion or molecular motor. By means of
molecular communications, nano-networks between nano-machines can enable
nano-machines to exchange messages and work cooperatively [4].

This paper concentrates on the bio-inspired molecular communication app-
roach, which means that develop molecular communication from communication
mechanism existing in biological structures. In nature, cells in organism trans-
fer significant information to other cells using information objects. Bio-inspired
approach utilizes communication mechanism existing in organism such as inter-
cellular Ca2+, Na+ wave propagation, and hormone traveling, to develop new
advanced molecular communication technology. For this approach, bio-inspired
molecular communication can work on both bio-organism and nano-machines
that offer compatible solution for in-body communication scenario.

Calcium signal is a type of bio-inspired molecular communication method
based on ICW [5].Many studies suggested that this kind of communicationmethod
exists widely in nature [6,7]. As shown in Fig. 1, human smooth muscle coupling
in intestines and stomach is mediated by Ca2+ release. In human astrocytes, the
calcium wave plays an important role in information transfer in remote parts of the
brain. Calcium signal is also a common phenomenon in epithelial cells, the calcium
oscillation resulting from a simple regenerative is of vital importance for system
equilibrium. In Ca2+ signaling, connected cells array can serve as a communica-
tion channel connecting the transmitter and receiver. The inter-cellular calcium
wave can be transferred to the touching neighbor cells through the gap junctions,
which results in the intercellular Ca2+ wave propagation.

Calcium signal have been studied by many researchers for a long time. In
[10], a relay channel model based on ICW was proposed and communication
capacity of a Ca2+ relay channel was computed. In [11], a linear channel model
for intra/inter-cellular Ca2+ molecular communication based on Ca2+ signal was
investigated and some channel characteristics were derived. However, these Ca2+

channel models mainly considered the effect of Ca2+ diffusion and Ca2+ induced
Ca2+ release (CICR). Inositol 1, 4, 5-triphosphate (IP3) induced Ca2+ release
was rarely taken into account in these channel models. According to the latest
study [5], in some certain type of cells such as epithelial cells, ICW is mainly
caused by transmission of IP3 between adjacent cells instead of calcium itself.
This paper investigates the molecular communication channel model based on
IP3 induced ICW. Close-form solutions for channel characteristics and channel
capacity based on information theory are obtained, which will play important
roles in communication system design and performance evaluation.

The rest of this paper can be divided in four parts. In Sect. 2, the mathemat-
ical model of cytosolic Ca2+ concentration oscillation and gap junction relevant
to channel modeling is described and analyzed. In Sect. 3, some significant chan-
nel characteristics are analyzed based on a mathematical model. Binary channel
capacity is computed in Sect. 4. Section 5 concludes the whole paper and points
out the future works.
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Fig. 1. Locations of cells having inter-cellular Ca2+ wave propagation.

2 Channel Models Based on ICW

2.1 Ca2+ Oscillation Model

Cytosolic Ca2+ serves as a kind of crucial second messenger in inter/inner cel-
lular communications. The principle of this communication method has been
studied by many researchers and different dynamic models have been proposed
to explain the mechanism of ICW [8,9]. However, most communication channel
models based on ICW mainly considered CICR to describe ICW communication
mechanism, which dose not conform to the reality very well. In this paper, we
refer to the ICW model proposed in [14], which takes IP3 as the main factor
triggering the ICW, and apply this dynamic model to a molecular communica-
tion scenario, i.e. lots of cells connected with each other via gap junction. Then,
we simulate the molecular communication process to get the ICW propagation
characteristics based on the Ca2+ channel model.

Fig. 2. Mechanism of inter-cellular Ca2+ wave propagation.

The basic mechanism of cytosolic Ca2+ oscillation is shown as Fig. 2 in Cell 0.
Firstly, external stimulus applied on G-protein receptors induces the discharge of
PLCβ molecules. Then, PLCβ molecules trigger the release of IP3 molecules ini-
tiating a rapid release of Ca2+ from the endoplasmic reticulum (ER) through IP3
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and Ca2+ sensitive channels. Finally, with the repeated release and absorbtion
of cytosolic Ca2+, Ca2+ concentration in cytosol starts to perform an oscillation
state.

This model contains three variables, namely, the concentrations of free Ca2+

in the cytosol (Z) and in ER (Y), and the IP3 concentration in the cytosol
(A). The time evolution of these variables is governed by the following ordinary
differential equations

dZ

dt
= Jin + Jrel − Jpump − KZ + KfY (1)

dY

dt
= Jpump − Jrel − KfY (2)

dA

dt
= Js + JGA − εA. (3)

For cytosolic and ER Ca2+ concentration, Jin means the influx of Ca2+ from
the extracellular media, Jrel and Jpump refer to IP3 induced Ca2+ release from
ER and pumping of cytosolic Ca2+ into the ER, respectively, Ca2+ oscillation
is mainly based on the balance between these two fluxes, KZ means the leak
flux Ca2+ from cytosol to extracellular media which is proportional to cytosolic
Ca2+ concentration, and KfY is the leak flux of Ca2+ from ER to cytosol. For
cytosolic IP3 concentration, Js refers to stimulus induced IP3 release, ε refer
to IP3 degration coefficient, and JGA is the gap junction IP3 flux that will be
discussed in next subsection. The function expressions of the participating fluxes
are shown as follows:

Js = βV4 (4)
Jin = V0 + V1β (5)

Jpump = VM2
Z2

K2
2 + Z2

(6)

Jrel = VM3
Zm

Km
2 + Zm

Y 2

K2
Y + Y 2

A4

K4
A + A4

. (7)

In these equations, V0 refers to a constant input of Ca2+ from extracellular
space and V1 is the maximum rate of stimulus-induced influx of Ca2+ from
the extracellular medium. Parameter β reflects the degree of stimulus that only
varies between 0 and 1, V4 is the maximum rate of stimulus-induced synthesis of
IP3. VM2 and VM3 denote the maximum values of Jpump and Jrel, respectively.
Parameters K2, KY, and KA are threshold constants for pumping, release, and
activation of Ca2+ release by Ca2+ and by IP3, respectively. These parameter
values are shown in Table 1.

2.2 Gap Junction Model

In the nature, one of the important cell-to-cell communication methods is the
gap junction communication. In this way, the communication between differ-
ent cells is achieved by the exchanges of message molecules like ions, protein,
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Table 1. Simulation parameters.

Parameter Value

Transport coefficient of cytosolic Ca2+, k 10 s−1

Threshold constant for Jpump, K2 0.1µM

Threshold constant for Jrel correlated to A, KA 0.2µM

Coefficient of leak flux, Kf 0.1µM

Threshold constant for Jrel correlated to Y, KY 0.2µM

Threshold constant for Jrel correlated to Z, KZ 0.5µM

Ca2+ from the extracellular medium, V0 2µM s−1

Maximum rate of stimulus-induced influx of Ca2+, V1 2µM s−1

Maximum value of Jpump, VM2 6µM s−1

Maximum value of Jrel, VM3 60µM s−1

Maximum value of Jin, V4 2µM s−1

Coefficient of IP3 degration, ε 0.3 s−1

Hill coefficient, m 2

and organelles at the coupling channels of adjacent cells. This communication
mechanism is a meaningful part of ICW propagation.

In our model, IP3 is transmitted by a transmitter cell, and then propagates
through the gap junction crossing a few cells by means of diffusion. During
this period, IP3 induces Ca2+ oscillation in passing cells and suffers decay in
propagation process. Finally IP3 is received by the receiver cell and excites the
Ca2+ oscillation. The IP3 flux between gap junction coupling cells is proportional
to the IP3 concentration gradient and gap junction permeability [6]. Therefore,
the IP3 gap junction transmitting mechanism is determined as

JGA = PIP3(Z+ − Z) + PIP3(Z− − Z) (8)

where Z+ and Z− are Ca2+ concentration in two different adjacent cells, PIP3

is the IP3 gap junction permeability and PIP3 is usually unaffected by the IP3
concentration. So, we consider that PIP3 is independent of IP3 concentration.

3 Results and Analysis

In this section, we study the ICW channel characteristics like maximum prop-
agation distance, propagation time delay, and calcium oscillation frequency as
the function of gap junction permeability PIP3 and stimulus intensity β using
numerical and simulation methods.

3.1 Calcium Oscillation Condition

Refering to the model expression in Sect. 2.1, Ca2+ oscillation is mainly based
on the balance between Jpump and Jrel. IP3 concentration increasing causes
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the increasing of Jrel and breaks the steady state of cytosolic Ca2+. Then CICR
causes the positive feedback of Jrel and finally gives rise to Ca2+ oscillation. The
condition of Ca2+ oscillation can be expressed as Jpump > Jrel, and substituting
(6) and (7) into this condition we can get

VM2
Z2

K2
2 + Z2

> VM3
Zm

Km
2 + Zm

Y 2

K2
Y + Y 2

A4

K4
A + A4

(9)

A4

K4
A + A4

> max
{

VM2(KZ
2 + Z2)

VM3(K2
2 + Z2)

}
. (10)

Through proper simplification, the condition can be written as

A > (
EK4

A

1 − E
)

1
4 = K ′

A (11)

E =
{

VM2KZ
2/VM3K2

2, KZ > K2

VM2/VM3, KZ ≤ K2
(12)

which means that the sum of cytosolic Ca2+ fluxes forms the positive feedback
and E is the critical condition of oscillation state and steady state for variable

A4

K4
A+A4 .

We take IP3 induced Ca2+ release threshold as K ′
A. In order to prove that a

certain IP3 concentration K ′
A excites the calcium concentration oscillation,

numerical method is used to simulate IP3 induced calcium oscillation. We use the
system parameters from [14] and assume that all the cells in the system have the
same biological parameters. Utilizing Runge-Kutta method, we get three variables
time evolution of IP3 induced Ca2+ oscillation of different cells. Figure 3 indicates
that the existence of Ca2+ oscillation is controlled by IP3 concentration. The same
IP3 concentration threshold enable the oscillation in different cells. The relation-
ship between IP3 concentration and Ca2+ oscillation amplitude or frequency is
shown in Fig. 4. From this numerical simulation, Ca2+ oscillation amplitude ZAM

and frequency fo are related with IP3 concentration and once IP3 concentration
surpasses the threshold value K ′

A, ZAM and fo tend to be a constant.

3.2 Intercellular IP3 Concentration Propagation

Since cytosolic Ca2+ oscillation is mediated by IP3 concentration in our model,
ICW propagation time delay and distance can be calculated based on IP3 prop-
agation differential equations. The variation of IP3 concentration due to the gap
junction IP3 exchanging between Cell i and Cell i-1 can be illustrated as

dAi

dt
=

{
PIP3(Ai-1 − Ai) − εAi − PIP3(Ai − Ai+1), i �= 0
βV4 − PIP3(Ai − Ai+1) − εAi, i = 0.

(13)

The IP3 in each cell can be described by steady-state and transient-state based
on (13). Setting time derivative of Ai to 0, the steady-state of IP3 concentration
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Fig. 3. Time evolutions of cytosolic Ca2+ concentration, (a) in Cell 2, (b) in Cell 4, and
(c) in Cell 8 with transmitter cell subject to agonist stimulus representing the sequence
‘010’ and symbol duration of 25 s. The relationships of three variables (A, Z, Y) are
shown as (d) in (a), (e) in (b), and (f) in (c), respectively. Simulation parameters are
the same as Table 1.

µ

µ

Fig. 4. Ca2+ oscillation amplitude or frequency affected by IP3 concentration.

in Cell i, A′
i, can be obtained by solving the first order linear equations in matrix

formation as below
Ax = b (14)

where A is an infinite matrix with the formation

A =

⎡
⎢⎣

(PIP3+ε) −PIP3 0 ···
−PIP3 (2PIP3+ε) −PIP3 0 ···

0 −PIP3 (2PIP3+ε) −PIP3 0 ···
...

. . . . . . . . .

⎤
⎥⎦ .
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Here, x and b are infinite vectors, i.e. x =
[
A′

0 A′
1 A′

2 · · ·]T , b =
[
βV4 0 0 · · ·]T

.
By solving these equations, it can be found that steady-state IP3 concentration
attenuation ain between Cell i and Cell i+1 is a function of PIP3 and ε, and can
be expressed as

ain = 1 −
√

ε2 + 4εPIP3 − ε

2PIP3
. (15)

Therefore, steady-state of IP3 in each cell can be obtained as

A′
i = ainA′

i−1 = ai
inA′

0 (16)

and A′
0 is written as

A′
0 =

βV4(
√

ε2 + 4εPIP3 − ε)
2εPIP3

. (17)

Once the IP3 concentration steady-states in each cell is determined, IP3 induced
ICW propagation distance N can be determined as

N logain = log
KA

A′
0

. (18)

Because of the time consumption of IP3 diffusion in the cytosol, we assume
that inter cellular IP3 propagation starting from cytosolic IP3 concentration is
equal to steady state. Then, the overall response of IP3 concentration in each
cell can be written as

Ai(t) =

⎧⎪⎪⎨
⎪⎪⎩

0, t ≤ (i − 1)τin

PIP3A
′
i−1(1 − exp(−λ

(t − (i − 1)τin))/λ,
(i − 1)τin < t ≤ iτin

ainA′
i−1, t > iτin

(19)

where λ = PIP3 + ε is the time coefficient and τin is the IP3 propagation time
delay for each cell that can be written as

τin =
1
λ

ln(
PIP3 − ainλ

PIP3
). (20)

Then, the time delay τi for ICW propagation of Cell i can be calculated by
solving Ai(τi) = KA and the solution is

τi = (i − 1)τin − 1
λ

ln(1 − KA

A′
i

), i ≤ N. (21)

ICW propagation distance and delay can be calculated base on (18) and (21),
respectively.
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3.3 Effect of Gap Junction Permeability and Stimulus Intensity

In this subsection, we examine the ICW propagation distance and time delay
with the variation of both junction permeability and stimulus intensity. The
propagation distance for the ICW process is computed with both theoretical and
numerical methods. It can be seen that theoretical and numerical values match
well as shown in Fig. 5. Propagation distance is shown with respect to both
the gap junction permeability and stimulus intensity. Increase of gap junction
permeability and stimulus intensity can enhance the ICW propagation distance
obviously.

ICW propagation time delay of Cell i is calculated in (21) as a function of
number of cells along the path and simulated with Euler algorithm. From Fig. 6,
ICW propagation time delay, τi, increases proportionally with the rising number

Fig. 5. ICW transmit distance with varying stimulus intensity and gap junction
permeability.

Fig. 6. ICW transmission delay with varying propagation distance and gap junction
permeability.
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of cells along the propagation. Meanwhile, gap junction permeability increase
causes the decrease of time delay, indicating that gap junction permeability is
another crucial factor affecting the calcium wave propagation delay. Therefore,
it is a reasonable approach to optimize the communication channel by increasing
the gap junction permeability.

4 Channel Capacity

Channel capacity can be calculated as the maximum mutual information value
between the transmitter and the receiver. Considering a binary channel in our
system, mutual information can be calculated as

I(X;Y ) =
∑
X

∑
Y

P(x, y)log2
P(x, y)

P(x)P(y)
. (22)

A symbol ‘1’ is transmitted when continuous stimulus is applied to the trans-
mitter cell. Detection of symbols at the receiver side is realized by detection of
Ca2+ concentration pulses number. If the cytosolic Ca2+ concentration shows
more than M/2 pulses within a symbol duration at receiver cell (M is the total
number of pulses in a symbol duration with oscillation state, M = f0Ts), then
we judge the received signal as ‘1’. If not, the received symbol will be detected
as ‘0’. A symbol ‘0’ is transmitted when no stimulus to transmitter cell and
if the cytosolic Ca2+ concentration shows more than M/2 pulses without IP3,
received symbol will be judged false as ‘1’. If not, the received symbol will be
judged correctly as ‘0’. The probability of Ca2+ pulse occurring in unit time can
be calculated as [12]

Pw = 1 − exp(− PmaxZ
2
init

K2
p + Z2

init

Tu) (23)

where Pmax is the maximum probability of Ca2+ pulse occurrence in unit time
Tu, Zinit is the initial Ca2+ concentration in cytosol, and Kp is the threshold
constant. Here, we take Zinit = 0.2µM, Tu = 1 s, Ts = 25 s, fo = 0.44Hz, and
Kp = 0.6µM. The error probability PE of transmitting ‘0’ and receiving ‘1’ can
be calculated as probability of more than M/2 pulses occurring in a symbol
duration, i.e.

PE = Pr(m >
M

2
). (24)

The pulse number without the IP3 in a symbol duration, m, can be approximated
by poisson distribution as

m ∼ Pois(
TsPw

Tu
). (25)
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The probability of Ca2+ oscillation occurring at receiver cell Ps due to ICW
can be represented by probability of IP3 successful propagation. As mentioned
in [13], gap junctions may be blocked due to virous factors such as connexin
protein phosphorylation, which causes the ICW propagation to fail to transmit.
We assume that different gap junctions have the same probability Pblock to be
blocked. Thus, the probability of IP3 induced ICW occurring at Cell n can be
represented as

PS(n) =

{
(1 − Pblock)n, n ≤ N

0, n > N
. (26)

The joint probability distribution of the transmitted symbol and received symbol
from Cell 0 to Cell n can be obtained as equation below

Pn(X, Y ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

P0(1 − PE), X = 0, Y = 0

P0PE , X = 0, Y = 1

P1(1 − PS(n))(1 − PE), X = 1, Y = 0

P1PS(n) + P1(1 − Ps)PE , X = 1, Y = 1

(27)

where P0 and P1 are probabilities of transmitted symbols to be ‘0’ and ‘1’,
respectively. Finally, the channel capacity can be calculated as maximum of
mutual information value shown in Fig. 7. It can be seen that channel capacity
reduce with the increase of propagation distance and maximum probability of
Ca2+ pulse occurrence. Gap junction blocking greatly decreases the channel
capacity in the long range ICW communication.

Fig. 7. Channel capacity between transmitter cell and receiver cell. Pmax is set to be
0.3, 0.6, 0.9 and effect of Pblock is also tested from 10−1 to 10−2 with Pmax = 0.9.
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5 Conclusions

In this study, the mechanism of molecular communication via ICW has been
illustrated and a few channel characteristics have been investigated based on
the theory of IP3 induced inter-cellular calcium wave. The main contributions
of this paper is offering close-form solutions for channel characteristics like IP3
propagation attenuation, ICW propagation distance, and ICW propagation time
delay. Besides, channel capacity considering the binary channel has also been cal-
culated. A few parameters affecting ICW propagation have been analyzed. We
believe that theoretical and simulation results in this paper can offer significant
reference to the design of ICW based molecular communication systems. How-
ever, most parameters in this study were set to be ideal which do not accord
with the practical conditions. More practical parameters and models will be
investigated in our future works.
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Abstract. With the rapid development of mobile internet, it’s essential
to understand the spatial-temporal distribution of mobile traffic. Based
on the mobile traffic data collected from a large 4G cellular network in
northwestern China, this paper presents detailed analyses of the traffic
data on base stations in two aspects: (1) spatial-temporal distribution,
(2) clustering based on physical context, i.e., urban function. We intro-
duce the concept of traffic density to measure the traffic level, according
to the Voronoi diagram to partition the covering area of BSs. Both spa-
tial and temporal dimensions show distinct inhomogeneity property of
mobile traffic. Furthermore, we cluster BSs utilizing urban function infor-
mation, which enables us to identify and label base stations. The diverse
application usage patterns of each cluster of BSs are obtained, which
could be applied in resource cache policy and BS loading allocation.

Keywords: Spatial-temporal distribution · Mobile traffic
BS clustering · Urban function · Application usage pattern

1 Introduction

Global mobile data traffic has reached 7.2 exabytes per month at the end of 2016.
And with the increasing scale of the cellular network, the fourth-generation (4G)
traffic has increased up to 69% of mobile traffic [1]. Hence, from the network
operators’ point of view, to implement high-efficiency network planning and
intelligent base station sleeping mechanisms are now in urgent need, which are
key elements of establishing a green network.

For each single base station (BS), it has a specific covering area determined
by its configuration and surrounding BSs, making it quite difficult for us to find a
specific traffic usage pattern. As a result, through learning the spatial-temporal
distribution of traffic, we understand the network traffic distribution, resource
consumption and so on, thus making it easier for the resource allocation and
efficiency promotion.
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Models of spatial-temporal patterns and traffic load of BSs have both been
studied in various existing works. For the spatial distribution of traffic load, it
has been studied respectively for 2G [2] and 3G cellular networks [3]. Among
those studies, applying log-normal distribution is the most common method
to characterize the spatial traffic variations. But few papers study the spatial-
temporal distribution of 4G cellular network traffic, and they often neglect the
factor of covering area of the BSs. Besides, existing literatures focus on behavior
modeling and prediction mainly from the perspective of users. However, those
works don’t focus on the BSs from application usage perspective, which is more
important for network planning and optimizing. Cranshaw et al. [4] proposed
an approach to discover urban functional regions based on the check-in data in
FourSquare. However, the penetration rate of FourSquare is very low in China.

Based on the above-mentioned limitations of the related works, we utilize the
4G network traffic data and analyze the integral BSs of a metropolis from both
temporal and spatial dimension. Furthermore, we cluster BSs utilizing the data
of Points of Interest (PoIs) [5] so as to get the application usage patterns. The
main contributions of our work are summarized as follows:

– Both temporal and spatial distribution of traffic are analyzed in 4G
cellular networks: We utilize the 4G HTTP data and analyze the BSs of
a metropolitan in temporal dimension by comparing the traffic data between
weekday and weekend. And in spatial dimension, based on the Voronoi dia-
gram to partition the covering area of BSs, we introduce the concept of traffic
density to measure the traffic level.

– The PoIs data are used to depict the physical context of BSs: By
crawling PoIs data through the Amap’s application programming interface
(API), We depict the BSs using a PoIs vector and cluster BSs by applying
K-means algorithm, which is much easier to be generalized to other cities.

– Diverse application usage patterns of each cl uster of BSs are
obtained through horizontal and vertical comparison: With a view
to the heterogeneous usage of BSs on different applications, we employ the
horizontal and vertical comparison to mine the diverse application usage pat-
terns and verify our clustering results.

The rest of the paper is organized as follows. Section 2 introduces our dataset,
details of application catalogues and data preprocessing. In Sect. 3, we analyze
the distribution of traffic in temporal and spatial dimension. In Sect. 4, we cluster
BSs using the PoIs and analyze the application usage patterns of each cluster.
Finally, we discuss the conclusions in Sect. 5.

2 Dataset and Preprocessing

2.1 Dataset

In this section, we will introduce the dataset in detail, also including the appli-
cation catalogues. The collected traffic data come from a large Chinese 4G-LTE
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service provider, which covers over 25,000 cells in a northwest province in China.
The billions of HTTP records last for 2 days (April 3–4, 2015), spanning from
weekday to weekend. The fields ‘etac’ and ‘eci’ identify a specific cell.

Moreover, we crawl the PoIs via the Amap’s API. As we choose one city
(provincial capital) to analyze, the number of PoIs is about 9,600. PoIs are
divided totally into 10 class: business, recreation, hospital, hotel, scenic spot,
residence, government, education, transportation and company.

2.2 Preprocessing

Application Catalogue Update. Due to the inaccuracy of the application
(APP) label, we update it by analyzing the following three fields: ‘URL’, ‘host’,
‘user agent’. Enough key words are extracted to match more than 85 percent
traces. Finally, we categorize the applications to 15 service types: instant mes-
saging (IM), reading, blog, navigation, pic & video, music, app store, game,
e-commerce, e-mail, social network, news, download, search and others. Table 1
shows the detailed statistic information about the new application catalogues.

Table 1. The percentage of metrics for each application category.

Application

category

Traffic Packets number User

number

Flow

number

Duration

Uplink Downlink Up &

down

Uplink Downlink Up &

down

Instant

messaging

13.50% 9.50% 9.64% 13.84% 11.34% 12.40% 90.92% 17.11% 8.27%

Reading 1.06% 0.51% 0.53% 0.70% 0.57% 0.62% 23.20% 0.95% 1.21%

Blog 1.17% 1.77% 1.75% 1.84% 1.64% 1.72% 19.43% 2.09% 1.63%

Navigation 2.59% 0.42% 0.49% 1.46% 0.96% 1.17% 77.72% 3.07% 3.71%

Pic & video 12.23% 46.06% 44.91% 30.95% 39.52% 35.91% 86.30% 12.92% 16.06%

Music 1.34% 2.59% 2.55% 1.92% 2.38% 2.19% 42.63% 1.06% 1.66%

App store 4.07% 9.08% 8.91% 7.59% 8.39% 8.05% 91.69% 5.26% 4.57%

Game 3.17% 1.12% 1.19% 1.79% 1.43% 1.59% 62.28% 2.89% 2.01%

E-commerce 10.91% 4.45% 4.67% 6.64% 5.32% 5.88% 63.96% 9.04% 12.56%

E-mail 0.24% 0.07% 0.08% 0.10% 0.09% 0.09% 5.95% 0.13% 0.13%

Social

network

10.64% 5.31% 5.49% 8.46% 6.34% 7.23% 82.15% 11.23% 12.14%

News 7.95% 3.83% 3.97% 5.67% 4.45% 4.97% 83.92% 8.14% 7.73%

Download 7.90% 9.21% 9.17% 7.25% 8.72% 8.10% 85.19% 5.45% 5.49%

Search 8.95% 2.52% 2.74% 4.30% 3.29% 3.71% 87.26% 6.41% 8.96%

Others 14.28% 3.56% 3.92% 7.48% 5.57% 6.38% 90.92% 17.11% 8.27%

Data Aggregation. To analyze the traffic consumption from the view of BSs,
we aggregate the data records to 1-h granularity. Each BS’s traffic is character-
ized by a 48*14 matrix (2 days correspond to 48 h, and application numbers are
14 without regard to the unmatched traces).
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3 Spatial-Temporal Traffic Analysis

In this section, we will describe our analysis result for mobile traffic on BSs from
the temporal and spatial dimension using the 4G traffic data of a metropolis
including downtown, suburb and subordinate rural area.

3.1 Temporal Dimension

As for the temporal dimension, we compare the traffic of different time slots
in a day, along with the same time slot between weekday and weekend. To
reflect the objective law, we choose five typical time slots, i.e., midnight (2:00–
3:00), morning (7:00–8:00), noon (11:00–12:00), afternoon (17:00–18:00), evening
(20:00–21:00), and aggregate the traffic for each BS and each time slot.

Figure 1 shows empirical CDFs of the traffic on all BSs. The 5 solid lines
represent traffic on weekday, and the 5 dotted lines represent traffic on weekend.
Blue lines on the top show that most of the BSs consume less traffic during mid-
night. However, dotted blue line is a little low, which means that BSs consume
more traffic during midnight on weekend than that on weekday and we conclude
that users tend to sleep late. But in the morning, BSs become more active dur-
ing weekday. And among those 5 time slots, BSs consume more traffic during
noon and afternoon than other time slots, which may be led by the behaviors of
users to eat lunch and get off work. In summary, those results conform with peo-
ple’s daily activities and can be used to optimize the traffic resource allocation
between BSs on temporal dimension.
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Fig. 1. The distribution of traffic on BSs. (Color figure online)

3.2 Spatial Dimension

Voronoi. While the BSs have a specific geographic location which could be
identified by longitude and latitude, we use a software to transform them into
Cartesian coordinate system and use x and y value to represent the BSs’ position.
Moreover, due to the complex practical environment such as the topography and
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Fig. 2. The distribution of covering area.

buildings’ distribution, the covering area of BSs are quite anomalous. To simplify
the schematic diagram, we use Voronoi [6] to divide the covering area.

Utilizing the API of Amap, we divide the BSs of one city into two groups: (1)
downtown, (2) suburb & rural area. Figure 2 evidently shows that the covering area
of BSs in downtown are remarkable smaller than that in suburb & rural area. That
means, the developed area has a higher BS density than developing area.

In order to combine the covering area and mobile traffic, we define the traffic
density as the ratio of traffic and covering acreage to reflect the traffic con-
sumption level [7]. Figure 3 shows a scatter diagram of traffic density versus BS
covering area (including BS in both downtown and suburb & rural area). Traf-
fic per BS and BS covering area exhibit some degree of negative correlations.
The Spearman’s correlation coefficient and the Pearson’s correlation are −0.5208
and −0.0947, respectively. We check correlations between them by using a linear
regression function to fit the dots and get a rough relation:
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Fig. 3. A scatter diagram of traffic density versus BS covering area.
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logd ρ = −0.7989 ∗ logd s + 6.2231 (1)

where ρ represents the BS traffic density and s represents the BS covering
acreage. We conclude that the number of deployed BSs and BS locations are
closely affected by the traffic density of a specific area. So in reality, when deploy-
ing a new BS, the network operators will take the traffic density of this area into
account.

Traffic Density Distribution. Figure 4 shows the empirical CDFs of the traf-
fic density and its fitting with log-normal, Weibull, gamma and exponential
distributions. For both downtown and suburb & rural area, the log-normal and
Weibull distribution show a better fitting result. We introduce K-S test [8] to
measure the fitting performance and the test results are shown in Table 2. The
last column ‘cv’ represents the critical value of the test. The Weibull distribution
is accepted at the 5% significance level for downtown (0.0406 < 0.0407), while the
log-normal distribution is accepted for suburb & rural area (0.0316< 0.0773).
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Fig. 4. The distribution of traffic density in (a) downtown, (b) suburb & rural area.

Table 2. Fitting result in k-s test.

Log-normal Weibull Gamma Exponential cv

Downtown 0.0488 0.0406 0.1141 0.2939 0.0407

Suburb & rural area 0.0316 0.0847 0.1878 0.4365 0.0773

4 BS Clustering and Application Usage Patterns

In this section, we combine the cellular network traffic data with the PoIs data
crawled from Amap’s API to cluster BSs. Besides, in view of the advantage that
traffic data contain APP types, horizontal and vertical comparison are applied
to help us understand the APP patterns existing in different BS clusters.
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4.1 Methodology

Normalization Utilizing TF-IDF. The traffic pattern of BSs largely depends
on the area they cover, so we utilize the PoIs data to cluster BSs and allocate
labels. The PoIs are classified into 10 class: business, recreation, hospital, hotel,
scenic spot, residence, government, education, transportation and company. By
counting the PoIs in the area the BS covers, we get a 1*10 PoI vector to char-
acterize each BS: Xi =

[
p1i , p

2
i , ..., p

10
i

]
. In consideration that the numbers of dif-

ferent PoI types vary considerably, term frequency inverse document frequency
(TF-IDF) [9] is used as a method to balance the weights between those PoI cate-
gories. TF-IDF is a non-linear transformation, which is widely used in document
classification to reflect how important a word is to a document. It’s the product
of term frequency (TF) and inverse document frequency (IDF). In our research,
it’s used to measure the importance of a specific PoI type to the BS. Specifically,
for a BS i ∈ {1, 2, . . . , N} and a PoI type j ∈ {1, 2, . . . , 10}, the TF-IDF value
(F j

i ) can be calculated as follows:

F j
i = TFj

i · IDFj
i (2)

TFj
i = pji/

10∑

1

pi (3)

IDFj
i = logd(N/n) (4)

where N is the total number of BSs and n is the number of BSs that have the
PoI type i in their area (pin �= 0). Multiply the TF and IDF factor, the final
TF-IDF vector can be described as: Fi =

[
F 1
i , F 2

i , ..., F 10
i

]
.

K-Means++ Clustering. As for the clustering algorithm, we cluster the BSs
based on the classic K-means algorithm. Taking into consideration of relevance
of 10 kinds of PoIs, Pearson correlation is adopted as the distance depiction. Due
to the randomness of initial seeds selection in standard K-Means algorithm, we
use K-Means++ [10] instead and set 10 linearly independent vectors as initial
cluster centers. Table 3 shows the BS clustering result when k = 10. Through
observing the mean TF-IDF value, we conclude that each cluster has a unique
dominant PoI type. In Fig. 5, each color represents a specific BS cluster, which
reveals that the BS clusters don’t have aggregation effect but truly contain some
adjacent BSs. This clustering method based on the urban function could be
applied to many researches. Take traffic prediction for example, when building
the prediction model, the label of BSs should be taken into consideration, thus
models with various parameters are built for different clusters to enhance the
accuracy.
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Table 3. The BS clustering result.

BS label BS number
PoI type (TF-IDF value)

Business Recreation Hospital Hotel Scenic spot Residence Government Education Transportation Company

Business 130 0.3137 0.0007 0.0233 0.0126 0 0.0546 0.0269 0.0362 0.0019 0.0396
Recreation 19 0.0586 0.5277 0.0313 0.0130 0.0146 0.0389 0.0273 0.0637 0 0.0437
Hospital 109 0.0146 0.0017 0.2812 0.0136 0.0014 0.0456 0.0270 0.0535 0 0.0255
Hotel 101 0.0349 0.0035 0.0261 0.3081 0.0066 0.0540 0.0361 0.0481 0.0014 0.0290

Scenic spot 44 0.0279 0.0109 0.0439 0.0145 0.4442 0.0483 0.0521 0.0378 0 0.0414
Residence 137 0.0094 0 0.0221 0.0078 0.0028 0.2210 0.0249 0.0450 0.0013 0.0181

Government 138 0.0133 0 0.0191 0.0160 0.0060 0.0382 0.2744 0.0521 0.0014 0.0391
Education 179 0.0069 0 0.0148 0.0064 0.0030 0.0275 0.0153 0.2135 0.0008 0.0220

Transportation 27 0.0195 0 0.0260 0.0319 0.0056 0.0327 0.0601 0.0350 0.6018 0.0634
Company 116 0.0207 0 0.0099 0.0094 0.0033 0.0335 0.0149 0.0306 0.0009 0.3316
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Fig. 5. Voronoi cells with BS clusters padding.

4.2 Traffic Patterns

Entropy of APPs. Just as the Table 1 shows, the proportion of 14 kinds of
APPs differ significantly. To characterize the specific distribution of those APPs,
we import entropy to measure their diversity, which is defined as below:

H(x) = −
N∑

1

p(xi) logb p(xi) (5)

where N is the number of BSs, each different i represents a specific BS, and x
represents an APP category. p (xi) is the proportion of the APP traffic consump-
tion on one BS. The entropy reaches maximum when the distribution is uniform.
Here, we use the normalized entropy as below to compare the different patterns
between APP categories.

Hnorm(x) = H(x)/Hmax(x) (6)

Hmax(x) = logb N (7)

Figure 6 shows the normalized entropy of each APP for every hour in two
days. The trend of the entropy for 14 kinds of APP catalogues are approximately
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similar, which is high in the day and low during the night, but their average
levels exhibit considerable divergence. The entropy of IM is the highest, with a
maximum of 0.9042, which means IM is most popularized. But e-mail exhibits
a quite low entropy, with a maximum of 0.6992 and a minimum of 0.1926. It
reveals that e-mail is mainly used on a small proportion of BSs, more likely in
workplaces.
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Fig. 6. The entropy of APPs with time varying.

Horizontal Comparison Between Clusters. According to the above result
using entropy, the 14 kinds of applications exhibit high difference in mobile traf-
fic and flow numbers due to their natural properties. To break through this
limitation, we use horizontal comparison method to observe the traffic patterns
of each BS cluster without normalization. Specifically, the overall traffic con-
sumption ratio of each kind of application is calculated as a baseline, then we
compare the traffic of a specific application in each cluster based on the base-
line. Figure 7 describes the traffic pattern of each cluster, where red pillars are
applications exceeding the baseline and blue ones on the contrary. To illustrate
them more clear, we set a threshold to filter the histogram. That means, we only
take the red ones with value bigger than 0.1 as dominant services and blue ones
with value smaller than −0.1 as weak services. Table 4 gathers all the filtered
information, some objective law and interesting phenomena are revealed:

– In hotel and scenic spot areas, navigation APPs are dominant. Tourists and
the people on a business trip are main users in those areas, and they tend to be
unfamiliar with the local traffic information. In those condition, Navigation
APPs such as Amap and Didi Taxi are frequently used.

– Cluster shopping doesn’t show a specific preference on APPs. It may be
because that BSs in shopping areas have a large number of floating popu-
lation. No regular application usage pattern is acquired.

– Recreation area is mainly constituted by theater, bar and so on. Users are
more likely to use entertainment APPs to relax such as games and videos.
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Fig. 7. APP pattern – horizontal comparison result.

– BSs in education area cover many middle school students and undergraduates.
They show a preference on blog, game and social network APPs, while social
networking and navigation APPs are in a weak position.

– In transportation area such as railway station, bus station and airport, people
listen to music more than other places. It shows a popular user behavior about
music service.

– Games are played less in the government, while companies use more e-mail
service. Both of them show their characteristic of workplaces.

For BS clusters under different urban function, they show various preference
on APP usage, which conform to the distribution of urban PoIs. Those above
APP patterns answer to popular user behaviors, and can be utilized to help
network operators understand the traffic distribution, such as applying some
targeted resource cache policy. For example, because of the preference that peo-
ple tend to listen to music in transportation junctions, we could buffer more
music information on BSs in those areas and let the people nearby access to
those BSs preferentially when they request music information. In this way, the
requests to core network will decrease, which will both save the network energy
and promote the network efficiency.

Vertical Comparison Between Weekday and Weekend. In order to under-
stand the APP patterns comprehensively, we also apply the vertical comparison
thought. Specifically, the data records on April 3 and 4 are used to represent the
traffic on weekday and weekend, and we compare the APP patterns using the
ratio of the weekend service traffic to weekday service traffic. In Fig. 8, the APP
patterns acquired through vertical comparison are showed by aggregating the
red pillars and blue pillars separately, which is more intuitive. The whole traf-
fic of cluster shopping, recreation, residence, government, transportation grow
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Table 4. Filtration result in horizontal comparison.

BS clusters Dominant Weak

Shopping / /

Recreation Game, app store, pic & video Blog, e-mail, navigation

Hospital Read, game Blog, navigation

Hotel Navigation, download e-mail

Scenic spot Navigation Game, search

Residence / App store, navigation, blog

Government IM, navigation Game, social networking, download

Education Blog, game, social networking IM, navigation

Transportation Music Read, blog, e-mail

Company Email, app store, search Blog

rapidly on weekend, with the traffic of cluster hotel, scenic spot and education on
the contrary. As for cluster company and transportation, plot the detailed com-
parison histogram and some interesting phenomena emerge. In company area,
the traffic of blog, music and e-commerce increase 21.36%, 8.29% and 9.32%
respectively, while the traffic of e-mail reduces more than 22%. The traffic of
transportation cluster BSs increases clearly on all APP types, as the traffic on
weekend is almost 1.5 to 3 times of that on weekday for every application. It
reveals that the number of traveling people has an alarming rise on weekend.

Through vertical comparison between weekday and weekend, we obtain the
APP patterns on each BS cluster. Depend on the activities of users in each
BS’s covering area, the app usage patterns show a certain degree of periodicity.
Those would give us an essential cognition of their APP patterns, which could
be used to optimize the BS loading with day-varying allocation. Based on this,
for a dataset that lasts more than one week, the periodicity of traffic pattern for
those clusters could be extracted. And due to the differences of urban planning
and economic development degree among cities, more studies are further needed
to compare the traffic patterns between cities of varying degrees of development.
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Fig. 8. APP pattern – vertical comparison result.
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5 Conclusion

In this paper, through utilizing the mobile traffic data collected from 4G cellular
networks in northwestern China, we comprehensively study the temporal and
spatial distribution of mobile traffic data on BSs. The Voronoi diagram and traffic
density are imported in order to make the results more clearly. The result shows
quite an obvious heterogeneous distribution of traffic data on both temporal and
spatial dimension. Based on the Voronoi diagram, we combine the traffic data
with the PoIs data crawled from Amap to cluster BSs into 10 groups, which
give each BS a specific label. The methodology of combining datasets could be
applied to many research. And the APP patterns obtained by horizontal and
vertical comparison are very practical and meaningful in resource cache policy
and BS loading allocation.

We are continuing our research focusing on various interesting and practical
dimensions, including predicting the traffic trend of BSs and introducing various
complex network theories. We hope our research result inspire you for further
research in this area.
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Abstract. In order to take full advantage of the discontinuous and irregular
frequency in complex electromagnetic environment, an irregular carrier aggre‐
gation method is proposed. In the proposed method, several frequency bands from
1 MHz to 20 MHz can be combined to a wideband channel, witch can transmit
HD image etc. The process and the key technologies are introduced, including
channelized spectrum, resource allocation, synchronization and channel estima‐
tion. Analysis shows that the proposed carrier aggregation method has effective
anti-jamming ability and the spectrum resources can be utilized efficiently.

Keywords: Complex electromagnetic environment
Irregular carrier aggregation · Channelized spectrum · Resource allocation

1 Introduction

Carrier Aggregation (CA) is one of the key technologies of Long Term Evolution
Advanced (LTE-A) systems, consists of distributing the information over several
frequency bands to achieve a very large bandwidth. According to the CA approach, the
User Equipments (UEs) can access a wider transmission bandwidth by using CA to
aggregate a number of individual Component Carriers (CCs) shaping heterogeneous
contiguous and non-contiguous frequency bands. In LTE-A, at most 5 × 20 MHz carrier
aggregation is adopted.

There are three methods of frequency aggregation; the first method is contig‐
uous intraband frequency aggregation in which the information is transmitted over
frequency subbands placed next to each other, within one frequency band. The
second method consists of transmitting information over separated subbands within
a frequency band, which is called noncontiguous intraband frequency aggregation.
In the last method, the information is transmitted over different subbands placed at
different bands [1, 2].

In complex electromagnetic environment, there are not 20 MHz or 5 MHz frequency
spectrum without interference. The available frequency spectrum in frequency band is
discontinuous and irregular. The CA methods for several regular frequency band in LTE-
A are not applicable. Cognitive Radio (CR) and Non-Contiguous Orthogonal Frequency

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Divison Mutilplex (NC-OFDM) are effective solution for this scene. NC-OFDM is a
highly efficient multi-carrier modulation technology which has a good anti-jamming
performance by selecting the sub-band without interference to transmit data in interfer‐
ence environment [3, 4]. But the frequency band of NC-OFDM is limited, such as
20 MHz or 40 MHz, and the available frequency spectrum band is distributed in one or
several hundred MHz.

In order to apply the discontinuous and irregular frequency resource in wide
frequency band, a new carrier aggregation method is proposed, which can combine
several irregular frequency band distributing in 100 MHz or more.

The rest of the manuscript is organized as follows. In Sect. 2, the system model
description and parameter setting are given. In Sect. 3, the proposed CA method and the
research points are introduced. And Sect. 4 concludes the work.

2 Parameter Setting and Flow

The LTE is consulted in this paper, such as the sub-carrier bandwidth, synchroniza‐
tion and resource allocation. The sub-carrier bandwidth is 15 kHz and one resource
block (RB) contains 12 sub-carrier (180 kHz). The primary synchronization signal
(PSS) and the secondary synchronization signal (SSS) need to occupy 6 RBs
(1.08 MHz). UEs receive the PSS and SSS to get time and frequency synchroniza‐
tion, and obtain the UE physical layer cell ID, the length of the Cyclic Prefix (CP)
(Fig. 1).

Spectrum sensing is the first step, frequency occupancy is obtained. The available
frequency spectrum distributes in 100 MHz discretely. A threshold is set and the
frequency spectrum with interference lower than the given threshold is available. There
are 4 available frequency band in Fig. 2.

The spectrum is periodic and the available frequency spectrum is dynamic
changing. The operating bandwidth is 100 MHz, and at least 2 carriers can be
converged and at least 5 MHz frequency can be used. The bandwidth of one band is
at most 20 MHz.

Resource allocation is the second step, the available frequency spectrum is allocated
to multi-user. The spectral efficiency and energy efficiency should be considered in this
step.
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3 Key Technologies

3.1 Channelized Spectrum in Spectrum Sensing and Using

In spectrum sensing, the spectral resolution is related to complexity. Consult the LTE
standard, 2048 points FFT is used and the spectral resolution is 15 kHz. The filter band‐
width is finite, so frequency sensing should be segmented to several 20 MHz for
100 MHz frequency band. The sensing result should be coupled together.

Because of the smallest distributable resource unit is RB in LTE, the sensing result
is added up by 180 kHz (one RB). If there are more than 12 continuous RBs are usable,
the spectrum is marked as usable, as in Fig. 3. The spectrum band is integer multiple for
180 kHz, which is consistent with LTE.

Frequency12RBs 8RBs 40RBs 20RBs

unusable usable

Fig. 3. Band more than 12 continuous RBs is usable.

If the available frequency spectrum is larger than 20 MHz, it should be split into
several parts, and each part is at most 20 MHz.

3.2 Synchronization and Channel Estimation

Synchronization is important in communication systems and there are 2 synchronization
symbols in LTE, which are PSS and SSS. The PSS, SSS and packet broadcast channel
(PBCH) are all occupied 6 RBs, so the least usable band is 1.08 MHz.

The interference minimum channel is selected as the “main channel”, and the PSS,
SSS and the PBCH are arranged here, which is the “center frequency” such as LTE. See
Fig. 4, the “center frequency” of irregular CA is in the center of the “best” channel. And
in the PBCH, frequency bandwidth and center of the other channels are broadcast.

Channel estimation is different in LTE and irregular CA system, because the spec‐
trum is discontinuous and irregular. The pilot arrangement scheme is not the same as
the OFDM in LTE, see as Fig. 5. In irregular CA system, the pilot should consider the
irregular band.
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Fig. 5. The comb-type pilot, block-type pilot, equal interval pilot in OFDM

3.3 Resource Allocation

Under carrier aggregation, resource scheduling gets more complicated for the existence
of multiple carriers. On the other hand, since a Quality-of-Service (QoS) protection
mechanism has been adopted, the QoS-based resource scheduling has become a very
important research direction [5].

1.08MHz

5MHz

10MHz

15MHz

20MHz

center frequency

center frequency

1.08MHz

(a) center frequency in LTE

(b) center frequency in irregular CA

Fig. 4. The “center frequency” of irregular CA is in the center of the “best” channel.

Research on Irregular Carrier Aggregation 317



Distinguish from the CA in LTE-A, in irregular CA, the resource allocation should
consider UE’s complexity. UE occupies as few as possible frequency band in addition
to the band contains “center frequency”. For each UE, it can work at least occupying 2
bands.

Fairness and throughput should be considered, each UE should retain minimum
bandwidth to transmit high priority service.

Hybrid algorithm should be used and the amount of CA, Fairness and throughput
are all should be considered. An evaluation function can be proposed, which is like that

F = a ∗ NCA + b ∗ Throu + c ∗ Fair. (1)

Here, a, b and c are coefficient, NCA is carrier number of one UE, Throu is throughput
of the system, Fair is fairness factor.

4 Conclusion

In this paper, an irregular CA scheme is introduced in complex electromagnetic envi‐
ronment, when there is no continuous 5 MHz or 20 MHz spectrum. There are some
differences between irregular CA and CA in LTE-A. In order to consistent with LTE,
spectrum band more than 1.08 MHz can be used. NC-OFDM can be combined to irreg‐
ular CA in the future, which can use narrower spectrum band, such as 180 kHz.
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Abstract. As a kind of two-dimensional spreading codes, complemen-
tary codes (CCs) are able to provide ideal correlation properties, which
is an attractive feature for CDMA systems to eliminate multiple access
interference (MAI) and multi-path interference (MPI). Based on model-
ing the frequency selective fading channel for a kind of frequency division
multiplex (FDM) CC-CDMA system, this paper provides a detailed per-
formance analysis of such kind of CC-CDMA systems and proves the
limits of channel conditions for the interference-free character of such
systems, which is verified by the simulated results at the end of this
paper.

Keywords: Complementary codes · CDMA · Correlation properties
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1 Introduction

As one of the most popular multiple access techniques in the past 50 years,
Code Division Multiple Access (CDMA) provides higher frequency efficiency
and security with lower radiation for wireless communications. However, due
to its interference-limited problem, CDMA has lost competitiveness compared
with Orthogonal Frequency Division Multiplexing Access (OFDMA) in ground
cellular systems, although it is still the preferred multiple access technique in
satellite communications.

It has been widely approved that all existing CDMA systems are interference-
limited, particularly in the presence of multiple access interference (MAI) and
multi-path interference (MPI) due to the undesirable properties of the spreading
sequences. In order to improve the performance of CDMA technique, [1–3] pro-
posed a new kind of spreading sequences — complementary codes (CCs) which
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are able to realize both idea auto- and cross- correlation properties relying on the
two-dimensional code structure and the definition of complementary correlation.

Owing to such desired properties, the complementary coded CDMA (CC-
CDMA) system has become one of the research hotspots, especially during dis-
cussing the candidates for 4G cellular systems. In [4], we have present a survey
on the history of CCs and a deeply studies on the correlation properties of
CCs with realistic communication environment was presented in [6]. However,
the two-dimensional code structure and definition of complementary correlation
make it hard to implement a CC-CDMA architecture. In [5], we have divided
the existing CC-CDMA solutions into two categories according to the kinds of
independent sub-channels and compared them in terms of resist of MAI and
MPI, implementation complexity and spread and spectrum efficiency. In the last
decade, CC-CDMA systems have been widely studied and reported by a large
number of works [8–12] which showed their superior performance compared with
the traditional CDMA systems. However, the desired interference-free features
of CC-CDMA relies mainly on the same fading pattern on each sub-channel,
which is almost impossible in realistic communication environment.

In this paper, based on modeling the frequency selective fading channel for a
kind of frequency division multiplex (FDM) CC-CDMA systems, a detailed per-
formance analysis of such kind of CC-CDMA systems is provided and the paper
will prove the limits of channel conditions for the interference-free character of
such systems, which will be verified by the simulated results at the end of this
paper. The analysis and simulated work in this paper will provide theoretical
bases and new ideas for future research work.

2 Definitions

2.1 Definitions of Complementary Codes

A family of CCs is denoted as C(K,M,N) which contents K CCs each with M
element sequences. A CC can be represented by a M × N matrix C(k), which is
unfold as

C(k) =

⎡
⎢⎢⎢⎢⎣

c(k)0

c(k)1
...

c(k)M−1

⎤
⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎣

c
(k)
0,0 c

(k)
0,1 · · · c

(k)
0,N−1

c
(k)
1,0 c

(k)
1,1 · · · c

(k)
1,N−1

...
...

. . .
...

c
(k)
M−1,0 c

(k)
M−1,1 · · · c

(k)
M−1,N−1

⎤
⎥⎥⎥⎥⎦

,

where c
(k)
m,n ∈ {1,−1}, k ∈ {0, 1, · · · ,K − 1}, n ∈ {0, 1, · · · , N − 1}, and m ∈

{0, 1, · · · ,M − 1}. M is called flock size and N is the code length. In a CC-
CDMA system, MN is the “congregated length” of a CC, and it determines the
corresponding processing gain.
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2.2 Definitions of the Complementary Correlation

The correlation properties of CCs are characterized by the complementary ape-
riodic correlation function which is calculated as the sum of the aperiodic cor-
relation functions of all element sequences with the same delay τ , or

ρ
(
C(k1),C(k2); τ

)
=

M∑
m=1

φ
(
c(k1)

m , c(k2)
m ; τ

)
(1)

where C(k1),C(k2) ∈ C(K,M,N), k1, k2 ∈ {1, 2, · · · ,K}, and φ
(
c(k1)

m , c(k2)
m ; τ

)
is

the aperiodic correlation function of c(k1)
m and c(k2)

m . When k1 = k2, (1) is the
complementary aperiodic auto-correlation function (ACF); otherwise, it gives
the complementary aperiodic cross-correlation function (CCF).

A CC is said to be perfect if and only if its ACF is a delta function. A set of
perfect CCs are considered to be perfect, if and only if the CCF of any two CCs
is a zero function. The correlation properties of a perfect set of CCs, C(K,M,N),
which are also called ideal correlation properties throughout this paper, can be
expressed as

ρ(C(k1),C(k2); τ) =

{
MN, k1 = k2 and τ = 0
0, elsewhere

(2)

where ∀k1, k2 ∈ {1, · · · ,K}.

3 System Model and Performance Analysis

3.1 The Transmitter Mode

In this paper, a kind of FDM CC-CDMA system [7] will be studied. A family of
CCs C(K,M,N) is employed as the spreading codes for a system with K users
and let C(k) be the spreading code for user k. The transmitter mode of an FDM
CC-CDMA system is shown in Fig. 1.

The original data is serial/parallel conversed into b(k,1), b(k,2), · · · , b(k,N).
Then the N streams of data are spread by the same CC and they are summed
after delayed different number of chips latency.

The spreading wave of mth element code of user k is

C(k)
m (t) =

N∑
n=1

c(k)m,nq(t − nTc + Tc) (3)

where, q(t) = 1√
MNTc

, 0 ≤ t < Tc, Tc is the chip duration. Let b(k,η)(i) be the
ith BPSK symbol of ηth stream of data after S/P operation, η ∈ {1, 2, · · · , N},
i ∈ {0, 1, · · · , B − 1} and B is the length of each stream of data burst. Then the
spread signal after delayed η − 1 chips latency is
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Fig. 1. The transmitter mode of parallel frequency-division-multiplexed CC-CDMA
systems.

s(k,η)
m (t) =

√
pt

B−1∑
i=0

b(k,η)(i)C(k)
m

[
t − iTb − (η − 1)Tc

]
(4)

where, pt is the transmitting power, Tb = NTc is the bit duration.
As shown in Fig. 1, combine the above N streams of data, we get

s(k)m (t) =
N∑

η=1

s(k,η)
m (t) (5)

Finally, the M combined signal will be modulated on M sub-carriers, as

s(k)(t) =
M∑

m=1

s(k)m (t)
√

2 cos(ωmt + ϕm) (6)

3.2 The Receiver Mode

In this paper, a tap-delay-line model is used to describe the multi-path channel
and we get

r(t) =
K∑

k=1

Γkh(k)(t) ∗ s(k)(t)

=
√

2
L∑

l=1

K∑
k=1

M∑
m=1

Γkh
(k)
l s(k)m (t − τk,l) cos

[
ωm(t − τk,l) + ϕ̂m

]
(7)

where Γk is channel coefficient of user k, h
(k)
l and τk,l denote the channel coeffi-

cient and the time delay of lth channel.
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Assuming ideal carrier-synchronization, the received signal on ωith sub-
carrier is coherent demodulated in the receiver, as

ri(t) =
{

r(t) ·
√

2 cos(ωit + ϕ̂i)
}

LPF

=
L∑

l=1

K∑
k=1

M∑
m=1

Γkh
(k)
l s(k)m (t − τk,l) cos(ωiτk,l) (8)

where {·}LPF means low pass filtering. Therefore, the equivalent baseband multi-
path channel model is

h(k)
m (t) =

L∑
l=1

h
(k)
l cos(ωmτl)δ(t − τk,l) =

L∑
l=1

h
(k)
l,mδ(t − τk,l) (9)

This paper considers an asynchronous multi-path channel with each sub-band
suffering flat fading. Based on such channel condition, the carrier-demodulated
signal from sub-carrier m can be written as

r(g)m (t) =
K∑

k=1

Γkh(k)
m s(k)m (t − τk) + nm(t) (10)

where nm(t) is the complex additive white Gaussian noise with the power spec-
trum density N0 which is independent over M sub-carriers. The receiver mode
of such CC-CDMA system is shown in Fig. 2.
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Fig. 2. The receiver mode of parallel frequency-division-multiplexed CC-CDMA
systems.
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Step 1. De-spreading (assuming ideal carrier-, bit- and chip-synchronous)

y(g,η′)
m (j) =

∫ NTc

0

r(g)m

[
t + jTb + (η′ − 1)Tc + τg

]
C(g)

m (t)dt

=
∫ NTc

0

K∑
k=1

N∑
η=1

Γkh(k)
m s(k,η)

m

[
t + jTb + (η′ − 1)Tc + τg − τk

]
C(g)

m (t)dt + vm

=
K∑

k=1

N∑
η=1

B−1∑
i=0

∫ NTc

0

C(k)
m

[
t + (j − i)Tb + (η′ − η)Tc + τg − τk

]
C(g)

m (t)dt

× √
ptΓkh(k)

m b(k,η)(i) + vm

=
1
M

√
ptΓgh

(g)
m b(g,η′)(j) + I(g)m + I(K)

m + vm (11)

where vm =
∫ NTc

0
nm(t)C(g)

m (t)dt is the noise, I
(g)
m is the interference from η′th

stream of signal of user g on mth subcarrier, as

I(g)m =
√

ptΓg

N∑
η=1,η �=η′

h(g)
m b(g,η)(j)

1
MN

φ(c(g)m , c(g)m ; δη)

+
√

ptΓg

N∑
η=1,η �=η′

h(g)
m b(g,η)

[
j + sgn(δη)

] 1
MN

φ(c(g)m , c(g)m ;N − δη) (12)

where δη = η′ − η, sgn(x) equals to 1 when x ≥ 0, and equals −1 when x < 0.
I
(K)
m denotes the interference from other users on mth subcarrier, as

I(K)
m =

K∑
k=1,k �=g

N∑
η=1

√
ptΓkh(k)

m

1
MN

{
α(k,η)

m b(k,η)(j) + β(k,η)
m b(k,η)

[
j + sgn(δk,η)

]}

where δk,η = (τg − τk + η′ − η)/Tc.
⎧
⎪⎨
⎪⎩

δk,η > 0 : α
(k,η)
m = φ(c(g)m , c(k)m ; δk,η), β

(k,η)
m = φ(c(k)m , c(g)m , N − δk,η)

δk,η < 0 : α
(k,η)
m = φ(c(k)m , c(g)m ;−δk,η), β

(k,η)
m = φ(c(g)m , c(k)m , N + δk,η)

δk,η = 0 : α
(k,η)
m = φ(c(g)m , c(k)m ; 0), β

(k,η)
m = 0

(13)

Step 2. Combination

b̂(g)(j) =
M∑

m=1

y(g,η′)
m (j)

=
√

pt

M
Γg

M∑
m=1

h(g)
m b(g,η′)(j) +

M∑
m=1

I(g)m +
M∑

m=1

I(K)
m +

M∑
m=1

vm

=
√

pt

M
Γg

M∑
m=1

h(g)
m b(g,η′)(j) + I(g) + I(K) + ω (14)

where I(g), I(K) and ω are interference and noise respectively.
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Step 3. Despreading and combination with different chip delays according to
step 1 and 2, and then after serial/parallel conversion, we get the decision signal.

4 Analysis on Interference-Elimination Performance

Simplify the interference in (11), we get

I(g) =
√

ptΓg

MN

M∑
m=1

N∑
η=1,η �=η′

h(g)
m b(g,η)(j)φ(c(g)m , c(g)m ; δη)

+
√

ptΓg

MN

M∑
m=1

N∑
η=1,η �=η′

h(g)
m b(g,η)

[
j + sgn(δη)

]
φ(c(g)m , c(g)m ;N − δη)

=
√

ptΓg

MN

N∑
η=1,η �=η′

{
b(g,η)(j)Ψ1 + b(g,η)

[
j + sgn(δη)

]
Ψ2

}

where Ψ1 =
∑M

m=1 h
(g)
m φ(c(g)m , c(g)m ; δη), Ψ2 =

∑M
m=1 h

(g)
m φ(c(g)m , c(g)m ;N − δη).

I(K) =
√

pt

MN

M∑
m=1

K∑
k=1,k �=g

N∑
η=1

Γkh(k)
m

{
α(k,η)

m b(k,η)(j) + β(k,η)
m b(k,η)

[
j + sgn(δk,η)

]}

=
√

pt

MN

K∑
k=1,k �=g

N∑
η=1

Γk

{
b(k,η)(j)Ψ3 + b(k,η)

[
j + sgn(δk,η)

]
Ψ4

}
(15)

where Ψ3 =
∑M

m=1 h
(k)
m α

(k,η)
m , Ψ4 =

∑M
m=1 h

(k)
m β

(k,η)
m .

Substitutes (13) into Ψ3 and Ψ4. Comparing Ψ1 ∼ Ψ4 and (2), it is proved that
when the channel is flat fading, i.e., h

(k)
1 = h

(k)
2 = · · · = h

(k)
M , k ∈ {1, 2, · · · ,K},

Ψ1 = Ψ2 = Ψ3 = Ψ4 = 0. Therefore, the interference I(g) = I(K) = 0 and we get

b̂(g)(i) =
√

ptΓgh
(g)b(g)(i) +

M∑
m=1

vm (16)

Since {vm}M
m=1 are M dependent Gaussian random variables, their sum is

also a dependent Gaussian random variable. Let pt = Eb

MNTc
, Γg = 1, we get

γb = |hg|2 Eb

N0
(17)

In Rayleigh channel, the probability density of γb is

p(γb) =
1
γb

e−γb/γb (18)
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where γb = Eb

N0
is the average signal-noise ratio. We can get the corresponding

bit error rate (BER) as

P2(γb) =
∫ ∞

0

Q(
√

2γb)p(γb)dγb =
1
2

[
1 −

√
Eb/N0

1 + Eb/N0

]
(19)

Then we compared the BER performance of CDMA systems with different
spreading codes, as shown in Fig. 3. NFR = 20lg(Γk/Γg) denotes the near-far
effect.
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Fig. 3. Influence of near-far effect on BER of CDMA systems with three different codes.

As can be seen in Fig. 3, the CC-CDMA system performs better than that
with traditional spreading codes, especially with serious near-far effect. However,
when the channel is frequency selective fading, i.e., h

(k)
1 , h

(k)
2 , · · · , h

(k)
M are not

equal, the equal gain combination defined in (2) can not be realized. Therefore,
none of Ψ1, Ψ2, Ψ3 and Ψ4 equal to zero and CC-CDMA will suffer self-interference
I(g) and MAI I(K) over the frequency selective fading channels.

5 Conclusions and Discussions

This paper has present a detailed analysis of an FDM CC-CDMA system and
proves the limits of channel conditions for the interference-free character of such
system. As can be seen from the analytical work, we get the conditions of the
interference-free feature of CC-CDMA systems. As for the future work, we will
study on new combining algorithms for such system to improve its performance
over such frequency selective fading channels.
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Abstract. In this paper, a novel optical index modulation (OIM) aided
direct-current (DC) biased optical OFDM (OIM-DCO-OFDM) scheme
for visible light communication (VLC) systems is proposed. Different
with traditional index modulation schemes, the proposed OIM-DCO-
OFDM scheme uses index bits to determine which subcarrier trans-
mit original signals and which subcarrier transmit conjugate signals.
The constellation of traditional phase-shift keying (PSK) and quadra-
ture amplitude modulation (QAM) is symmetrical about the real axis.
It means that we cannot distinguish the original signals and conjugate
signals. In order to recover index bits at the receiver, we propose a unipo-
lar pulse amplitude modulation (PAM) scheme for the modulation of
constellation bits, and design a zero-forcing (ZF) based detector. Com-
pared with dual-mode index modulation aided DCO-OFDM (DM-DCO-
OFDM) scheme, the proposed scheme has 1 dB and 2 dB performance
gain at the bit error rate (BER) level of 10−4 when the spectral efficiency
is 1.21 bits/s/Hz and 2.18 bits/s/Hz, respectively. The proposed OIM-
DCO-OFDM scheme can achieve 80% spectral efficiency improvement
than the DM-DCO-OFDM scheme at the modulation order of M = 4.

Keywords: Visible light communication · Optical index modulation
DC-biased optical OFDM · PAM

1 Introduction

VLC is a green communication technology without electromagnetic interference
by using light-emitting diodes (LEDs) and photodiodes (PDs) to transmit and
receive information. Moreover, VLC has many other advantages compared with
radio frequency communication, such as wide bandwidth with no license appli-
cation, energy efficiency and low deployment cost [1,2].

Orthogonal frequency division multiplexing (OFDM) has been widely used
in radio frequency communication because it can combat the inter-symbol inter-
ference (ISI) effectively. OFDM has been used in VLC [3,4]. Since the signal only
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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can be transmitted by the intensity of light and no phase can be transmitted
simultaneously, conventional OFDM cannot be adopted in VLC. Many optical
OFDM schemes have been proposed, such as DC-biased optical OFDM (DCO-
OFDM) [5], asymmetrically clipped optical OFDM (ACO-OFDM) [6], unipolar
OFDM (U-OFDM) [7] and Flip-OFDM [8]. All of the above schemes make use of
Hermitian symmetry to create real signal before IFFT operation. Thus a half of
carriers cannot transmit efficient signals, which leads to low spectral efficiency.

IM was recently studied for 5G wireless communication systems in [9].
Recently, optical OFDM-IM (O-OFDM-IM) scheme was proposed [10]. Com-
pared with traditional optical OFDM schemes, O-OFDM-IM scheme transmits
the information bits by the M -ary signal constellation and the indices of subcar-
riers. The subcarriers are divided into G groups. For each group, the subcarriers
are activated by index bits to transmit constellation signals. It means that some
subcarriers transmit nothing. The O-OFDM-IM scheme represents better per-
formance compared with classical DCO-OFDM and ACO-OFDM. However, the
O-OFDM-IM scheme has a low spectral efficiency since not all the subcarriers
are used to transmit constellation signals.

Motivated by the O-OFDM-IM scheme, authors of [11] proposed a dual-mode
index modulation aided DC-biased optical OFDM (DM-DCO-OFDM) scheme.
Same as O-OFDM-IM, DM-DCO-OFDM divides the subcarriers into two parts
according to different index bits, and this two parts of subcarriers transmit dif-
ferent constellation mapping signals. After index modulation, the OFDM block
is created. By using Hermitian symmetry operation and adding DC-bias, com-
plex signals can be translated to real and positive signals. Finally, the unipo-
lar signals are transmitted by LEDs. Compared with DCO-OFDM scheme, the
DM-DCO-OFDM scheme achieves higher spectral efficiency and improves BER
performance significantly. DM-DCO-OFDM has higher spectral efficiency than
O-OFDM-IM. The reasons are that all subcarriers are used to transmit constel-
lation signals in DM-DCO-OFDM.

In this paper, we propose a novel optical index modulation aided DC-biased
optical OFDM scheme. In the OIM-DCO-OFDM scheme, the index bits are used
to determine which subcarriers transmit original signals or their conjugate sig-
nals. Because the constellation of the conventional M -ary modulation schemes
such as PSK and QAM, are symmetrical about the real axis. In other words,
index bits are not recovered by distinguishing transmitted the original signals
and their conjugate signals at the receiver. In order to detect index bit effec-
tively, we employ unipolar PAM to map constellation bits. After PAM mapping
operation, every two unipolar PAM signals constitute a complex signal. Only
the real and unipolar signals can be transmitted in the VLC system, so we use
Hermitian symmetry operation to get real signals. After adding DC-bias, the
generated real and non-negative signals can be transmitted by LEDs. At the
receiver, we design a low computational complexity detector which is called ZF
based detector. After obtaining estimated signals by ZF estimator, the index bits
can be recovered by judging the sign of the imaginary part of received signals,
and constellation bits can be demodulated by unipolar PAM de-mapping. The
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simulation results confirm that the proposed scheme has significant BER perfor-
mance gains compared with the DM-DCO-OFDM scheme at the same spectral
efficiency. Under the condition of same modulation order, the proposed scheme
has higher spectral efficiency improvement than DM-DCO-OFDM.

The rest of this paper is organized as follows. In Sect. 2, the system model of
DM-DCO-OFDM is reviewed. The OIM-DCO-OFDM system model is presented
in Sect. 3. The simulation results and spectral efficiency analysis are given in
Sect. 4. Section 5 shows the conclusions.

2 Review of DM-DCO-OFDM

In DM-DCO-OFDM, N subcarriers are divided into G groups, each group con-
tains n subcarriers and pDM bits, pDM = p1 + p2. p1 bits are fed into index selector
to determine index pattern and p2 bits are modulated by two different constella-
tions, MA-ary A and MB-ary B. For each group, k subcarriers out of n subcarriers
are selected to transmit the constellation A signals, and other n − k subcarriers
transmit the constellation B signals. The transmitted bits in each group can be
calculated by pDM = �log2 (C (n, k))� + klog2(MA) + (n − k)log2(MB), where ��
is the floor function, C (n, l) is the binomial coefficient. Noted that the symbol
of constellation A and constellation B should be differentiated with each other.
Otherwise, the index bits cannot be recovered at the receiver, which will lead
to bad BER performance. After index modulation and constellation mapping,
Hermitian symmetry operation is used to obtain real signals before IFFT oper-
ation. The Hermitian symmetry property can be represented by

{
Xi = X∗

N−i, 0 < i < N/2
X0 = XN/2 = 0 (1)

where Xi ∈ X, X = [X0,X1, . . . , XN−1] is the frequency-domain complex sig-
nals after constellation mapping. Then IFFT and parallel-to-serial operation are
employed to generate time-domain signal. Finally, a suitable DC-bias should be
added on the time-domain signals to create unipolar signals, i.e., only the time-
domain unipolar signals can be transmitted via LEDs. At the receiver side, the
reverse operations are used to obtain transmitted frequency-domain signals. The
maximum likelihood detector or the log-likelihood ratio detector can be selected
to recover index bits and constellation bits.

3 System Model of OIM-DCO-OFDM

Motivated by DM-DCO-OFDM, the proposed OIM-DCO-OFDM scheme also
uses all of subcarriers to transmit signals, which can achieve higher spectral
efficiency than O-OFDM-IM scheme. The block diagram of OIM-DCO-OFDM
transceiver is given in Fig. 1 For each OFDM block, m bits and N carriers
are divided into G groups, each group contains p bits and n subcarriers i.e.,
m = pG, N = nG. For each group, p bits are split into three parts, p1, p2 and
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Fig. 1. The block diagram of the OIM-DCO-OFDM transmitter.

p3, i.e., p = p1 + p2 + p3. The index bits p1 are fed into index selector to choose
l subcarriers from n subcarriers, and these l subcarriers will transmit original
signals while other n − l subcarriers will transmit conjugate signals. Then p1, p2
and p3 can be calculated by

p1 = �log2 (C (n, l))� (2)

p2 = p3 = nlog2 (M) (3)

where M is the modulation order of unipolar PAM. The bits p entered into each
group can be calculated by

p = �log2 (C (n, l))� + 2nlog2 (M) . (4)

Noted that the index bits cannot be detected successfully if use QAM or
PSK to modulate constellation bits. Because conventional PSK and QAM con-
stellation symbols are symmetrical about the real axis, it cannot distinguish
original signals and its conjugate signals at the receiver, where we use the differ-
ence between original constellation signals and their conjugate signals to trans-
mit index bits. In order to recover index bits, we use two unipolar PAM sym-
bols to form a complex signal. p2 and p3 are modulated by unipolar M -ary
PAM constellation. The unipolar PAM constellation symbols are denoted as
S = [S1, S2, . . . SM ]. Every two unipolar PAM symbols form a complex signal,
i.e., X = Sα + jSβ , Sα, Sβ ∈ S. The conjugate signal of X can be represented
by X∗ = Sα − jSβ .
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In OIM-DCO-OFDM scheme, the look-up table method is used to index
selected procedure [12]. We illustrate the implementation by an example. The
initial settings are assumed that M = 2, S = [1, 3], n = 4 and l = 2. Calculating
Eq. (4), we can get p = �log2 (C (4, 2))� + 2 ∗ 4 ∗ log2 (2) = 10 bits. The index
bits p1 can be obtained by Eq. (2) and we can get that p1 = 2. The look-up table
is illustrated in Table 1, and the first column of the table denotes the combination
of binary bits. The second column is the indices pattern I generated according
to the input index bits, where “1” denotes the subcarriers transmitting original
signals X and “0” denotes the subcarriers transmitting conjugate signals X∗.
The last column is the signal subblocks which generated by index modulation.
For example, if input bits are “1011011001”, the index pattern can be determined
by Table 1. The index bits are “10”, which indicates that the index pattern is
“1,0,0,1” which means that the first and the fourth subcarrier transmit the
original signals X, and the rest of subcarriers transmit conjugate signals X∗.
The rest of bits are modulated by unipolar PAM and the generated complex
signal subblock is [3 + 3j, 1 − 3j, 3 − 1j, 1 + 3j].

After index modulation and unipolar M -ary PAM mapping, the generated
complex signal in γ-th subblock can be represented by

Xγ = [Xγ−1,Xγ , . . . , Xγ+n−1]T. (5)

Since in VLC system only real and unipolar signals can be transmitted, Hermi-
tian symmetry is used to generate real-value signal aforementioned in Eq. (1),
which means that half of subcarriers transmit no information bits. Hence the
spectral efficiency of OIM-DCO-OFDM can be calculated by η = pG

2N bits/s/Hz
and the spectral efficiency of DM-DCO-OFDM also can be obtained by this
equation. After Hermitian symmetry operation, the frequency-domain signals in
an OFDM block can be represented as

X = [0,X1,X2, . . . , XN−1, 0,X∗
N−1, . . . , X

∗
2 ,X∗

1 ]T. (6)

The real-value time-domain signals are obtained by IFFT operation of X and
can be denoted as

x = [x1, x2, . . . , x2N ]T . (7)

Before transmitting signals by LEDs, a suitable DC-bias UDC is adopted to
obtain real and unipolar signals by

UDC = μ

√
E{(xi)

2} (8)

where xi ∈ x, μ is a proportionality constant, and UDC is defined as a bias of
10log10(μ2 + 1) [13].

Figure 2 is the scenario model. In order to simplify the model, we only
consider the line-of-sight (LOS) component [14]. The optical channel can be
modeled as

y = Hx + nA (9)
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Table 1. A Look-up Table for OIM-DCO-OFDM with n = 4 and l = 2.

Index bits Indices pattern Subblocks

[0, 0] [1, 1, 0, 0] [X, X, X∗, X∗]

[0, 1] [0, 1, 0, 1] [X∗, X, X∗, X]

[1, 0] [1, 0, 0, 1] [X, X∗, X∗, X]

[1, 1] [0, 1, 1, 0] [X∗, X, X, X∗]

Fig. 2. The scenario model.

where y = [y1, y2, . . . y2N ] is a received signal vector, H is the optical channel
gain, and nA denotes 2N × 1 real-valued additive white Gaussian noise (AWGN)
vector.

At the receiver, in order to recover index bits and information bits, we design
a ZF based detector. Firstly, the ZF estimator is used to yield an estimation of
x which can be obtained as

x̂ = H−1y. (10)

Then, x̂ is fed into FFT operation and performs the inverse operation of Her-
mitian symmetry to obtain the frequency-domain estimated signal X̂. Secondly,
the index pattern of ξ-th group can be determined by judging the sign of X̂ξ

imaginary part, which can be represented by

Iξ
i =

{
1, if Imag(X̂ξ

i ) ≥ 0
0, if Imag(X̂ξ

i ) < 0
(11)

where Imag(X̂ξ
i ) denotes the imaginary part of X̂ξ

i . Then, inputting index pat-
tern into the look-up table, the index bits p1 can be recovered. The constellation
bits p2 and p3 can be recovered by putting the real part and imaginary part of
X̂ into unipolar M -PAM demodulator respectively. We summarize the step of
the designed ZF based detector in Algorithm 1. The computational complexity
of ZF based detector is about the order of O(3n) per group.
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Algorithm 1. ZF based detector for OIM-DCO-OFDM.
1 Input: Received signals y, number of groups G, number of subcarriers in each

group n, number of subcarriers modulated by original signals l.
2 Operation: Calculating the frequency-domain estimated signals X by

Eq. (10), FFT and removing Hermitian symmetry operation.
3 Recovering index bits:
4 for ξ = 1; ξ ≤ G; ξ + + do
5 for i = 1; i ≤ n; i + + do

6 if Imag(Xξ
i ) ≥ 0 then

7 Iξ
i = 1

8 else

9 Iξ
i = 0

10 end

11 end

12 Input index pattern Iξ
i to look-up table, index bit p1 can be obtained.

13 end
14 Recovering constellation bits:
15 for ξ = 1; ξ ≤ G; ξ + + do
16 for i = 1; i ≤ n; i + + do

17 p2 = demodulate the real part of Xξ
i

18 p3 = demodulate the imaginary part of Xξ
i

19 end

20 end

4 Simulation Results and Analysis

In this section, the performance of the proposed OIM-DCO-OFDM scheme is val-
idated. The simulation results are compared with the DM-DCO-OFDM scheme
results under optical AWGN channel. The simulation parameter settings are
same as [11]. The number of carriers is N = 128, and efficient carriers are split
into G = 31 groups which contains n = 4 subcarriers. For each group, l = 2 sub-
carriers are selected to transmit original symbols, and the rest of subcarriers
transmit conjugate originals. The size of IFFT is 256. The proportionality con-
stant μ = 1.05. The signal-to-noise ratio (SNR) is defined as Eb/N0 in the
OIM-DCO-OFDM scheme.

Figure 3 presents the BER performance comparison between OIM-DCO-
OFDM and DM-DCO-OFDM in same spectral efficiency of 1.21 bits/s/Hz and
2.18 bits/s/Hz. When the spectral efficiency is 1.21 bits/s/Hz, the proposed
scheme uses unipolar 2-PAM to modulate constellation bits, and the set of
unipolar 2-PAM constellation can be represented by S = [1, 3]. As for DM-DCO-
OFDM scheme, the two distinguished QPSK constellation sets SA and SB are
[1 + j,−1 + j, − 1 − 1j, 1 − j] and

[
1 +

√
3, (1 +

√
3)j,−1 − √

3,−(1 +
√

3)j
]

[15].
The spectral efficiency is 2.18 bits/s/Hz, and the unipolar 4-PAM constellation
set can be represented by S = [1, 3, 5, 7]. For DM-DCO-OFDM scheme, the two
distributed 16-QAM constellation sets SA and SB are [3+3j, 1+3j,−1+3j,−3+
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Fig. 3. Performance comparison of OIM-DCO-OFDM and DM-DCO-OFDM schemes
under AWGN channels with the spectral efficiency of 1.21 bits/s/Hz and 2.18 bits/s/Hz.

3j,−3+j,−1+j, 1+j, 3+j, 3− j, 1− j,−1− j,−3− j,−3−3j,−1−3j, 1−3j, 3−3j]
and [5 + j, 5 + 3j, 3 + 5j, 1 + 5j,−1 + 5j,−3 + 5j,−5 + 3j,−5 + j,−5 − j,−5 −
3j,−3 − 5j,−1 − 5j, 1 − 5j, 3 − 5j, 5 − 3j, 5 − j] [15]. We can observe from Fig. 3
that the proposed OIM-DCO-OFDM scheme has 1 dB and 2 dB performance
gain over DM-DCO-OFDM scheme at the BER level of 10−4 when the spectral
efficiency is 1.21 bits/s/Hz and 2.18 bits/s/Hz, respectively. The wrong recov-
ered index bits have no impact on constellation bits recover at low SNR level.
The index bits and constellation bits can be recovered successfully by the ideal
ZF estimator at high SNR level. Other reason is the proposed scheme has low
order constellation at same spectral efficiency with DM-DCO-OFDM, which is
more robust to the noise. Therefore, the proposed scheme achieves better BER
performance gains than DM-DCO-OFDM scheme.

Then, we focus on comparing the spectral efficiency between OIM-DCO-
OFDM and DM-DCO-OFDM scheme. We assume both of two schemes have
same system parameters and adopt the same subcarrier parameter settings. In
the DM-DCO-OFDM scheme, the different signal constellations have same mod-
ulation order. As description in Sect. 3, the spectral efficiency can be obtained.
Noted that the length of CP is not considered in spectral efficiency. In Fig. 4, the
spectral efficiency between OIM-DCO-OFDM and DM-DCO-OFDM scheme are
compared. At same modulation order, OIM-DCO-OFDM has higher spectral effi-
ciency than DM-DCO-OFDM scheme. For example, the spectral efficiency of the
proposed scheme is ηOIM = 2.18 bits/s/Hz at the modulation order M = 4, while
the spectral efficiency of DM-DCO-OFDM is ηDM = 1.21 bits/s/Hz. The pro-
posed scheme has 80% spectral efficiency improvement than DM-DCO-OFDM.
Because the signals transmitted by each subcarrier in OIM-DCO-OFDM, are
constituted by two unipolar M -ary PAM symbols, but DM-DCO-OFDM only
transmit one M -ary QAM symbol. It means that proposed scheme can transmit
twice information bits on per subcarriers than DM-DCO-OFDM scheme.
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Fig. 4. Spectral efficiency comparison between OIM-DCO-OFDM and DM-DCO-
OFDM schemes.

5 Conclusions

In this paper, a novel OIM-DCO-OFDM scheme has been proposed. Same as the
DM-DCO-OFDM scheme, the proposed OIM-DCO-OFDM scheme have used all
subcarriers to transmit constellation signals. But the index bits in the proposed
scheme are used to select which subcarrier to transmit the original signals or
their conjugate signals. Since conventional PSK and QAM constellation schemes
are symmetry about the real axis, they cannot be used in the proposed scheme.
In order to recover index bits at the receiver, we have used two unipolar PAM
symbols to constitute a complex signal. Generated complex signals and their
conjugate signals can easily be distinguished by the sign of the imaginary part
of signals. After index selection and constellation mapping, Hermitian symmetry
operation and DC-bias have been adopted to translate bipolar complex signals
to unipolar real signals. Then, the generated unipolar real signals can be trans-
mitted by the LEDs. At the receiver, a ZF based detector has been designed for
demodulation of index bits and constellation bits. It has been demonstrated via
simulations that the proposed OIM-DCO-OFDM scheme has a performance gain
compared with the conventional DM-DCO-OFDM scheme at the same spectral
efficiency of 1.21 bits/s/Hz and 2.18 bits/s/Hz under AWGN channels. More-
over, we have analyzed the system spectral efficiency of the proposed scheme and
DM-DCO-OFDM scheme. The proposed scheme can achieve 80% more spectral
efficiency gain than the DM-DCO-OFDM scheme when the modulation order
equals to four. In the future, we will investigate the upper bound of the BER of
the proposed scheme as well as analyze the performance of OIM-DCO-OFDM
under actual communication environments.

Acknowledgement. The authors gratefully acknowledge the support from Natu-
ral Science Foundation of China (No. 61371110), Fundamental Research Funds of
Shandong University (No. 2017JC029), Key R&D Program of Shandong Province



A Novel Optical IM Aided DCO-OFDM Scheme for VLC Systems 337

(No. 2016GGX101014), Shandong Provincial Natural Science Foundation (No.
ZR2017MF012), Science and Technology Project of Guangzhou (No. 201704030105),
EPSRC TOUCAN project (Grant No. EP/L020009/1), and EU H2020 RISE
TESTBED project (Grant No. 734325).

References

1. Karunatilaka, D., Zafar, F., Kalavally, V., Parthiban, R.: LED based indoor visible
light communications: state of the art. IEEE Commun. Surv. Tutor. 17(3), 1649–
1678 (2015)

2. Cailean, A., Dimian, M.: Current challenges for visible light communications usage
in vehicle applications: a survey. IEEE Commun. Surv. Tutor. PP(99), 1 (2017)

3. Afgani, M., Haas, H., Elgala, H., Knipp, D.: Visible light communication using
OFDM. In: International Conference on Testbeds and Research Infrastructures for
the Development of Networks and Communities, Barcelona, pp. 129–134 (2006)

4. Zhang, G., De, M., Leenheer, A., Morea, B.M.: A survey on OFDM-based elastic
core optical networking. IEEE Commun. Surv. Tutor. 15(1), 65–87 (2013)

5. Carruthers, J., Kahn, J.: Multiple-subcarrier modulation for nondirected wireless
infrared communication. IEEE J. Sel. Areas Commun. 14(3), 538–546 (1996)

6. Armstrong, J., Lowery, A.J.: Power efficient optical OFDM. Electron. Lett. 42(6),
370–372 (2006)

7. Tsonev, D., Sinanovic, S., Haas, H.: Novel unipolar orthogonal frequency division
multiplexing (U-OFDM) for optical wireless. In: Vehicular Technology Conference,
pp. 1–5. IEEE, Yokohama (2012)

8. Fernando, N., Hong, Y., Viterbo, E.: Flip-OFDM for unipolar communication sys-
tems. IEEE Trans. Commun. 60(12), 3726–3733 (2012)

9. Patcharamaneepakorn, P., Wang, C.-X., Fu, Y., Aggoune, H., Alwakeel, M.M.,
Tao, X., Ge, X.: Quadrature space-frequency index modulation for 5G wireless
communication systems. IEEE Trans. Commun. (accepted for publication)

10. Basar, E., Panayirci, E.: Optical OFDM with index modulation for visible light
communications. In: International Workshop on Optical Wireless Communications,
pp. 11–15. IEEE, Istanbul (2015)

11. Mao, T., Jiang, R., Bai, R.: Optical dual-mode index modulation aided OFDM for
visible light communications. Optics Commun. 391, 37–41 (2017)

12. Basar, E., Aygolu, U., Panayirci, E., Poor, H.V.: Orthogonal frequency division
multiplexing with index modulation. IEEE Trans. Sig. Proc. 61(22), 5536–5549
(2013)

13. Dissanayake, S.D., Armstrong, J.: Comparison of ACO-OFDM, DCO-OFDM and
ADO-OFDM in IM/DD systems. J. Lightw. Technol. 31(7), 1063–1072 (2013)

14. Kahn, J.M., Barry, J.R.: Wireless infrared communications. Proc. IEEE 85(2),
265–298 (1997)

15. Mao, T., Wang, Z., Wang, Q., Chen, S., Hanzo, L.: Dual-mode index modulation
aided OFDM. IEEE Access 5, 50–60 (2016)



Wireless Networking Algorithms and
Protocols



Analysis of Crowdsourcing Based
Multiple Cellular Network: A Game

Theory Approach

Yan Yan, Ye Wang(B), Jia Yu, Shushi Gu, Siyun Chen, and Qinyu Zhang

Harbin Institute of Technology Shenzhen Graduate School, Shenzhen, China
wangye@hitsz.edu.cn

Abstract. Multihop cellular network (MCN) is a feasible scheme to
help enlarge network coverage and enhance signal strength in the way
of deploying heterogeneous network (HetNet). However, it is challenging
for mobile network operators (MNOs) to expedite the implementation
of MCN. On the one hand, it is prohibitively expensive to deploy and
manage a large-scale intermediate nodes which is essential in MCN; on
the other hand, traditional intermediate nodes are usually autonomous
and self-interested, which has negative effect on the transmission effi-
ciency and reliability. To address this issue, we discuss a new paradigm
of MCN based on crowdsourcing-HetNet (CHetNet). In this paradigm,
MNOs recruit the third-parties (TPs) to participate in the construction
and maintenances of intermediate nodes by means of rational incentive
mechanism. In this article, we mainly focus on a two-hop cellular net-
work in CHetNet. A game-theory approach is used to discuss the whole
process of crowdsourcing in this two-hop cellular network and detailed
proofs of Nash equilibrium and Stackelberg equilibrium is provided. It is
concluded that MCN in CHetNet can help MNOs ease the pressure on
the deployment of HetNet and further promote development of 5G.

Keywords: Crowdsourcing · Game theory · HetNet

1 Introduction

With mobile devices increasing explosively and various network applica-
tions/services emerging endlessly, it has become more and more difficult for
4G networks to bear the load [2]. Naturally, the new vision for 5G which aims to
gain at least a thousand times larger capacity per km2, a hundred times higher
data rates and seamless coverage has been a hot pot [8]. However, as the infras-
tructure gradually becomes ripe and takes shape, it is a big challenge for mobile
network operators (MNOs) to proceed with the innovation of 5G.

To realize the vision of 5G, there have emerged many feasible solutions.
Among these, heterogeneous network (HetNet) which can greatly enlarge net-
work capacity and make sure seamless coverage by increasing the density of
cell sites has been recognized as an effective scheme in communication field [3].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In HetNet, different kinds of low-power nodes (also called small cell sites) includ-
ing remote radio heads (RRHs), micro/pico nodes, femto node and relay nodes
are expected to distribute around the macro station [4]. Generally speaking, the
macro station is mainly in charge of seamless coverage, while low-power nodes
have responsibility for some of the network traffic and complementing the cov-
erage holes [1]. What is more, as ubiquitous small cell sites, relay nodes (RNs)
play a much important role in the HetNet, because their deployment is fairly
flexible and transmission distance is shorter.

However, it is much challenging for MNOs to deploy such large-scale small cell
sites. First, it becomes harder for MNOs to gain satisfying profits under heavy
operating and capital expenditure (OPEX and CAPEX) [7]. Second, complicated
networking topological relation makes it harder to realize seamless coverage and
switching among kinds of access ways. For example, seamless coverage from
indoor to outdoor areas is still hard to realize. Even the most precise GPS, it
has not reached a degree of position in every corner inside buildings. Last but
not least, because of regulatory issues, MNOs might face hindrances in obtaining
new deployments on existing sites and seeking for new cell sites.

MNOs has been in a dilemma where they have not feasible scheme to pro-
ceed the deployment of large-scale small cell sites. Fortunately, a hot concept
“Crowdsourcing” appears in recent years which may bring about a favourable
turn. Recently, “crowdsourcing” has been widely developed in communication
field. Huawei announced a “Crowdsourcing Small Cell” solution at Mobile World
Congress 2014. The solution aims to form a new exciting business mode to gen-
erate revenue between MNOs and crowdsourcing partners. Partners including
facilities owners, building proprietors, network integrators and enterprises can
gain rewards which may be money or high-quality service at their locations by
participating in the small cell construction and operation. Moreover, MNOs can
achieve rapid and large-scale small cells deployment to increase system capac-
ity and energy efficiency (http://pr.huawei.com/en/news/hw-327762-ict.htm#.
WZg4BZp96Ul).

In addition, we have witnessed many other practical realization of network
deployment based on crowdsourcing. For example, FON (https://fon.com/), a
brand about sharing-WiFi routers, aims to build a network where people con-
nect to millions of WiFi hot spots: seamlessly, securely, and everywhere in a
crowdsourcing-mode. FON members by using FON devices can choose a vol-
untary or paid way to provide fractional bandwidth to other FON members.
In return, they can enjoy the free WiFi at any corner where there are signals
provided by FON members. FON makes good use of crowdsourcing-based mode
and has built the world’s largest WiFi network, comprised of people sharing their
WiFi in recent 10 years. Apart from network deployment, crowdsourcing can also
be used for network measurement. GPS tracking unit uploaded by drivers and
passengers can be utilized to generate real time traffic statistics [6].

Inspired by these successful examples, allowing the third-parties to partici-
pate in the small cell construction and operation may be a significant scheme. In
[9], author presents a paradigm called CHetNet which applies crowdsourcing to

http://pr.huawei.com/en/news/hw-327762-ict.htm#.WZg4BZp96Ul
http://pr.huawei.com/en/news/hw-327762-ict.htm#.WZg4BZp96Ul
https://fon.com/
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distributed HetNet deployment. In this paradigm, author discusses roles of crowd-
sourcer and crowd in the CHetNet in detail and lists four applications scenar-
ios for CHetNet. In this article, we continue the study of CHetNet based on [9].
Our work focuses on multihop cellular networking (MCN), an application sce-
nario presented for CHetNet. We discuss a two-hop cellular network in CHetNet
and increase the number of RNs distributed around the mobile networking opera-
tor (MNO)-deployed layer. Furthermore, we present an incentive mechanism and
build a game-theory model based on Stackelberg game to seek for a win-win situ-
ation. The closed solution of Nash equilibrium and proof of Stackelberg Equilib-
rium are given in detail. At last, we discuss the influence on utility of the Donor
evolved nodeB (DeNB) and RNs when increasing greatly the number of RNs and
conclude that too many RNs participating in crowdsourcing would not benefit as
anticipated.

The rest of this article is organized as follows: we first analyze the specific case
about two-hop cellular networks based on crowdsourcing. Following we form a
game-theory model to discuss an intelligent incentive mechanism and specifically
prove its rationality. Then, we describe the simulation environment and results.
Finally, concluding remarks are given.

2 System Model

With low-cost and feasible-deployment of RNs, it is significant to study MCN
for crowdsourcing. MCN has attracted a lot of attention as an effective trans-
mission strategy for future cellular networks because it can effectively increase
data rate and enhance coverage [5]. However, the RNs in traditional MCN are
usually passive and self-interested that delay the implementation of MCN in
terms of transmission efficiency and reliability. This hindrance can be addressed
in CHetNet by recruiting TPs as the intermediate nodes instead of voluntary
RNs. When a multi-hop communication is formed, the DeNB will employ some
potential reliable TPs which play the role of RNs to transmit the information to

Fig. 1. The model of the two-hop cellular networks
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the target UEs. Taking MCN into account, we present a model of two-hop cellu-
lar networks in CHetNet using a game-theory approach. The model is composed
of an MNO-deployed DeNB, four TP-deployed RNs, and an ordinary user equip-
ment (UE), as shown in Fig. 1. It is evident that the crowdsourcer is the DeNB
and crowd is TP-deployed RNs. RNs are deployed on the height of the ceiling
in the hall. There are five observation points where the UE walks from outdoor
into the hall. When the UE asks for a request, the DeNB has two ways to serve:
UE-direct transmission or two-hop transmission, i.e. crowdsourcing way. Note
that there is a precondition that only when the task that the DeNB wants to
announce is decomposable and sub-tasks are independent, would crowdsourcing
scheme proceed [12]. Specifically, when receive a service request from the UE, the
DeNB first gathers the network information, including traffic type, channel state
information (CSI), potential RNs, resource block (RB), and so on. Depending
on these information, orientation process has a decision on a direct transmission
way or outsourcing the task to RNs. If outsourcing is determined, the DeNB
will start the negotiation with potential partners on the details of the transmis-
sion task including transmission parameters, cooperative mode, and the specific
incentive mechanism. At last the DeNB and partners reach an agreement in
terms of transmission parameters and rewards, and so on. Once an agreement is
reached, the DeNB is responsible to transmit traffic data to the recruited RNs in
the first time slot, and then these recruited RNs forward the data to the target
UE in the second slot [10]. Along with this framework, a general utility function
of the DeNB can be written as follows:

uMNO = max{uDirect
MNO , uTwo−hop

MNO }
uDirect

MNO = αW log2
(
1 + SNRDirect

)

uTwo−hop
MNO =

1
2
αW log2

(
1 +

∑N

i=1
SNRRelay

i

)
− R (1)

where α is the profit per Mbps of the MNO, and W is the transmission bandwidth
assigned to the UE. SNRDirect is the signal-to-noise ratio (SNR) from the DeNB
to the UE; N is the number of crowdsourcing RNs, and we assume N ≥ 2;
SNRRelay

n is the received SNR after amplify-and-forward (AF) by RN n; and R
is the total reward announced by the MNO. If two-hop transmission is adopted,
let pi denote the transmission power of RN i, the reward allocation can be done
using a proportional method, and we can write the reward paid for the i-th
RN as

ri =
pi

∑N
j=1 pj

× R (2)

Due to the battery-powered form, energy consumption is nonnegligible for
RNs to deploy. Let ci denote the unit power cost of RN i, Accordingly, the cost
of RN i participating in the crowdsourcing transmission can be defined as cipi,
and the utility function of each participating RN can be written as

ui =
pi

∑N
j=1 pj

× R − cipi (3)
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3 Incentive Mechanism

As MNOs and RNs are the relationship of the employer and employees, an
intelligent incentive mechanism is essential to stimulate RNs to participate in
crowdsourcing. By means of game-theory model, we can objectively analyze the
utility of the two parties and find an optimal scheme for each party and facilitate
a win-win situation. In this model, the incentive mechanism of the system using
two-hop relay transmission can be modeled as a Stackelberg game. There are
one leader and N followers in this game. Obviously, the leader is the DeNB
and followers are N relay nodes. Generally speaking, a Stackelberg game can
be composed of two stages: In the first stage, the DeNB announces its strategy
about the reward R; in the second stage, N relay nodes strategize its transmission
power pi to maximize its own utility and this stage can be considered a non-
cooperative game.

In the following parts, we first proves that there exists a unique Nash Equi-
librium when R is fixed. On this basis, we further proves that the game between
DeNB and recruited RNs has a unique Stackelberg Equilibrium.

3.1 The Determination of Nash Equilibrium

Let a set U = {1, 2, . . . n}, n ≥ 2 denote the attached RNs that are interested in
participating the transmission task. The strategy of RN i is represented by pi.
The transmission cost of RN i is cipi, where ci ∈ Θ is its unit cost. And the set
of unit costs is Θ = {θ1, θ2, · · · , θl}. We assume that the DeNB knows Θ and
the distribution of RNs with corresponding unit cost according to the analysis
about the historical data. Meanwhile, we assume that RNs with the same unit
cost have the same strategy. Based on above descriptions and assumptions, we
can transform the utility of RN i (3) to

ui =
pi∑

j∈U pj
× R − cipi (4)

The utility of the DeNB is

u0 = g(p̃1, p̃2, · · · p̃n;n) − R (5)

g(p̃1, p̃2, · · · p̃n;n) =
1
2
αW log2

(

1 +
n∑

i=1

SNRRelay
i

)

(6)

Where p̃j is the transmission power of RNs with unit cost cj , and g(p̃1,
p̃2, · · · p̃n;n) is the DeNB’s valuation function of RNs’ transmission power. When
∀p̃j ≤ 0, g(p̃1, p̃2, · · · p̃n;n) = 0.

Note that all RNs are willing to provide service for a positive utility, so RN
i will not participate in the game when ui ≤ 0.

With the strategy of RN i being its own transmission power pi, we denote p =
(p1, p2, . . . pn) the strategy profile consisting of all RNs strategies. In addition,
let p−i denote the strategy profile excluding pi. Based on it, p = (p1, p2, . . . pn)
can be denoted by p = (pi, p−i).
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Definition 1 (Nash Equilibrium). A set of strategies pne = (pne
1 , pne

2 , . . . pne
n )

is a Nash Equilibrium (NE) if for ∀ RN i,

ui(pne
i , pne

−i) ≥ ui(pi, p
ne
−i)

for ∀pi ≥ 0.

Definition 2 (Best Response Strategy). Given p−i, a strategy of RN i is the
best response strategy, denoted by βi(p−i), if it maximizes the utility ui(pi, p−i)
of RN i for all pi ≥ 0.

Based on above definitions, we firstly prove the existence of the Nash Equilibrium
according to computing the best response strategy.

Obviously, every RN will play the best response strategy to gain profit in a
NE. To study the best response strategy, we firstly compute the derivatives of
ui with respect to pi:

∂ui

∂pi
=

−Rpi

(
∑

j∈U pj)2
+

R
∑

j∈U pj
− ci (7)

∂2ui

∂p2i
=

−2R
∑

j∈U pj + 2Rpi

(
∑

j∈U pj)3
= −

2R
∑

j∈U−i
pj

(
∑

j∈U pj)3
< 0 (8)

Since the second-order derivative of ui is negative, the utility ui is a strictly
convex function with respect to pi. It indicates that RN i can maximize its
own utility according to changing its transmission power pi when other RNs’
transmission power p−i is fixed. Note that we should set βi(p−i) = 0 when the
best response strategy pi ≤ 0.

We let the first-order derivative of ui be zero, we can obtain

−Rpi

(
∑

j∈U pj)2
+

R
∑

j∈U pj
− ci = 0 (9)

pi =

√
R

∑
j∈U−i

pj

ci
−

∑

j∈U−i

pj (10)

when pi ≤ 0,

√
R

∑
j∈U−i

pj

ci
− ∑

j∈U−i
pj ≤ 0, R ≤ ci

∑
j∈U−i

pj , we will set

βi(p−i) = 0. Hence we can obtain the best response strategy of RN i

βi(p−i) =

⎧
⎨

⎩

0. if R ≤ ci

∑
j∈U−i

pj ;√
R

∑
j∈U−i

pj

ci
− ∑

j∈U−i
pj otherwise

Since the best response strategy of RN i is solved, we have proved that the
existence of a NE. Then, we should prove that the NE is unique according to
proving the theorem below. The idea of demonstration about NE is learned
from [11].
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Theorem 1. Let R > 0 be given. Let p = (p1, p2, . . . pn) be the strategy profile
of an NE, and let S = {i ∈ U|pi > 0}, |S| = n0, we have

1. |S| > 1

2. pi =

{
0, if i /∈ S;
(n0−1)R∑

j∈S cj

(
1 − (n0−1)ci∑

j∈S cj

)
, otherwise

3. if cq ≤ maxj∈S{cj}, then q ∈ S
4. Assume that RNs are ordered in a ascending way such that c1 ≤ c2 ≤ c3 ≤

· · · ≤ cn. Let h be the largest integer in [2, n] that meets ch <
∑h

j=1 cj

h−1 . Then
S = {1, 2, . . . h}

By means of proving these statements, we can obtain the closed-form solution
of pi and then prove the unique NE.

Proof. Firstly we prove |S| > 1. We assume |S| = 0, obviously it is impossible,
as RN 1 can increase its utility by increasing its transmission power. So |S| > 0.
Then we assume |S| = 1, it shows there is only RN k(k ∈ S) participating in the
game. However, the first-order derivative of uk is −ck and it is unequal to zero.
It indicates the strategy of the RN k is not a best response strategy. In other
words, it has not reach a NE. It contradicts the NE assumption. So |S| > 1.

Then we prove the second one. Based on |S| > 1 and (9), we can replace pi

with pi and replace U with S. We can obtain

−Rpi(∑
j∈S pj

)2 +
R

∑
j∈S pj

− ci = 0, i ∈ S (11)

Summing up (11) over the |S| and we can obtain

−R + n0R∑
j∈S pj

−
∑

j∈S cj = 0 (12)

∑

j∈S pj =
(n0 − 1)R
∑

j∈S cj
(13)

Then substituting (13) into (11), we can obtain

pi =
(n0 − 1) R
∑

j∈S cj

(

1 − (n0 − 1) ci∑
j∈S cj

)

(14)

Besides, we set pi = 0 when RN i does not belong to S. Thus, we can get

pi =

{
0, if i /∈ S;
(n0−1)R∑

j∈S cj

(
1 − (n0−1)ci∑

j∈S cj

)
, otherwise

(15)

From the above statement, we find that pi only depends on reward R, the set of
unit cost Θ and the number n0 of RNs participating in the game. The reward R
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is fixed and the set of unit cost Θ can be learned. Thus, only when we confirm
the number n0, would we prove the unique NE. The next work is to find the
certain RNs that belongs to S.

The third one was proved as follows: Since pi > 0 for every RN i belongs to
S. Then from the (15), we can know 1− (n0−1)ci∑

j∈S cj
> 0 which implies (n0−1)ci∑

j∈S cj
< 1.

Thus we can obtain

ci <

∑
j∈S cj

n0 − 1
, ∀i ∈ S (16)

And then

maxi∈S ci <

∑
j∈S cj

n0 − 1
(17)

We assume that cq ≤ maxj∈S{cj}, but q /∈ S. Since q /∈ S, we know that pq = 0.
Using the (13), we can obtain the first-order derivative of uq with respect to pq

when p = p

∂uq

∂pq
=

R
∑

j∈S pj

− cq =

∑
j∈S cj

n0 − 1
− cq > maxi∈S {ci} − cq ≥ 0 (18)

It indicates the RN q has not reach a NE and it can increase its utility by
increasing its transmission power. It conflicts the previous assumption. So q ∈ S.

Finally the proof of last one was given. Since we have proved that if cq ≤
maxj∈S{cj}, then q ∈ S, we know that S = {1, 2, · · · , q} for some integer q

in [2, n]. Because of ch <
∑h

j=1 cj

h−1 and (16), we can make sure that h ≥ q.

Firstly we assume h > q, so we can find that cq+1 <
∑q+1

j=1 cj

q . Then we have

q · cq+1 <
∑q

j=1 cj + cq+1 which implies cq+1 <
∑q

j=1 cj

q−1 . In a similar way, we get

the first-order derivative of uq+1 with respect to pq+1 when p = p is ∂uq+1
∂pq+1

=
R∑

j∈S pj
− cq+1 =

∑q
j=1 cj

q−1 − cq+1 > 0. It shows the contradiction to the NE
assumption which proves that h = q.

3.2 Stackelberg Equilibrium of the DeNB

Based on the above analysis, the DeNB that is the leader in the Stackelberg
game knows that there exists a unique NE for the RNs when the reward R is
announced. Thus the DeNB can strategize its R to maximize its utility. Next we
will prove that there must exist a unique Stackelberg.

Theorem 2. There exists the unique Stackelberg Equilibrium (R, pne) in the
first stage of the Stackelberg game, where R is the unique maximizer of the utility
of the DeNB over R ∈ [0,∞), and pne = (p̃1, p̃2, · · · p̃n) which is a set of NE is
given in the part A.
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Proof. Let u0 = g(X1R,X2R, · · · ,XnR;n) − R.
And g(p̃1, p̃2, · · · p̃n;n) = 1

2αW log2
(
1 +

∑n
i=1 SNRRelay

i

)
. We can get:

Xi =

⎧
⎨

⎩

(n0−1)∑
cj∈Scj

(
1 − (n0−1)ci∑

cj∈Scj

)
i ∈ S;

0 i /∈ S

Besides, we know that SNRRelay
i = p0γ1

i piγ
2
i

1+p0γ1
i +piγ2

i
in a two-hop relay transmis-

sion system, where p0 is transmitting power of the DeNB and pi is RN i’s
transmitting power. And γ1

i = |h1
i |2

σ2 , γ2
i = |h2

i |2
σ2 are respectively the SNR from

the DeNB to RN i and RN i to the UE, where h1
i , h

2
i refers to their channel

coefficients and σ2 is the variance of additive white gaussian noise. Then let
hi(R) = p0γ1

i γ2
i XiR

1+p0γ1
i +γ2

i XiR
, hi(R) > 0 thus u0 = 1

2αW log2 (1 +
∑n

i=1 hi(R)). Then
we can obtain:

∂u0

∂R
=

1
2
αW ln 2

∑n
i=1

∂hi(R)
∂R

1 +
∑n

i=1 hi(R)
(19)

∂2uo

∂R2
=

1
2
αW ln 2

(1 +
∑n

i=1 hi(R))
∑n

i=1
∂2hi(R)

∂R2

(1 +
∑n

i=1 hi(R))2
(20)

∂hi(R)
∂R

=
p0γ

1
i (γ2

i )2Xi(1 + p0γ
1
i )

(1 + p0γ1
i + γ2

i XiR)2
(21)

According to (21), it is evident that ∂2hi(R)
∂R2 < 0, and we know hi(R) > 0,

so ∂2uo

∂R2 < 0. Thus u0 = g(X1R,X2R, · · · ,XnR;n) − R is a strictly convex
function in variables R when pne = (p̃1, p̃2, · · · p̃n) is given. When R = 0, u0 = 0.
R → ∞, u0 → −∞. So a unique maximizer R must exist. We can find the
maximal u0 and then obtain R according to traversing the R in the Matlab.

Based on above analysis, it has been proved that there exists a unique NE of the
strategy RNs and a unique Stackelberg equilibrium about the strategy of the
DeNB. Thus MNOs can adjust their transmission way based on the maximal
utility of direct or relay transmission.

4 Simulation and Results Analysis

In this section, we introduce the environment and results of the simulation about
the two-hop cellular networks. The model consists of an MNO-deployed DeNB,
four TP-deployed RNs and an ordinary UE. Both the DeNB and RNs are equipped
with four uniform linear antenna arrays (ULA-4), and the UE is equipped with
ULA-2. We set the transmission power and the profit per Mbps of the DeNB are
respectively p0 = 1W and α = 20/Mbps; Besides, we set the transmission band-
width W = 1MHz; and we set C = [10, 20, 15, 25] that is respectively the unit
transmission cost of RNs in order. We use WINNER Phase II channel as the envi-
ronment and the mode of RNs is amplify-and-forward (AF). Maximal ratio com-
bining (MRC) is adopted when multiple replications are received by the UE. As for
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Fig. 2. The utility of the DeNB at different observation

the UE, there are five observation points where points 1 and points 5 are typical
urban macrocells with line-of-sight (LOS) condition from the DeNB to the UE.
For point 2, 3, 4, the UE moves from outdoor into a large indoor hall and across
it. The four RNs are deployed at the four corners of the ceiling. At point 2, 3, 4,
transmission from the DeNB to the UE experiences non-LOS (NLOS) outdoor-
indoor propagation. As for the two-hop relay transmission, on the first slot, we
can consider it LOS macrocell propagation from the DeNB to RNs; and on the
second slot, for point 1 and point 5, they are NLOS indoor-outdoor propagation
from RNs to the UE, and for the points indoor, they are LOS large-indoor hall
propagation from RNs to the UE. Relevant parameters are shown in the Table 1.
As unit transmission costs of RNs that plan to receive the transmission task are
different, those RNs that have lower unit transmission cost tends to gain higher
profits, while RNs which need much more cost would quit the game. In this model,
the fourth RN with higher unit cost would not participate in the game because of
negative utility. Thus the DeNB and RN 1, 2, 3 form a cooperative relation to pro-
ceed a win-win situation at last.

Table 1. Parameters of layout

Parameter Value

p0 1 W

α 20/Mb/s

W 1 MHz

C 10 20 15 25

Height of the DeNB 32 m

Height of RNs 8 m

Height of the UE 1.5 m
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Fig. 3. The throughput of the UE at different observation

Figure 2 shows the variations of utility of the DeNB with different observation
points in the way of direct and two-hop transmission. It is evident that when the
UE stands at the point 1 or 5, the utility of the DeNB in the direct transmission
way is much higher than the two-hop transmission way. However, when the UE
enters the mall, the utility of the DeNB in the direct transmission way drops
rapidly and even approximates to zero. In this condition, the DeNB will prefer
the two-hop transmission way. Figure 3 shows the throughput of the UE, which
seems like the trend of graphs about the utility of the DeNB. According to jointly
using direct and two-hop transmission, We can find that not only the DeNB can
always maintain relatively high utility, but the UE can always experience greater
than 15 Mb/s data rate.

Figure 4 shows the relationship between the utility and reward when the UE
respectively stands at point 2, point 3 and point 4. The square points labeled
on every curve refer to the Stackelberg equilibrium strategy for the DeNB which
means the optimal reward offered to RNs. It can be seen that a small amount
of reward that is less than 10% of the utility of the DeNB can stimulate the
participation of RNs in crowdsourcing task transmission. Thus we can conclude
that all participants including the DeNB, RNs and the UE can get what they
call for. The DeNB gains more profits and ease the deployment pressure. RNs
earn satisfying reward and get higher quality service. And the UE enjoys a
better service experience. However, it will not be more profitable when more
and more low-cost RNs try to participate in crowdsourcing in a noncooperative
competition. We assume all RNs’ unit transmission cost is 15/W and gradually
increase the number of RNs that are sure to participate in the transmission task
one by one when the UE stands at point 3. Figure 5 is the simulation result
of utility about the DeNB and RNs and the throughput of the UE in a two-
hop transmission way when we add RNs to fourteen. We can find more RNs
only make the utility of the DeNB increase little (less than 5%). Meanwhile,
the utility of RNs decrease gradually and even approximate to zero as more and
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more competitors take part in the crowdsourcing while the experience data rate
of the UE increase barely 2 Mb/s and even improve little at last. Thus, choosing
more RNs to participate in a single transmission task benefits little to any party
of DeNB, RNs and UEs, it is more worthy to study how to allocate rationally
which RNs to which task.
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Fig. 5. The utility of the DeNB and RNs, the throughput of the UE

5 Conclusion

In this article, we mainly discuss a two-hop cellular network based on crowdsourc-
ing and its incentive mechanism. By means of a game-theory model, Concrete
processes of proof about Nash equilibrium and Stackelberg equilibrium are given
to verify the feasibility of the incentive mechanism. The results of simulations
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verify that the crowdsourcing mode prompts MNOs and TPs to form a win-win
situation and helps accelerate deployment of HetNet, and further promote the
development of 5G.

However, MCN in CHetNet still faces many challenges in the way of imple-
mentation. How to organize and manage a large scale of unplanned TPs in a
convincing and legal way is a critical issue to solve. And how to optimize the
incentive mechanism and allocate transmission tasks rationally which can ensure
equity for TPs needs further research. In addition, security problem becomes par-
ticularly important and MNOs should protect the privacy of UEs from revealing
through TPs.
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Abstract. In a satellite Disruption-Tolerant Network (DTN), bundle delivery is
obviously affected by time-varying parameters, i.e. bit error ratio and propagation
latency, due to constantly changing distance and connectivity between consecu‐
tive orbital nodes. In this paper, we proposed a Markov decision based optimi‐
zation approach for bundle size, which could efficiently improve the expected
time of delivery over a dynamic two-hop Inter-Satellite Link (ISL). In particular,
a sequence of optimal bundle sizes are adaptively selected according to distance-
dependent current channel parameters, which could make full utilization on inter‐
mediate node’s memory. The simulation results verified the proposed method
with different conditions with comparison.

Keywords: DTN · Markov decision · Bundles · Memory

1 Introduction

Due to high error ratio and frequent interruption, typical TCP/IP protocol cluster are not
suitable for a satellite network with inter-satellite links (ISL), since scarcely continuous
end-to-end paths exist for reliable delivery in the network. In these years, Disruption-
Tolerant Network (DTN) architecture is proposed for an attractive candidate solution
on those above challenges in satellite networks. In a DTN, as a main protocol of stack,
bundle protocol (BP) exploits a custody transfer mechanism which could store bundling
data temporarily in local endpoint’s storage until forwarding them to next hop success‐
fully. Typically, bundle is employed for a basic unit of delivery by BP agent, thus its
size has an obvious impact on the transfer performance with respect to the latency and
throughput over hop-by-hop links.

At present, a bulk of works focus on the optimization of bundle size in various
scenarios of DTN. In [1, 2], one realistic application in DTN scenario is proposed for a
so-called Ring Road networks with the improvements of delivery time. In [3, 4], a file
delivery model in a single-hop link is proposed with a method to calculate round-trip
time. An expedited scheme for bundle transfer is designed in [5] for coping with sudden
link failures, which enables partially received segments to be forwarded towards the
next node within a new bundle during previous-hop transfer cessation. Jiang and Lu in
[6] establish a multi-hop transmission model in static link and propose an optimization
method for bundle and segment size. In [7], a bundle distribution mechanism is
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constructed by a birth-death Markov process, in which the probability of successful
delivery for a bundle is theoretically derived. Currently, these above works on bundle
size optimization discuss mainly on static environments with a couple of fixed link
parameters. In a DTN based satellite network, however, relative distance between satel‐
lite nodes changes instantly with node’s orbital motions, which will cause correspond‐
ingly time-varying properties of channel parameters. In addition, periodically intermit‐
tent connectivity between satellite nodes also make obvious impacts on the bundles
delivery. As a result, a fixed size of bundle possibly leads to inefficiency of link usage
and long latency of delivery, due to incapability of filling up dynamic contacts, especially
over a two-hop link with an intermediate node. Extremely, there could be no forwarding
of a bundle due to unsuitable size compared with a short duration of contact. In this
paper, therefore, we propose a Markov decision based optimization method for bundle
size over a two-hop ISL, which could find a series of optimal sizes of bundle by adjusting
the decisions accordingly with various channel parameters, given a constrained storage
memory at the intermediate node. The simulation results verified that the proposed
algorithm significantly improve the performance of bundle delivery with respect to the
transfer latency.

The remainder of the paper is organized as follow: Sect. 2 describes bundle delivery
model and delay metric. In Sect. 3, Markov decision model is presented and numerical
results are discussed in Sect. 4. Finally the conclusion is drawn in Sect. 5. In this paper,
the used abbreviation are specified in Table 1.

Table 1. Abbreviation

Abbr Definition Abbr Definition
ISL Inter-satellite links ACK Acknowledgement signal
BP Bundle protocol LEO Low earth orbit satellite
LTP Licklider Transmission Protocol MEO Medium earth orbit satellite

 Medium Earth Orbit
CAi the i-th reverse link GEO Geosynchronous

2 System Model

2.1 DTN over Two-Hop ISL

In a DTN in-built satellite network, a flow of application messages, i.e. image files, will
be transferred with a bulk of bundles encapsulated by BP (Bundle Protocol) and LTP
(Licklider Transmission Protocol) agents. Initially, a target file is sent from application
layer to BP layer, which will be divided into a series of bundles according to the optimal
bundle size obtained by the proposed algorithm in this paper. Then, LTP agent receives
bundles from BP layer and encapsulates them into blocks, which are subsequently sliced
into segments as basic transmission units. Due to a custody transfer mechanism, these
bundles are stored in the endpoint’s permanent storage before transferred successfully
to the next endpoint. Normally, local endpoint will delete one bundle if its next-hop node
receives the entire bundle successfully.
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In a scenario with two consecutive links, delivery of bundles from sender node to
receiver node will experience two individual contacts with differently dynamic channel
parameters, i.e., bit error ratio (BER) and propagation delay. As a result, the performance
of delivery will present an obvious inefficiency if with a fixed set of bundle size in two
links. In this section, therefore, we propose a Markov decision model in BP layer to
calculate a couple of optimal bundle sizes for two-hop delivery, by making analysis on
the dynamic of memory at intermediate node during the whole delivery. In particular,
the optimal size of bundle will be adaptively selected from a limited candidate set
according to current status of channels.

2.2 Bundle Delivery Time

Typically, bundle is a basic protocol data unit in BP layer. In a delivery, a round-trip
time (RTT) consists of propagation delay, bundle and ACKs transmission delay and
random delay, respectively.

Figure 1 shows a temporal sequence of one bundle delivery in a dynamic space
channel, which is developing worse with time. In the figure, transmission delay Tb(i) and
propagation delay Tp(i) progress larger respectively. Generally, a successful delivery of
bundle in a single-hop link means that the entire bundle has been received reliably by
destination node with a transferred custody. At the same time, source node removes the
bundle copy from memory. As a result, a RTT of bundle at time t is expressed as follow

RTT(t) = 2 ⋅ Tp(t) + Tca + Tb(t) + Trandom, (1)

in which the used notations are specified in Table 2.

b1

Tb(1)

CA1

Tca

RTT(1)

CTRT(3)

b1
CA1

b2 b2
CA2 CA2

Tca

Tb(2)

Tp(2)Tp(1)

Tb(3)

b3

b3

b3+

Fig. 1. Bundle delivery procedure

In Fig. 1, bundle b3 is lost during a spurt due to bad link conditions, which will start a
re-transmission immediately after a corresponding timer CTRT is timeout. Hence, if a
bundle is transferred with one spurt successfully, the delivery time of this bundle is same
as a RTT. Otherwise, it is equal to the value of custody-confirm timer (CTRT). As a result,
the delivery time of one bundle can be represented by an expectation of RTT as follows

RTTev(t) = (1 − Pef (t)) ⋅ RTT(t) + Pef (t) ⋅ CTRT(t), (2)

in which

CTRT(t) = 2 ⋅ Tp(t) + Tca. (3)
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In particular, Pef (t) is a bundle loss probability obtained by a specific function
coupling bundle size with bit error rate of Pe, which is determined by both modulation
technique and signal-to-noise ratio together. With a BPSK modulation, the bundle loss
probability is expressed as follow

Pef (t) = 1 − (1 − Pe(t))
8⋅Lbundle, (4)

in which

Pe(t) = 0.5 ⋅ erfc(
√

SNR(t)). (5)

In (5), SNR(t) is calculated by channel parameters in a ISL. Defining a main variable
of Lspace(t) with other constant variables, we express SNR(t) as

SNR(t) = E0 − 10 lg Lspace(t). (6)

Due to relative motion of two satellites, the range of D(t) changes over time t, which
determines the free space path loss Lspace(t) and Tp(t) as

lg(Lspace(t)) = 92.45 + 20 lg D(t) + 20 lg f . (7)

With (6) and (7), Pe(t) can be express:

Pe(t) = 0.5 ⋅ erfc(
√

E0 − (92.45 + 20 lg D(t) + 20 lg f )). (8)

In addition,

Tp(t) = D(t)∕C. (9)

For Tb, it is related with bundle size and a transmission rate, as

Table 2. Notations

Tp Propagation delay Lspace Free space path loss
Tb Transmission time of bundle E0 Sum of constant variables about

SNR
Tca Transmission time of ACK

signal
f Frequency

CTRT Timeout length D Distance
RTT Round-trip time RTTev Expect of round_trip time
Pef Bundle lost probability Trandom Random noise
Pe Error bit rate N0 Unilateral noise power spectral

density
Lbundle Bundle size B Bandwidth
SNR Signal to noise ratio Eb Energy per bit
Lca The size of ACK signal Rca The rate of ACK signal
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Tb(t) = Lbundle(t)∕Rdata(t) (10)

in which

Rdata(t) =
SNR(t) × N0 × B

Eb

. (11)

In conclusion, one RTT can be rewrote as

RTTev(t) = (1 − 0.5 ⋅ erfc(
√

C0 − 20 lg D(t)))
Lbundle

× (2 ⋅ Tp(t) + Tca + Tb(t) + Trandom)

+ (1 − (1 − 0.5 × erfc(
√

C0 − 20 lg D(t)))
Lbundle

) × CTRT(t)
, (12)

where

C0 = E0 − (92.45 + 20 lg f ). (13)

3 Markov Decision Model

In a two-hop ISL, we could make an optimization of bundle size in order to get a shorter
latency of file delivery. In a general optimization method, a bundle size is uniquely
determined according to current link state, until the entire file is transferred. In a satellite
network, especially with two-hop ISL, however, link state changes dynamically, leading
to an inefficiency of fixed size in the transmission process. Therefore, in this paper, we
propose a Markov decision based optimization model for finding a couple of suitable
bundle sizes, by making different decisions in a set of candidate actions with a constrain
of intermediate node memory.

3.1 Problem Formulation

Firstly, source node delivers a series of bundles to intermediate node in a two-hop ISL.
If one entire bundle is received by intermediate node successfully, it will be stored in
the memory of intermediate node. With convenience of analysis, in this paper, we
assume that the memory of intermediate node has exactly a volume of one bundle. As
a result, the intermediate node could receive another bundle from the sender, only after
it has forwarded successfully that store-in-memory bundle to the next-hop destination
node. It is means that, the intermediate node could accept new bundles only when
memory becomes empty. Hence, the dynamic of memory in intermediate node can
reflect the delivery performance of one bundle over the two-hop ISL. Comprehensively,
a small size leads to a faster transfer of bundle, which could pass the intermediate node
quickly and be delivered to the destination node. However, a smaller bundle size will
cause more bundles need to be sent for a target file, which will enlarge the total delivery
time. Therefore, an adaptive bundle size is necessary for improving delivery efficiency
and shortening the file end-to-end delivery time.

In this section, we consider a Markov decision model to select a bundle size, by
which a rate of memory utilization at the intermediate node is improved as largely as
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possible. The progress of Markov decision model is shown as Fig. 2. In the proposed
algorithm, when the time t is updated, a new bundle size according to a related decision
is outputted at time t. Finally, we can obtain a set of bundle sizes based on different link
states at each moment. In Fig. 4, RTT (State of Link I) and RTT (State of Link II) can
be calculated by a reward function expressed in (17), respectively.

S0-S1 S1-S0

Source Node Intermediate Node

Memory

bundle1

State of Link State of Link 

Selectable bundle set

Bundle_size(i)

bundle1
Destination Node

Update t based on RTT(State of Link I) and RTT(State of Link II)

RTT(State of Link I) RTT(State of Link II)

bundle3
bundle4

bundle2
bundle1

Fig. 2. Markov decision model based file delivery in a two-hop link

3.2 Markov Decision Strategy

Typically, the proposed Markov decision model consists of five associated parts as
follows.

Part One: a state set S is defined as S: {S0, S1}.
In the set, S0 represents that the memory of intermediate node is empty without

bundle. On the other side, S1 represents that there is exactly an entire bundle in the
memory. That is, S0 and S1 also express two transport processes of first hop and second
hop, respectively. Here, the state of S0/S1 is determined by two following rules.

(a) Once the entire file is transferred completely, we need an absorbing state to stop
the procedure. Therefore, we divide S0 and S1 individually into i child states, which
is calculated according to file size and minimum bundle size. As a result, the i-th
child state means that the remained file size is Lfile − i ⋅ Lbmin 1. If the remained
file size is zero, a corresponding state is an absorbing state;

(b) Due to two bad channels, bundles are successfully delivered with differently uncer‐
tain latency. Therefore, time span of transition is accordingly different from one
state to another state. Hence, we need further divide i-th child state in (a) into a
certain number of grandchild states, which is exactly equal to the maximum trans‐
mission rounds of one bundle plus 1. In particular, the additional “1” means the
transmission failed. The number of child state of S0/S1 shown in Fig. 3(a) is calcu‐
lated by

NUM = Lfile∕Lbmin 1 × (max_trans_round + 1). (14)

Part Two: an action set A includes all alternative bundle sizes. Defining a minimum
bundle size of Lbmin as a basic unit, we determine a selectable set of bundle size with an
adaptive step of Lbmin by A:{Lbmin 1, Lbmin 2, Lbmin 3,…} and Lbmin i = i × Lbmin 1.
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Part Three: a Markov strategy set π is the set of all selected bundle sizes at each state
outputted by the proposed decision model.

Part Four: a transition probability Pi is calculated collectively by transmission rounds,
bundle loss probability and bundle size in current link state.

By the transmission rounds, we can find the next state s_next and consequently
calculate the transition probability from s_current to s_next, based on bundle loss prob‐
ability. Figure 3(b) provides a state transition diagram. If the residual file size is Res_file
within the current state of a child state S0, then the next state must be the child state of
S1 and the residual file size is same as S0 when we take action a1. That is, next state and
probability of transition are collaboratively determined by action and bundle loss rate
Pef in current link state.

In particular, the transition probability can be calculated as (15). In addition, P_loss
represents a probability that one bundle is abandoned once transmission rounds exceeds
the maximum rounds, as (16).

Pi = (1 − Pef ) ⋅ Pi−1
ef (15)

and

P_loss = Pi

ef
. (16)

Part Five: a reward function r is the RTT of bundle under action a and transmission
round i, as

r = RTT(s_current, a) + (i − 1) × CTRT(s_current, a) (17)

where RTT and CTRT are calculated respectively by (2) and (3), and s_current shows
the current link state.

With two-hop dynamic ISL, we will obtain a group of link state at each time in the
experiments by sampling the distance between two related nodes with an interval of
Δt. In specific, we record a sequence of delivery times of each bundle during the file
transfer. By accumulating the recording results until the sum of accumulation is more
than Δt, we consider that the link state changes exactly at that time. Then, we input a

Maximum transmission rounds + 1

The 1-th child state
S0 /S1

The i-th child state

Grandchild

S0 / Res_file, a1 S1 / Res_file, a1 S0 / (Res_file-a1), a2

Maximum transmission 
rounds+1

P1  P1

(a)  S0 /S1 child state                 (b) State transition diagram.

Fig. 3. S0/S1 child state and state transition diagram.
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set of new parameters of link state I and link state II. Based on the new states, we can
get a series of optimized bundle sizes by solving the proposed Markov decision model.

3.3 Value Iteration Algorithm

Generally, an optimal policy of Markov decision is solved by value iterative equation.
In this paper, we design a corresponding Value Iterative Equation for the proposed
decision model.

(1) If the current state is S0,

v0(s) = min
a

∑
n

P(s_next|s){r(s|𝜋(s)) + v1(s_next)}, (18)

in which a ∈ A and s_current is rewritten as s in (18) and (19).

(2) If the current state is S1,

v1(s) =
∑

n

P(s_next|s){r(s|𝜋(s)) + v0(s_next)}. (19)

The detailed Value Iterative Algorithm is shown in Table 3.

Table 3. Value iterative algorithm

Input matrix S0,S1,A ;)(0 0v num ← 01( ) ;v num ← 0( ) ;p num ← // p is the action set
1loop num max trans round← + + ;

While(loop){
For each s num∈ {

( )( 1, 1) 1 ;p trans trans round link state s current link a←
( )( _ 2, _ 2) _ s _ _ 2 ;p trans trans round link state current link a←

If ( _ 1 _ _ ) ( _ 2 _ _ )trans round max trans round trans round max trans round≤ ∪ ≤
( )( )

_
0( min _ 1 ( _) 1 ) 1 _ ;a

n next
v s p trans r trans round a v s next× +← ∑  //calculate v0 

( ) ;p s a←
( )( _ 2, _ 2) _ s _ _ 2 ;p trans trans round link state current link←  //calculate v1 

( ) ( )( )
_

1 _ 2 ( _ 2 ) 0 _ ;
n next

v s p trans r trans round a v s next+← ×∑
End If

( )_  _ _ 1 _ _ 2 ;Refresh state s current link s current link }
End For

1;loop loop← − }
End While

4 Numerical Results

In this section, we make performance comparison with respect to bundle end-to-end
delivery time. In the simulations, we assume the rate of CAi is constant, and we sample
link distance at 60 s interval. Furthermore, the number of state S0/S1 is calculated by (14).
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The rounds of transmission can be calculated by bundle loss probability Pef. In general,
with the increasing of transmission rounds, the transmission failure probability decreases
exponentially. When the failure probability is less than a threshold value, we consider
that the bundle is sent successfully. Here, we set the threshold of 0.001, thus we can get
the transmission rounds of one bundle. If the transmission round is more than a maximum
value, however, we think the related bundle size is not accepted. In particular, Lca is set
by 100 Byte, Rca is 8000 bps and C0 is set with 104.22, respectively. The simulation
results are presented in Figs. 4, 5 and 6.
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Fig. 4. File delivery time in scenario LEO1-GEO-LEO2 and MEO1-GEO-MEO2
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The scenarios in Fig. 4(a) are defined by ISLs of LEO1-GEO-LEO2. Here, we set a
maximum transmission rounds of six. In particular, we select a traditional optimal
method and a mean value method separately as comparisons. The traditional optimal
method is that we choose an optimum bundle size according to a set of constant link
parameters. On the other side, the mean value method expresses the average value of
all file delivery time under a group of fixed bundle sizes. If a bundle with chosen size is
not able to be sent under the current link state due to its transmission round more than
the allowed maximum round, the algorithm needs to wait for the arriving of next
sampling time, which leads to an extra sampling time on file delivery time. Comparing
the results from Fig. 4(a), we can observe that both traditional optimal method and
Markov decision model have obvious optimization effects. It is noted that, with a file
size less than 5 Mbyte, the delivery time under the two methods are equal. The reason
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is that, since the end-to-end delivery time is less Δt, those trivial changes of link state
during the delivery do scarcely make realistic impacts on the transmission. However,
with the file sizes more than 5Mbyte, Markov decision can obtain relatively less delivery
time than traditional method. With file size increasing, the optimization effect is more
obvious, which is quite suitable for those bulk-data return missions over space links,
such as disaster surveillance and remote imaging.

In Fig. 4(b), the scenario is defined by a MEO1-GEO-MEO2 link with maximum
rounds of six. In particular, we assume that the two consecutive links do not increase or
decrease synchronously. From the results, with file sizes less than 20 Mbyte, the delivery
time is very short, since the change of distance is not enough to make effects. That is,
Markov decision choose only one optimal value of bundle size in the current state, which
will keep unchanging until the entire file is transmitted. When the variation of distance
is enough large, Markov decision will adaptively change the strategy to get more reward.
Hence, larger file size will obtain better optimization than unchanging strategy for all
the different states.

In Fig. 5, with one of MEO1-GEO-MEO2 links, the results show that, if the
maximum round increases in a proper range, the delivery delay will decrease accord‐
ingly. Because more bundle sizes in set A can be chose, Markov decision model will
choose the better one on different states. In Fig. 6, the sampling interval are 1 min, 3 min,
5 min and 10 min respectively. The result shows that, if the sampling time interval is
much smaller, the optimal effect is more obvious. However, when the sampling interval
is too much, traditional method and Markov decision model will are nearly same under
different sampling time intervals.

5 Conclusion

In this paper, we proposed a Markov decision base optimization model to achieve
optimal bundle size for bundle end-to-end delivery over a dynamic two-hop ISL. By
comparing delivery time of files with different sizes, respectively by using Markov
decision, fixed optimal parameter and the mean method in end-to-end transmission, the
simulation results show that the Markov decision model can effectively reduce file end-
to-end delivery delay than traditional optimization method as the increasing of file size.
Moreover, a greater file size can obtain better effects of the proposed algorithm. Besides,
increasing a maximum transmission rounds or decreasing the sampling time of link
distance can improve the optimization effects in certain degree.
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Abstract. An efficient routing protocol for data packet delivery is crucial to
underwater sensor networks (UWSNs). However, design of such a protocol is a
challenging task due to the characteristics of the acoustic channel used for
communication by UWSNs. In this paper, we present a novel energy-efficient
localization-based geographic routing protocol EEL, which uses location infor‐
mation and residual energy of sensor nodes to greedily forward data packets to
sink nodes. EEL periodically updates the location information of nodes in an
UWSN and effectively adapt to the dynamic topological changes of the network.
Simulation results show that EEL can effectively locate the nodes and signifi‐
cantly improve the packet delivery ratio and reduce the energy consumption in a
routing process.

Keywords: Underwater acoustic sensor networks · Localization
Geographic routing · Energy consumption

1 Introduction

Recently, underwater sensor networks (UWSNs) [1, 2] have received a great deal of
attention from the wireless communication and networking communities. This tech‐
nology is expected to mark a new era of scientific and industrial underwater monitoring
and exploration applications, such as oceanographic data collection, disaster prevention,
and pollutant content monitoring. As communication in a UWSN is through acoustic
waves and high frequency radio waves are strongly absorbed in water, underwater
communication has high bit errors, limited bandwidth capacity and high energy
consumption. Further because GPS does not work underwater as the radio signals on
which it depends cannot penetrate into water, it is non-trivial to obtain the exact location
of each node in a UWSN. These issues lead to excessive data retransmission, high energy
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consumption and low packet delivery ratio, which all contribute to the difficulties of
designing an efficient and reliable routing protocol for UWSNs.

The routing protocols for UWSNs can be classified into categories of active routing,
passive routing and geographic routing [3–5]. A geographic routing protocol is more
energy-efficient than an active or passive protocol and thus able to prolong the lifespan
of a UWSN as it can reduce flooding by exploiting the location information of sensor
nodes, which is getting easier to acquire thanks to the development of localization tech‐
nology.

The VBF (Vector Based Forwarding) [6] protocol defines a route vector comprising
nodes from the source node to the destination node. During a routing process, each node
does not save status information; instead it uses a forwarding factor to calculate the
suppression time before forwarding is carried out in order to increase network energy
efficiency by avoiding unnecessary forwarding, while the routing information is
included in each data packet. The data forwarding of VBF is limited to a “virtual pipe”.
VBF can take full advantage of the location information for both the source and desti‐
nation nodes to improve the efficiency of both routing and forwarding, thus saving
energy. However, VBF may make local nodes to undertake excessive forwarding tasks,
which results in fast energy consumption of these nodes and reduces the lifespan of the
sensor network. In addition, the radius of pipe may significantly influence the routing
performance.

In DBR (Depth Based Routing) [7], through specialized sensors (such as pressure
sensors) that can obtain their own depth information, packets are forwarded from bottom
to top with a threshold depth defined to control the efficiency of packet forwarding. The
DBR protocol can achieve good performance in dense networks but may cause long
transmission delay and high energy consumption in sparse networks.

Clearly the acquisition of location information on sensor nodes is indispensable to
geographical routing algorithms. For static networks, nodes are usually deployed at fixed
locations and as such the location information is known. However, an UWSN is usually
deployed in a dynamic environment where the location information of the nodes has to
be provided by a localization algorithm. The nodes on the surface can usually have their
position information measured by means of GPS, but the underwater nodes have to be
located using measurement algorithms. In Teymorian et al.’s work [8], the authors
proposed to transform the three-dimensional underwater sensor network localization
problem into its two-dimensional counterpart by using sensor depth information. Cheng
et al. [9] proposed a positioning scheme TDOA, a time difference of arrival based local‐
ization scheme that does not require synchronizing the time of the nodes. However, a
drawback is that it can not locate the nodes that reside outside the enclosed area by four
anchor nodes.

This paper presents a novel geographic routing protocol EEL (Energy Efficient
Localization-based), which uses location information and residual energy of sensor
nodes to greedily forward data packets to sink nodes. Selection of a forwarding node is
based on its NADV (Normalized Advancement) determined by its depth difference
relative to the sending node and the residual energy of the node. Candidate nodes are
sorted according to their NADV, and the node with the highest NADV is selected first
to forward data packets. The protocol can periodically update the location information
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of the nodes in an UWSN and effectively adapt to the dynamic topological changes of
the network.

The rest of this paper is organized as follows. Section 2 presents a localization model
and a NADV link metric model. Section 3 describes the EEL routing algorithm, followed
by its performance evaluation in Sect. 4. Finally, Sect. 5 concludes the paper with a
summary of major contributions.

2 Localization and Link Metric Models

2.1 TOA (Time of Arrival) Localization Model

The TOA localization [10] method is widely adopted for the positioning of underwater
sensor nodes. It measures distance between nodes and can usually achieve higher posi‐
tioning accuracy than other methods. TOA ranging is a simple form of communication
between two nodes, where a timestamp is placed in each frame. The distance between
the nodes is obtained through multiplying the signal transmission time by the average
propagation speed of the signal. We assume that the depth information of sensor nodes
can be obtained through auxiliary means, such as pressure sensors and as such the three-
dimensional underwater sensor node localization problem is reduced to a two-dimen‐
sional positioning problem in which only three beacon nodes are required to complete
a localization process.

Considering three beacon nodes A, B, and C, their position coordinates are denoted(
xa, ya, za

)
, 
(
xb, yb, zb

)
, and 

(
xc, yc, zc

)
 respectively and their underwater acoustic signal

transmission time are denoted Δ ta, Δ tb, and Δ tc respectively. The underwater acoustic
signal transmission time Δ t is subject to time measurement errors, signal reflection, anti-
radiation and other unknown factors. For the sake of simplicity yet without losing
generality, we assume that the time measurement error follows a Gauss distribution of
zero mean, that is tn ∼ N

(
0, σ2

t

)
. The time measurement error of nodes A, B and C are

denoted tna, tnb and tnc. For node U whose position coordinates are 
(
xu, yu, zu

)
 in which

zu is known through pressure sensors, its location is derived through Eq. (1):.

⎧
⎪
⎪
⎨
⎪
⎪
⎩

√(
xu − xa

)2
+

(
yu − ya

)2
+

(
zu − za

)2
= v

(
Δta + tna

)
√(

xu − xb

)2
+

(
yu − yb

)2
+

(
zu − zb

)2
= v

(
Δtb + tnb

)
√(

xu − xc

)2
+

(
yu − yc

)2
+

(
zu − zc

)2
= v

(
Δtc + tnc

)
(1)

2.2 NADV Link Metric Model

NADV (Normalized Advancement) [11] is a link metric model used in multi-hop wire‐
less networks. The purpose of the NADV model is to find an optimal balance between
the proximity of the destination and the cost of the link. In this paper, the link cost is the
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energy consumed by a node to transmit data, while the proximity to the destination is
the distance from a transmitting node to the sink node on the surface.

As shown in Fig. 1, node B has a packet to send to node S, which however is not
within B’s communication range. Therefore B has to rely on its neighboring nodes to
relay the packet. Neighboring nodes A and C are both within B’s communication range,
so the same energy is consumed by B to send data to A or C. However, as the distance
from A to S is shorter than that from C to S, B would choose node A to relay data to
destination S in order to reduce the number of data forwarding and consequently mini‐
mize the energy consumption in the whole data transmission process. Nonetheless, if
node A has a higher transmission error rate than C does, it would be more probable for
node B to retransmit lost data, resulting in additional power consumption and conse‐
quently high link cost. This scenario particularly illustrates the importance of finding a
balance between the proximity of the next hop and the link cost.

Fig. 1. NADV model diagram

In the NADV model, the distance between the source node B and the neighboring
node n relative to the destination node is defined by Eq. (2):

ADV(n) = D(B) − D(n) (2)

where D(n) represents the distance from node n to destination node S. The larger ADV(n)
is, the closer node n can forward the packet to the target node. Assuming that the link
cost from node B to node n is denoted Cost (n), NADV of the neighboring node n
represents the distance of transmitting data from node n with one unit energy consump‐
tion, which is defined by Eq. (3):

NADV =
ADV(n)

Cost(n)
(3)

Suppose the probability that the data will be successfully passed on to the neigh‐
boring node n is., which is calculated using the models described in previous work [11,
12]. If the link cost is expressed by 1∕P(n), then

NADV = ADV(n) ∗ P(n) (4)
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3 The EEL Routing Algorithm

In the three-dimensional dynamic network architecture adopted in this paper, the beacon
nodes are deployed on the water surface, and their location information is obtained
through GPS. The position coordinates of the nodes to be located can be obtained by
Eq. (1). According to the different depth of work, location of nodes needs to consider
two cases: shallow sea and deep sea. Figure 2 depicts the localization of underwater
sensor nodes.

Original beacon node

Promoted beacon node

Unkonwn node

Sink  S0

Source S1

Fig. 2. Schematic diagram of underwater sensor node diffusion localization

When all nodes of a network are working in a shallow sea, any unknown node in the
network can communicate directly with at least three beacon nodes to complete its
localization. For a node in a deep sea, it has to rely on diffusion localization. In Fig. 2,
the original beacon nodes are deployed on the surface of water and periodically broadcast
their location information by sending location packets. For an unknown node near the
surface of water, its localization starts with the three edge location and after that it
becomes a “promoted beacon node”. Other unknown nodes carry out localization
through original beacon nodes or enhanced beacon nodes before being converted to
“promoted beacon nodes”. Each beacon node broadcasts its location information to be
obtained by an unknown node in the network, which is subsequently transformed into
a “beacon node”. The localization process proceeds as such until all unknown nodes in
the network are identified.

A sensor node can calculate the relative distances between itself and its neighboring
nodes through the TOA localization algorithm in order to generate a set of next-hop
candidate nodes from which the next hop node is selected for forwarding data packets.
In this paper, we improve the NADV algorithm by introducing the residual energy of
nodes so that nodes with higher residual energy are more likely to be selected as the next
hop, which can balance the energy consumption and extend the lifespan of nodes in the
network.

To avoid energy consumed by data wandering between nodes of similar depth, we
also define a depth threshold to control the next hop selection as defined in Eq. (5) [13]:
if the depth difference is less than the threshold of the neighboring node, only the depth
and the depth difference are considered; however if the depth difference is larger than
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the threshold value of the neighboring node, the residual energy of the node is also
considered.

ADV(n) =

{
|D − D(n)|∕R, |D − D(n)| < 𝜃

|D − D(n)|∕R + Energy(n)∕E, |D − D(n)| ≥ 𝜃
(5)

where D is the depth of the sending node, D(n) is the depth of the neighboring node n,
R is the communication radius of the node, θ is the depth threshold, Energy(n) is the
residual energy of the neighboring node n, and E is the initial energy of the node. Thus,
candidate nodes with higher residual energy have a higher probability to be selected to
relay data when they have similar depths. When the neighboring nodes are close to the
sending nodes, the distance difference is used as a reference so that short distance relay
of data can be avoided as it would generate unnecessary energy consumption. The
candidate nodes are sorted according to NADV, and the node with the highest NADV
is first selected to forward packets.

4 Simulation Results

To evaluate the performance of the proposed EEL routing algorithm, we compare it with
the existing protocols of Flood and VBF using Aqua-Sim [14] as the routing protocol
simulator. We randomly deploy 800 sensor nodes in a three-dimensional region of
2000 m * 2000 m * 2000 m and 64 sink nodes at a sea surface region of 2000 m * 2000 m.
Each sensor node has an initial energy E0 = 100 J, a transmission range of R = 600 m,
a positioning time of 100 s, and a maximum/minimum movement speed of 3 m/s and
0.2 m/s respectively. Assume that the packet size is 100 kB and energy consumption
rate of transmitting data is at 60 uJ/bit.

4.1 Effect of the Number of Sink Nodes on Positioning Accuracy

Figure 3 shows the effect of the number of underwater nodes on the average positioning
error. With diffusion positioning, unknown nodes may be converted into “promoted
beacon nodes” in the process of localization, which consequently increases the intensity
of beacons in the network. Therefore, increasing the number of unknown nodes can also
improve positioning accuracy. It is worth mentioning that node density may have a
negative influence on positioning accuracy, which however is relatively low as
compared to the positive influence of beacon intensity.
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Fig. 3. The influence of the number of underwater nodes on the average localization error

4.2 Packet Delivery Radio

Figure 4 shows the data transfer rate of the three protocols, where the flood routing is
optimal, while the packet delivery ratio of EEL is higher than that of the VBF protocol,
thanks to the positioning technology used in the protocol. For all the three protocols,
with the increase of network nodes, the density of nodes gets higher and as such the
distance between nodes becomes shorter, the connectivity rate gets higher, and so does
the data delivery rate.

Fig. 4. The influence of the number of nodes on packet delivery radio

4.3 Energy Consumption

As shown in Fig. 5, flood routing has the highest energy consumption, VBF routing
performs better than flood routing, while EEL routing performs the best. The total energy
consumption in the network includes the energy consumed by the routing process and
the energy consumed by the localization process. When the network is sparse, the
average energy consumption of the network would be high as the packet delivery rate
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is low in the routing process and as such the positioning process would dominate the
energy consumption. With the increase of the number of nodes in the network, the packet
delivery rate in the routing process increases and consequently the average energy
consumption decreases. When the number of nodes reaches a certain level, routing
instead of positioning becomes dominant in the energy consumption and as such the
average energy consumption starts to increase with the number of nodes.

Fig. 5. The influence of the number of nodes on average energy consumption

5 Conclusion

The location and routing issues are two major challenges for UWSNs. In this paper, we
have proposed a novel routing protocol EEL using geographic and location information
of nodes in a UWSN. Considering the three-dimensional dynamic UWSNs, we have
combined these two aspects to design the routing protocol. During the localization
process, the diffusion localization can effectively locate the nodes in UWSNs. During
the routing process, EEL uses a new greedy approach to deliver packets to sink nodes,
thus improving data transmission ratio and reducing energy consumption. However,
high energy consumption is a drawback of this algorithm. As future work, we intend to
investigate other important geographic routing features, such as average end-to-end
delay and average number of candidates, in order to improve the performance of EEL.
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Abstract. The 5G communication system requires higher data rates
and energy efficiency. Full-duplex (FD) communications can double the
spectral efficiency in ideal conditions and in full-duplex relay systems the
relay node works under full-duplex mode. There is a trade off between the
signal and interference at the relay node because the transmitting signal
of the node can be interference signal and desired signal in different links
in the system, respectively. Proper power allocation can both suppress
the residual self-interference for better performance and save power of
the FD system. In this paper, we propose a power allocation approxima-
tion algorithm and a power allocation method based on genetic algorithm
(GA) for a FD decode-and-forward (DF) cooperative relay system with
residual self-interference. The end-to-end outage probability is chosen
as the criterion of power allocation problem. Both the global power con-
straint and individual power constraint are investigated. The approxima-
tion algorithm shows great simplicity and has better performance with
high SNR. For GA algorithm, numerical results show that the proposed
power allocation scheme obviously improves the performance of the FD
relay system with good convergence performance.

Keywords: Full-duplex · Power allocation · Relay · Genetic algorithm

1 Introduction

Full duplex which means transmitting and receiving simultaneously in the same
frequency band has become a promising technique in 5G communication [1]. It
can double the spectral efficiency in ideal conditions at the side of conventional
half duplex schemes. However, the most crucial issue is its strong self-interference
(SI). Lots of work has been done and self-interference cancellation techniques
make full duplex feasible in communication systems. In practice, the SI can not
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be eliminated completely and residual SI must be taken into account in FD relay
systems [2].

In [3–5], the outage probability of full duplex decode-and-forward relay sys-
tem for both dual-hop and multi-hop is derived. A new distributed FD Alamouti
scheme for cooperative relay system is proposed in [6] and the outage probability
and the diversity-multiplexing tradeoff are obtained. In addition, the optimiza-
tion problem of power allocation for dual-hop full duplex DF relay system under
power constraint conditions is solved in [7]. For full duplex decode-and-forward
(DF) relay system, there is a performance tradeoff between the link from the
source to the relay and the link from the relay to the destination [2]. This is
because, the transmitting power of the relay node is not only the desired signal
for the destination node but also the SI power for the relay node itself which
degrades the performance of the link from the source to the relay. Thus, an
effective power allocation strategy is necessary for performance improvement
and power conservation.

In this paper, we aim at power allocation for the FD cooperative DF relay
system and acquire quasi-optimal transmitting power for the nodes. Considering
the FD cooperative relay system with self-interference, the outage probability
of the system we derived is non-convex which is quite complex to solve through
numerical methods. We use taylor expansion to obtain an approximate objec-
tive function which is easy to be optimized and it has a good performance in
high SNR region. In order to get more accurate results for general conditions,
we adopt GA algorithm to solve the problem. Compared with traditional search
algorithms, the genetic algorithm (GA) is a global optimization technique that
avoids many of the shortcomings exhibited by local search techniques on difficult
search spaces [8]. Moreover, the GA has been modified for our problem as follows:
(1) We introduce a penalty function to fulfill the constraint conditions and avoid
local convergence. (2) Variable fitness function parameter is employed in the
fitness value calculation operator which can avoid premature convergence. Sim-
ulation results show that our proposed algorithm can obtain feasible solutions
with satisfying convergence performance.

The remainder of this paper is outlined as follows. In Sect. 2, we illustrate
the system model of the FD relay system. And the power allocation problem is
proposed and solved in Sect. 3. The simulation results are presented in Sect. 4
and the conclusion is drawn in the last section.

2 System Model

In this section, we will introduce the basic system model of the full duplex DF
cooperative relay system, then derive the mathematical model of the FD system
with different power at transmitting antennas. Figure 1 shows the system model
of the FD relay system. It contains a source node R0, a relay node R1 and a des-
tination node R2. In FD relay mode, the received signal of relay node R1 consists
of two parts: the desired signal from source node R0 and the self-interference sig-
nal from its own transmitting antenna. The received signal of destination node
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also contains two different signals: the desired signal from source node R0 and
the desired signal from relay node R1. According to [6], the source transmission
is ordered into frames and blocks. And compared with half-duplex (HD) mode,
FD only needs 3/4 of half-duplex symbols. We assume Rayleigh frequency non-
selective fading channel and it can be expressed as hi,j ∼ CN (0, Ωij) where
i ∈ {0, 1} , j ∈ {1, 2} means the channel fading coefficient from node Ri to node
Rj , and h1,1 denotes residual self-interference of the relay node from its trans-
mitting antenna to its receiving antenna [6]. The transmission of the cooperative
scheme is divided into three phases. In the first phase, the source node R0 trans-
mits symbol x1 and the received symbol at node R1 and R2 can be written as

yR11 =
√

pT h0,1x1 + nR11, (1)
yR21 =

√
pT h0,2x1 + nR21, (2)

where pT denotes the transmit power of node R0 in the first phase and nRij

denotes the normalized AWGN at receive nodes. In the second phase, R0 trans-
mits symbol x2 and R1 transmits symbol x1 in the meantime. The received
symbol at node R1 and R2 can be written as

yR12 =
√

p0h0,1x2 +
√

p1h1,1x1 + nR12, (3)
yR22 =

√
p1h0,2x2 +

√
p2h1,2x1 + nR22, (4)

where p0 and p1 denote the transmit power of node R0 and R1 respectively. In
the third phase, R0 transmits symbol −x∗

1 while R1 transmits symbol x∗
2, where

(·)∗ denotes the conjugate. The received symbol at node R2 can be written as

yR23 = −√
p1h0,2x

∗
1 +

√
p2h1,2x

∗
2 + nR23. (5)

By using the equivalent MIMO channel model, the scheme above can be
expressed as

YR2 = Hx + nR2, (6)

where YR2 = [yR21 yR22 y∗
R23]

T ;H =
[√

pT h0,20;
√

p1h1,2
√

p0h0,2;
√

p0h
∗
0,2√

p1h
∗
1,2

]
; x = [x1 x2]

T ; nR2 = [nR21 nR22 n∗
R23]

T . Then the capacity can be
derived as

CFD = 1
3 log2

[(
1 + p0|h0,2|2 + p1|h1,2|2

)

(
1 + (p0 + pT ) |h0,2|2 + p1|h1,2|2

)]
,

(7)

The outage probability of this scheme can be formulated as

Pout = PFD (1 − PSR) + PSDPSR, (8)

with

PFD = P {CFD < R} , (9)
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Fig. 1. System model of the full duplex DF cooperative relay system.

PSR = P

{

log2

(

1 +
p0|h0,1|2

1 + p1|h1,1|2
)

<
3
2
R

}

, (10)

PSISO = P
{

log2
(
1 + pT |h0,2|2

)
< R

}
, (11)

where PFD and PSISO denote the outage probability of FD cooperative and
SISO mode, respectively. And PSR denotes the outage probability of the source
to relay link.

For Rayleigh fading channel, |hi,j | is Rayleigh distributed and we can express
the PDF of |hi,j |2 as

f|h|2 (y) =
1

Ωi,j
e

− y
Ωi,j , (12)

Through (12) we can calculate the three parts of Pout as follows: The outage
probability of SISO mode with transmitting power pT can be derived as

PSISO = P
{

log2
(
1 + pT |h0,2|2

)
< R

}

=
∫ 2R−1

pT

0

1
Ω0,2

e
− y

Ω0,2 dy

= 1 − e
− 2R−1

pT Ω0,2 . (13)

And PSR can be derived as

PSR = P
{

log2
(
1 + p0|h0,1|2

1+p1|h1,1|2
)

< 3
2R

}

=
∫ ∞
0

∫ p1
p0

(2
3R
2 −1)y+ 2

3R
2 −1
p0

0
1

Ω0,1
e

− x
Ω0,1 dx 1

Ω1,1
e

− y
Ω1,1 dy

= 1 − 1

1+
Ω1,1p1
Ω0,1p0

(2
3R
2 −1)

e
− 2

3R
2 −1

p0Ω0,1 .

(14)

Because PFD can not get a closed-form solution, we derive a lower and an

upper bound for it. Based on CFD < 1
3 log2

[
1 + (p0 + pT ) |h0,2|2 + p1|h1,2|2

]2



378 S. Han et al.

and CFD > 1
3 log2

[
1 + p0|h0,2|2 + p1|h1,2|2

]2
, the lower and upper bound for the

outage probability of the FD scheme are obtained, respectively. Thus, PFD can
be expressed as

PFD = P
{

p|h0,2|2 + p1|h1,2|2 < Z
}

, (15)

where Z = 2
3R
2 − 1. Moreover, when p = p0, it denotes the upper bound and

when p = p0 + pT , it denotes the lower bound. Finally, the outage probability of
the cooperative scheme can we written as

PFD =
∫ Z

p

0

∫ Z
p1

− p
p1

y

0
1

Ω1,2
e

− x
Ω1,2 dx 1

Ω0,2
e

− y
Ω0,2 dy

=

⎧
⎨

⎩

1 − e
− z

pΩ0,2 − z
pΩ0,2

e
− z

p1Ω1,2 pΩ0,2 = p1Ω1,2

1 − 1

1− Ω1,2p1
Ω0,2p

e
− z

pΩ0,2 − 1

1− Ω0,2p

Ω1,2p1

e
− z

p1Ω1,2 pΩ0,2 �= p1Ω1,2
.

(16)

3 Power Allocation Algorithm

In this section, we adopt a approximation algorithm and a GA to solve the power
allocation problem of the FD cooperative relay system. Our target is to minimize
the end-to-end outage probability and two different constraint conditions are
defined: global power constraint and individual power constraint.

3.1 Global Power Constraint and Individual Power Constraint

There are three nodes in the relay system and two of them transmit symbols.
Global power constraint means the total power of the source node R0 and the
relay node R1 does not exceed the PTotal. The power allocation problem which
is an optimization problem can be expressed as

min Pout = PFD (1 − PSR) + PSDPSR

s.t. p0 + p1 = PTotal
, (17)

where PFD, PSR and PSD are referred to (16), (14) and (13), respectively. PTotal

denotes the total power of the system and pT = PTotal means the source node’s
transmitting power in the first phase.

Individual power constraint means the power of each node does not exceed
the PMax. The optimization problem can be expressed as

min Pout = PFD (1 − PSR) + PSDPSR

s.t.
0 < p0 ≤ PMax

0 < p1 ≤ PMax

, (18)

where PMax denotes the maximum power of a single node and pT = PMax means
the source node’s transmitting power in the first phase.
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3.2 Power Allocation Approximation Algorithm

We choose the upper bound of PFD as the objective function. The objective
function can be written as

Pout = PFD (1 − PSR) + PSDPSR , (19)

where PFD = 1 − 1

1− Ω1,2p1
Ω0,2p0

e
− z

p0Ω0,2 − 1

1− Ω0,2p0
Ω1,2p1

e
− z

p1Ω1,2 . The objective function

is consist of fraction and exponential function which make it difficult to solve.
By applying taylor expansion we can rewrite the exponential function in PFD as

e
− z

p0Ω0,2 = 1 − z
p0Ω0,2

+ z2

2p2
0Ω2

0,2
+ · · · .

e
− z

p1Ω1,2 = 1 − z
p1Ω1,2

+ z2

2p2
1Ω2

1,2
+ · · · .

(20)

By substituting (20) into PFD, PFD can be expressed as

PFDAL(R) = 1 −
⎛

⎝ 1

1 − Ω1,2p1
Ω0,2p0

e
− z

p0Ω0,2 +
1

1 − Ω0,2p0
Ω1,2p1

e
− z

p1Ω1,2

⎞

⎠

= 1 −
[
1 − z2

2p0Ω0,2Ω1,2p1

]

=
z2

2p0Ω0,2Ω1,2p1
. (21)

Through ignoring the 1 in the denominator of (10), we can obtain approximate
PSR as

π(R) ≈ P
{

log2
(
1 + p0|h0,1|2

p1|h1,1|2
)

< 3R
2

}

= P
{

|h0,1|2 < p1
p0

(2
3R
2 − 1)|h1,1|2

}

= 1 − 1

1+
Ω1,1p1
Ω0,1p0

(2
3R
2 −1)

.

(22)

Then the outage of the system can be written in a simplifying form as

Pout = PFDAL(R)(1 − π(R)) + PSISO(R)π(R)

≈ z2

2p0Ω0,2Ω1,2p1

1

1+
Ω1,1p1
Ω0,1p0

z
+

(

1 − 1

1+
Ω1,1p1
Ω0,1p0

z

)(
1 − e

− 2R−1
pT Ω0,2

)

= A−Kp0p1
p1(p0+Bp1)

+ K,

(23)

where z = 2
3R
2 − 1, A = z2

2Ω0,2Ω1,2
, B = z

Ω1,1
Ω0,1

,K = 1 − e
− 2R−1

pT Ω0,2 . The function
(23) will be the new objective function of the power allocation algorithm.

First, we consider global power constraint problem. By substituting the con-
straint condition p0 = PTotal − p1, we can get the final problem

min F = A−K(PT otal−p1)p1
p1(PT otal+Cp1)

, (24)



380 S. Han et al.

where C = B−1. It can be turn into a quadratic function optimization problem.
The power allocation results are as follows

p1 = 2AC+
√

4A2C2+4ABKP 2
T otal

2BKPT otal

p0 = PTotal − p1,
(25)

For individual power constraint conditions, we can get

p1 =

√
2AB±

√
4A2B2+4KB2

A−1
A2

(A−1)K

2KB2/(A−1)

p0 = KBp2
1+A

(A−1)Kp1
.

(26)

If the results beyond the scope of the constraint, the power will be set as PMax.

3.3 Power Allocation Based on Genetic Algorithm

The objective function (19) reveals to be a non-convex function which is difficult
to get an analytic solution. GA is a global searching algorithm with low com-
plexity. It is an iterative procedure which mainly contains four parts: a genetic
representation, a fitness function, genetic operators and control parameters. The
basic structure of GA is shown in Fig. 2. In GA, each solution to the problem is
coded as a fixed-length binary string which is called a ’chromosome’ and every
bit of the strings is called a ’gene’. A group of chromosomes are called popu-
lation. For every iteration, the population produce new chromosomes and get
close to the best solution gradually.

(1) Fitness value is a way to evaluate the quality of the solution which is related
to the objective function and decided by fitness function. In our design, the
objective function is the outage probability of the FD relay system Pout

which is in the interval [0, 1]. In GA, we apply 1 − Pout as our basic fitness
function. As a result, we consider larger value as better results. For the two
different constraint conditions we use linear scaling (27) and exponential
scaling (28), respectively.

ffitness = b (1 − Pout) , (27)

ffitness = ec(1−Pout). (28)

In addition, in order not to surpass the restriction of the global power con-
straint, we adopt a penalty function to fulfill the constraint conditions. If
power of the two nodes does not satisfy the conditions in (17), the fitness
value of this chromosome will shrink by (29) and be marked as a infeasible
solution.

f∗
fitness = ffitness

[
1 −

(
Δ

Δmax

)a]
, (29)
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Fig. 2. The flow chart of GA.

where Δ = p0 + p1 − PTotal and Δmax is the maximum of the whole popu-
lation. In this way, these infeasible solutions can be appropriately reserved
for the next generation to ensure genetic diversity. Moreover, the parameter
a in (29) varies with generation according to (30)

a =
1 − a0

G − 1
g +

a0G − 1
G − 1

, (30)

where a0 is an initial value, G and g are total generation and current iteration
generation, respectively.

(2) After finishing calculating the fitness values of the population, we will rank
the chromosome and find the best one in this generation. Certainly, the chro-
mosomes which are marked during fitness value calculation can not be chosen
as the best. The best chromosomes of every generation will be recorded and
the final solution is one of the best chromosomes.

(3) Selection operator has many strategies. In this paper, we employ a com-
petition method to generate new population. Two of the chromosomes will
be chosen at random, the one with higher fitness value will be one of the
chromosomes in the next generation. In this way, we can keep outstanding
chromosomes and maintain diversity in the meantime.
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(4) Crossover operator is the core of GA which is controlled by crossover rate Pc.
It chooses a pair of chromosomes and exchange some of their genes with the
probability Pc. We choose single-point crossover to break old chromosomes
and recreate next new population. Crossover operator balances premature
convergence and diversity which is decided by Pc, and we choose two different
crossover rate for different constraint conditions.

(5) Mutation operator has a parameter Pm called mutation rate. A chromosome
change one of its genes with the probability of Pm and create new chromo-
some with new characteristic. Mutation rate should be small or GA will
become a random search algorithm with low efficiency. We choose 0.1 as our
mutation rate.

The five steps above are the basic components of GA’s loop structure. One loop
is one generation and we need 100 generations for both global power constraint
and individual power constraint.

4 Numerical Results

In this section, simulation results are shown to verify the theoretical analysis
and the performance of the power allocation scheme. The effect of residual self-
interference are also illustrated based on simulation results. We will illustrate the
parameters for the two different conditions respectively and show improvements
and advantages of power allocation.

4.1 Global Power Constraint

Under the condition of global power constraint, the parameter initial value a0 in
(30) is 15 and linear scaling parameter b = 10 in (27). The population size is 40
and total generation of this GA is 100. The length of chromosomes is determined
by precision of answers, that is, high precision needs longer chromosomes with
the cost of time. Crossover rate and mutation rate are 0.85 and 0.1, respectively.

Figure 3 shows simulation results of outage probability for uniform power
allocation, power allocation based on GA and approximation power allocation.
We calculate three series of curves with different colors. The red one represents
uniform power allocation and the blue curves are power allocation results based
on GA. The black curves show performance of approximation power allocation.
There are three curves in each series. They represent upper bound (UB), lower
bound (LB) and simulation (S) results, respectively. It is obvious that simulation
curves are in the region limited by the two bounds and it proves the correctness
of the theoretical analysis above. The power allocation approximation algorithm
has a poor performance when power is low but it is still better than uniform
power allocation. And it will achieve a better performance in high SNR region.
The GA can achieve better performance in both high and low SNR region but it
has higher complexity than the approximation algorithm. Through power allo-
cation, outage performance of this FD cooperative relay system has improved.
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Fig. 3. Outage probability of global power constraint. (Ω0,1 = 10 dB, Ω0,2 =
2dB, Ω1,1 = 8dB, Ω1,2 = 10 dB, R = 0.5 bit/s/Hz) (Color figure online)

4.2 Individual Power Constraint

Different from global power constraint using a penalty function, we adopt expo-
nential scaling with parameter c = 15 in (28). The population size is 30 and
total generation of this GA is 100. Crossover rate and mutation rate are 0.75
and 0.1, respectively. Figure 4 illustrates maximum power allocation compared
with GA power allocation and approximation power allocation. Different from
global power constraint, approximation power allocation has a good performance
with no SNR limitations and achieve similar performance as GA power alloca-
tion. The outage performance has a significant promotion and transmit power is
saved in the meantime.

Fig. 4. Outage probability of individual power constraint. (Ω0,1 = 10 dB, Ω0,2 =
2dB, Ω1,1 = 8dB, Ω1,2 = 10 dB, R = 0.5 bit/s/Hz)
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4.3 Self-interference

In Fig. 5, results of power allocation with different intensity of self-interference
are illustrated. Different kind of curves represent different intensity of self-
interference. As it is shown in Fig. 5, the power allocation scheme gets evident
performance improvement when Ω1,1 = 8dB. Nevertheless, it can not achieve
significant gain when the self-interference is comparatively small. This result can
be explained in (8–11) where h1,1 denotes the only interference in this system.
Therefore, the power allocation scheme should be applied when there is enough
self-interference.

Fig. 5. Power allocation with different intensity of self-interference

4.4 Convergence of Genetic Algorithms

Figures 6 and 7 illustrate convergent performance of the proposed algorithm
compared with original GA and traversal search results are regarded as optimal
results.

We can clearly see that the proposed GA has a better convergence perfor-
mance than original GA for individual power constraint condition. There is a
premature convergence problem in original GA for global power constraint con-
dition while the proposed GA has a good performance in both convergence and
optimal value. From the results, the proposed algorithm shows superior per-
formance for the power allocation problem. However, increasing the number of
generation and population size can get further performance improvement at the
expense of complexity.
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Fig. 6. Convergence of genetic algorithm for individual power constraint condition

Fig. 7. Convergence of genetic algorithm for global power constraint condition

5 Conclusion

In this paper, we show a power allocation model for the FD cooperative relay
system and propose a power allocation method based on GA and a power alloca-
tion approximation algorithm. Under two different constraint conditions: global
power constraint and individual power constraint, we solve the optimal problem
by adopting the two algorithms. Simulation results verify the theoretical analy-
sis and show evident performance improvement. Under global power constraint,
approximation algorithm has better performance under high transmitting power
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condition while GA has no such limitation. GA based allocation can achieve
good performance under any SNR condition. Under individual power constraint,
approximation algorithm is better than the algorithm based on GA for its low
complexity and power allocation can also achieve energy conservation. The self-
interference intensity influences the effectiveness of power allocation. When self-
interference is comparatively small, there is no need to allocate power. Simula-
tion results also show that the proposed GA has a good performance in both
convergence and optimal value.
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Abstract. With the rapid development of Internet of Things (IoT) and medical
informatization, various kinds of intelligent medical devices have emerged in the
market. Intelligent medical devices are capable of monitoring the health condition
of the patient through sensors and sending those information to third parties.
However, if there are no management and encryption of the information to ensure
accuracy, those devices will not be able to monitor health condition accurately or
even cause medical accidents. Under the circumstances, a secure data transmis‐
sion scheme based on Public Key Infrastructure (PKI) is proposed. This scheme
controls energy efficiency by transferring the high energy consumption of asym‐
metric encryption calculation to third parties. This paper also estimates the data
transmission energy consumption of certain kind of wireless device, which imple‐
ments the scheme to ensure feasibility.

Keywords: Internet of Things · Public key infrastructure · Data security
E-health

1 Introduction

With the rapid development of computer information technology and Internet of Things
(IoT), while medical information systems such as Hospital Information System (HIS),
Picture Archiving and Communication Systems (PACS), Electronic Medical Record
(EMR) have becoming increasingly mature. Hospitals are heading the direction of infor‐
mation, modernization, digitization. A wide range of intelligent medical equipment
emerging under the concept of IoT. Those data will be diagnosed and stored by hospital
information systems. The patients’ private data and diagnostic information provided by
medical institutions are sensitive information and it is critical to implement data encryp‐
tion for these information during transmission. Apart from patient health data, the doctor’s
diagnosis became incomplete or tampered, which will cause serious consequences such as
medical malpractice. Public Key Infrastructure (PKI) is the foundation and core of network
security construction, which is the basic guarantee for the implementation of e-commerce
security. PKI system can achieve identity authentication, secure transmission, non-repudi‐
ation and data integrity. Certification Authority (CA) is responsible for the application,
production, distribution, updating, certification and management of various digital security
certificates for units, individuals or equipment. A lightweight end-to-end medical data
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transmission scheme is proposed in this paper to establish a secure data transmission
between intelligent medical devices and servers [1–4].

2 Scheme Overview

In this chapter, we will demonstrate the network model of the scheme, then provide a
macroscopic review of the protocol and the keywords used in this paper. Finally, provide
a detailed description of the data transmission process.

2.1 Network Model

The network model of the scheme consists of four main components: intelligent medical
devices based on mobile interactive sensors, third parties, remote servers and CA
companies (Fig. 1).

Fig. 1. The network model of the proposed scheme.

(1) Mobile interactive sensors: Through the implantation or adsorption of human body,
this kind of sensor access to the patient’s health data such as blood pressure, blood
sugar and so on. Devices equipped with these sensors mostly adopt embedded
architecture. They can perform wireless data transmission through WIFI, Bluetooth
and so on [5].

(2) Third party equipment: Third parties are the key links in the scheme. A certain third
party is any entity that can provide high-speed data process for the sensor nodes,
such as the HIS and PACS systems of the hospital. Resource constrained sensors
rely on these hardware and software for data formatting and corresponding encryp‐
tion operations. Third party is denoted by TPi [6].

(3) Certification Authority: CA mechanism ensures that third parties and remote
servers communicate through certificate-based authentication, and verify the accu‐
racy of the data by signing and verifying the data through the relevant method
provided by the trusted CA authorities.
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2.2 Scheme Elaboration

The proposed scheme provides a continuous message interaction process, through which
the message body containing different information to complete the data encryption and
transmission. Figure 2 summarizes the system message exchange process, which is
divided into five phases, including 11 interactive message bodies.

message node (MN) third party (TP) server node (SN)

phase1

phase2

phase3

phase4

phase5

A
B
C
D

E
F

G
H

I
J

K

Fig. 2. Message exchange process of the data transmission

Table 1 shows the descriptions of some variables used in the scheme, they will be
used mostly in the message formula.

Table 1. Notation and description of the variables in the scheme

Notation Description
MN Message node
SN Server node
TPi Third party
CA Certification authority
Nx Data generated by node x
Kx,y Symmetric key between x, y
Kx Public key of node x
K−1

x
Private key of node x

[data]k Data encrypted with key k
SIGNx Node x’s digital signature
S Credential between MN and SN

Phase 1 (initialized interaction):
Due to the limited computing power of wireless sensor nodes, MN can only perform

symmetric encryption function. Node MN initiates the exchange by sending a HELLO
message A to SN. This message informs SN about the security policies such as AES
encryption algorithm, SHA algorithm and so on. If the server node responds, SN will
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select one of the proposed security policies, SN responds with a HELLO message and
generates a symmetric key for selected symmetric encryption method.

A: MN − hello
(
NMN , SecurityPolicy

)
(1)

B: SN − hello
(
NSN , SecurityPolicy

)
(2)

Phase 2 (Secure connection between nodes):
After a successful connection between the MN and the SN, this phase requires the

establishment of a secure channel between TPi and MN or SN. MN sends a message C
to a TPi device to inform its presence, this message includes a Message Authentication
Code (MAC), which is encrypted by the symmetric encryption key KMN,TPi

 generated in
phase 1, and send message D to agree to join the information exchange process. It is
worth noting that in the message E, each TPi sends public key along with certificate to
the SN, meanwhile requests server certificate from SN. If the certificate provided by TPi

is certified, SN will return the certificate requested by TPi.

C: ∀i ∈ {1, n}
[
MN, NMN , NSN

]
KMN,TPi

(3)

D: ∀i ∈ {1, n}
[
TPi − hello

(
NTPi

)]
(4)

E: ∀i ∈ {1, n}
[
CertRequest, Cert, NMN , NTPi

]
(5)

F: ∀i ∈ {1, n}
[
CertSN , NTPi

]
(6)

Phase 3 (Proving third party representativeness of MN to SN):
At this stage, it is necessary to prove to SN that TPi represents a specific MN and

verify the representative relationship. As response, MN will perform a hash function on
each key to ensure data confidentiality and send it to the SN in message H. TPi will send
the data to the SN in the next phase and Hash value of the MN symmetric key KMN,TPi

.
The matching of the data proves the representation of specific MN node by perform a
data comparison.

G: HashRequest
(
NSN

)
(7)

H:
[
Hash

(
KMN,TP1

)
, Hash

(
KMN,TP2

)
,…Hash

(
KMN,TPm

)
, NMN

]
(8)

Phase 4 (Encryption and transmission of critical data):
Through the first few stages of exchange, network entities have successfully estab‐

lished connections. At this point, MN generates medical information data S, which will
be divided into m segments. Through the message I, each piece of data uses the
symmetric encryption key KMN,TPi

 to perform symmetric encryption and sent to the
specific TPi. After received message I, TPi will use the public key of the SN to asym‐
metrically encrypt the message J, and message J contains the hash value of the original
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data message segment Si, KMN,TPi
 along with the signature values of signing these data.

SN decrypts data with its own private key after received message J, meanwhile uses
verify signature method in API provided by CA to validate the accuracy of data and
credential. By comparing the signature value and the original data in the message J to
verify whether the data is accurate and non-repudiation. The hash value of the KMN,TPi

in the message J is compared with those in message H, and if it matches, SN will recog‐
nize the data and reorganize the raw data S [7–10].

I: ∀i ∈ {1, m}
[
Si, NTPi

]
KMN,TPi

(9)

J: ∀i ∈ {1, m}
[
Si, Hash

(
KMN,TPi

)
, NMN , NSN , SignTPi

]
KSN

(10)

Phase 5 (Termination phase):
SN informs the MN that the data has been received by the message K to terminate

a complete data exchange process.

K:
[
Terminate

(
NMN

)]
S (11)

3 Scheme Energy Analysis

This chapter is about energy feasibility on integrating PKI system into the data trans‐
mission. As the wireless acquisition equipment are mostly self-powered rechargeable
equipment, so we must calculate the overall energy consumption.

3.1 Energy Estimation Model

In [11], the author proposed an energy consumption model for wireless sensor nodes
(WSN) in data transmission. By introducing this model into the network model proposed
in previous chapter, to estimate sending, receiving and listening energy consumption.
The energy consumption values of Elliptic Curve Cryptography (ECC) elliptical algo‐
rithm was given [11], along with the energy consumption of ECDSA (ECC-DSA)

Table 2. Energy estimation model variables in the scheme

Message operation Cost
Transmit 1 bit 0.72 μJ
Receive 1 bit 0.81 μJ
Listen for 1 ms 0.29 μJ
AES-128 encryption 28.11 μJ
SHA-1 128 bits MAC 23.9 μJ
ECC-160 encryption 17 mJ
ECDSA-160 signature algorithm 15 mJ
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signature algorithm. In [12], the author provided the energy consumption of wireless
sensor node equipped with AES encryption algorithm and SHA-1 encryption algorithm.
Based on the energy calculations in these two papers. The energy estimations listed in
Table 2 will serve as energy models for different data operations in the scheme.

3.2 Energy Detail Estimation

Sending energy consumption: The energy consumption of the transmission is calculated
based on the length of the message of the MN and the number of third parties involved
in the operation of the data. Table 3 summarizes the effect of the number of third parties
on the energy consumption.

Table 3. Table of sending energy consumption using energy estimation model

Number of third parties Size (bytes) Energy consumption (μJ)
0 319 1831.68
2 545 3133.44
4 920 5299.34
6 1298 7464.97
8 1673 9630.56
10 2049 11796.45

Receiving energy consumption: Similar to the sending consumption, the receiving
energy consumption is affected by the total length of the received message and the
number of third parties. Table 4 lists the effect of the number of third parties on the
receiving energy consumption.

Table 4. Table of receiving energy consumption using energy estimation model

Number of third parties Size (bytes) Energy consumption (μJ)
0 213 1374.4
2 258 1671.76
4 395 2553.34
6 530 3434.5
8 669 4316.67
10 803 5198.89

Listening energy consumption: The length of time that a MN is monitored is equal
to the sum of the packet transmission delay (Δ), packet calculation time (Comp) trans‐
mission delay (T) and the reception delay (R). It is estimated that the packet transmission
delay between different entities is 150 ms, and third parties and the server node have
sufficient computational power and do not need to concern too much about energy
efficiency. The transmission delay is calculated as follows:

TListening = Δ(MN → SN) + R(SN) + Comp(SN) + T(SN) + Δ(SN → MN) (12)
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Where: Δ(MN → SN) denotes packets propagation delay from MN to SN; R(SN)

denotes Reception latency of SN; Comp(SN) denotes Computational time of SN; T(SN)

denotes Transmission latency of SN; Δ(SN → MN) denotes Packets propagation delay
from SN to MN. The energy consumption monitored by the number of third-party impact
is given in Table 5.

Table 5. Table of listening energy consumption using energy estimation model

Number of third parties Listening time (ms) Energy consumption (μJ)
0 942.27 273.12
2 2408.34 698.43
4 4215.36 1222.44
6 6023.25 1746.95
8 7830.79 2270.45
10 9637.56 2794.82

Encryption energy consumption: Encryption energy consumption is estimated by
calculating the total length of the message that needs to be encrypted by the MN node,
then applying the energy model to estimate the energy consumption generated by
symmetric encryption and asymmetric encryption operations. It changes accordingly to
the increase in the number of third parties. The asymmetric encryption algorithms
adopted in China are SM series algorithms (SM2, SM3). These algorithms are improved
and strengthened compared to the original ECC algorithm, but the energy consumption
of this algorithm is basically similar [13] (Table 6).

Table 6. Table of encryption energy consumption using energy estimation model

Number of third parties Size (bytes) Energy consumption (μJ)
0 35 34000
2 132 231.56
4 264 456.87
6 388 681.45
8 517 906.53
10 640 1131.56

3.3 Scheme Energy Analysis

The scheme estimated overall sending, receiving and listening energy consumption as
communication cost, and overall encryption energy consumption as computational cost,
the final estimation is given in Fig. 3.

When estimating the energy consumption of communication, if there is no third
party, the energy consumption on MN will be quite tremendous. Symmetric encryption
and asymmetric encryption are completed in the wireless device in this case. It is tech‐
nically difficult to achieve, it has certain requirements for the hardware and software
conditions of the wireless devices. There must be at least one third party involved in the
application to ensure that the wireless device has the highest energy efficiency. We also
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find out that the energy consumption value is within reasonable range in the case where
third parties are limited in number and the non-symmetric encryption operation is
completed by the third party, and the feasibility of the system is verified.

Fig. 3. Final energy consumption estimation summary

4 Conclusion and Further Work

This paper provides a feasible solution, detailed description and scheme feasibility
verification of a data exchange scheme based on PKI system, with wireless intelligent
medical equipment as message source. Set message nodes sending data to third party
medical information system secured and unabridged as goal. Introducing PKI system
into E-health applications in the context of IoT, meanwhile verified the feasibility of the
system through the estimation of the energy consumption required by wireless message
nodes. We have not researched on the efficiency of data transmission and the choice of
data transmission channel, which will be consummated in the trailing research.
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Abstract. As a subject of the quantum information science, Quantum Secure
Direct Communication (QSDC) has been different from Quantum Key Distribu‐
tion (QKD), QSDC makes the cryptograph to be transmitted directly in the
quantum channel. Quantum non-cloning theorem and the indeterminacy principle
insure its security. So QSDC has an important research value for the quantum
communication. This letter proposed one division-multiplexed of the control code
based on QSDC, the simulation is realized, utilizes the division-multiplexed of
the control code to encrypt the quantum subsequence, and further improves the
security. Two steps of the quantum communication are optimized to be one step.
The division-multiplexed of the control code improves the efficiency of QSDC.

Keywords: QSDC · Division-multiplexed · Control code
Order-rearrangement

1 Introduction

Long and Liu firstly proposes Quantum Secure Direct Communication: Efficient
two-step-quantum-QSDC, then the scientists take the advantage of Single-Photon,
Polarization-entangled twin photons, Quantum teleportation is proposed for QSDC
[1]. The literatures on Quantum Secure Direct Communication in recent five years
are summarized and analyzed, the theoretical research of QSDC towards system
utility, how to simplify the procedure and how to improve the efficiency become the
innovation and the research focus, so how to solve these two problems is the key
method for QSDC. The researchers on the study propose Measuring-Base-Encryp‐
tion Quantum Key Distribution (MBE-QKD) and Quantum Key Distribution based
on the controlled order rearrangement encryption (CORE-QKD) [2–6]. The core
concepts of two methods both are that how to use the control code, this paper
proposes one division-multiplexed of the control code on the architecture of
Quantum Secure Direct Communication.

1.1 Advantages of Using QSDC

QSDC directly transmits both the secret key and the cryptograph in the quantum channel
to achieve a higher security, but QKD only sends the quantum key with quantum
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channel, the cryptograph transmission also depends on the classical electromagnetic
channel. The research based on quantum secure direct communication can break away
from the current situation that QKD is subject to the classical security communication.
QSDC is fit for transmitting confidential information in some emergencies, for example,
the power grid where is an attack needs the secure and instant communication. QSDC
is beneficial to simplify Distributed Blind Quantum Computation (DBQC).

1.2 Measuring Base Encryption-QKD

Measuring-Base-Encryption Quantum Key Distribution (MBE-QKD) of Hwang, Koh
and Han improved BB84-QKD, as both communication sides, Alice and Bob first create
a bunch of random binary number password as the control code, the code-length was
Nk. Under the action of the control node, both Alice selects the measurement basic to
encrypt the polarization states, Bob also selects the same measurement basic to demod‐
ulate these polarization states. Therefore, under the environment of noise-free and no
eavesdropping, Bob can accurately receive the encrypted message from Alice [7–9].
Because Eve doesn’t know the composition of the control code, so there is no way to
judge the measurement basic which Alice selects to encrypt the polarization states, Eve
only selects the random measurement basic to eavesdrop the cryptograph. Whether Eve
selects any measurement basic, he cannot obtain the accurate information. The principle
of MBE-QKD was shown in Fig. 1.

Fig. 1. The principle of MBE-QKD

Whether Eve selects any measurement basic, it cannot obtain the accurate informa‐
tion,so the control code becomes a key of secure communication between Alice and
Bob. Before Alice and Bob compare the results by the classical channel, Eve cannot
decode any message of the key with the control code. Alice and Bob reuse their control
code, Eve can only obtains less than 50% of the cryptograph. If Eve taps the process of
the quantum communication, by comparing the quantum bit error rate (QBER) between
Alice and Bob, the two parties easily detect Eve, so Alice and Bob get up this trans‐
mission, Eve never obtains the useful information of the key with the control code. Due
to MBE-QKD and BB84-QKD contain exactly the same coding method, so Hwang
proves that this scheme of MBE-QKD is secure. For Alice and Bob, the control code is
a secure key of QSDC to detect Eve.
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1.3 Controlled-Order-Rearrangement-Encryption-QKD

Before Einstein-Podolsky-Rosen (EPR) enters into the quantum channel, Alice changes
the particle transport order of the entanglement with Controlled Order Rearrangement
Encryption (CORE), so the chronological locations of the two quantum photons which
are located in the upper channel and the lower channel are not one-to-one, and the two
quantum photons do not come from the identical EPR. The control code and the order
rearrangement are the key technology in CORE-QKD. One bunch of the keys which are
shared by Alice and Bob is the control code, for Eve, the control code is one bunch of
the random binary sequence [10]. Figure 2 shows the principle of CORE-QKD.

Fig. 2. The principle of CORE-QKD

Alice and Bob can transfer the effective and secure information in the quantum
channel after they determines the order rearrangement of EPR, when they begin to assign
the quantum key. The encryption and the decryption both utilize the order rearrangement
of the control code. As shown in Fig. 2, the two quantum photons which are connected
with the straight lines for one EPR. The four EPR contained 24 (4!) kinds of the order
rearrangement. For example, Alice and Bob choose four kinds of the order rearrange‐
ments to transfer every EPR, they are E0, E1, E2 and E3. 2 bits of binary values of the
control code are 00, 01, 11, and 10, the four binary numbers are respectively corre‐
sponded to E0, E1, E2 and E3.

1.4 Division-Multiplexed of Control Code

Through the analyses of the control code in the methods of MBE-QKD and CORE-
QKD, the researchers conclude that the control code is the key technology for the two
methods. The control code is used to select the same measurement basic in MBE-
QKD; to select the mode of the order rearrangement [11]. Based on the key tech‐
nology of the control code in MBE-QKD and CORE-QKD, this letter proposes one
division-multiplexed of the control code (DMCC) on Quantum Secure Direct
Communication-architecture, this method not only makes the control code to select
the measurement basic, but also to select the mode of the order rearrangement, in the
communication process of QSDC.
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2 Establish Model on Division-Multiplexed of the Control Code

In the signal generator, Alice uses the polarization controller (Line-Conjugate-base ⊕,
Diagonal-Conjugate-base ⊗) to modulate the quantum particles, Line-Conjugate-base
⊕ modulates the horizontal polarization state “→” and the vertical polarization state “↑”,
Diagonal-Conjugate-base ⊗ modulates the 45° polarization state “↗” and the −45°
polarization state “↘”, the horizontal polarization state “→” and the vertical polarization
state “↑” encode the quantum bit (Qbit) 0, the 45° polarization state “↗” and the −45°
polarization state “↘” encode Qbit 1.

The double multiplexing function is that the two parties determine the order rear‐
rangement and select the polarization conjugate base. The sequence of the control code
is one string of data bits of binary system, the string of data bits and the code block of
the single photon cryptograph contain the same length cryptograph, the cryptograph
sequence contains k single photons, the control code sequence is denoted by Nk.

When Nk performs the control function, “0” in Nk selects the polarization ⊕ to
modulate the horizontal polarization state “→” and the vertical polarization state “↑”,
“1” in Nk selects the polarization ⊗ to modulate the 45° polarization state “↗” and the
−45° polarization state “↘”. When Nk performs the rearrangement, the binary value
range divides the interval to map the rearrangement of Em. Assumes k = 8, the binary
value range of N8 is {00000000-11111111}, N8 contains eight equal intervals: {E1, E2,
E3, E4, E5, E6, E7, E8}, Table 1 shows the corresponding relation, Fig. 3 shows the
geometric rearrangement of Em (For example: E5 and E8).

Table 1. Interval of N8

Model of rearrangement Section of N8

E1 00000000-00011111
E2 00100000-00111111
E3 01000000-01011111
E4 01100000-01111111
E5 10000000-10001111
E6 10100000-11011111
E7 11000000-11011111
E8 11100000-11111111

Alice first executes the rearrangement based on Em which the binary value range of
Nk selects, when Alice modulates the quantum particles. Then Alice chooses the polar‐
ization to code the cryptograph with “0” and “1” from Nk. Figure 4 shows the modulation
mode of Alice. Bob uses the same method to demodulate the photons sequence which
it receives.
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Fig. 4. The modulation mode of Alice

3 Experimental Results

The program flow chart of the principle based on DMCC is as shown in Fig. 5. According
to the flow chart, Alice (the transmitting end) first prepares the random matrices {ak}
and {bk}, Bob (the receiving end) prepares the random matrices {ck}, the random
matrices {ak}, {bk} and {ck} values “0” or “1”, k = 1, 2, …, n. Alice transmits the
quantum states {|φakbk>} to Bob, in accordance with an evaluation of the random
matrices {ak} and {bk}, there are four kinds of the quantum states. The evaluation of
random matrices {ak} expresses the cryptograph, if bk = 0, the orthonormal basis I
modulates the quantum states of Alice; if bk = 1, the orthonormal basis Z modulates the
quantum states of Alice. After Bob receives the quantum states, according to the eval‐
uation of the random matrices {ck}, if ck = 0, Bob makes the orthonormal basis I to
demodulate the quantum states; if ck = 1, makes the orthonormal basis H to demodulate
the quantum states.

Fig. 3. The order rearrangement E5 and E8
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Fig. 5. The program flow chart of the principle based on DMCC

3.1 The Simulation of the Division-Multiplexed Based on the Control Code

As shown in, Alice (the transmitting end) prepares the random matrices ak = [1 1 0 1 0
0 1 0] in Fig. 6, Alice and Bob share the division-multiplexed of the control code bk = [1
0 0 0 0 0 1 1]. Because the decimalism of bk is: m = 131, so Alice selects the fifth
rearrangement interval E5.

Fig. 6. Alice prepare the random matrices ak Fig. 7. The result of rearrangement

Alice first executes the order rearrangement, exchanges the first quantum photon and
the second quantum photon; exchanges the third quantum photon and the fourth quantum
photon; exchanges the fifth quantum photon and the sixth quantum photon; exchanges
the seventh quantum photon and the eighth quantum photon, Fig. 7 shows the result of
rearrangement.

After the rearrangement, if bk = 0, Alice selects the orthonormal basis I to modulate
the quantum; if bk = 1, the orthonormal basis Z to modulate quantum. Figure 8 shows

One Division-Multiplexed of Control Code Based on QSDC 401



the result of the modulation. Then, Alice transmits the cryptograph of the modulation
to Bob, according to the division-multiplexed of the control code, as shown in Fig. 9.
Bob recovers the original marshalling sequence of the quantum, then demodulates the
final cryptograph, Fig. 10 shows the result of the cryptograph.

Fig. 8. The result of the modulation Fig. 9. The control code shared

Fig. 10. The cryptograph which Bob demodulates

3.2 Compare QBER

There are eavesdrop-retransmission attacks, Trojan horse attacks, photon-number-split‐
ting attacks, quantum channel noise and channel attenuation in the quantum communi‐
cation, all reasons also can break the security for QSDC. In the experiments, QBER is
employed to compare the security between DMCC and other algorithms, [10] chooses
0.13 as the threshold value. If the threshold value less than 0.13, the eavesdropping, the
noise/attenuation cannot be differentiated.

QBER from all 1000 times experiments are more than 0.29 in DMCC, DMCC can
detect the eavesdropping effectively. QBER from 118 times experiments are lower than
0.13 in the other algorithm, it cannot differentiate between the eavesdropping and the
other reasons in the quantum channel. The comparison between the proposed DMCC
and the other algorithm is shown in Table 2.
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Table 2. The comparison between the proposed DMCC and another algorithm

QSDC QBER Less than 0.13 0.13–0.25 0.25–0.33 More than
0.33

The proposed
DMCC

Frequency
occurrence

0 0 16 984

Another
algorithm

Frequency
occurrence

118 280 0 602

4 Conclusion

This letter proposes one division-multiplexed of the control code based on the quantum
secure direct communication, the experiments are done, according to the analysis of the
simulation result, the proposed algorithm can select the polarization conjugate base to
encrypt the quantum, and can execute the order rearrangement. This approach can
effectively detect the eavesdropping.

Above all, this paper puts forward one kind of the transmission method in the field
of quantum secure direct communication, the main innovative points as follows:

(1) Establish one theory model which put the control code into the block to select the
polarization conjugate base.

(2) Design the approach of the order rearrangement based on the control code.
(3) Propose one division-multiplexed of the control code after summarizing the advan‐

tages of the control code from MBE-QKD and CORE-QKD.
(4) According to the analysis of the simulation result, this paper proves that the process

of division-multiplexed of the control code can effectively detect the eavesdrop‐
ping.
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Abstract. In this paper we study the resources access problem in cog-
nitive radio networks, especially we are interested in the large number of
secondary users (SUs) present in the system. We propose a model based
on channel access process when the PU is active, respecting the level of
interference authorized by the operator. In this paper, we take secondary
users as positive potential cooperators for the primary users. SUs negoti-
ate with PUs for the acquisition of underutilized channels with exceeded
interference caused to the PU. The PU will support additional interfer-
ence Δ but will benefit from the cooperation of SUs to relay its data.
In each transmission frame, one or more secondary users are selected to
act as a relay for the primary user and also transmit its own data. We
model this cooperation as coalitional game. The utility function considers
various factors such as transmission power and noise level. A distributed
coalition formation algorithm is also proposed, which can be used by SUs
to decide whether to join or leave a coalition. Such a decision is based on
whether it can increase the maximal coalition utility value. The objec-
tive of this work is to demonstrate that the proposed scheme is able to
enhance the network throughput while increasing the opportunity that
SUs can access the licensed spectrum owned by PUs.

Keywords: Cognitive radio · Dynamic spectrum access
Cooperative relaying · Coalitional game

1 Introduction

Cognitive radio is an innovative approach to wireless communication, which can
improve spectrum utilization by spectrum sharing between primary users (PUs)
and secondary users (SUs). Cognitive radio has been proposed in recent years
to promote the spectrum utilization by exploiting the existence of spectrum
holes [1]. According to Federal Communications Commission (FCC)[1,2], the
secondary users would sense the activities of the primary users periodically.
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When a channel is not occupied by a primary user, a secondary user can use the
channel opportunistically after sensing. In a cognitive radio network, the SUs are
allowed to access the spectrum in overlay or underlay model [3–5]. In underlay
spectrum sharing scenario, the SU and the PU can access a licensed spectrum
simultaneously as long as the interference caused to PU is kept below a predefined
threshold [2]. SUs’ transmission power is constrained strictly. Accordingly, the
SUs’ quality of service (QoS) can not be guaranteed and enhancing the SUs’
performance becomes a challenging issue.

For better exploitation of spectrum resources, and with the evolution of cog-
nitive radio technologies, dynamic spectrum access [2,3] becomes a promising
approach to increase the efficiency of spectrum use, allowing an unauthorized wire-
less users (secondary users) to dynamically access the bands of spectrum holders
(primary users). This efficiency can be improved considerably when dynamic spec-
trum access is associated with spectrum leasing. Dynamic spectrum leasing (DSL)
[6] is proposed on the basis of DSA. In DSL model, spectrum licensees (called pri-
mary users) have the rights to sell or trade their spectrum to the third party. So
primary users can lease their owned spectrum resources for a fraction of time to
the secondary users to exchange reasonable remuneration. The authors in [9] pro-
posed an improved cognitive radio (CR) model in which the secondary system can
harvest energy from the primary system and access the spectrum of the primary
system to transmit its own data in an underlay mode.

In this paper, we study the cooperation between PU and SU where PU
use SUs to relay their message in exchange for spectrum access. We focus on
designing an effective cooperation strategy for SUs to form a coalition so that
the overall system performance (primarily, the throughput) can be improved. A
distributed coalition formation algorithm for each SU is proposed in this paper
to decide whether to join or leave a coalition based on the split and merge rules
[7]. Such a decision is based on whether it can increase the maximal coalition
utility value.

The rest of this paper is organized as follows. The network model and the
cooperative transmission mechanism are illustrated in Sect. 2. We formulated the
relay selection problem as coalitional game with transferable utility in Sect. 3
and also proposed the distributed game formation algorithm. In the Sect. 4,
we analyze the performance of our proposed cooperative cognitive framework.
Finally the Sect. 4 concludes the paper.

2 System Model

In our proposed framework, we assume that:

• The network is dense where many SUs have the objective to access the channel.
• The PU is willing to cooperate with the SUs and grant to a subset of sec-

ondary transmitters in exchange for cooperation (relaying) in the form of
transmission.

• The messages exchanged between the PU and the SU during the negotiation
phase are not addressed in this paper.
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• Most of the SUs have best effort traffics (like web surfing, mails,...), these users
will be authorized by the PU to share the canal with it even if the interference
threshold is not respected. They will not waste time in sensing to check the
presence of the PU and will leave the spectrum holes for SUs with real time
services.

• In the secondary network, each transmitter has information to deliver to a
given secondary receiver (interference channel).

In this paper, we explore the ability of cognitive radio to provide sufficient
capacity to support additional interference for the PU in exchange for cooper-
ation. The PU will be willing to support additional noise level Δ (presented in
Fig. 1) in his owned bandwidth for a fraction of time if, in exchange for this con-
cession, they will benefit from enhanced quality of service (e.g., in terms of rate
and also of outage probability). When the PU is active, he decides its strategy
on the level of the additional noise level that he can support from the SUs, and
also the number of successive time slots X granted of SUs in this cooperation.
This cooperation is modeled as a game, specifically, as a coalitional game .

The proposed system involves N Primary Network (owner of the spectrum
rights) and M Secondary Users. The set of PUs and SUs are denoted by N =
{1, 2, ...., N} and M = {1, 2, ....,M}, respectively (Fig. 2).

Fig. 1. Cooperative spectrum sharing Fig. 2. Coalition formation for col-
laborative spectrum access

In this paper, we consider a model where the SUs act as cooperative relays
to assist the PUs transmission in exchange for spectrum accesses in over-
lay or underlay mode. The PU can coexist with one or more secondary sys-
tems and sharing the same frequency band. Both these two networks operate
autonomously. Thus, the Primary Network is aware of the spectrum occupancy
by PUs and the same for the Secondary Network. SUs can make use of free



408 S. Gmira et al.

channels, or use the occupied channels under SINR constraints. Every PU in the
N = {1, 2, ...., N} will form a collation with one or more SUs, The coalition
head is represented by the PU. The number of coalitions formed in our proposed
model is equal to N .

The PU has two transmission modes: direct transmission and cooperative
transmission. If PU selects direct transmission mode, it sends the data to its
receiver directly over the entire primary portion.

In our proposed system, the time resource is partitioned into discrete time
slots (Fig. 1). We suppose every channel is slot Rayleigh channel which means
that the channel coefficient is constant in a slot and all transmissions are assumed
to be slot synchronized. During the primary time slot, each PU may use the entire
slot for direct transmission or to employ cooperation with SUs which determined
by the coalition algorithm described in the next section.

The data transmission slot is divided into four portions, α, β, λ and T −α−
β − λ.

• The Sensing phase with duration: α.
• The Reporting phase with duration: β.
• The Negotiation phase with duration: λ (Coalition Formation).
• The Data Transmission Phase with duration: T − α − β − λ.

The contributions of this paper can be summarized as follows:

(1) We present a cooperation framework between primary users and secondary
users.

(2) Coalitional game theoretic model of spectrum access/sharing is presented.
(3) We investigate the coalition formation and discuss the NE solution for our

coalition game.

Algorithm 1. Coalition Formation Algorithm
1: Initial Coalition Formation:
2: PU broadcasts pilot traffic to each SU, and select candidate relays based on the geographic

location
3: Initial coalition formation Cjinitial

= {PUj , SU1, ..., SUi, ...SUqinitial
}

4: The PU sets a value for the additional accepted interference Δ and the number of time slots X
granted for SUs’ access using the underlay mode.

5: Coalition Transformation:
6: SUs get the value of Δ
7: Apply merge-split rules on coalitions
8: Repeat after X time slot

9: Π
′

= merge (Π), Coalitions in C merge into a new coalition based on the merge rules
10: Repeat until no more merge possible

11: Π = split (Π
′
), Coalitions in F split into different coalitions based on the split rule

12: Repeat until no more split possible Cj = {PUj , SU1, ..., SUi, ...SUq}
13: SUs calculate the transmission power’s value
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3 Proposed Cooperative Relay System

3.1 Coalition Game Overview

Coalition formation is a branch of game theory that investigates algorithms for
studying the coalitional structures that form in a network. It’s recognized as
an important tool in many fields, such as social sciences, biology, engineering,
political science [13]. Coalitional games approaches can achieve better results
in terms of performance and stability in cooperative communications networks.
Coalitional games was classified in a tutorial paper [7] into three categories:
canonical (coalitional) games, coalition formation games, and coalitional graph
games.

3.2 Framework Conception

In this section, an algorithm for the coalition formation of our proposed frame-
work is presented. The SU will start by sensing the canal in the sensing phase
α (presented in Fig. 1). If the PU is idle, then the SU will access the canal in
its free spectrum holes using the Overlay Mode. The access will be granted for
the current time slot. Otherwise, if the PU is active in the canal, the SU will
share the same spectrum with the PU using the Underlay access mode. In our
proposed model, SUs are authorized to exceed the predefined threshold with an
additional interference Δ. In turn, they will collaborate with the PU by relay-
ing its data to their destinations. When the PU is active, one or more SUs can
coexist with the PU in the same canal for X time slots. The values of Δ and X
are defined by the PU during the negotiation phase λ. In this case, for the next
X time slots, the SUs will not waste energy in the sensing and the reporting
phases, and will use the whole time slot with duration T .

Incorporating cooperation into cognitive radio networks, the SUs not only
look for idle time slots to transmit their own data, but they may also relay the
PUs’ packets. Thus, cooperation in cognitive radio networks can be regarded as
a win-win situation. In our paper, the cooperation between the PU and the SUs
is used when the PU is present in the canal and is willing to support additional
interference. In general, the more SUs in the selected coalition, the less spec-
trum’s portion access. In turn, each SU may obtain less access time for its own
data transmission. On the other hand, each SU may acquire more access time
for its own data transmission if there is a fewer number of SUs in the coalition.
Consequently, each SU in the game has the incentive to team up with the best
partners so as to produce the maximal coalition utility value. This value depends
also on the value Δ fixed by the PU at the beginning of the negotiation phase λ.
The coalition formation algorithm is detailed in Algorithm 1 based on the split
and merge rules.

3.3 Throughput Calculation/Coalition’s Utility

As presented in the paper [11], a coalitional game G is uniquely defined by
the pair (K;U), where K is the set of players (PU and his SUs relay nodes),
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any non-empty subset C ⊆ N is called a coalition, and U is the coalition value,
it quantifies the worth of a coalition in a game. The strategy of each player is to
decide on which coalition to join, and the payoff is the function U(Cj ;Πi).

The utility (denoted by U) is the aggregated utility value of a coalition.
Specifically, U(Cj) denotes the total coalition utility value of the coalition Cj ,
where j ∈ {1, 2, ..., N} and Cj ⊆ (N ∪ M), which is defined as below:

U(Cj) =
qj+1∑

i=1

Ui (1)

Where qj + 1 denotes the number of players in the coalition U(Cj) : one PU
and qj SUs.

The utility value Ui of each player is the difference between reward and cost,
which is defined as:

Ui = Ri − Ci (2)

Where Ri and Ci represent respectively the reward and the cost given to
SUi/PUi.

In our proposed coalition game, the throughput is considered as reward of
the PUj and SUij (1 ≤ i ≤ qj) in the coalition.

The cardinal of the coalition Cj is equal to qj + 1, so we have:

U(Cj) =
qj+1∑

i=1

(Ri − Ci) (3)

The aggregated utility value of each coalition is composed of the utility of
the PU and the other SUs in his coalition. Then, after substitution:

U(Cj) = (RPUj
− CPUj

) +
qj∑

i=1

(Ri − Ci) (4)

Then we have :
The primary transmission rate is giving by :

RPU =

{
RDirect(PU) , no cooperation

RDirect(PU) + RCoop(PU) , with cooperation
(5)

In the equations below, W denotes the communication bandwidth, Ps and
Pp the transmission power for the SU and the PU respectively, Gj

i the channel
gain between node i and j and is modeled as independent zero mean complex
Gaussian random variable with variance σ2.

The achievable rate from PU transmitter-receiver over the channel on the
direct link (without using the SU for relaying its data) is:

RDirect(PU) = W ∗ log2

(
1 +

PpG
p
p

σ2

)
(6)
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We assume that when the PU is active in the canal, it has many services in
his queue to send to their destinations. He will benefit from cooperation with
SUs and transmit some services to his coalition in order to relay them to their
destinations. The achievable rate from Primary transmitter (PT) to Primary
receiver (PR) over the channel with cooperative relay is:

RCoop(PU) = Lj ∗ δSucc(j) ∗ RCoop(SUij) (7)

Where Lj denotes the packet length delivered by the PU of the coalition Cj

to its SUs in his coalition in order to deliver it (the packet) to PU’s receiver, and
δSucc(j) denotes the probability of successful delivery of a message by the SUs
of the coalition Cj . According to [13], we have:

δSucc(j) = 1 − Π.QSUij (8)

Where is the QSUij probability that a SUij fails to deliver the copy of the
PU’s packet to the destination. Thus, the throughput of SUij when relaying the
PU’s data is:

RCoop(SUij) = (T − α − β − λ) ∗ W ∗ log2

(
1 +

PsG
s
s

σ2

)
(9)

The achievable rate from ST to SR over the channel in the overlay mode for
one time slot is (λ = 0 in this case because there is no negotiation on the value
of X between the PU and the SU):

RO(SU) =
T − α − β

T
∗ W ∗ log2

(
1 +

PsiG
si
si

σ2

)
(10)

As explained above, the PU will grant access to his formed coalition for X
time slots in the underlay mode. In the first time slot, SUs will negotiate with
the PU in the negotiation phase λ on the value of X and the additional value Δ.
At the remaining time slots X −1, SUs will exploit the whole time slot (without
the sensing, the reporting and the negotiation phases). Then, the achievable rate
from ST (Secondary Transmitter) to SR (Secondary Receiver) for all the SUij

(1 ≤ i ≤ qj) in the coalition in the underlay mode for X time slots is:

RU (SUi, X) =
T − α − β − λ

T
Wlog2

(
1 +

PsiG
si
si

σ2 + Δ

)
+ (X − 1)W

qj∑
i=1

log2

(
1 +

PsiG
si
si

σ2 + Δ

)

(11)

Then we have the average throughput for the SU in the underlay mode for
the X time slot :

RU (SUiAvrg) =
1
X

∗ RU (SUi,X) (12)
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Thus,

RU (SUiAvrg) =
T − α − β − λ

T ∗ X
∗ W ∗ log2

(
1 +

PsiG
si
si

σ2 + Δ

)

+
X − 1

X
∗ W ∗

qj∑

i=1

log2

(
1 +

PsiG
si
si

σ2 + Δ

)

(13)

The SU will access in Overlay mode if the PU is idle in the canal and access
in Underlay mode of he’s active. Let’s denote Πp, the probability of the presence
of the PU in a given band, and Y the number of time slots when SU access in
the Overlay mode. Thus, the total average throughput of the SU in our proposed
model is presented below:

RTotal(SUi,Avrg) =
Y

X + Y
∗ (1 − Πp) ∗ RO(SUi) +

X

X + Y
∗ Πp ∗ RU (SUiAvrg)

(14)

3.4 Existence of Nash Equilibirum

The Nash equilibrium [15] is an important concept to measure the outcome of a
non-cooperative game, which is a set of strategies, one for each player, such that
no selfish player has incentive to unilaterally change his/her action.

According to [8], a Nash equilibrium exists if it satisfies the following condi-
tions: ∀i ∈ N :

(1) The action strategy profile (Ai) is a nonempty, convex, and compact subset
of some Euclidean space.

(2) The utility function (Ui) is a continuous and quasi-concave function over the
strategy set of the players.

Proof: this can be achieved by showing the two conditions offered are met
and the poof can be shown according to:

– Since each CR user has a strategy profile that is defined by a spectrum access
type with some transmission power, thus the first condition is readily satisfied.

– To prove the second condition is also satisfied, we have to show that the given
price based utility function (Ai) is quasi-concave ∀i ∈ N .

The utility function is continuous and strictly concave because we have:

∂2Uγ
ab

∂pγ
> 0 (15)

Nash equilibrium of a game G is a strategy profile s∗ ∈ S such that ∀i ∈ I
we have the following

Ui(s∗
i , s

∗
−i) >= Ui(si, s

∗
−i)∀si ∈ Si, si �= s∗

i ,∀i ∈ I
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4 Simulations and Numerical Results

In this section, we provide and discuss numerical results about the system
performance for N = 2 and M = 5. We aim to show by these simula-
tions that both the PU and the SU can achieve reasonable throughput in
our proposed cooperative model. For our simulations, we choose the default
parameters as follow: K = 200 kHz, Pp = 10mW , Ps(underlay) = 0.1mw,
n0 = 10−15 W ;SINR = 10 dB.

In Fig. 3, we plot the throughput’s variation for both PU and SU as a function
of the variation of the Δ. We note that the throughput of the PU without the
cooperation decreases if the value of the Δ is increased, while it increases if the
PU cooperates with SU. We can clearly see that the SU’s throughput is enhanced
for higher value of Δ.

In our game, every player is a general entity individual and uses a strategic
learning algorithm to learn the best coalition and finally the system converge
to Nash equilibrium. We use the imitative Boltzmann-Gibbs weighted strategy
[11,13]. In our paper, we are interested in SU’s strategies. Those of the PU will
be studied in a future work.

Fig. 3. SU’s and PU’s throughput vari-
ation without and with cooperation

Fig. 4. Convergence of partition choice
for five SUs

In Fig. 4, we plot the probability of partition’s convergence (N = 2, M = 5). It
shows that each SU can make a good decision on which partition to choose. SU1 to
SU5 choose respectively partitions: Π28, Π7, Π24, Π28 and Π13. For the strategy
Π32, no user converge to this strategy, because the reward for this one is the lowest
one (all the SUs with the same PU that offers the lowest value of Δ).

From these simulations we can conclude that having a maximum utility
(throughput) for players is due to the partition’s choice, which takes into account
the value of Δ predefined by the PU and the number of the SUs present in the
current coalition with the PU (Table 1).
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Table 1. Possible Coalitions Structure for N = 2 and M = 5

Π1 = {{P U1, SU1}, {P U2, SU2, SU3, SU4, SU5}} Π17 = {{P U1, SU1, SU2, SU4}, {P U2, SU3, SU5}}
Π2 = {{P U1, SU2}, {P U2, SU1, SU3, SU4, SU5}} Π18 = {{P U1, SU1, SU2, SU5}, {P U2, SU3, SU4}}
Π3 = {{P U1, SU3}, {P U2, SU1, SU2, SU4, SU5}} Π19 = {{P U1, SU1, SU3, SU4}, {P U2, SU2, SU5}}
Π4 = {{P U1, SU4}, {P U2, SU1, SU2, SU3, SU5}} Π20 = {{P U1, SU1, SU3, SU5}, {P U2, SU2, SU4}}
Π5 = {{P U1, SU5}, {P U2, SU1, SU2, SU3, SU4}} Π21 = {{P U1, SU1, SU4, SU5}, {P U2, SU2, SU3}}
Π6 = {{P U1, SU1, SU2}, {P U2, SU3, SU4, SU5}} Π22 = {{P U1, SU2, SU3, SU4}, {P U2, SU1, SU5}}
Π7 = {{P U1, SU1, SU3}, {P U2, SU2, SU4, SU5}} Π23 = {{P U1, SU2, SU3, SU5}, {P U2, SU1, SU4}}
Π8 = {{P U1, SU1, SU4}, {P U2, SU2, SU3, SU5}} Π24 = {{P U1, SU2, SU4, SU5}, {P U2, SU1, SU3}}
Π9 = {{P U1, SU1, SU5}, {P U2, SU2, SU3, SU4}} Π25 = {{P U1, SU3, SU4, SU5}, {P U2, SU1, SU2}}

Π10 = {{P U1, SU2, SU3}, {P U2, SU1, SU4, SU5}} Π26 = {{P U1, SU2, SU3, SU4, SU5}, {P U2, SU1}}
Π11 = {{P U1, SU2, SU4}, {P U2, SU1, SU3, SU5}} Π27 = {{P U1, SU1, SU3, SU4, SU5}, {P U2, SU2}}
Π12 = {{P U1, SU2, SU5}, {P U2, SU1, SU3, SU4}} Π28 = {{P U1, SU1, SU2, SU4, SU5}, {P U2, SU3}}
Π13 = {{P U1, SU3, SU4}, {P U2, SU1, SU2, SU5}} Π29 = {{P U1, SU1, SU2, SU3, SU5}, {P U2, SU4}}
Π14 = {{P U1, SU3, SU5}, {P U2, SU1, SU2, SU4}} Π30 = {{P U1, SU1, SU2, SU3, SU4}, {P U2, SU5}}
Π15 = {{P U1, SU4, SU5}, {P U2, SU1, SU2, SU3}} Π31 = {{P U1}, {P U2, SU1, SU2, SU3, SU4, SU5}}
Π16 = {{P U1, SU1, SU2, SU3}, {P U2, SU4, SU5}} Π32 = {{P U1, SU1, SU2, SU3, SU4, SU5}, {P U2}}

5 Conclusion

In this paper, we study the cooperation strategy for SUs in a CRN based on
the coalition formation game theory. We focused on designing an effective coop-
eration strategy between PU and SU to form a coalition so that the overall
system performance (primarily, the throughput) can be improved. We formulate
the problem of cooperative spectrum access as a coalition game, which is solved
by a proposed distributed coalition formation algorithm utilizing the split and
merge rules. The simulation results showed that networks performances increase
with the proposed scheme especially in terms of the throughput enhancement.
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Abstract. Multiple-instance learning (MIL) is a variant of the tradi-
tional supervised learning. In MIL training examples are bags of instances
and labels are associated with bags rather than individual instances.
The standard MIL assumption indicates that a bag is labeled positive
if at least one of its instances is labeled positive, and otherwise labeled
negative. However, many MIL problems do not satisfy this assumption
but the more general one that the class of a bag is jointly determined
by multiple instances of the bag. To solve such problems, the authors
of MILD proposed an efficient disambiguation method to identify the
most discriminative instances in training bags and then converted MIL
to the standard supervised learning. Nevertheless, MILD does not con-
sider the generalization ability of its disambiguation method, leading to
inferior performance compared to other baselines. In this paper, we try
to improve the performance of MILD by considering the discrimination
of its disambiguation method on the validation set. We have performed
extensive experiments on the drug activity prediction and region-based
image categorization tasks. The experimental results demonstrate that
MILD outperforms other similar MIL algorithms by taking into account
the generalization capability of its disambiguation method.

Keywords: Multiple-instance learning · Disambiguation
Generalization ability

1 Introduction

Multiple-instance learning (MIL) copes with the classification of training bags
each of which is composed of one or more training instances [5,7]. Labels are
associated with bags rather than any individual instance. The standard multiple-
instance assumption indicates that a bag is labeled positive if at least one of its
instances is positive, and otherwise labeled negative.

Several researchers have made a more general multiple-instance assumption
that a bag is labeled as a ceratin class only when several different instances
co-appear in the bag. Under this general assumption, they further proposed
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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several embedded-space MIL algorithms [3,4,8,10]. The basic idea can be sum-
marized as: (1) selecting some instance prototypes from the training set to form
an embedded-space, (2) embedding every bag into the embedded-space by com-
puting the distances/similarities between this bag and those instance prototypes,
(3) using the new bag-level features for training bags to learn an support vector
machine (SVM).

MILD is a very efficient and robust embedded-space MIL algorithm, which
has been demonstrated by Li and Yeung [10]. MILD focuses on the ability of a
candidate instance prototype in separating positive and negative training bags.
However, it ignores the discriminative ability of an instance on the validation set,
or in other words does not consider the generalization capability of its disam-
biguation method, leading to inferior performance as compared to other similar
algorithms.

In this paper, we attempt to improve the performance of MILD by taking
into account the generalization ability of its disambiguation method. The main
idea is dividing the training set into a training set and a validation set, and
using the discrimination of a candidate instance prototype on the validation set
as the evaluation standard of its discriminability. We name the new variant of
MILD Multiple-Instance Learning via Generalized Disambiguation (MILGD).
The experimental results show that MILGD outperforms other embedded-space
MIL algorithms with respect to classification accuracy and robustness to labeling
noise.

The remainder of the paper is organized as follows. In Sect. 2, we review
some work related to our research. In Sect. 3, we first analyse the characteristics
of MILD and then propose our new algorithm. We then compare our MILGD
algorithm with other baselines using two kinds of MIL data sets in Sect. 4. We
conclude this paper in the last section.

2 Related Work

Dietterich et al. [6] proposed the first MIL algorithm called Axis-Parallel Rectan-
gle (APR). The main idea is trying to find an APR in the feature space, which
includes at least one instance from every positive training bag but excludes
all instances from the negative training bags. Before long, Maron and Lozano-
Prez [12] presented a similar concept named Diverse Density (DD) to solve
the MIL problem. DD actually describes the likelihood that a possible concept
appears in all positive bags and does not appear in any negative bag at the same
time. Zhang and Goldman [19] extended the DD concept into the Expectation
Maximization (EM) framework and proposed the EM-DD algorithm in order to
locate the target concept in a more efficient way. Since learning a single concept
may be insufficient to capture the multi-modal distribution, GEM-DD applies
the Quasi-Newton approaches to search for a group of concepts in an iterative
way [14].

Ramon and De Raedt [15] adapted the neural networks to the MIL context.
Later on, Zhang and Zhou [18] derived a similar framework to tackle the MIL
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problem. Wang and Zucker [17] used the Hausdorff distance to measure the dis-
tances between different bags and extended the standard k-Nearest Neighbor
(kNN) algorithm into the multiple-instance setting. Gärtner et al. [9] devel-
oped a multiple-instance kernel function such that SVMs can be applied directly
for the training bags. Andrews et al. [1] regarded the unobservable instance
labels as hidden variables and formulated MIL as mixed integer quadratic pro-
grams. Settles et al. [16] constructed a multiple-instance framework with active
learning and showed that instance labels are beneficial for improving the per-
formance of an MIL learner. Motivated by the subgradient-based approaches for
SVMs, Bergeron et al. [2] proposed a non-convex bundle method for optimizing
the multiple-instance objective. Li et al. [11] assume that the distribution of
instances is a mixture of the concept and non-concept. Under this assumption,
they constructed an ensemble of several classifiers for classifying bags. Nguyen
et al. [13] provided a generic framework used to convert the rule-based algorithms
into MIL algorithms.

Several researchers have attempted to use the embedded-space algorithms
to solve the MIL problem. Various embedded-space algorithms are different
with each other in that they choose from training bags the instance prototypes.
Specifically, DD-SVM [4] depends on DD for choosing the instance prototypes.
DD-SVM regards the instances with the local maximal DD value as prototypes.
MILES [3] regards all instances in the training set as valid prototypes and selects
a subset of them via learning a 1-norm linear SVM that is known to produce
sparse solutions for feature weights [20]. MILD [10] depends on a conditional
probability model for the instance selection. The instance possessing the highest
capability in classifying the training bags is considered as a prototype. MILIS [8]
achieves the initial instance selection by modeling the distribution of the nega-
tive population with a Gaussian-kernel-based kernel density estimator. Then it
depends on an iterative optimization framework for the instance selection and
classifier learning.

3 MILGD: A Variant of MILD

In this section, we first analyse the characteristics and bias of the MILD algo-
rithm in order to introduce our MILGD algorithm. Then MILGD algorithm is
proposed to improve the performance of MILD by considering the discrimination
of its disambiguation method on the validation set. Let B+ denote all positive
training bags and B− all negative training bags. m+ and m− are the size of B+

and B−, respectively. B is the union of B+ and B−, and m is the sum of m+

and m−. We denote the ith positive bag in B+ as B+
i and the jth instance in

that bag as B+
ij . The bag B+

i is composed of n+
i instances B+

ij , j = 1, . . . , n+
i .

When the label of a bag does not matter, we simply denote the bag as Bi and its
instances as Bij . l(Bi) ∈ {+1,−1} denotes the label of Bi and l(Bij) ∈ {+1,−1}
that of Bij . Note that the instance labels are not directly observable.
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3.1 Analysis of MILD Characteristics

From the MIL formulation, we know that instances in each negative bag are all
negative, so for negative bags there is no ambiguity on the labels of instances.
However, a positive bag may contain not only positive instances but also neg-
ative instances and the labels of instances are unknown therein. Therefore, the
ambiguity in instance labels in MIL arises in the positive bags and MILD is thus
aimed at identifying the true positive instances in the positive bags.

Assumption 1. Given a true positive instance t, the probability that an
instance Bij is positive is calculated as

Pr(l(Bij) = +1 | t) = exp(−‖ t − Bij ‖2
σ2

t

), (1)

where ‖ x ‖�
√∑

k x2
k denotes the 2-norm of the vector x, and σt is a parameter

larger than 0.

Assumption 1 is used to compute a conditional probability. From (1), we
can easily see that 0 ≤ Pr(l(Bij) = +1 | t) ≤ 1, Pr(l(Bij) = +1 | t) = 0
when ‖ t − Bij ‖= +∞ and Pr(l(Bij) = +1 | t) = 1 when ‖ t − Bij ‖= 0.
This is well consistent with our intuition. If t is a true positive instance and
‖ t − Bij ‖= 0, Bij will definitely be a true positive instance since Bij is just
equal to t, which indicates that Pr(l(Bij) = +1 | t) = 1 is reasonable. Similarly,
if ‖ t−Bij ‖= +∞, Bij will be infinitely far away from the true positive instance
t, which means that Pr(l(Bij) = +1 | t) = 0 is also reasonable. The farther Bij

is away from t, the lower is the probability that Bij is positive given t, which
is reasonable based on our intuition. Based on Assumption 1, MILD defines the
probability that a bag is positive as follows.

Definition 1. The most-likely-cause estimator for estimating the probabil-
ity that a bag Bi is positive given a true positive instance t is defined as

Pr(l(Bi) = +1 | t) = max
Bij∈Bi

Pr(l(Bij) = +1 | t)

= max
Bij∈Bi

exp(−‖ t − Bij ‖2
σ2

t

) (2)

= exp(−d2(t, Bi)
σ2

t

),

where
d(t, Bi) = min

Bij∈Bi

‖ t − Bij ‖ . (3)

In other words, the distance d(t, Bi) between an instance t and a bag Bi is simply
equal to the distance between t and its nearest instance in Bi.

The definition of the most-likely-cause estimator implies that the label of a
bag is most probably determined by a specific instance in it which is nearest to
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the true positive instance t. In general, the larger d(t, Bi) is, the lower is the
probability that Bi is positive given the true positive instance t. Based on the
definition of the most-likely-cause estimator, MILD gives the following theorem.

Theorem 1. Given a true positive instance t, there exists a threshold θt which
makes the decision function defined in (4) label the bags according to the Bayes
decision rule.

ht
θt

(Bi) =

{
+1, d(t, Bi) ≤ θt,

−1, otherwise.
(4)

For simplicity, we ignore the proof of Theorem1 and refer the interested read-
ers to [10] for details. Therefore, if t is a true positive instance, there must exist
a decision function as defined in (4) to label the bags well, implying that the
distances from the true positive instance t to the positive bags are expected to
be less than those to the negative bags. Since the positive bags may also con-
tain negative instances just like the negative bags, the distances from a negative
instance to the positive bags may be as random as those to the negative bags.
Thus, for a negative instance its distances to the positive and negative bags do
not exhibit the same distribution as those from t. MILD thus uses this distribu-
tional difference to identify the true positive instances. The following definition
and theorem form the basis of its disambiguation method.

Definition 2. The empirical precision of the decision function in (4) is
defined as

Pt(θt) =
1
m

m∑

i=1

1 + ht
θt

(Bi)l(Bi)
2

. (5)

The empirical precision essentially measures how well the decision function
ht

θt
(·) with threshold θt mimics l(·) in predicting the bag labels. If t is a true

positive instance, it can label the bags well according to Theorem 1, and thus
the best (maximum) empirical precision P ∗(t) for t will be high. In contrast, if
t is a negative instance, it cannot label the bags well, and thus P ∗(t) for t will
be low. In essence, P ∗(t) reflects the ability of instance t in discriminating the
training bags. The larger P ∗(t) is, the more likely t is a true positive instance.
The remaining issue is how to compute P ∗(t) given an instance t. Theorem 2
provides the solution to this problem. Note that

P ∗(t) = max
θt

Pt(θt), (6)

θ∗
t = arg max

θt

Pt(θt). (7)

Theorem 2. The best empirical precision P ∗(t) for t is achieved when θt is an
element in the set {d(t, B+

i ) | B+
i ∈ B+}.

Therefore, to obtain the best empirical precision P ∗(t) given an instance t, we
only need to compute the distance from t to every positive training bag. Given all
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of the above knowledge, Li and Yeung [10] proposed their MILD algorithm. In
their algorithm, they select from every positive training bag the instance with
the largest P ∗ value as a candidate true positive instance (instance prototype).

When the disambiguation process is completed, MILD maps every training
bag Bi to a point D(Bi) in the embedded-space composed of all the instance
prototypes, and then learns a SVM with a Gaussian kernel on all new features
for bags. The new bag-level features for a bag Bi is defined as

D(Bi) = [d(t1, Bi), . . . , d(tm+ , Bi)]T, (8)

where tk ∈ T and T is the set of instance prototypes.

3.2 MILGD

Following the above description, we know that P ∗(t) describes the ability of an
instance t in classifying the training bags. MILD just uses P ∗(t) as its instance
selection principle. However, MILD computes P ∗(t) for an instance t with all
the training examples and does not consider the discriminative ability of t on
unknown examples. As we know, this kind of practice cannot guarantee the
generalization ability of a method, specifically, the disambiguation method of
MILD herein.

To solve this problem, we can group all the training bags into a training set
and a validation set. Given an instance t, we first compute the best threshold θ∗

t

on the training set, which corresponds to the maximum empirical precision P ∗(t).
Then we compute the value of Pt(θ∗

t ) on the validation set. This process can
be considered as one fold of n-fold cross-validation. When the cross-validation
approach is applied, we use the mean of Pt(θ∗

t ) on all the folds to estimate the
discriminability of the instance t. This is the main idea of our MILGD algorithm.
Algorithm 1 summarizes the disambiguation process presented here. Note that
MILGD assumes that a target concept (instance prototype) can be related to
either positive bags or negative bags, whereas, in MILD the target concept is
defined for positive bags only. As in DD-SVM [4], negative instance prototypes
can be computed in exactly the same fashion after negating the labels of positive
and negative bags.

Following Algorithm 1, we know that the main difference of MILD and
MILGD lies in the instance selection standard. MILD regards the discriminative
ability of an instance t on the training set as its instance selection standard,
and thus MILD does not consider the discrimination of unknown examples. In
contrast, MILGD regards the discriminability of t on the validation set as its
instance selection standard, and hence MILGD takes into account the general-
ization ability of its disambiguation method. As shown in Sect. 4, this transition
of instance selection standard can lead to improved performance and robustness
to labeling noise. As for the bag-level feature mapping and classifier learning,
there is no difference between MILGD and MILD.
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Algorithm 1. Instance-Selection Method of MILGD
Input: Set of training bags B and fold number n
Output: Set of instance prototypes T
1: Tp = LearnIPs(B, n)
2: Negate labels of all bags in B
3: Tn = LearnIPs(B, n)
4: T = Tp ∪ Tn

LearnIPs

1: Partition B into n subsets {B1, . . . , Bn}
2: for B+

i ∈ B+ do
3: for B+

ij ∈ B+
i do

4: for k = 1 to n do
5: Compute θ∗

B+
ij

on {B1, . . . , Bk−1, Bk+1, . . . , Bn} according to (7)

6: Compute P k

B+
ij

(θ∗
B+

ij

) on Bk according to (5)

7: end for
8: P (B+

ij) = 1
n

∑n
k=1 P k

B+
ij

9: end for
10: t = arg max

B+
ij∈B+

i
P (B+

ij)

11: Add t to T
12: end for

4 Experiments

In this section, we compare the performance and efficiency of the proposed
MILGD algorithm with that of other MIL algorithms using two kinds of data
sets.

4.1 Drug Activity Prediction

Experimental Setup. The MUSK data sets, MUSK1 and MUSK2, are stan-
dard benchmarks for MIL, which are publicly available from the UCI Machine
Learning Repository (http://archive.ics.uci.edu/ml/). These data sets consist of
descriptions of molecules and the task is to predict whether a given molecule is
active or inactive. Each molecule is viewed as a bag, the instances of which are
the different low-energy conformations of the molecule. Surface properties of a
conformation are extracted as its feature vector that has 166 dimensions. If one
of the conformations of a molecule binds well to the target protein, the molecule
is said active, and otherwise inactive. MUSK1 contains 47 positive bags and 45
negative bags, with an average of 5.17 instances per bag. MUSK2 contains 39
positive bags and 63 negative bags, with 64.69 instances per bag on average.
MUSK2 shares 72 molecules with MUSK1, but contains more conformations for
those shared molecules.

The parameter n (fold number in Algorithm1) was set to be 2 for MILGD.
We used LIBSVM (http://www.csie.ntu.edu.tw/∼cjlin/libsvm/) to train all
the SVMs in our experiments. We chose the regularization parameter C and

http://archive.ics.uci.edu/ml/
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Gaussian kernel parameter γ from {2−10, 2−8, . . . , 210} using a twofold cross-
validation on the training bags. As for other embedded-space MIL algorithms
used for comparison, we asided by the same parameter selecting principle
described here.

For the MUSK data sets, we applied ten different random runs of ten-
fold cross-validation to test various embedded-space MIL algorithms. We thus
reported the mean and 95% confidence interval of the results of ten runs of
tenfold cross-validation.

Classification Results. Table 1 reports the classification accuracies for differ-
ent embedded-space MIL algorithms on the MUSK data sets. We also list some
other results on the same data sets for comparison. From Table 1, we can see that
APR gives the best performance on MUSK1 and MUSK2. However, the APR
algorithm chooses the parameters to maximize the performance on the test set
rather than the training set, and thus the superiority of APR should not be
interpreted as a failure. It can also be observed from Table 1 that our MILGD
algorithm is superior to other algorithms in terms of the average prediction
accuracy over the two data sets, in particular, the embedded-space MIL algo-
rithms. Furthermore, the classification accuracies of MILGD are much higher
than those of MILD, which demonstrates that considering the generalization
ability is indeed very helpful for MILD.

Table 1. Classification accuracies (%) for various MIL algorithms on MUSK.

Algorithm MUSK1 MUSK2 Avg.

MILGD 87.7:[86.2, 89.2] 88.1:[86.6, 89.5] 87.9

MILD [10] 85.0:[82.8, 87.1] 85.0:[83.6, 86.5] 85.0

DD-SVM [4] 85.6:[83.9, 87.2] 87.3:[86.3, 88.2] 86.5

MILES [3] 86.6:[84.9, 88.4] 88.3:[86.8, 89.9] 87.5

MILIS [8] 86.4:[84.6, 88.2] 88.3:[87.2, 89.5] 87.4

APR [6] 92.4 89.2 90.8

DD [12] 88.9 82.5 85.7

EM-DD [19] 84.8 84.9 84.9

MI-SVM [1] 77.9 84.3 81.1

mi-SVM [1] 87.4 83.6 85.5

Computation Time. Then we evaluate the efficiency of our MILGD algorithm.
Following the description of MILGD, we know that MILGD divides the whole
training set into different parts (or folds) for instance selection, and then uses
one part for validating and the remaining parts for training in each iteration.
Therefore, the more the fold number n is, the slower MILGD is. In general,
MILGD is less efficient than MILD. However, the disambiguation process of
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Table 2. Computation time (minutes) for various embedded-space MIL algorithms on
MUSK.

Algorithm MUSK1 MUSK2

MILGD 0.06 2.70

MILD [10] 0.03 0.42

DD-SVM [4] 8.74 122.57

MILES [3] 0.11 4.14

MILIS [8] 6.02 3091.39

MILD itself is very fast, and thus MILGD can still accomplish the instance
selection process very quickly. Table 2 reports the computation time of tenfold
cross-validation for different embedded-space MIL algorithms on the MUSK data
sets. From Table 2, we can see that MILD is the most efficient one while DD-
SVM and MILIS are the least efficient ones among all the embedded-space MIL
algorithms. But other than that, the computation time of other algorithms (i.e.,
MILGD and MILES) is on the same order of magnitude.

4.2 Region-Based Image Categorization

Experimental Setup. The COREL data sets have been widely used for region-
based image categorization. The data sets contain 20 thematically diverse image
categories with 100 images of size 384 × 256 or 256 × 384 in each category.
Each image is segmented into several local regions and features are extracted
from each region. The data sets and extracted features are available at http://
www.cs.olemiss.edu/∼ychen/ddsvm.html. Details of segmentation and feature
extraction are beyond the scope of this paper and interested readers are referred
to [4] for further information.

Two tests have been performed for the COREL data sets, i.e., 10-category and
20-category image categorizations. In the first test, we used the first 10 categories.
In the second test, we used all 20 categories. we randomly chose from each cate-
gory half of images as the training bags, and we used the remaining half as the test
bags. The SVM parameters were tuned in the same way as for the MUSK data sets
and the fold number n was still set to be 2. We repeated the above procedure five
different times. Thus, we reported the classification accuracy over five different
test sets and the corresponding 95% confidence interval. Since this is a classifica-
tion problem for multi-class, the simple one-against-the-rest strategy is applied for
training 10/20 binary SVMs. Therefore, the category having the largest decision
value given by the SVMs is assigned to the unknown bag.

Categorization Results. We provide the classification accuracies for MILGD
and other embedded-space MIL algorithms on the COREL data sets in Table 3.
On both data sets, the performance of MILGD is better or highly comparable
with that of other algorithms. With respect to the average accuracy over the two

http://www.cs.olemiss.edu/~ychen/ddsvm.html
http://www.cs.olemiss.edu/~ychen/ddsvm.html
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Table 3. Classification accuracies (%) for various embedded-space MIL algorithms on
COREL.

Algorithm COREL10 COREL20 Avg.

MILGD 83.2:[81.4, 85.0] 69.9:[68.8, 71.0] 76.6

MILD [10] 80.1:[77.9, 82.3] 66.8:[65.5, 68.1] 73.5

DD-SVM [4] 73.0:[71.8, 74.1] 54.3:[51.0, 57.7] 63.7

MILES [3] 82.0:[81.2, 82.9] 69.9:[68.3, 71.6] 76.0

MILIS [8] 81.2:[79.3, 83.2] 69.7:[67.2, 72.1] 75.5

tests, MILGD outperforms all the other embedded-space MIL algorithms. Par-
ticularly, the performance of MILGD is significantly better than that of MILD,
which indicates again that taking into account the generalization ability is very
important for the MILD algorithm. Based on the better results on the COREL
data sets, we can conclude that our MILGD algorithm is very promising for the
applications satisfying the general multiple-instance assumption mentioned in
Sect. 1.

5 Conclusions

In this paper, we have proposed a variant of MILD called MILGD. The goal of
the study was to improve the performance of MILD via the consideration of the
generalization capability of its disambiguation method. The experimental results
indicate that its prediction ability can be significantly improved when taking into
account the generalization capability. Moreover, due to the transition of instance
selection principle (from focusing on the discriminative ability on the training set
to focusing on that on the validation set), MILGD achieves the best performance
as compared to other state-of-the-art embedded-space MIL algorithms.
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Abstract. Simultaneous wireless information and power transfer (SWIPT) is a
promising communication solution for energy-constrained wireless network. In
the practical environment, the interference often results in a loss of the system
rate, but it also brings energy at the same time. This paper proposes the scheme
of interference energy harvesting (IEH) which can compensate for the loss of the
SWIPT relay system rate caused by the interference. Based on the existing two
operation strategies, time switching (TS) and power splitting (PS), we investigate
the effect of IEH on the relay system rate. The interference energy is divided
among subsequent transmission blocks, which can reduce the duration of energy
harvesting (EH) slots. In addition, the optimal points are investigated in the
different interference factors and interference power. The results show that IEH
can effectively improve the relay system performance under an interference
channel.

Keywords: SWIPT · Relay system · Interference energy harvesting (IEH)

1 Introduction

In recent years, energy harvesting (EH) has become a potential solution to prolong the
lifetime of energy-constrained wireless network [1]. Besides other commonly used
energy sources such as solar and wind, ubiquitous radio frequency (RF) signals have
become another available source for wireless power transfer (WPT). So, simultaneous
wireless information and power transfer (SWIPT) has drawn a great deal of attention.
It can provide green energy [2] and information for the energy-constrained users simul‐
taneously.

SWIPT first was introduced by Varshney [3]. In [3], the fundamental tradeoff
between the information transmission rate and power transfer has been investigated.
Two practical receiver operation strategies, time switching (TS) and power splitting
(PS), have been presented in [4]. In [5], Liu et al. studied the optimal switching strategy
of EH/information decoding (ID) mode under a single-input-single-output (SISO)
channel subject to the time-varying interference.
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Wireless relay communication system has been widely used, because it can extend
the coverage of communication [6]. The relay system based on SWIPT has also attracted
the attention of scholars. In [7], Krikidis et al. studied an amplify-and-forward (AF)
relay system based on TS strategy. The goal was to design the optimal TS factor which
minimized the probability of interruption. In [8], the AF and decode-and-forward (DF)
SISO relay system based on TS strategy was discussed, and the optimal TS factor was
designed to maximize the system throughput. A low complexity algorithm of the
resource allocation for DF relay system was presented in [9], but it did not involve
harvesting the interference energy.

In this paper, we focus on the SISO relay system based on TS or PS operation strategy
and propose the scheme of interference energy harvesting (IEH). During the strong
interference, the signal-to-noise ratio (SNR) sharply drops so that the information trans‐
mission (IT) is interrupted. Generally, the relay system does not operate until the end of
the interference which results in a decrease of the system rate. In order to alleviate the
problem, we propose the IEH scheme that the relay harvests the interference energy and
then evenly divides the harvested interference energy among the subsequent transmis‐
sion blocks. IEH can reduce the duration of EH slots so as to compensate for the loss of
the system rate caused by the interference and improve the system performance under
an interference channel. Of course, it is assumed that the channel state information (CSI)
is perfectly known at the relay.

2 System Model

This paper considers a wireless relay system including a transmitter (Tx), a relay and a
receiver (Rx). The Tx and the Rx are active without energy limit, while the relay is
passive. The Tx and the Rx are equipped with single antenna, and the relay is equipped
with double antennas. The relay works in the AF mode and employs TS or PS strategy.
The link from the Tx to the relay is referred to as the downlink with channel gain
h > 0, and the link from the relay to the Rx is referred to as the uplink with channel gain
g > 0.

2.1 Time Switching Relay System Model

The relay system model based on TS is shown in Fig. 1. At the Tx side, the baseband
signal is expressed as x, and E[|x|2] = 1, where E[⋅] and | ⋅ | denote the mathematical
expectation and absolute value, respectively. The RF band signal is expressed as 

√
Px

with the average transmit power P. At the relay side, the noise nA is a circularly symmetric
complex Gaussian random variable [5], i.e. nA ∼ CN(0, 𝜎2

A
). yr is the signal received by

the relay. The fraction of time that the relay operates in the EH mode is defined as
𝛼 ∈ [0, 1]. The AF power Pr from the harvested energy in the EH mode is used to amplify
the information signal y′

r
 to xr, where y′

r
 is equal to yr in the IT mode. At the Rx side, the

received signal is expressed as y. Similarly, the noise nR ∼ CN(0, 𝜎2
R
) is introduced.
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Fig. 1. Time switching relay system model

2.2 Power Splitting Relay System Model

The relay system model based on PS is shown in Fig. 2. Unlike the TS relay model, due
to the use of the power splitter, new noise nP is introduced at the relay. The fraction of
energy harvested by the relay in the EH mode is defined as 𝜌 ∈ [0, 1].

Fig. 2. Power splitting relay system model

2.3 Allocation of Blocks

As shown in Fig. 3, the TS relay system is taken as an example to illustrate the allocation
of blocks. The interference lasts for mT  blocks and its energy is harvested by the relay.
Subsequently, a block of T is split into an EH slot and an IT slot. The relay harvests
energy in the EH slot and transmits information in the IT slot. The energy harvested
from the interference is evenly divided among n subsequent EH slots. New variable
𝜉 = m∕n is introduced and defined as the interference factor.

Interference EH IT EH IT....

mT nT

αT (1-α)T

Fig. 3. Allocation of blocks
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The average power of the interference is defined as PI, and the energy harvested from
the interference is expressed as EI = 𝜂PImT , where 𝜂 indicates the energy conversion
efficiency. Therefore, the energy of each EH slot from the harvested interference energy
can be expressed as

E′
I
=

𝜂PImT

n
= 𝜂𝜉PIT . (1)

3 Problem Formulation

3.1 Time Switching Model

Frist, we consider the TS relay system shown in Fig. 1. Through the downlink, the signal
yr received by the relay is expressed as

yr =
√

hPx + nA. (2)

The average AF power of the relay is

Pr =
EEH + E′

I

(1 − 𝛼)T
, (3)

where EEH denotes the energy harvested in the EH slot and can be expressed as

EEH = 𝜂hP𝛼T . (4)

By substituting (1) and (4) into (3), we obtain

Pr =
𝜂hP𝛼T + 𝜂𝜉PIT

(1 − 𝛼)T
=

𝜂(h𝛼P + 𝜉PI)

1 − 𝛼
. (5)

Then, the signal xr transmitted by the relay can be expressed as

xr =

√
Pr

hP + 𝜎2
A

(
√

hPx + nA). (6)

Through the uplink, the signal y received by the Rx can be expressed as

y =
√

gxr + nR =

√
gPr

hP + 𝜎2
A

(
√

hPx + nA) + nR. (7)

Thus, the SNR of the signal y is obtained as
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SNR =
hg𝜂P(h𝛼P + 𝜉PI)

g𝜂(h𝛼P + 𝜉PI)𝜎
2
A
+ (1 − 𝛼)(hP + 𝜎2

A
)𝜎2

R

. (8)

The system rate is given by

RTS =
1 − 𝛼

1 + 𝜉
⋅ log2

(

1 +
hg𝜂P(h𝛼P + 𝜉PI)

g𝜂(h𝛼P + 𝜉PI)𝜎
2
A
+ (1 − 𝛼)(hP + 𝜎2

A
)𝜎2

R

)

. (9)

Then, we consider the following optimization problem (P1),

(P1) max
𝛼

RTS

s.t. 0 <𝛼 < 1 .

Problem (P1) can be solved by the extremum method. With the first derivative
R′

TS
(𝛼) = 0, the extreme point can be obtained as 𝛼 = 𝛼∗. At the same time, we verify

whether the second derivative R′′
TS
(𝛼∗) is less than zero. If R′′

TS
(𝛼∗) < 0, it can be deter‐

mined that 𝛼∗ is the maximum point, i.e., the optimal point. The maximum system rate
at the optimal point 𝛼∗ is defined as R∗

TS
.

3.2 Power Splitting Model

Through the downlink, the signal yr received by the relay shown in Fig. 2 is expressed
as (2). The signal y′

r
 is expressed as

y′
r
=
√

1 − 𝜌(
√

hPx + nA) + nP. (10)

The average AF power of the relay is

Pr =
EEH + E′

I

T
, (11)

where EEH in (11) is the harvested energy by the relay in a block and expressed as

EEH = 𝜂h𝜌PT . (12)

Substituting (12) and (1) into (11), we obtain

Pr =
𝜂h𝜌PT + 𝜂𝜉PIT

T
= 𝜂(h𝜌P + 𝜉PI). (13)

Then, the signal xr can be expressed as

xr =

√
Pr

(1 − 𝜌)(hP + 𝜎2
A
) + 𝜎2

P

⋅ [
√

1 − 𝜌(
√

hPx + nA) + nP]. (14)
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Through the uplink, the signal y received by the Rx can be expressed as

y =

√
gPr

(1 − 𝜌)(hP + 𝜎2
A
) + 𝜎2

P

⋅ [
√

1 − 𝜌(
√

hPx + nA) + nP] + nR. (15)

Thus, the SNR of the received signal y is obtained as

SNR =
(1 − 𝜌)hgP

(1 − 𝜌)g𝜎2
A
+ g𝜎2

P
+

[
(1 − 𝜌)(hP + 𝜎2

A
) + 𝜎2

P

]
𝜎2

R

𝜂(h𝜌P + 𝜉PI)

.
(16)

The system rate is given by

RPS =
1

1 + 𝜉
⋅ log2

⎛
⎜
⎜
⎜
⎜
⎝

1 +
(1 − 𝜌)hgP

(1 − 𝜌)g𝜎2
A
+ g𝜎2

P
+

[
(1 − 𝜌)(hP + 𝜎2

A
) + 𝜎2

P

]
𝜎2

R

𝜂(h𝜌P + 𝜉PI)

⎞
⎟
⎟
⎟
⎟
⎠

. (17)

Then, we consider the following optimization problem (P2),

(P2) max
𝜌

RPS

s.t. 0 <𝜌 < 1 .

The solution method of (P2) is the same as that of (P1), and the optimal point is
𝜌 = 𝜌∗. The maximum systen rate at the optimal point 𝜌∗ is defined as R∗

PS
.

4 Simulation Results

Unless otherwise specified, the simulation parameters are set as follows: h = 1, g = 1,
P = 200, PI = 100, 𝜉 = 0.1, and the noise power is set to be 𝜎2

A
= 𝜎2

R
= 𝜎2

P
= 1. For

convenience, the energy conversion efficiency is set to be 𝜂 = 1.

4.1 The Effect of IEH on the System Rate

The relay system rates based on TS and PS are shown in Figs. 4 and 5, respectively.
As shown in Fig. 4, the relay system rate based on TS with IEH is higher than that

without IEH in [8]. Furthermore, the optimal point 𝛼∗ with IEH is smaller than that
without IEH, since the harvested interference energy reduces the duration of the EH slot.
Therefore, the duration of the IT slot increases, and the system rate naturally rises. The
same conclusions can be obtained by analyzing Fig. 5. Compared with [10], the system
performance based on PS is improved effectively.
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Fig. 4. The system rate based on TS

Fig. 5. The system rate based on PS

4.2 The Effect of the Interference Power on the Optimal Points

The optimal points 𝛼∗ and 𝜌∗ in the different interference power are shown in Figs. 6 and
7, respectively. They decrease gradually with the increase of the interference power,
since the stronger interference can supply more energy. Hence fewer resources are allo‐
cated for EH and more resources are allocated for IT. In other words, the optimal point
decreases and the system rate increases. As such, IEH reduces more loss of the system
rate caused by the interference if the interference power is larger.
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Fig. 6. The optimal point 𝛼∗ in the different interference power

Fig. 7. The optimal point 𝜌∗ in the different interference power

4.3 The Effect of the Interference Factor on the Optimal Points
and the Corresponding Maximum System Rates

When other parameters are fixed, the optimal points 𝛼∗, 𝜌∗ and the corresponding
maximum system rates in the different interference factors are shown in Figs. 8 and 9,
respectively. With the increase of 𝜉, the optimal points and the maximum system rates
decrease simultaneously.
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Fig. 8. The optimal point 𝛼∗ and the maximum system rate R∗
TS

 in the different interference factors

Fig. 9. The optimal point 𝜌∗ and the maximum system rate R∗
PS

 in the different interference factors

5 Conclusion

This paper proposes the scheme of IEH based on SWIPT relay system. The optimal
points 𝛼∗ and 𝜌∗ are investigated in the different interference power and interference
factors. For the relays based on TS or PS operation strategy, the simulation results show
that IEH can compensate for the loss of the system rate caused by the interference and
effectively improve the system performance.
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Abstract. Since the amount of trajectory data is large and the structure of trajec‐
tory data is complex, an improved density-based K-means algorithm was
proposed. Firstly, high-density trajectory data points were selected as the initial
clustering centers based on the density and increasing the density weight of
important points, to perform K-means clustering. Secondly the clustering results
were evaluated by the Between-Within Proportion index. Finally, the optimal
clustering number and the best clustering were determined according to the clus‐
tering results evaluation. Theoretical researches and experimental results showed
that the improved algorithm could be better at extracting the trajectory key points.
The accuracy of clustering results was 24% points higher than that of the tradi‐
tional K-means algorithm and 16% points higher than that of the Density-Based
Spatial Clustering of Applications with Noise algorithm. The proposed algorithm
has a better stability and a higher accuracy in trajectory data clustering.

Keywords: K-means algorithm · Based on density
Characteristics of vehicle activity · Weighted density · Initial clustering center
Between-Within Proportion (BWP) index

1 Introduction

With the advent of the era of big data and the rapid development of mobile location
services, trajectory data has become an important digital resource. Since the amount of
trajectory data is very large and the quality of trajectory data is usually poor, it is
becoming a hot issue that how to obtain the deep semantics of trajectory data by data
mining and visualization analysis. Clustering algorithm as an effective technique for
trajectory data feature extraction is widely used in trajectory data mining.

The K-means algorithm [1] as a typical partition-based clustering algorithm is widely
used because of its simplicity and high efficiency. However, it requires users to deter‐
mine the clustering number and the initial clustering centers based on the relevant

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
C. Li and S. Mao (Eds.): WiCON 2017, LNICST 230, pp. 440–450, 2018.
https://doi.org/10.1007/978-3-319-90802-1_39

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90802-1_39&domain=pdf


experience or background field, and performs sensitively to the selection of the initial
clustering centers and the order of the data input, which may result in unstable and
inaccurate clustering results. Aiming at these problems, many scholars have proposed
different improvement programs. There are density-based improvements: the literature
[2] proposed the cluster center initialization algorithm (CCIA), which clusters according
to the density-distribution information of sample data points to obtain the initial clus‐
tering centers, the literature [3] proposed selecting the sample data points with farthest
from the global sample data center in the high-density area as the initial clustering
centers. However, these algorithms are not applicable in the sample datasets of which
the data distribution is relatively uniform. When filtering the sample data points
according to the density, they need to add other parameters for auxiliary judgements.
There are distance-based improvements: the literature [4] proposed the method of
dynamically adjusting the selection of the initial clustering centers based on the principle
that the distance within the cluster is less than the distance between clusters, the literature
[5] proposed the algorithm which clusters by giving every sample data point the specific
weighting factor according to the distance between the data and the initial clustering
center to cluster, the literature [6] proposed determining the initial clustering centers
based on minimal maximum algorithm and partitioning the sample dataset based on
Euclidean distance. However, these algorithms when used in larger datasets increase the
algorithm time complexity and reduce the operation efficiency. In addition, the clus‐
tering results are susceptible to interference of outliers. There are also density-distance-
based improvements: the literature [7] proposed the algorithm which is local clustered
by dividing the sample dataset into several small subsets with the centroid and weight,
but the computational complexity increases in high-dimensional sample datasets, the
literature [8] proposed selecting the initial clustering centers based on the square error
criteria, but the efficiency of the algorithm obviously decreases in large-scale datasets.

Since the amount of trajectory data is very large and the structure of trajectory data
is relatively complex, this paper proposed an improved density-based K-means algo‐
rithm. The improved algorithm this paper proposed can automatically obtain the clus‐
tering number and the initial clustering centers, and has a strong anti-noise interference
ability. In addition, because of filtering the sample trajectory data points by character‐
istics of vehicle activity, the accuracy of the clustering results is effectively improved.
This algorithm not only has important significance for the research of regular changes
in road traffic, but also has positive significance for the exploration of human activity
hotspots area.

2 Related Description and Definition

Assume the set of trajectory data points P = {p1, p2, p3,… , pn} ∈ Rd∗n, d = 3, d means
the number of the sample trajectory dataset dimension, which is three in this paper. The
three dimensions include spatial longitude coordinates, spatial latitude coordinates and
time dimension. n means the total number of the trajectory data points.

The following is some of the important concepts proposed in this paper:
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Definition 1 (Density of a trajectory data point). The density [9] Densr(pi) of any one
of the trajectory data points pi is defined as follows:

Densr(pi) =

√√√√ 1
N − 1

N∑
j=1,j≠i

(r − Dist2(pi, pj)) (1)

r means the effective density radius; N means the total number of the trajectory data
points contained within the radius; pj means the j-th trajectory data point in the circle
with the center pi and radius r; Dist(pi, pj) means Euclidean distance between pi and pj,
that is, the real distance between pi and pj in the map, Dist2(pi, pj) means the square of
Euclidean distance Dist(pi, pj).

Definition 2 (Weighted density of a trajectory data point in turning state). After recog‐
nizing the straight or turning state of the trajectory data points (that is, the straight or
turning activity state of the corresponding vehicle in this point), it is necessary to increase
the filtering probability of the turning state of the trajectory data points by increasing
the weight density. Thus, the concept of the weighted density of a trajectory data point
in turning state is introduced. The weighted density [5, 9] WDensr(pi) of any one of the
trajectory data points in turning state pi is defined as follows:

WDensr(pi) =

√√√√ 1
N − 1

N∑
j=1,j≠i

(r − Dist(pi, pj))
2(1 +

r − Dist(pi, pj)

r
) (2)

Definition 3 (Average distance of the trajectory data points). The average distance of
the trajectory data points is defined as follows:

avgDist =
1

n(n − 1)

n∑
j=1

n∑
i=1,i≠j

(Dist(pi, pj)) (3)

i and j means subscript, having. The average distance of the trajectory data points
can effectively reflect the overall degree of the discretization of the trajectory dataset,
and provide a valid basis for the better determination of the neighborhood radius.

Definition 4 (Neighborhood radius). The neighborhood radius as the effective density
radius is not only directly involved in the calculation of the density value, but also
determines how many points of the trajectory data points may be contained within the
radius. Therefore, the appropriate neighborhood radius is critical to the density calcu‐
lation. The neighborhood radius γ is defined as follows:

𝛾 =

√√√√ 1
n − 1

n∑
j=1

n∑
i=1,i≠j

(Dist(pi, pj) − avgDist)2 (4)
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The smaller the neighborhood radius is, the closer the trajectory data points in the
neighborhood are.

Definition 5 (Length of trajectory step). The vehicle trajectory data are usually sampled
at even time intervals. The length of trajectory step is used to reflect the average length
of each sub-trajectory segmented by the trajectory data points. It also can be used to
indirectly reflect the rate and other attributes of the vehicle’s activity in the trajectory.
The trajectory step ε is defined as follows:

𝜀 =

m∑
i=1

Li

m∑
i=1

Pi − m

(5)

m means the total number of the trajectory; Li means the length of each trajectory;
Pi means the total number of the trajectory data points in each trajectory. The length of
trajectory step is shorter, the rate of the vehicle is lower, and the density of the trajectory
data points contained within the length is higher. It is generally considered that when
the vehicle in the turning process the density of trajectory data points is high, and the
rate of the vehicle is low.

3 Improved Density-Based K-means Algorithm

3.1 Selection of Initial Clustering Centers Based on Density

The improved algorithm was described as follows:
Input: The trajectory dataset X containing n objects, the predicted clustering number

K, the minimum density threshold minDen, the neighborhood radius γ, the length of
trajectory step ε

Output: The set T of the initial clustering centers containing K objects, the set P of
the trajectory data points without noise

Begin:

1. Make sets D = {}, D′ = {}, W = {}, T = {}, P = {};
2. According to the formula (3) and the formula (4), calculate the neighborhood radius

γ; according to the formula (5), calculate the length of trajectory step ε;
3. For xi ∈ X, Do Give xi a density label, and taking r = 𝛾, according to formula (1),

calculate the initial density Densr(xi) of xi;

4. Calculate the minimum density threshold minDen =
1
n

n∑
i=1

Densr(xi); select the first

2K objects with the large initial density, which are put into the set D;
5. For xi ∈ X, Do

5.1 Taking r = 𝜀, according to the formula (1), calculate the density Densr(xi) of xi;
5.2 If Densr(xi) ≥ minDen, THEN Put xi into the set D′;
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6. Take the objects in the set D into the set W (These objects only with the spatial and
time attributes are the same as those of the set D′ in the spatial dimension and the
time dimension);

7. For xi ∈ W, Do Give xi a turning state label, and taking r = 𝛾, according to the
formula (2), calculate the weight density WDensr(xi) of xi, updating its density label
in the set X and D;
Repeat:

8. Take the first object di with no center point or boundary point label in the set D;
8.1 Let di be a center of a new cluster, and give di and the corresponding xi a center

point label;
8.2 For xi ∈ X and xi ≠ di, Do

If xi is the point of direct density-reachable of di and xi has no center point or
boundary point label, Then Give xi a boundary point label, and put it in this
cluster;

8.3 Update di’s density label, If di has the turning state label, THEN Taking
r = 𝛾, according to the formula(2), calculate the weight density WDensr(di) of
di, Else THEN Taking r = 𝛾, according to the formula(1), calculate the density
Densr(di) of di;
Until: Traverse all the objects in the set D, until each object in the set D has a
central point or a boundary point label;

9. In the set D, select the first K objects with the center point label and the large density,
which are put into the set T;

10. For xi ∈ X, Do If xi has no center point or boundary point label, THEN Give xi a
noise label, Else THEN Put xi into the set P;

11. Output the results;

End

3.2 Optimized Selection of the Number K of Clusters

A lot of experiments and experience show [10] that the best clustering number K should
be in the [2,

√
n], n meaning the total number of sample data. Based on this, many

scholars proposed a simple and effective way to select the clustering number K. The
basic idea of it is searching for the K optimal value in the [2,

√
n]. That is, the sample

dataset is clustered for each determined Kopt value, then evaluate the clustering results
corresponding to the Kopt value by clustering validity function. When the clustering
results are optimal, the corresponding Kopt value is the best clustering number K.

This paper used the BWP index [11] BWP(j, i) as the clustering validity function to
reflect the tightness within the cluster and the separation between clusters by the ratio
of the clustering deviation distance bsw(j, i) and the clustering distance baw(j, i). j and
i meaning the i-th sample data of the j-th cluster. The specific description of BWP(j, i)
is as follows:
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BWP(j, i) =
bsw(j, i)

baw(j, i)
=

b(j, i) − w(j, i)

b(j, i) + w(j, i)
(6)

b(j, i) means the minimum distance between clusters of the i-th sample data of the
j-th cluster, that is, the minimum value of the average distance between the sample data
and each other clusters. The specific description of b(j, i) is as follows:

b(j, i) = min
1≤k≤C,k≠j

(
1
nk

nk∑
p=1

Dist(x(k)
p

, x
(j)

i
)) (7)

C means the number of clustering; k and j means the cluster index; nk means the total

number of the sample data of the k-th cluster; x(k)
p

 means the p-th sample data of the k-

th clusters; x(j)
i

 means the i-th sample data of the j-th clusters; Dist2
(x(k)

p
, x

(j)

i
) means the

square of Euclidean distance between x(k)
p

 and x(j)
i

. From the viewpoint of the degree of
separation between clusters, the minimum distance between clusters b(j, i) is the bigger
the better.

w(j, i) means the distance within the cluster of the i-th sample data of the j-th cluster,
that is, average distance between the sample data and each other sample data in this
cluster. The specific description of w(j, i) is as follows:

w(j, i) =
1

nj − 1

nj∑
q=1

Dist2
(x(j)

q
, x

(j)

i
) (8)

From the viewpoint of the degree of tightness within clusters, the minimum distance
between clusters b(j, i) is the smaller the better.

The higher the average BWP of all the sample data points is, the higher the quality
of clustering results is. When the average BWP is maximum, the best clustering number
K is Kopt (the clustering number corresponding to the clustering results). The specific
description of the best number K of clusters is as follows:

K = Kopt = max
2≤k≤

√
n

(
1
n

k∑
j=1

nk∑
i=1

BWP(j, i)) (9)

n means the total number of the sample data; nk means he total number of the sample
data of the k-th cluster.

3.3 Improved Density-Based K-means Algorithm with BWP Index

The basic idea of the algorithm this paper proposed was as follows. Firstly, successively
selected the number Kopt of clusters in the [2,

√
n], n meaning the total number of the

trajectory data. Secondly, according to the selected clustering number Kopt, the improved
density-based clustering algorithm selected the initial clustering centers by clustering
iteration. Then the selected clustering number Kopt and the obtained initial clustering
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centers were used for the improved K-means algorithm, to cluster the trajectory data
and evaluate the clustering results by BWP index. Finally, when the BWP maximum,
the corresponding clustering number Kopt was taken as the best clustering number K,
and the corresponding clustering results were taken as the optimal clustering results.

The improved algorithm was described as follows:
Input: The trajectory dataset X containing n objects, the minimum density threshold

minDen, the neighborhood radius γ, the length of trajectory step ε
Output: The best clustering number K, the set T of optimal clustering results
Begin:

1. Make sets X = {}, T′ = {}, T = {}, S = {};
2. For k = 2 To [

√
n];

2.1 According to the improved density-based clustering algorithm, select the k
initial clustering centers;

2.2 According to the improved K-means algorithm, the trajectory dataset without
noise is clustered and the clustering results are put into the set T′;

2.3 According to the formula (6), calculate average BWP value avgBWP of the
clustering results, and put (k, avgBWP) into the set S;

2.4 Put the set T′ into the set X, then make set T′ = {};
3. Comparing the avgBWP values of the objects in the set S, take the object target where

the max avgBWP is located and record the subscript index of the object;
4. K is k of target; T = Xindex, Xindex means the index-th object of the set X;
5. Output the results;

End
The algorithm this paper proposed was optimized based on the traditional K-means

algorithm. It ensured that the initial clustering center could be generated in the high-
density trajectory data points, reduced the interference of outliers in the trajectory dataset
on the clustering results, avoided the clustering results falling into the local optimal
solution, and improved the accuracy of the clustering results. In addition, under the BWP
index intervention, this algorithm could automatically obtain the best clustering number
and highly effectively select the high-quality clustering results. It solved the big problem
that when the structure of the trajectory dataset unknown, the best clustering number
was difficult to be determined.

4 Experimental Results and Analysis

4.1 Experimental Platform and Data

The paper was selected from 8:00 to 10:00, 12:00 to 14:00, 16:00 to 18:00 and 20:00 to
22:00 from 4th to 14th August 2015, in Beijing Dongcheng District taxi GPS data
provide by DataTang as four sets of experimental data. Each sample experiment data
points included vehicle ID number, latitude and longitude coordinate point and time
information. A detailed description of the data set is shown in Table 1.
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Table 1. Trajectory dataset used in the experiment

Trajectory
dataset

Period Dimension Total number of
sample data

Number of
trajectory path

Data1 8:00–10:00 3 21078 619
Data2 12:00–14:00 3 25162 675
Data3 16:00–18:00 3 23179 634
Data4 20:00–22:00 3 19764 596

4.2 Comparison and Analysis of Three Kinds of Clustering Algorithms

To verify the feasibility of the algorithm this paper proposed, it was compared with the
traditional K-means algorithm and DBSACN algorithm, including comparison of clus‐
tering result and algorithm efficiency.

The analysis of clustering results included five aspects: the accuracy of clustering
results, the distance within the cluster, the distance between clusters, the best number
of clusters and the number of clustering iterations. To guarantee the reasonable validity
of the traditional K-means algorithm, each dataset would repeat the experiment 50 times
and take the average value as the final clustering result, when clustering experiments
using the traditional K-means algorithm. The results of the three algorithms are shown
in Table 2.

Table 2. Comparison of clustering results of three algorithms

Algorithm Trajectory
dataset

Accuracy Distance
within the
cluster

Distance
between
clusters

Best
number of
clusters

Number of
clustering
iterations

Traditional
K-means
algorithm

Data1 58.17% 0.46 1.23 81 13
Data2 64.83% 0.35 1.10 80 10
Data3 63.02% 0.33 1.20 85 11
Data4 62.17% 0.42 1.25 83 11

DBSCAN
algorithm

Data1 62.08% 0.43 1.25 73 12
Data2 74.50% 0.30 1.13 85 8
Data3 73.11% 0.37 1.30 63 9
Data4 70.02% 0.39 1.29 65 9

The
algorithm
this paper
proposed

Data1 83.07% 0.41 1.32 75 10
Data2 90.52% 0.30 1.15 85 8
Data3 86.03% 0.36 1.30 61 9
Data4 85.53% 0.37 1.33 63 9

It could be seen from Table 2 that the accuracy of clustering results of the proposed
algorithm was 24.45% points higher than that of the traditional K-means algorithm and
16.36% points higher than that of the Density-Based Spatial Clustering of Applications
with Noise algorithm. To further verify the clustering results of the three algorithms in
the trajectory dataset, choose the clustering results of the trajectory dataset Data3 as
shown in Figs. 1, 2 and 3.
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Fig. 1. Heat map of clustering results based on the algorithm this paper proposed

Fig. 2. Heat map of clustering results based on the DBSCAN algorithm

Fig. 3. Heat map of clustering results based on the traditional K-means algorithm

Compared with Figs. 1, 2 and 3, the proposed algorithm and DBSCAN algorithm
were more reasonable in clustering than traditional K-means algorithm, and could better
highlight the path of traffic in the trajectory distribution. In addition, the proposed algo‐
rithm had better anti-noise interference ability than the other two algorithms, and the
clustering results of the trajectory data were more suitable for the actual road.

The analysis of three algorithm efficiency was analyzed by comparing the time
(including the shortest, longest and average time) spent in a single cluster iteration CPU
in different trajectory data sets. The results of the three algorithms were shown in Table 3.
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Table 3. Comparison of operational efficiency of three algorithms

Algorithm Traditional K-means
algorithm

DBSCAN algorithm The algorithm this
paper proposed

Data1 Best/s 1.032 0.650 0.545
Worst/s 2.998 1.695 1.572
Average/s 2.579 1.312 1.246

Data2 Best/s 1.352 0.853 0.818
Worst/s 4.013 3.720 3.712
Average/s 3.188 2.641 2.575

Data3 Best/s 1.201 0.809 0.722
Worst/s 3.913 3.263 3.38
Average/s 3.062 2.372 2.346

Data4 Best/s 1.175 0.672 0.678
Worst/s 3.113 2.086 2.033
Average/s 2.473 1.492 1.498

The experimental results showed that at each iteration, the average consumption time
of the proposed algorithm was similar to that of the DBSCAN algorithm. Although the
time complexity was higher when searching for the initial clustering centers, in the
complex trajectory datasets, the proposed algorithm could effectively reduce the number
of iterations and improve the operating efficiency to a certain extent.

5 Conclusion

The improved density-based K-means algorithm was proposed in this paper. Combining
the BWP index, the proposed algorithm selected the key trajectory data points in high-
density area as the initial clustering centers, to ensure obtaining the high-quality clus‐
tering results which were tightness within the cluster and separation between clusters.
The experimental results showed that the proposed algorithm was more accurate and
highly efficient, and the simulation results showed that the proposed algorithm could
extract the key points of the trajectory data well. In this paper, the time complexity is
increased when calculating the sample spacing and selecting the initial clustering center.
In the future research, the computational efficiency of this part will be improved.
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Abstract. In this paper, we proposed a novel haze forecast model, which
combine the principal component analysis with back-propagation neural network
to solve the air quality problem in China. Comprehensive variables are obtained
by dimension reduction on many predictive factors through principal component
analysis (PCA). Then we use the comprehensive variables as the input of back-
propagation (BP) neural network. Through this process, the correlation among
the original predictors can be eliminated and the structure of neural network can
be simplified. The simulation results show that the average prediction error of the
prediction model by using principal component analysis combined with BP neural
network is less than 10%, far lower than the results of the traditional prediction
method which only use a single index, PM2.5 daily average concentration, to judge
whether it is haze day.

Keywords: Haze forecast · PCA · BP neural network
Comprehensive variables

1 Introduction

The solving of the air pollution problem is imminent with the intensification of urban‐
ization in China, especially the air quality in the Beijing-Tianjin-Hebei region.
According to statistics, the number of heavy pollution days up to 29 all the year round
in Tianjin and the average concentration of PM2.5, PM10 and NO2 is above the national
standard. Among them, the average concentration of PM2.5 is 69 μg/m3, which exceeds
0.97 times to the normal; the average concentration of PM10 was 103 μg/m3, which was
0.47 times higher.

Because of the vast territory, complex terrain and capricious climate in China, it is
very important to monitor and forecast the weather conditions and make corresponding
countermeasures. In recent years, domestic and foreign scholars have put a lot of energy
in haze prediction research and proposed a variety of prediction methods and models
and also achieved a series of research results. Hou used the cubic exponential smoothing
model to analysis and forecast haze weather [1]. According to the characteristics of BP
artificial neural network, Ai proposed a haze weather forecasting system based on the
BP artificial neural network, which can approximate any nonlinear function [2]. Haze
forecast method of selective ensemble based on glowworm swarm optimization
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algorithm is proposed by Ni [3]. Fu presented a method to predict the haze based on
multiple linear regression analysis, whose sample is online update [4]. Miao establish
the haze prediction model and diffusion model with the six ambient air parameters of
Changchun City in 2013 October and November [5]. These parameters are analyzed
statistically under the environment of MATLAB and pay close attention to PM2.5 values,
which is defined as a good reference to evaluate and analysis of the air quality [6].
However, the performance of the model is seriously reduced when historical data is
different from the predicted data in variation, which is not suitable for such a sudden
and strong situation.

Many researchers in the field of haze weather prediction have been seeking a method
of high reliability and accurate prediction results at present, however, the researchers
are continuing to improve the performance of existing forecasting methods due to the
high nonlinearity and complexity of the prediction. Various methods and models need
further verification in practice [7]. Therefore, in this paper, the PCA is used to process
the original multi-dimensional data. Then, input the extracted principal components to
the BP neural network, which have powerful nonlinear function mapping capabilities.
Finally, the neural network are trained through a lot of historical data. Through this way,
either the dimensions of input variables can be reduced or correlativity among input
variables can be eliminated, thus both convergence and stability of neural network can
be improved.

The sections of this paper are arranged as follows:

1. The Sect. 1 introduces the research background and research significance of this
paper and summarizes the model of prediction models of haze forecast in recent
years.

2. The Sect. 2 introduces the fundamentals and steps of principal component analysis
method.

3. The Sect. 3 introduces the fundamentals of BP neural network.
4. The Sect. 4 raised a model of haze forecast based on the combination of principal

component analysis with BP neural network, which is used to evaluate the air quality
of Tianjin.

5. The Sect. 5 summarizes the contents of the whole paper and look forward to the
improvement of this model of haze forecast.

2 Principal Component Analysis

The principal component analysis method (PCA) is a statistical analysis method which
transforms many variables into a few integers by linearly changing the factors. It greatly
reduces the computational workload in the analysis process and eliminates the correla‐
tion between the original factors x1,x2,…,xp. Through the PCA, the original factors can
be mapped into a set of integrated variables Zm with less numbers than original predictor.

The steps of principal component analysis are as follows:

452 D. Li et al.



1. Data standardization. At first, the original variables were normalized to eliminate its
extreme variation and different dimension. Assuming that there are n sets of data,
each group of data has p variables which makes up n × p order matrix:

Xn∗p =

⎡
⎢
⎢
⎢
⎣

x11 x12 ⋯ x1p

x21 x22 x2p

⋮ ⋮

xn1 xn1 ⋯ xnp

⎤
⎥
⎥
⎥
⎦

(1)

Generate the standard matrix Z by formula (2):

Zij = (xij −
1
n

n∑

i=1

xij)

/√
√
√
√ 1

n − 1

n∑

i=1

(xij − x̄j)
2, i = 1, 2,⋯ , n;j = 1, 2,⋯ p (2)

2. Establish the correlation coefficient matrix:

R = ZTZ
/
(n − 1). (3)

solve the eigen equation of the sample correlation matrix ||
|
R − 𝜆Ip

|
|
|
= 0, we can obtain

the eigen value and vector ai.

3. Calculate principal component contribution rate and determine principal component:

𝛼i = 𝜆i

/
p∑

i=1

𝜆i. (4)

Principal component contribution rate is used to reflect the amount of information
what original variable factor contains. Normally, the 1st, 2nd,…,nth principal components
are fetched, which are respectively matched with the eigenvalues 𝜆1, 𝜆2,… , 𝜆m, whose
accumulative contribution rates are up to 85–95%. In other word, the value of m in
F1, F2,… , Fm is determined by accumulative contribution rate of variance, G(m).

G(m) =

m∑

i=1

𝜆i

/
p∑

k=1

𝜆k. (5)

4. Calculate the main composition score:

lij = 𝜆iaij. (6)

Fi = a1ix1 + a2ix2 +⋯ + apixp, i = 1, 2,⋯ , m. (7)

PCA =

m∑

i=1

𝛼iFi

/

G(m). (8)
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Comprehensive score PCA as input variable of BP neural network is the main basis
for judging whether it is haze day.

3 BP Neural Network

The model adopted multilayer perceptron neural network of BP algorithm is called Back
Propagation Neural Network, which is consisted of an input layer, single or multiple
hidden layers and an output layer. There are two stages for learning process of BP Neural
Network. In the first stage, output signals can transmit along the formed network to the
output layer via hidden layers, during which the weight value of neurons of hidden layers
is constant; the conditions of neurons of each layer can only influenced by the neurons
from last layer. In the second stage, the difference between the output value from output
layer and the expected value will be regarded as an error signal and transmitted back
layer by layer, during which the connection weight value between each layer will be
modified, which can ensure the error values drop into the allowed error range. Fig. 1 is
BP neural network structure.

Fig. 1. BP neural network structure.

The output of each layer neuron is shown in formula (9), which show that the
mapping between n dimensional space to m dimension space. The connection weight
value between each layer: 𝜔ij, 𝜃j,𝜔′

jk
, 𝜃′

k
,𝜔′′

kl
, 𝜃′′

l
.
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⎪
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⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎩

x′
j
= f (

n−1∑

i=0

𝜔ijxi − 𝜃j), j = 0, 1,⋯ , n1 − 1

x′′
k
= f (

n1−1∑

j=0

𝜔
′
jk

x′
j
− 𝜃

′
k
), k = 0, 1,⋯ , n2 − 1

yl = f (

n2−1∑

k=0

𝜔
′′
kl

x′′
k
− 𝜃

′′
k
), l = 0, 1,⋯ , m − 1

(9)

The steps of BP neural network are as follows:

1. Weight initialization.
2. Enter each learning sample.
3. Calculate the output of each layer: x′

j
, x′′

k
, yl.

4. Find the back propagation error of each layer and record the values of x′′(p)
k

,x′(p)
j

 and

x
(p)

i
 according to formula (10).

⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

𝛿
(p)

ij
=

n2∑

k=0

𝛿
(p)

jk
𝜔

′
jk

x
′(p)

j
(1 − x

′(p)

j
), j = 0, 1,⋯ n1

𝛿
(p)

kl
= (d

(p)

l
− y

(p)

1 )y
(p)

1 (1 − y
(p)

1 ), l = 0, 1,⋯m − 1

𝛿
(p)

kl
=

m−1∑

l=0

𝛿
(p)

kl
𝜔

′′
kl

x
′′(p)

k
(1 − x

′′(p)

k
), k = 0, 1,⋯ n2

(10)

5. Record number of samples that have been learned. If p < P, go to step (2) to continue
the calculation, if p = P, go to step (6).

6. Adjust the weight of each layer according to the weight correction formula.
7. Calculate the new x′

j
, x′′

k
, yl, and ET, according to the obtained new weights. If any

end conditions satisfied, end the learning process, or else go to step (2) and start a

new round of learning. End conditions:||
|
d
(p)

l
− y

(p)

l

|
|
|
< � or ET < �.

4 Simulation Analysis

The existing haze forecasting models used to be established by a single factor PM2.5
value. This is the main drawback to reduced the prediction accuracy. On the one hand,
single factor cannot clearly define the fog and haze weather and it cannot take the
complexity of haze components into account.
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4.1 Data Source

Daily mean concentrations of 6 kinds of pollutants which affect actually air quality in
Tianjin are chosen as predictor in this paper including PM2.5, PM10, SO2, NO2, O3 and
CO by Tianjin Environmental Protection Bureau in 2016. Part of original monitoring
data is shown in Table 1.

Table 1. Original monitoring data in Tianjin (μg/m3).

Date AQI PM2.5 PM10 SO2 CO NO2 O3

1/1 220 172.4 237.4 62.7 1700 78.2 22
1/2 395 336.4 480.5 64.5 3488 138.2 7
1/3 129 97.5 109.7 34.5 1254 52.9 25
1/4 140 106 148 36.3 1533 63.2 43
1/5 53 33.8 62.3 25 875 43.5 44
1/6 74 47.8 84.4 31.5 1071 53.8 55

4.2 Principal Component Extraction

According to the steps of principal component analysis in Sect. 2, the correlation coef‐
ficient matrix between each factor which is calculated by formula (3) is shown in Table 2.

Table 2. Correlation coefficient matrix

ZPM2.5 ZPM10 ZSO2 ZCO ZNO2 ZO3

ZPM2.5 1 0.864 0.672 0.746 0.778 −0.011
ZPM10 0.864 1 0.595 0.644 0.695 0.084
ZSO2 0.672 0.595 1 0.784 0.808 −0.325
ZCO 0.746 0.644 0.784 1 0.835 −0.313
ZNO2 0.778 0.695 0.808 0.835 1 −0.181
ZO3 −0.011 0.084 −0.325 −0.313 −0.181 1

Table 2 show that there is the correlation between original indicators. As can be seen
from Table 2, according to a single indicator, PM2.5 daily average concentration, is
unable to accurately determine whether it is haze day.

Table 3. Total variance explained.

Component Total variance explained
Total Variance % Contribution rate %

1 4.011 66.846 66.846
2 1.164 19.408 86.254
3 0.346 5.762 92.016
4 0.215 3.58 95.596
5 0.146 2.427 98.024
6 0.119 1.976 100
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According to the formula (4) to calculate the correlation coefficient matrix eigen‐
values, eigenvectors and cumulative contribution rate in Table 3.

As can be seen from Table 3, the contribution rate of the first two principal compo‐
nents has reached 86.274%, which is more than 80%, which can represent the majority
of information of the original data, so it can be determined that the number of principal
components is 2. According to formulas (6) and (7), the linear combination between two
principal components and each variable can be obtained:
{

F1 = 0.23ZPM2.5 + 0.21ZPM10 + 0.22ZSO2
+ 0.23ZCO + 0.23ZNO2

− 0.05Zo3

F2 = 0.23ZPM2.5 + 0.33ZPM10 − 0.18ZSO2
− 0.14ZCO − 0.02ZNO2

+ 0.81Zo3

. (11)

Comprehensive score PCA:

PCA = (0.66846F1 + 0.19408F2)∕0.86254. (12)

4.3 Simulation Results

The model 1 used PCA based on the principal component analysis as input of BP neural
network to predict the haze weather prediction model. The model 2 was established only
by using the daily average concentration of PM2.5 in the original sample as the input of
the BP neural network is called the traditional prediction method which is widely used
in many fields.

BP neural network can fit any nonlinear curve if there are more hidden layers in
theory. BP network structure with two hidden layers was adopted in this paper after
several contrast experiments in order to improve prediction accuracy. Each hidden layer
contains 10 nodes, the first hidden layer neurons use logsig transfer function, the second
hidden layer neurons use pure linear function, the training function using trainlm.
Training parameters are set as follows: learning rate 0.01, the maximum number of
training 5000, the target error 0.00000001, display step 50.

There are 91 sets of effective data, 70 groups as a training neural network, 21 groups
as predictive comparison data from January 2016 to March 2016. Table 4 shows the
forecast values, measured values and prediction errors of haze weather indicators in the
first three days of April though two models. According to the PM2.5 standards set by our
country, the average daily concentration is more than 35 μg/m3, which is regarded as
the haze weather. While the PCA value is determined to be greater than 0.15 when
compared with actual air quality index AQL, it is considered to be the haze weather. For
example, the actual calculation of AQL on April 1 was given in Table 4 is 105, which
is considered to be lightly haze day, but the PM2.5 daily concentration predicted by the
traditional prediction method is 34.19 μg/m3, it is not haze days according to the detec‐
tion standard. Based on the model 1, the error calculated according to the error formula
(13) is 6.25% less than the traditional prediction method of prediction error of 29.93%,
so that the forecasting accuracy is improved.

Errors = (MeasuredValue − ForecastValue)∕MeasuredValue. (13)
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Table 4. Comparison of network forecast value and measured value.

Date AQL Indicator Measured value Haze
day

Forecast value Haze
day

Errors%

04.01 105 PM2.5 48.8 μg/m3 √ 34.19 μg/m3 × 29.93
PCA 0.16 √ 0.17 √ 6.25

04.02 51 PM2.5 17.4 μg/m3 × 20.54 μg/m3 × 18.06
PCA −0.56 × −0.58 × 3.57

04.03 78 PM2.5 29.7 μg/m3 × 15.46 μg/m3 × 47.94
PCA −0.32 × −0.27 × 15.62

As Table 4 shown, it can be seen that the prediction PM2.5 content of traditional
forecasting methods has great errors in determining whether it is haze day. But the
average prediction error of the prediction model that combination the principal compo‐
nent analysis with BP neural network is less than 10%, and the predicted value is closer
to real value. The main reason is that the new synthetic variables are obtained by prin‐
cipal component analysis eliminate the correlation between original predictive factors,
reduce influence of redundant information, greatly simplify the neural network structure
and improve the prediction accuracy.

Fig. 2. The curve fitting of the comprehensive variable PCA.

Figures 2, 3 shows the compare results of the predicted value and measured value
from 21 days after march 2016. The Y-axis of Fig. 2 is the value of the integrated score
of PCA, and the Y-axis of Fig. 3 is the daily average of PM2.5 predicted by traditional
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prediction method.As shown in Fig. 2, the trend of the predicted and measured values
of haze is basically the same. Although there is same error between the predictive value
and the true value of the comprehensive variable, but the overall curve fit is higher when
the data changes dramatically, the prediction curve can respond quickly to changes in
the real curve. Figure 3 is a traditional prediction method for single haze factor PM2.5
forecast. Contrast Figs. 2 and 3, there are much more error in the traditional prediction
results. Actually, the number of iterations of the traditional prediction method reaches
the maximum value after many training and contrast. Indicating that the learning accu‐
racy can not meet the requirements.

Fig. 3. The curve fitting of traditional forecasting

5 Conclusion

A haze forecast model based on the combination of PCA and the BP neural network is
proposed in this paper. Principal components analysis is used to decreases the dimen‐
sions of the six predictive factors. Then, the comprehensive variables are taken as input
variable for back-propagation neural network, which eliminates the correlation among
the original predictors and simplifies the structure of neural network, Results show that
complexity of training and training time is reduced and the prediction accuracy had
improved, prediction of the fitting curve is much closer to the true value. Although the
BP neural network is widely used, it still has some shortcomings, such as the conver‐
gence rate is slow, easy to fall into the local minimum etc., in the future, BP neural
network can be further optimized to build a more completed prediction model.
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Abstract. Switching laws based on average dwell time method and switched
state feedback controller are designed for a network switched control system
with communication constrains. The networked control system is modeled as a
discrete-time switched system with time delay and parametric uncertainties. If
feedback control access rate is higher than the stability condition, then the
designed scheduling strategy can guarantee every subsystem reaches exponen-
tial stability. Sufficient condition for exponentially stability is also presented,
and the result shows systems can be stabilized under the designed switch laws.
Finally, the effectiveness of the proposed approaches is demonstrated through
MATLAB simulation.

Keywords: Communication constrains � Average dwell time
Exponential stability � Network control

1 Introduction

The network control system (NCS) is a closed-loop control system composed of
controller, actuator and communication network, which applies network communica-
tion to the decentralized control system and achieve resource sharing and remote
operation. Therefore it can meet requirement of large-scale and complicated systems.
Therefore this control method has a promising future and will be an important tendency
for the control systems [1]. However for practical systems, controllers cannot manage
the whole objects all along due to the constraint of the equipment and resources. So in
the limited communication network partial subsystems remain open-loop condition at
the same time. This question can be described as the medium communication con-
strains (MCC) [2–6].

To achieve stable control, an appropriate switched strategy is designed for the
switched system, so NCS can be analyzed using switched method [7–11]. The average
dwell time is one of the most effective methods, therefore a new dynamic scheduling
strategy and feedback control designing method based on mode-dependent average
dwell time is proposed in the literature [12]. The system is modeled as a discrete

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
C. Li and S. Mao (Eds.): WiCON 2017, LNICST 230, pp. 461–470, 2018.
https://doi.org/10.1007/978-3-319-90802-1_41

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90802-1_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90802-1_41&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90802-1_41&amp;domain=pdf


switched system with uncertain parameters. This method not only considers the
influence caused by random short time delay but also presents the average dwell time
conditions of all the subsystems. The existing research about the network control of
MCC is focused on constrains of media access, digit ratio and information ratio. In the
literature [13], the NCS with fixed time delay is modeled as discrete switched system
with uncertain parameters and under quantizers are modeled as multiple modals the
MEF-TOD (Maximum Error First-Try Once Discard) dispatch strategy. And then
according to Lyapunov theory the digit ratio conditions that enable quantization errors
convergent can be verified. Aiming at the random-delay NCS with MCC, a design
method based on the TOD dynamic dispatch strategy and state feedback controller is
presented in the literature [14]. While the literature [15] presents a technique using
TOD dynamic dispatch strategy and H∞ quantization control, which manages errors
using sector bound approach and models the close-loop NCS as discrete switched
system with uncertain parameters. The uncertain network-induced time delay is
modeled as polytope-type uncertainty in the literature [16]. In this system the robust
control method based on the parameter-correlated Lyapunov stability is used to design
network discrete controller and simultaneously adopt control and dispatch to ensure the
stability of every subsystem in NCS. For the NCS with delay and parameter uncertainty
under the MCC few scholar researches non-linear network switch system using average
swell time switch law.

This paper researches the stability of NCS with communication constrains utilizing
average swell time method. The state feedback controller and the average swell time
condition, which assures the system exponential stable, are presented in the form of
linear matrix inequation using Lyapunov function. Finally, the effectiveness of the
proposed approaches is demonstrated through MATLAB simulation.

2 Problem Statement

If the state equation of NCS is of the form

x tð Þ ¼ Apx tð ÞþBpu tð Þ ð1Þ

where, x tð Þ 2 Rn, u tð Þ 2 Rm are respectively the state variable and the input of the
controlled object. Ap and Bp are the optimal dimensional matrixes.

The structure diagram of NCS is shown in Fig. 1. The controlled object is com-
posed of umpty sensors and actuators. The network-induced time delay between sen-
sors and controllers is ssck while the one between actuators and controllers is scak .
Suppose the system satisfies with the following terms.

Hypothesis 1: Sensors are time-driven and the sampling period is h, controllers and
actuators are both event-driven.
Hypothesis 2: sk ¼ ssck þ scak is time-varying and 0\sk\h.
Hypothesis 3: All signals from sensors or controllers cannot be transferred simul-
taneously because of the restrictions of network bandwidth. The transferred
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numbers of state vector and control signal every time are dsð0\ds � nÞ and
dcð0\ dc �mÞ respectively.
Discrete the state equation of the controlled objects

x kþ 1ð Þ ¼ Ax kð ÞþB0 skð Þû kð ÞþB1 skð Þû k � 1ð Þ ð2Þ

where, A ¼ eAph, B0 skð Þ ¼ R h�sk
0 eAptBdt

Because of network restrain in the hypothesis 3, the scheduling network nodes are
required in every transmission. Introduce the sensor-control scheduling vectors h kð Þ
and the control-actuator ones d kð Þ and then

hi kð Þ ¼ 1; if xi kð Þ is transmitted
0; otherwise

�
i 2 1; 2; . . .; nð Þ ð3Þ

di kð Þ ¼ 1; if ui kð Þ is transmitted
0; otherwise

i 2 1; 2; . . .;mð Þ
�

ð4Þ

During the kth sampling period, the sensors and control nodes allowed to transmit
are respectively determined by the scheduling vector h kð Þ ¼ ½h1 kð Þ; h2 kð Þ; . . .; hn kð Þ�
and d kð Þ ¼ d1 kð Þ; d2 kð Þ; . . .; dm kð Þ½ �.

Define K kð Þ ¼ diag h kð Þð Þ, and then the effective updated data received by the
control nodes are K kð Þx kð Þ, while the data that are not updated hold the last value
through the zero-order holder (ZOH). So the input of the controller is as follows

x̂ kð Þ ¼ K kð Þx kð Þþ I� K kð Þð Þx̂ k � 1ð Þ ð5Þ

Similarly, define P kð Þ ¼ diag d kð Þð Þ and then the output is

û kð Þ ¼ P kð Þu kð Þþ I�P kð Þð Þû k � 1ð Þ ð6Þ

•••
•••

Fig. 1. The structure diagram of NCS
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The total numbers of sensors and actuators are n and m respectively in this NCS,
but only ds sensors and dc actuators are allowed to transmit data. Take each scheme as a
modality, and the system provides N types of modality.

Where, N ¼ n!= n� dsð Þ!½ � � m!= m� dcð Þ!½ �
Each modality corresponds to a group of Ki kð Þ and Pi kð Þ, i ¼ 1; 2; . . .;Nð Þ. So the

generalized discrete modal of NCS is as follows

x kþ 1ð Þ ¼ Ax kð ÞþB0 skð Þû kð ÞþB1 skð Þû k � 1ð Þ
x̂ kð Þ ¼ Ki kð Þx kð Þþ I� Ki kð Þð Þx̂ k � 1ð Þ
û kð Þ ¼ Pi kð Þu kð Þþ I�Pi kð Þð Þû k � 1ð Þ

8<
: ð7Þ

The system includes N types of modality, i.e. N subsystems, which are switched
using TOD strategy.

Define si kð Þ ¼ hi kð Þ; di kð Þ½ � and si kð Þ 2 0; 1f gnþm, i ¼ 1; 2; . . .;N, si kð Þ indicates
ith modality of the system during kth sapling period.

Let Ci ¼ diag si kð Þð Þ, i.e. Ci ¼ diag si kð Þð Þ, then the errors are as follows

e kð Þ ¼ ex kð Þ
eu kð Þ

� �
¼ x kð Þ � x̂ k � 1ð Þ

u kð Þ � û k � 1ð Þ
� �

ð8Þ

According to TOD dynamic scheduling algorithm, the switch function is
r ¼ argmax C1 kð Þe kð Þ;C2 kð Þe kð Þ; . . .;CN kð Þe kð Þf g, r 2 1; 2; . . .;Nf g where arg is
subscript function, Ci kð Þ i ¼ 1; 2; . . .;Nð Þ corresponds the ith modality.

The form of the designed discrete state feedback controller is

u kð Þ ¼ Krx̂ kð Þ ð9Þ

where, x̂ kð Þ 2 Rn, u kð Þ 2 Rm are respectively the input and output of the controller. Kr

is the state feedback gain after introducing TOD scheduling strategy.
From hypothesis 2, sk 2 0; h½ � varies randomly. B0 skð Þ and B1 skð Þ are also time

varying, then

B0 skð Þ ¼ B0 þDF s0k
� �

E

B1 skð Þ ¼ B1 � DF s0k
� �

E
ð10Þ

where, s0k 2 �h=2; h=2½ �:
Suppose �F s0k

� � ¼ R�s0k
0 eAptdt, b ¼ max

R�s0k
0 eAptdt ¼ R h

h=2 e
Aptdt then

B0 ¼
R h=2
0 eAptBpdt, B1 ¼

R h
h=2 e

AptBpdt, D ¼ beAp h=2ð Þ, E ¼ Bp are both constant

matrixes, F s0k
� � ¼ b�1�F s0k

� �
changes with sk , and FT s0k

� �
F s0k
� �� I.

Let z kð Þ ¼ xT kð Þx̂T k � 1ð ÞûT k � 1ð Þ½ �, then the equation of the close-loop control is
as follows

z kþ 1ð Þ ¼ Urz kð Þ r 2 1; 2; . . .;Nf g ð11Þ

464 Y. Liu et al.



where

Ur ¼
a1 b1 c1
Kr I � Kr 0

PrKrKr PrKr I � Krð Þ I �Pr

2
64

3
75

¼ Gr þHPrKrKr þD0F s0k
� �

EPr KrKr � Ið Þ

a1 ¼ AþB0 skð ÞPrKrKr

b1 ¼ B0 skð ÞPrKr I � Krð Þ

c1 ¼ B0 skð Þ I �Prð ÞþB1 skð Þ

Gr ¼
A 0 B0 I �Prð ÞþB1

Kr I � Kr 0
0 0 I �Pr

2
4

3
5

H ¼
B0

0
I

2
4

3
5; D0 ¼

D
0
0

2
4

3
5; Kr ¼

Kr

I � Kr

0

2
4

3
5
T

; �I ¼
0
0
I

2
4

3
5
T

r 2 1; 2; . . .;Nf g

Definition 1 [17]. In any time t2 [ t1 � 0, Nr t1; t2ð Þ means the switch times during
½t1; t2�. If there is Ta [ 0, N0 � 0, which can satisfy the following inequality

Nr t1; t2ð Þ�N0 þ t2 � t1
Ta

ð12Þ

Ta is average swell time, N0 is buffering boundary.

Lemma 1 [18]. H, E and I are the optimal dimensional matrixes and Q is symmetric
matrix. For all the matrixes satisfy with Fri kð ÞTFri kð Þ� I, when e� 0,
Qþ e2HHT þ e�2ETE� 0, then QþHFri kð ÞEþETFri kð ÞTHT � 0.

3 Main Results

Theorem 1. The positive definite matrix P and constant k 2 0; 1ð Þ satisfies the matrix
inequality

�P�1 þ erD0DT
0 � �

GrP�1 þHPrKrKrP�1 � 1� kð ÞP �
0 EPr KrKr � Ið ÞP�1 �erI

2
4

3
5\0 ð13Þ
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If the visiting rate and frequency are

ac kð Þ
k

� ln ko � ln k�

ln ko � kc
ð14Þ

N kð Þ�N0 þ k=Ta; N0 ¼ ln c
ln l

;

Ta [T�
a ¼

ln l
2 ln q� ln k�

ð15Þ

then there are feedback controllers (13) to make the system expressed by Eq. (1) stable,

and the estimated state of the system is x kð Þk k�
ffiffiffiffi
bc
a

q
qk x 0ð Þk k. Where, * represents the

transposition of the symmetric position, 0\kc\1, ko [ 1 are the feedback coefficients
of close-loop and open-loop respectively, Ta is the average swell time. kc\k�\q2\1,
c[ 0 and Vc kð Þ� lVo kð Þ, Vo kð Þ� lVc kð Þ.
Proof. The piecewise quadratic Lyapunov-like function is as follows

V kð Þ ¼ Vc kð Þ; close� loop
Vo kð Þ; open� loop

�
ð16Þ

If Vc kð Þ ¼ zT kð ÞPz kð Þ, then
DVc kð Þþ kcVc kð Þ
¼ zTðkþ 1ÞPzðkþ 1Þ � zTðkÞPzðkÞþ kcVcðkÞ
¼ zT kð ÞUT

rPUrz kð Þ � zT kð ÞPz kð Þþ kcVc kð Þ
¼ zT kð Þ UT

rPUr � Pþ kcP
� �

z kð Þ

¼ zT kð Þ �P�1 Ur

UT
r � 1� kcð ÞP

" #
z kð Þ

According to Schur complement lemma and the above equations,
DVc kð Þþ kcVc kð Þ\0. Similarly, the above conclusion is tenable for the open-loop
system. So

Vc kþ 1ð Þ� kcVc kð Þ
Vo kþ 1ð Þ� koVo kð Þ ð17Þ

Suppose during the time interval k2j; k2jþ 1
� �

; j ¼ 0; 1; 2; . . ., the system control
channel is close-loop, while during the time interval k2jþ 1; k2jþ 2

� �
; j ¼ 0; 1; 2; . . . it is

open-loop. For any k[ 0, according to the Eq. (17),

V kð Þ� kk�k2j
c Vc k2j

� �
; k2j � k\k2jþ 1

kk�k2jþ 1
o Vo k2jþ 1

� �
; k2jþ 1 � k\k2jþ 2

(
ð18Þ
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So when k 2 k2jþ 1; k2jþ 2
� �

, according to the Eq. (18) and definition

V kð Þ� kk�k2jþ 1
o Vo k2jþ 1

� �
� lkk�k2jþ 1

o Vo k2jþ 1
� �

� lkk�k2jþ 1
o kk2jþ 1�k2j

c Vo k2jþ 1
� �

� . . .

� lN kð Þkac kð Þ
c kk�ac kð Þ

o V 0ð Þ

Similarly when k 2 k2j; k2jþ 1
� �

,

V kð Þ� lN kð Þkac kð Þ
c kk�ac kð Þ

o V 0ð Þ ð19Þ

According to the Eq. (19),

ln k0 � ln kcð Þac kð Þ� ln k0 � ln k�ð Þk

Namely

kacðkÞc kk�acðkÞ
0 � k�ð Þk ð20Þ

According to the Eq. (20),

lN kð Þ � lN0 þ k
Ta � lN0l

k 2 lnq�ln k�ð Þ
ln l ¼ c

q2

k�

	 
k

From Eqs. (16), (19) and (20) V kð Þ� cq2kV 0ð Þ
Because of quadratic form Lyapunov-like function, then the constants

ac [ 0; a0 [ 0; bc[ 0; b0 [ 0 make the following inequation established.

acx kð Þ2 �Vc kð Þ; aox kð Þ2 �Vo kð Þ
Vc 0ð Þ� bcx 0ð Þ2; Vo 0ð Þ� box 0ð Þ2

ð21Þ

Then

ax kð Þ2 �V kð Þ; V 0ð Þ� bx 0ð Þ2 ð22Þ

where a ¼ min ac; aof g, b ¼ min bc; bof g.
Finally, according to Eqs. (21) and (22),

x kð Þ�
ffiffiffiffiffi
bc
a

r
qkx 0ð Þ
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Due to the uncertain item in Ur, transform
�P�1 Ur

UT
r � 1� kð ÞP

� �
into

�P�1 Ur

UT
r � 1� kð ÞP

" #
¼ �P�1 Gr þHPrKrKr

� � 1� kð ÞP

� �
þ

D0

0

� �
F s0k
� � 0

EPr KrKr � Ið Þ

� �T
þ 0

EPr KrKr � Ið Þ

� �
FT s0k

� � D0

0

� �T

According to the lemma, further transform the above equation into

�P�1 Gr þHPrKrKr

� � 1� kð ÞP

� �
þ er

D0

0

� �
D0

0

� �T

þ e�1
r

0

EPr KrKr � Ið Þ

� �
0

EPr KrKr � Ið Þ

� �T

þ
�P�1 þ erD0DT

0 � �
Gr þHPrKrKr � 1� kð ÞP �

0 EPr KrKr � Ið Þ �erI

2
4

3
5

Let X ¼ P�1, multiply it by diag I;X; Ið Þ in both left and right sides, the above
equation can be changed into the equation in the theorem. So the system can be
exponent stability.

4 Simulation Example

Consider the equation of NCSs x tð Þ ¼ Apx tð ÞþBpu tð Þ, where Ap ¼ �0:8 �0:01
1 0:1

� �
,

Bp ¼ 0:4
0:1

� �
And in the Eq. (2),

A ¼ 0:852 �0:0019
0:1867 1:02

� �
, B0 ¼ 0:0384

0:0032

� �
, B1 ¼ 0:0355

0:0055

� �
,

D ¼ 0:0355 0
0:0037 0:0389

� �
, E ¼ 0:4

0:1

� �
The system includes one control input and two states. When ds ¼ dc ¼ 1, the

system have two types of modals, i.e. s1 ¼ 1 0 1½ � and s2 ¼ 0 1 1½ �. Use
Matlab the LMI (Linear Matrix Inequality) in theorem can be solved.

K1 ¼ �1:1065 0:11577½ �
K2 ¼ �0:0169 �1:3888½ �
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Suppose that the time delay is the random number within (0, 0.1) and the original
state is 0:3;�0:3½ �T. The state response curve of the above network switch control
system is shown in Fig. 2.

As shown in the Fig. 2, the system can be stable with the designed controller and
switch laws.

5 Conclusions

In conclusion, the stability control of network switch system with MCC is researched.
The switch laws are designed using the average dwell time method and the conditions
to ensure the system exponential stability. The results show the system can be stable if
the visiting rate of a feedback control system is greater than a value.
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Abstract. Traditional load balancing hardware is expensive and lacks scalability
and flexibility. We propose a load balancing strategy based on fuzzy logic
(LBSFL), which exploits the control and forwarding separation architecture char‐
acteristics of software-defined networking (SDN). First, the fuzzy membership
function that affects the performance parameters of the server load is analyzed.
Based on this, the load state of the virtual server is evaluated through fuzzy logic.
Then the centralized control capability of SDN’s controllers for the whole
network is utilized to monitor virtual server information in real time and to
schedule virtual server tasks. Individual servers can be hibernated or restarted, to
save power or to increase performance as necessary. Finally, the dynamic balance
between the overall load, performance and energy consumption is realized. Simu‐
lation experiments showed that the proposed strategy improves overall perform‐
ance of the network, especially when dealing with communication-intensive tasks
and using a high-latency network.

Keywords: SDN · OpenFlow protocol · Load balancing · Fuzzy logic

1 Introduction

In recent years, with the development of internet, e-commerce and big data technology,
the scale, flow and user base of the internet has exploded. To meet the needs of network
users, many internet service providers use load-balancing technology to provide high-
quality and reliable service through the rational use of resources. However, traditional
load-balancing devices are expensive and lack adequate scalability and flexibility.

Software-defined networking (SDN) is a clean slate project by a Stanford University
study group [1] that proposes a new network architecture paradigm. Its core technology
is the OpenFlow network protocol, which creates an interface between the device control
plane and the data plane [2–7]. The resulting platform provides flexible network traffic
control, innovation and application of the core network. In an SDN network, each switch
has a flow meter, which is primarily a collection of process data streams for all actions,
such as looking up and forward. The main flow table contains headers, counters and
actions, three fields in which the actions field is represented, forwarding rules, and flow
meters, which are updated intermittently. Because the SDN controller determines the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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traffic forwarding rules, the load balancing algorithm is in the controller, meaning that
load balancing takes place at each link.

Several scholars have studied load balancing technologies based on SDN. In [8], the
authors proposed an SDN-based publish/subscribe system that constructed and fine-
tuned topic-connected overlays to disseminate events efficiently and non- redundantly,
based on a global topology overview. Handigol [9] proposed a web traffic model founded
on SDN. Based on the Openflow environment, Kaur [10] achieved network load
balancing using a polling algorithm. Similarly, Zhang [11] determined the minimum
number of network connections using a load balancing polling algorithm under an SDN
framework. However, although [10, 11] applied traditional load balancing algorithms
to the SDN architecture, they could not effectively reduce the server response time.

Shang [12] overcame this response time drawback by incorporating a middlebox,
based on SDN architecture, to achieve load balancing by collecting server information.
While this scheme effectively reduced server response time, it increased the complexity
of the server architecture. In [6], a load balancing algorithm was proposed, based on
server response times by using the advantage of SDN flexibility. Its lack of reliability
depended on only server response times.

Fuzzy logic, where fuzzy sets are expressed with mathematical formulas, can solve
many complicated problems which are not accurately represented by mathematical
models [13]. In this task-scheduling model of SDN, the load status of each node is
nonlinear and unpredictable. Given the technical limitations associated with collecting
node information, extra time is required to obtain and report information. The informa‐
tion stored in this middleware can represent only past node load information, rather than
the current load situation, because the system has an inherent delay. Considering the
accuracy of the virtual server, the load state of the node is evaluated and the estimated
quantity is more effectively expressed in fuzzy terms.

In the present paper, we propose a load balancing strategy based on fuzzy logic
(LBSFL). Initially, we analyze the correlation among several parameters that impact
load balancing and obtain the load of multiple virtual servers through a fuzzy logic
algorithm. We then examine the virtual servers’ load status in real time, select the lightest
virtual server to handle the request, and, if necessary, set the sleep/restart policy of
server. Finally, to verify the correctness and effectiveness of this load balancing algo‐
rithm, we constructed an SDN simulation platform. The experimental results show that
the proposed strategy is stable and highly effective, resulting in faster and more consis‐
tent system response times.

2 System Architecture

The controller, or network operating system, is the heart of an SDN and is responsible
for controlling and managing all of the OpenFlow switches [14–16]. We deployed the
OpenDayLight SDN controller in our scheme. With the control plane and the data plane
being separated in the OpenFlow environment, software configurations are customized
through the controller to achieve effective load balancing. OpenFlow switches provide
a unified interface and data forwarding function to the controller, so the controller unifies
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control of the flow table of OpenFlow. The controller periodically obtains the running
state of the virtual server and utilizes the load balancing algorithm to calculate the desired
state of the server. To improve overall system performance, the load balancing algorithm
migrates tasks from overloaded virtual servers to lightly-loaded virtual servers. If neces‐
sary, this strategy sleeps or restarts the virtual server to achieve load balance. We show
the proposed system architecture in Fig. 1.

Fig. 1. System architecture

3 Load Balancing Algorithm Based on Fuzzy Logic

The current load condition of the virtual server can be calculated by using parameters
such as CPU utilization and IO utilization. However, the load represented by these
parameters is a fuzzy concept, meaning that there are no accurate mathematical models
or control rules. When monitoring load condition, we considered the advantage of
describing emergent problems and uncertainty problems in fuzzy mathematics, and
introduced fuzzy-logic theory to solve load balance problems. The fuzzy logic system
can be divided into three parts: fuzziness, fuzzy reasoning and solution.
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3.1 Fuzziness

Fuzziness scale-transforms the input values to scope of the domain expressed by the
fuzzy set. In addition, it determines the corresponding fuzzy rank sequence for each type
of input value, e.g. {high, mid, low}, and determines a membership degree between the
input parameters and fuzzy grade. Therefore, we need to select the membership function
to map the membership relation between the variables and the sequence.

Many factors can be used to characterize the load condition of the server in the virtual
server cluster environment, such as the frequency and utilization of the CPU, size and
utilization of memory, response times of each server and the number of the current
implementation of the process. The network request call and the returned result must be
transmitted through the network, taking additional time, CPU and memory resources to
complete. Thus, CPU utilization, memory utilization and I/O utilization are chosen as
the load parameters for performance evaluation of server nodes. OpenFlow switches
regularly submit virtual server load status to the controller. Load index value based on
a given threshold is classified into three categories and allocated a value between 0 and
1. Three fuzzy sets are used to describe the load index value, and the fuzzy membership
functions for each parameter are defined below in the following sections.

3.1.1 CPU Utilization
In the present study, we use the current server’s CPU (C) utilization as the domain. We
define fuzzy memberships 𝜇h(C), 𝜇m(C) and 𝜇l(C) as parts of the fuzzy subset of the
current server CPU load, indicating membership in “highly-loaded,” “moderately-
loaded” and “lightly-loaded,” respectively. Thus, 𝜇h(C), 𝜇m(C) and 𝜇l(C) are computed
according to the following:

𝜇l(C) =

⎧
⎪⎨⎪⎩

1
1.5 − 2 ∗ C

0

C ≤ 25%
25% < C ≤ 75%
C > 75%

(1)

𝜇m(C) =

⎧
⎪⎨⎪⎩

0
4 ∗ C − 1
3 − 4 ∗ C

0

C ≤ 25%
25% < C ≤ 50%
50% < C ≤ 75%
C > 75%

(2)

𝜇h(C) =

⎧
⎪⎨⎪⎩

0
2 ∗ C − 0.5

1

C ≤ 25%
25% < C ≤ 75%
C > 75%

(3)

3.1.2 Memory Utilization
We use the current server’s memory (M) utilization as the domain. We define fuzzy
memberships 𝜇h(M), 𝜇m(M) and 𝜇l(M) as parts of the fuzzy subset of the current server
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memory load, indicating membership in “highly-loaded,” “moderately-loaded” and
“lightly-loaded,” respectively. Thus, are computed according to the following: 𝜇h(M),
𝜇m(M) and 𝜇l(M) are computed according to the following:

𝜇l(M) =

⎧
⎪⎨⎪⎩

1
1.5 − 2 ∗ M

0

M ≤ 25%
25% < M ≤ 75%
M > 75%

(4)

𝜇m(M) =

⎧
⎪⎨⎪⎩

0
4 ∗ M − 1
3 − 4 ∗ M

0

M ≤ 25%
25% < M ≤ 50%
50% < M ≤ 75%
M > 75%

(5)

𝜇h(M) =

⎧
⎪⎨⎪⎩

0
2 ∗ M − 0.5

1

M ≤ 25%
25% < M ≤ 75%
M > 75%

(6)

3.1.3 I/O Utilization
We used the current server’s I/O (IO) utilization as the domain. We define fuzzy
memberships 𝜇h(IO), 𝜇m(IO) and 𝜇l(IO) as parts of the fuzzy subset of the current server
I/O load, indicating membership in “highly-loaded,” “moderately-loaded” and “lightly-
loaded,” respectively. Thus, 𝜇h(IO), 𝜇m(IO) and 𝜇l(IO) are computed according to the
following:

𝜇l(IO) =

⎧
⎪⎨⎪⎩

1
1.75 − 2.5 ∗ M

0

IO ≤ 30%
30% < IO ≤ 70%
IO > 70%

(7)

𝜇m(IO) =

⎧
⎪⎨⎪⎩

0
5 ∗ IO − 1.5
3.5 − 5 ∗ IO

0

IO ≤ 30%
30% < IO ≤ 50%
50% < IO ≤ 70%
IO > 70%

(8)

𝜇h(IO) =

⎧
⎪⎨⎪⎩

0
2.5 ∗ IO − 0.75

1

IO ≤ 30%
30% < IO ≤ 70%
IO > 70%

(9)

After fuzzy processing of the four input variables by their respective membership
functions, we comprehensively evaluate the load status of the virtual servers. The only
output of the fuzzy logic inference system is the probability that a request should be
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allocated to a virtual server, indicated by R. The set of factors is taken to be
E = {C, M, IO} and the collection of comments as {high, medium, low} when compre‐
hensive fuzzy evaluation is used for internet quality of service.

3.2 Fuzzy Reasoning

Fuzzy reasoning is the core of the fuzzy controller, based on the relation of the fuzzy
logic and the rule of inference. It provides the ability to simulate based on the fuzzy
concept. The fuzzy control rules database is the most important component of fuzzy
logic inference. The classical fuzzy rules are composed of numerical or linguistic vari‐
ables. We construct a fuzzy matrix to represent memberships of the input parameters in
each fuzzy subset, and perform comprehensive fuzzy evaluation according to the
following steps:

(1) In a parallel manner, we establish a comprehensive fuzzy evaluation model to eval‐
uate a single factor of each index. The output of the fuzzy logic is the possibility
of assigning the network request to the virtual server in the case of overload. The
evaluation results of each factor have the following fuzzy vectors:

R1 = [uh(C), um(C), ul(C)],
R2 = [uh(M), um(M), ul(M)],
R3 = [uh(IO), um(IO), ul(IO)],

where the three vectors constitute a fuzzy matrix from the factor set to the comment
set, R = [R1, R2, R3].

(2) We determine weight vector P = [p1, p2, p3], where p1, p2 and p3 represent the
importance of CPU, memory and I/O, respectively, in u, and p1 + p2 + p3 = 1.

(3) We define a fuzzy transformation Q = P ⋅ R, where Q is the evaluation result of
each virtual server in the comment collection of fuzzy vector F = (L, M, H). Three
of these components represent the extent to which the virtualserver is a candidate.

3.3 Defuzzification

Because the output of fuzzy inference is fuzzy vector F, it is necessary to solve the model
to obtain the exact output value. We adopt the classical area center method for defuz‐
zification. It takes the centroid of the membership function of each fuzzy rank as the
exact output of the fuzzy grade. The corresponding centroid of the fuzzy grade L is 0.15,
the corresponding centroid of the fuzzy grade M is 0.5, and the corresponding centroid
of the fuzzy grade H is 0.85. Finally, we use the following formula to calculate the exact
value of the output of the fuzzy logic:

Fuzzy_out =

∑
i

wiMi

∑
i

Mi

, (10)
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where, Mi represents the centroid of each output fuzzy level, and wiindicates the weight
of the corresponding output fuzzy level for Mi.

3.4 Load Balancing Strategy Based on SDN

Our proposed LBSFL is based on SDN. This strategy attains load balance among
multiple servers while saving energy. When the overall load is low, the server with the
lightest load is set to sleep; when the overall load is high, the server is restarted. The
following is the specific implementation strategy:

(1) Initialize the OpenFlow network. The system responds to the web requests through
a classic polling algorithm. The load balancing module obtains server status infor‐
mation through SDN switches and calculates the load of the server through a classic
polling algorithm, then calculates the load balancing parameter of the OpenFlow
network.

(2) Set the load balance adjustment threshold. The minimum threshold of the
server’s average load is assumed to be 0.2 and the maximum threshold to be 0.8.
The adjustment threshold for load balancing will be obtained experimentally.
The fuzzy logic algorithm adjusts the load balance. When δ is greater than the
threshold value, the current web request is forwarded to the server with the
lowest load. When δ is lower than the threshold and Favg is lower than 0.2, the
server load is idle and the server migration strategy [5] is executed to sleep the
server with the smallest load. When δ is lower than the threshold and the Favg is
greater than 0.8, the server load is saturated and the server migration strategy [5]
is executed to restart a virtual server. When δ is lower than the threshold and the
Favg is between 0.2 and 0.8, it shows that the current load of the virtual server
is balanced, and the status of the server continues to be monitored. The execu‐
tion flow chart of the strategy is shown in Fig. 2:
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Fig. 2. Proposed load balancing strategy based on fuzzy logic

4 Experimental Analysis

To review the performance of the LBSFL based on SDN, we used the following exper‐
imental environment: Ubuntu version 11.04, running on an Intel Pentium E2180 dual-
core 4-GHz processor. We used open source software Mininet 2.0 to build the OpenFlow
network, the H3C5510_34C switch that supports the OpenFlow1.3 protocol, and a Java-
based OpenDayLight controller to implement the load balancing strategy. To test the
performance of the algorithm, we installed iperf, a network performance testing tool,
which generated traffic pressure in the Mininet environment.

The simulation testing system structure is shown in Fig. 3. Four virtual machines
with identical configurations were assigned as web servers. Taking into account that
frequently sleeping and restarting the server impacted the performance of the system,
we set a minimum of four virtual servers.
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Fig. 3. Hardware simulation platform

We first evaluated the efficiency of LBSFL against traditional round-robin (WRR)
and weighted least connections (WLC) schemes. The input data of the fuzzy system
included CPU utilization, memory utilization and I/O utilization. The empirical values
of the three parameters were 0.4, 0.3 and 0.3, respectively. In the test, the load was
increased linearly for the first 10 min, adding 2000 connection requests per minute;
followed by a linear reduction by 2000 connection requests per minute for the next
10 min. The total experimental time was 20 min. Samples were taken every 1 min, and
the test was repeated five times. The average of these values was assumed to be the value
of system response time at that time. The test results are shown in Fig. 4.

Fig. 4. Response time of system

At the same time, to achieve a more prominent load balancing effect in LBSFL, we
also extracted the CPU, memory utilization, I/O average utilization rates of each server.
Figures 5, 6 and 7 present the CPU, memory and I/O usage graphs of the four servers
(h1, h2, h3, h4) under WRR, WLC and LBSFL schemes, respectively.
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Fig. 5. CPU utilization

Fig. 6. Memory utilization

Fig. 7. I/O utilization

From the experimental results we can see:

(1) From Fig. 4, the average server response times for the three schemes, WRR, WLC
and LBSFL were 1.434 s, 1.532 s and 0.83 s respectively. It is evident that the
average server response times of the server in LBSFL was the lowest among the
three schemes. This is because LBSFL always chooses the server characterized by
a fuzzy logic algorithm to provide services to the users. Moreover, WRR and WLC
do not consider the real-time status of the servers. From Figs. 5, 6 and 7, we also
found that the load balancing effect of LBSFL is better than that of WRR and WLC.

(2) With the parameters shown in Fig. 4, the number of requests was small, the task
management and scheduling was relatively simple, and there was not much

480 G. Li et al.



difference between the three strategies with respect to system response time.
However, as the number of requests increased, task management and scheduling
became more and more complex. The response time of LBSFL was shorter than
those of WRR and WLC. With its simplified task management and scheduling,
LBSFL provided more advantages than WRR and WLC.

(3) The LBSFL system response time curve shows two obvious wave peaks, the first
at about 8 min. With increasing requests, the current load capacity of all virtual
servers peaked. To reach system dynamic balance, the controller triggered the load
scheduling mechanism to start a virtual server, after which the response time of the
system appeared to decline and stabilize. The second peak was at about 18 min.
With decreasing requests, the current server load continually reduced until the
controller triggered the load scheduling mechanism to sleep a virtual server. After
this, the system response time again appeared to decline and stabilize. Because of
the sleep of a server, the system request processing ability was weakened, so there
was a small wave crest, and with the task management and scheduling becoming
simpler, the response time of the system appeared to decline. Server sleep and restart
also resulted in system energy saving.

5 Summary

Traditional load balancing hardware is expensive and lacks adequate scalability and
flexibility. We propose a load balancing strategy in SDN networks that successfully
enhanced the load balancing effect and improved network resource utilization.
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