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Abstract Digital technologies and their applications are systematically altering
established practices and making new ones emerge in different realms of society.
Research in social sciences in general and management in particular is no exception,
and several examples that span various fields are coming into the spotlight not only
from scholarly communities but also the popular press. In this chapter, we focus on
how management and entrepreneurship research can benefit from ICT technologies
and data science protocols. First, we discuss recent trends in management and data
science research to identify some commonalities. Second, we combine both per-
spectives and present some practical examples arising from several collaborative
projects that address university–industry collaborations, the impact of technology-
based activities, the measurement of scientific productivity, performance measure-
ment, and business analytics. Implications for using data science in entrepreneurship
and management research are discussed.
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1 Introduction

Huge amounts of data (“Big Data”) are produced inside and outside contemporary
companies by people, products, and business infrastructures. However, it is often
difficult to know how to transform these data flows into effective strategies and
actionable plans. Data science1 has potential for companies of all types to find
patterns and models in these data flows and use them as the basis for disruptive
analyses and derived software platforms.

From Radio-Frequency Identification sensor data to customer loyalty programs,
predictive analytics can improve customers’ engagement and companies’ opera-
tional efficiency. Indeed, several precious insights await organizations that can
exploit findings obtained from data science. Data science is a novel discipline,
which can enable any effort of digital transformation. Hence, digital transformation,
being defined as ‘the acceleration of business activities, processes, competencies,
and models to fully leverage the changes and opportunities of digital technologies
and their impact in a strategic and prioritized way’ (www.i-scoop.eu), concerns the
need for companies to enact digital disruption and remain competitive in an ever-
changing competitive environment.

Big Data2 is generated continuously, both inside and outside the Internet. Every
digital process and economic transaction produces data, sometimes in large quanti-
ties. Sensors, computers, and mobile devices transmit data. Much of this data is
conveyed in an unstructured form, making it difficult to put into database tables with
rows and columns. Aiming at searching and finding relevant patterns in this complex
environment, data science projects often rely on predictive analytics, involving
‘machine learning’3 and ‘natural language processing’4 (NLP), as well as on

1Data science is defined as ‘a set of fundamental principles that support and guide the principled
extraction of information and knowledge from data’ (Provost and Fawcett 2013, p. 52).
2Big Data can be defined as ‘the Information asset characterized by such a High Volume, Velocity
and Variety to require specific Technology and Analytical Methods for its transformation into
Value’ (De Mauro et al. 2016).
3Technology now makes it possible for software solutions to learn and evolve. Software with
machine learning capabilities can produce different results given the same set of data inputs at
different points in time, with a learning phase in between. This is a major change from following
strictly static program instructions, like most of the artificial intelligence models from the 1990s.
4Technology now makes it possible for software solutions to talk and interpret language from
humans, be it in speech or in documents. Software with semantic processing ability is able, for
instance, to perform sentiment analysis, a kind of analytics able to scan large corpora of documents
to determine the polarity about specific entities or concepts. It is especially useful for identifying
trends of opinion in a community, or for the purpose of marketing.
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cloud-based applications.5 Computers running machine learning or NLP algorithms
can explore the available information by sifting through the noise created by Big
Data’s massive volume, variety, and velocity.

The societal impacts of these changes are being debated daily (New York Times
International, March 1st 2017) and the amount of evidence produced to stress how
‘things will never be the same’ combines easy-to-communicate anecdotal evidence
and more rigorous analyses. The research community is certainly among the various
fields where the impact of machine learning, NPL, and cloud architectures is
redefining the rules of the game. While clearly relevant in many computationally
intensive and data-dependent research endeavours, new opportunities are also open-
ing for unexplored alternatives in other research domains where classification,
parsing, and clustering of text and images have so far depended mostly on human-
centered activities and interpretation. Management and entrepreneurship research
are no exception on several grounds.

First, the way managerial and entrepreneurial activities in companies and insti-
tutions are being affected by these changes is clearly an area of increasing interest. In
a recent book collecting evidence of several years of research, for example, Parker
et al. (2016) analyse how two-sided network effects can be leveraged to build
effective cloud-based product platforms, showing how data-driven technologies
can be key determinants of competitive advantage. Arun Sundararajan (2016)
reached a similar conclusion in his extensive analysis of the different forms of
sharing economy and their dependence on several enabling factors all related to
the similar evolutions and patterns in data.

Second, the opportunities embedded in the new technologies and methods for
data gathering and analyses are being explored to improve both efficiency and
effectiveness of sample collections, and to design original alternatives to collect
and manipulate empirical evidence. In a recent editorial published in the Academy of
Management Journal, George et al. (2016) discuss at length how to frame the
challenges faced. More precisely, they suggest distinguishing between the effects
in management research from data collection, data storage, data processing, data
analysis, and data reporting and visualization. Like in many social sciences, when-
ever research questions are related to specific occurrences, any opportunity to
extract, accumulate, and analyse multiple episodes and instances helps to develop
hypothesis testing and to identify patterns and regularities. The power of data science
goes well beyond the contributions offered by large databases, which have signifi-
cantly changed the field since the early nineties. However, these new opportunities
are still far from being incorporated into doctoral programs for the new generations

5Companies can take advantage of the elastic nature of the cloud and deploy their products by
exploiting the flexibility, agility, and affordability provided by cloud platforms. Cloud-based
applications provide global support and real-time access to Big Data from anywhere in the world
at any time. By replicating the environment, multiple enterprise environments remain in sync, and
their data flows can be easily integrated. Because applications in the cloud are always deployable,
always available, and highly scalable, continuous, agile innovation becomes an objective achiev-
able by any business.
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of researchers, and they certainly require the education of many editors to be able to
properly staff their reviewing teams to ensure that they are adequately equipped to
evaluate the pros and cons of applications of new methodologies that leverage data
science advances.

Finally, major changes in decision-making processes touch the fundamental bases
of several theories and conceptual frameworks. From the notion of bounded ratio-
nality (Simon 1972), to the interplay between local and distant search (March and
Simon 1958), to the impact of information asymmetry reduction opportunities to
determine governance structure (Nayyar 1990), scholars of management and entre-
preneurship are witnessing an unprecedented impact of technologies, not simply on
practices and methods, but on constructs and theories as well. Take transaction costs
economics, for example, introduced by the Nobel laureate Oliver Williamson
(1979), and consider a reinterpretation of the continuum between markets and
hierarchies under the currently plummeting cost and time needed to gather and
analyse the necessary information. Opportunistic behaviours can be thus anticipated
with greater precision thanks to more efficient simulations based on evidence
recovered from various and widespread sources such as news, blogs, or interactions
on social networks. Furthermore, in the context of credit scoring for trading partners,
the traditional reference of the so-called FICO score,6 provided by reputable inter-
mediaries—who parse through dedicated sets of private information retained by
various financial institutions—, is being challenged using algorithms to determine
organizations’ risk profiles based on their relationships and positioning in multiple
social networks.

We believe we are only at the beginning of an exciting time full of unexplored
opportunities worth pursuing within and across disciplines. Hence, the aim of this
chapter is to explore how entrepreneurship and management research can collaborate
with data science to benefit from new digital data opportunities. To do so, we present
five case examples, elaborating on how researchers can make use of data science in
different areas of management research. The next section provides an overview of
the selected examples, before each case is presented in more detail in the following
sections. The chapter concludes by offering some remarks and implications for
further research in the area of entrepreneurship.

2 Overview of Cases

To advance our understanding of the new data possibilities, we explore some
preliminary ideas originating within five different collaborative projects, operating
at the interface between management and data science research. These cases have
been selected to represent a variety of examples of potential and ongoing research

6First introduced in 1989 by FICO, a public company established in 1956 as Fair, Isaac, and
Company.
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that can both inspire and provide specific advice to management and entrepreneur-
ship scholars on how to seize new opportunities in an increasingly digitalized world.
First, we look at the case of collaboration between entrepreneurial firms and univer-
sities and how data science techniques could be applied to shed light on processes
that are largely unknown at present. The recent advent of remote sensing, mobile
technologies, novel transaction systems, and high-performance computing offers
opportunities to understand trends, behaviours, and actions in a manner that was not
previously possible.

Second, we investigate the case of technology innovation management and the
challenge of measuring the impact of technology-based activities. A common
indicator is the patent protection of intellectual property rights, which is often
based on relations between variables at different levels of analysis, using data that
is uncodified, dynamic, and generally unavailable in a single dataset. The field of
semantic technologies can offer key complementarities to support the (semi-)
automated creation of structured data from non-structured content and generate
meaningful interlinks.

Third, we explore the case of measuring scientific productivity, which is at the
heart of scientometrics approaches. Measures of scientific constructs using data
science techniques are subject to the same reliability and validity concerns as any
other source of measurement (e.g., questionnaire responses, archival sources), where
researchers struggle with the balance between the theoretical concepts they are
interested in (e.g., scientific progress), and the empirical indicators they are using
to operationalize them (e.g., publications and citations). In scientometrics, measures
largely emerge from how publication practices are recorded, and how these archival
records represent intentional individual or collective strategies and outputs.

Fourth, we present a case combining entrepreneurship and strategic management
interests in the tourism and hospitality industries. In particular, a large amount of
unstructured data, such as online searches, accommodation bookings, discussions,
and image and video sharing on social media produced by tourists and companies, as
well as online reviews, has profoundly affected the whole value chain of different
economic agents in the field. And yet, a vast number of destinations as well as SMEs
often ignore or underuse this type of data because it is unstructured and therefore
difficult to analyse and interpret. Several applications, developed to solve different
problems, could offer viable opportunities to overcome these limitations and
strengthen local economic systems.

Fifth, our last case takes the collaborations between management and ICT one
step further. Specifically, it explores the role of business performance analytics as a
valuable support tool for management-related issues by transforming data into
information valuable for decision-making. It focuses on the strategic relations
occurring between the two domains and their effect on the abilities to collect, select,
manage, and interpret data to generate new value.
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2.1 Five Examples of Cross-Fertilizations Between
Management, Entrepreneurship, and ICT

Case 1: University–Industry Collaborations
University—industry collaboration (UIC) refers to the interaction between industry
and any part of the higher educational system, and is aimed at fostering innovation in
the economy by facilitating the flow of technology-related knowledge across sectors
(Perkmann et al. 2011). Of late, there has been a substantial increase in UICs
worldwide and numerous studies that investigate questions in the field.

Based on a systematic review of the literature, Ankrah and AL-Tabbaa (2015)
propose a conceptual framework highlighting five key areas of the literature on UIC
that required further investigation. First, currently employed measures to evaluate
outcomes of collaboration are essentially subjective and more objective measures of
the effectiveness of UIC need to be explored. Second, more research is needed to
examine the boundaries of the role of government in UICs within the Triple-Helix
model (Etzkowitz and Leydesdorff 2000). Third, there is a need to conduct compar-
ative studies across different countries in relation to UIC. Fourth, most of the studies
found in the literature are cross-sectional and a longitudinal line of research is needed
to explore cause-effect relations in the evolution of UICs. Finally, the impact of
academic engagement as a form of UIC on the outcomes is almost completely
overlooked. Accounts of both formal activities, such as contract research and
consulting, and informal activities, such as providing ad hoc advice and networking
with practitioners, are largely unexplored in the literature and could provide
supporting evidence to an intangible potential value for UIC (see also Perkmann
et al. 2015).

Among the research gaps in the literature listed above, informal inter-
organizational ties offer a fruitful avenue for the application of recent developments
in ICT and data science. One of the main outcomes of UIC, namely the exchange of
knowledge and technology, occurs by means of formal and informal ties both at the
individual and organizational levels. Formal links facilitate knowledge transfer
while informal links generate knowledge creation (Powell et al. 1996). Notably,
among the industrial partners, entrepreneurial firms rely significantly on informal, or
embedded (Granovetter 1985), links during the early stages of their life cycle, when
they most need to acquire and develop new knowledge and are most likely to engage
with universities for this purpose (e.g., Anderson et al. 2010).

Informal ties remain largely unexplored within the context of UIC, as well as in
the innovation and inter-organizational networks literature (West et al. 2006). Data
science and ICT can now offer a great deal of new information or Big Data that can
be leveraged to further explore the nature of informal links, the extent to which they
permeate inter-organizational collaborations and their main antecedents and conse-
quences. Informal network ties may be captured by exploiting the wealth of data
stored and exchanged on social network sites (SNSs), making large-scale collection
of high-resolution data related to human interactions and social behaviour econom-
ically viable. There is increasing evidence of entrepreneurs’ growing use of
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Facebook, LinkedIn, Instagram, Twitter, and other SNSs. These sites have the
capacity to help entrepreneurs initiate weak ties (Morse et al. 2007) and manage
strong ones (Sigfusson and Chetty 2013).

Virtual networking is complementary to real-world interactions and facilitates the
establishment of new connections and the development of trust relationships. There-
fore, even simple measures of social network interconnectedness between industry
and university actors have the potential to uncover a great deal of existing informal
ties and on-going informal collaborations. The data on SNS links are generally
publicly available and can be collected by means of various web-scraping methods.
Complementary data can be obtained with the aim of recently developed software
tools. For instance, NVivo 110s tool can code Facebook screen shots, providing
textual and visual data for the analysis of different kinds social interaction. Another
example is the software CONDOR (MIT Center for Collective Intelligence) that can
identify subnetworks of people talking about the same topics by sourcing various
SNSs and applying clustering and sentiment analysis techniques.

Furthermore, the new data science methods and tools allow the UIC researchers
to progress significantly to analyse not only the extent of the network of informal
ties, but also the actual flows of information that occur through those channels. Large
amounts of data and analytic gold lie hidden in multiple formats such as text posts,
chat messages, video and audio files, account logs, navigation history data, profile
biographic and meta- data, and other textual and visual sources. Email communica-
tions significantly extend the range of the sources from which this rich, high-
granularity data can be pooled. This wealth of data can be mined using content
analysis and machine learning techniques to measure the extent and nature of the
information exchanged. It is possible, for example, to determine whether communi-
cations occur at the personal level, aimed at the development and maintenance of
personal trust relationships; or at the technical level, aimed at the exchange of both
tacit and explicit knowledge, the former being vital for the innovation process and
overall UIC outcomes. In this regard, evidence suggests that virtual communication
exchanges tend to shift from explicit, more codified knowledge at the beginning of
the relationship towards tacit, more detailed knowledge exchange when the collab-
oration relationship matures (Hardwick et al. 2013). Nevertheless, Polanyi (2013)
points out that the narrower channel of virtual communication may restrict the
transfer of tacit knowledge and that this is best shared in face-to-face interactions.

Developing the tools to leverage the newly available streams of data can poten-
tially answer these and several other questions related to UIC and offer great promise
to both management scholars and policymakers. Should the newly available data
reveal significant informal links between participants of successful collaborations,
the operationalization practices of UIC might need to be extended to include
processes and activities that incentivize the creation and development of informal
networks. While these efforts are already made in practice (Ritter and Gemunden
2003), the insights provided by the analytical tools of data science might offer new,
smarter ways to promote engagement in informal activities.

Therefore, we argue that ad-hoc data science models and tools to tap into the
abundant wealth of data offered by newly available sources such as social media and
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organizations’ unstructured data offer great opportunities to deepen our understand-
ing of inter-organizational networks and significantly boost the outcomes of UIC.

Case 2: Technology Innovation Management
Technology Innovation Management (TIM) refers to the study of the processes to
launch and grow technology businesses and the related contingent factors that affect
the opportunity for, and constraints on, innovation (Tidd 2001). Technology entre-
preneurship, focused on the development and commercialization of technologies by
small and medium-sized companies; open source business, analysing firms adopting
a business model that encourages open collaboration; and economic development in
a knowledge-based society (McPhee 2016) are some commonly investigated topics
in this field.

The heterogeneity and complexity of this area is a fruitful field to show how
artificial intelligence and web data may open important opportunities to foster
research. Digitalization affects individual and team behaviours; organizational strat-
egies, practices, and processes; industry dynamics; and competition. In the paper by
Droll et al. (2017), for instance, a web search and analytics tool–the Gnowit
Cognitive Insight Engine–is applied to evaluate the growth and competitive potential
of new technology start-ups and existing firms in the newly emerging precision
medicine sector.

More generally, empirical research in TIM is often based on relations among
variables at different levels of analyses, whose data are uncodified, dynamic, and
generally unavailable in a single dataset. Thus, providing a longitudinal and
multilevel analysis is a crucial requirement for advancing research in TIM. A
comprehensive data science approach, characterized by richness of data, allows
researchers to answer new questions; avoid premature conclusions; identify fine-
grained patterns, correlations, and trends; and shed new light on observed
phenomena.

However, this goal poses two challenges: (i) automated importing and cleaning of
data and (ii) dis-ambiguous integration of fragmented data. The first issue is a well-
known aspect of the data science domain. When considering a large corpus of
non-structured data that should be converted into structured information to address
analytic and sense-making tasks, the use of automatic and/or semi-automatic tools is
the best (and probably the only) way to complete the conversion in a reasonable
timeframe. Several tools allow the automatic analysis–e.g., Apache UIMA (Ferrucci
et al. 2009)–and conversion–e.g., DeepDive (Zhang 2015) and ContentMine (Arrow
and Kasberger 2017)–of unstructured content; they are supported by large commu-
nities of computer scientists and data scientists to guarantee their sustainability and
evolution over time. However, these tools represent only preliminary steps toward
increasingly structured data automation processes.

In the past 15 years, web technologies have been radically expanded and now
include several languages and data models that allow anyone to make available
structured data on the most disruptive communication platform in recent decades–
the web. These new tools, named semantic web technologies, enable researchers to
describe structured data on the web by means of Resource Description Framework
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(Cyganiak et al. 2014), share these data according to common vocabularies defined
by using OWL (Motik et al. 2012), and query them by means of an SQL-like
language called SPARQL (Harris and Seaborne 2013).

The real advantage of using such technologies is that the data are not enclosed in
monolithic silos, which usually happens with common databases; rather, they are
available on the web to anyone as a global and entangled network of linked
resources. These resources can be browsed and processed by means of standard
languages, and the statements they are involved in can be used to infer additional
data automatically by means of appropriate mathematical tools. These semantic web
technologies are the most appropriate mechanism to expose the structured data,
obtained from a conversion of unstructured information, in a shared environment
such as the Web, and for enriching them by adding new links to other relevant and
even external data and resources that someone else may have made available with
the same technologies.

The use of these technologies within the scholarly communication has resulted in
a new stream of literature, semantic publishing (Shotton 2009). Broadly speaking,
semantic publishing concerns the use of web and semantic web technologies and
standards for enhancing scholarly and/or industrial work semantically (by means of
RDF statements) so as to improve its discoverability, interactivity, openness, and (re)
usability for both humans and machines. There are already examples of projects that
have begun to make scholarly-related data available on the web by means of
semantic web formats, such as OpenCitations (http://opencitations.net), which pub-
lishes citation data (Peroni et al. 2015), Open PHACTS (https://www.openphacts.
org/), which makes available data about drugs (Williams et al. 2012), and Wikidata
(https://wikidata.org), which contains encyclopaedic data (Vrandečić and Krötzsch
2014). However, as far as we know, these technologies have not been used yet for
sharing and interlinking resources in several TIM contexts.

In the following, we will present two applications that highlight the power of data
science in TIM projects. Specifically, the first example shows the use of disambig-
uation techniques to address problems of lack of unique identification names,
derived by common errors of data entry, incorrect translations, abbreviations,
name changes or mergers between institutions. In the second example, Natural
Language Processing (NLP), which involves automatic processing by an electronic
calculator of information written or spoken in a natural language, is applied to
deconstruct data and import them into a final dataset.

The PATIRIS (Permanent Observatory on Patenting by Italian Universities and
Public Research Institutes) project (http://patiris.uibm.gov.it) maps patent data over
time with the aim to analyse the innovative productivity of Italian public research
institutes. Rather than focusing on single patent documents, PATIRIS allows users
to analyse patent groups–in different countries and over time–related to a common
invention, defined as ‘patent families.’ The use of patent data to measure innovative
activity requires precise arrangements to properly characterize inventions rather than
single patent documents. The lack of unique IDs for patent assignees by the various
international patent authorities generates a significant number of name variants,
creating substantial distortions. For this reason, disambiguation techniques of the
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assignee names are required to match a single institution to multiple variants of its
name. This problem may be addressed manually with a limited number of observa-
tions but automated and structured ICT techniques are recommended for larger
samples. This is also particularly useful when an update of the data over time or
integration of information from different data sources are required. PATIRIS, for
instance, updates its data twice per year and obtains assignee-level information
through the MIUR (Ministry of Education, Universities and Research) dataset
(www.miur.it).

The TASTE (TAking STock: External engagement by academics) project (http://
project-taste.eu) has the aim to systematically map academic entrepreneurship from
Italian universities and better understand the determinants and consequences of
science-based entrepreneurship (i.e., Fini and Toschi 2016; Fini et al. 2017). Key
distinguishing features of the project include (i) the adoption of a multi-level
approach, (ii) the integration of multiple data sources, and (iii) the longitudinal
structure of the data. TASTE integrates five different domains at the individual-,
knowledge-, firm-, institutional- and contextual-level. More precisely, it analyses
about 60,000 academics, their 1000 patents, and 1100 spin-offs, characterizing their
95 universities and 20 regions for the period 2000–2014. To obtain such a multilevel
structure, the researchers integrated data from ad-hoc surveys sent to university
research offices, technology transfer offices, spin-offs and entrepreneurs; LinkedIn;
the European Patent Office and PATIRIS; the Italian Ministry of the University and
Research; Eurostat; and others. In this research design, the automated and structured
retrieval, which was designed to import, clean, and integrate the data, was critical for
the integrity of the data and the feasibility of the project. Recently, the project has
also implemented semantic publishing techniques.

These examples show how the combination of ICT and management research
techniques allow academics to investigate new and unexplored research questions
(George et al. 2016) by exploiting the three core characteristics of big data: ‘big size’
of datasets, ‘velocity’ in data collection, and ‘variety’ of data sources integrated in a
comprehensive way (McAfee and Brynjolfsson 2012; Zikopoulos and Eaton 2011).

Case 3: Scientometrics
Scientometrics is a multi-disciplinary field that aims at studying ways for measuring
and analysing progress in science and related technologies through various
approaches. But who decides what constitutes scientific progress and whether
specific people, places, and times have helped science to progress or not, and on
what basis? What are the criteria for researchers and professors to be promoted?
What are the criteria for whether academic departments continue or get cut, and
whether research projects get funded or not? There is an increasing trend in western
countries towards using ‘objective’ criteria to make such decisions but the scare
quotes indicate that these criteria are at least partially open to strategic manipulation
and potentially outright gaming. We discuss some of these dangers and potential
strategies to ameliorate them below.

Operational classifications in social science are called coding: when social scien-
tists assess an observation into a specific class (progressive/not progressive) or
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assign it a specific number (i.e., a score of five, as opposed to four on a clearly
articulated anchoring scale). Accumulated publications and citations, corrected for
self-citation, weighted for number of co-authors, and aggregated across individuals,
departments, faculties, and institutions, is an example of a coding process. Coding is
a fundamental part of the process of measurement. We expect scientists to design
appropriate measures and to implement them faithfully during data collection.
Properly defined and executed measurements provide us with a precise picture of
the way things are (e.g., scientific progress) that we want to study and give us the
basic information for our scientific generalizations and probabilistic models (Cart-
wright 2014), which we may use to change the world around us and design
interventions in that world where necessary.

Measurement is finding a grounded and systematic way to assign values or
numbers to observations (i.e., putting them into categories in a rule-governed and
consistent way). Measurement involves three steps that are interrelated, which
should not only be consistent but also mutually supporting (Cartwright and Runhardt
2014):

1. Characterisation: lay out clearly and explicitly what the quantity or category is,
including specific features of it for researchers to make use of when assigning
numbers or categories to observations.

2. Representation: provide a way for researchers to represent the quantity or cate-
gory in scientific work–e.g., a categorical or continuous scale.

3. Procedures: describe what researchers need to do to carry out the measurement
successfully.

Nevertheless, we must be clear that the way measuring is done can have impli-
cations well beyond the confines of the sciences, and for this reason scientific
measures are likely be hotly contested politically (Cartwright and Runhardt 2014).
In the case of scientometrics, the scientists and their host institutions, e.g., univer-
sities and research institutes, are both aware that if their work is not classified as
progressive, then the public and private organisations that fund them may well
respond in specific ways that they don’t want. In what follows, we describe some
of the procedures that are available to manage potential bias in the measure of
scientific progress from potential strategic reporting behaviour by researchers and
their host institutions that can distort our measurements.

One of the main topics within scientometrics that has seen a huge investment of
effort by ICT (information and computer technology) parties concerns the creation
of citation indexes, released as commercial (e.g., Scopus, https://www.scopus.com)
and even open services (e.g., OpenCitations, Peroni et al. 2015, http://opencitations.
net). While counting citations is one of the most common and shared practices for
assessing the quality of research–e.g., in several countries in Europe it has been used
several times as one of the factors for assigning scientific qualifications to scholars–it
is not the only one that can be considered for evaluating the quality of research.
These additional assessment factors are usually classified according to two catego-
ries: (i) intrinsic factors, i.e., those related to the qualitative evaluation of the content
of articles (quality of the arguments, identification of citation functions, etc.); and
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(ii) extrinsic factors, i.e., those referring to quantitative characteristics of articles
such as their metadata (number of authors, number of references, etc.) and other
contextual characteristics (the impact of publishing venue, the number of citations
received over time, etc.). Data Science technologies, including Machine Learning
and Natural Language Processing tools, provide the grounds for automatizing the
identification of these factors, such as the entities cited in articles (Fink et al. 2010),
rhetorical structures (Liakata et al. 2010), arguments (Sateli and Witte 2015), and
citation functions (Di Iorio et al. 2013).

The use of intrinsic-factor data can be very effective but also time consuming.
They can be gathered manually by humans (e.g., through questionnaires to assess the
intellectual perceptions of an article as in peer-review processes) as described in
Opthof and colleagues (Opthof 2002). Other data of this specific kind can be
extracted automatically by means of semantic technologies (e.g., machine learning,
probabilistic models, deep machine readers) to retrieve, for instance, the functions of
citations (i.e., author’s reasons for citing a certain work) (Di Iorio et al. 2013).

Extrinsic factors, on the other hand, do not analyse the merit of a particular study
considering its content; rather, they focus on using contextual data (such as citation
counts) that should be able to predict, to some extent, the quality of the work in
consideration. Thus, even if they are less accurate than the intrinsic factors, the
extrinsic ones are usually preferred because they can be extracted in an automatic
fashion by analysing papers, and they are available as soon as the paper is published.
In addition to citation counts, other extrinsic factors can be: (i) the impact factor of
the journals in which articles have been published, the number of references in
articles, and the impact of the papers that have been cited by the articles in
consideration, as introduced in Didegah and Thelwall (2013); (ii) the article length
in terms of printed pages, as in Falagas et al. (2013); (iii) the number of co-authors
and the rank of authors’ affiliations according to QS World University Rankings, as
in Antonakis et al. (2014); (iv) the number of bibliographic databases in which each
journal of the selected articles was indexed, the proportion of the high-quality
articles (measured according to specific factors) published by a journal and all the
articles that have been published in the same venue in the same year independently
from their quality, as in Lokker et al. (2008); (v) the price index–i.e., the percentage
of papers cited by an article that have been published within 5 years before the
publication year of such article, as in Onodera and Yoshikane (2014); and
(vi) altimetrics about the papers–e.g., tweets, Facebook posts, Nature research
highlights, mainstream media mentions and forum posts, as in Thelwall et al. (2013).

Donald Campbell (e.g., 1966) was one of the first to see the potential of unob-
trusive measures in contexts where subjects were unlikely to offer unbiased
responses to conventional data gathering procedures (e.g., questionnaires). How-
ever, perhaps only George Orwell (1949) could have imagined the breadth and depth
of social science constructs that it is becoming possible to operationalise using data
science tools.
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Case 4: Strategy in the Tourism Sector
Tourism destinations are defined as complex amalgams of ‘products, amenities and
services delivered by a range of highly interdependent tourism firms including
transportation, accommodation, catering and entertainment companies and a wide
range of public goods such as landscapes, scenery, sea, lakes, cultural heritage,
socio-economic surroundings’ (Mariani 2016, p. 103). These elements are typically
marketed and promoted holistically by local tourism organizations, conventions, and
visitor bureaus. These are generally referred to as Destination Management Organi-
zations (DMOs). More specifically, DMOs facilitate interactions and local partner-
ships between tourism firms for the development and delivery of a seamless
experience that might maximize tourists’ satisfaction and the profitability of local
enterprises. In continental Europe, most of the tourism destinations consist of Small
and Medium Enterprises (SMEs) located in a specific geographical area that, on one
hand, cooperate for destination marketing and product development purposes (under
the aegis of a DMO) to increase inbound tourism flows and tourist expenditure
while, on the other hand, they compete to win more customers (i.e., tourists and
visitors) and profit from them.

This is the case of the Italian tourism sector where a high number of destinations
consisting of a myriad of SMEs try to increase their market share of tourist arrivals,
overnight stays, and tourism expenditure. Over the last three decades, globalization
in travel and increased income allocated to travel have intensified competition
between tourism destinations and among companies (Mariani and Baggio 2012;
Mariani and Giorgio 2017). However, the most relevant driver of competitive
advantage is technology development in ICTs (Mariani et al. 2014) that has brought
about many different intermediaries (e.g., travel blogs, travelogues, online travel
review sites, social media) for customers to share their opinions and reviews about
destinations and tourism services in real time. The role played today by online travel
review sites such as TripAdvisor or booking engines such as Booking and Expedia is
becoming increasingly relevant as online ratings have been found to play a crucial
role in pre-trip purchase decisions and to affect organizational performance mea-
sured through revenues and occupancy rates (Borghi and Mariani 2018).

Therefore, in addition to the traditional statistics related to arrivals, overnight
stays in hotels, and accommodation facilities, DMOs today should deal with an
increasing amount of unstructured data such as online searches, accommodation
bookings, discussions, and images on social media produced by tourists and com-
panies, as well as online consumer reviews.

However, DMOs as well as SMEs in the tourism and hospitality sector often
ignore these data because they are unstructured, and therefore difficult to analyse and
interpret. While individual SMEs have typically neither the budget nor the compe-
tences to deal with these data, only the most overfunded DMOs (in North America
and Northern Europe) have equipped themselves with specific destination marketing
systems that work in a similar way to enterprise resource planning systems. These
platforms pool together data from both the supply (e.g., hotels, transportation
companies, theme parks) and demand (e.g., bookings from prospective tourists)
sides, matching them. Data science techniques are used to collect, analyse, process
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(through online-analytical processing), report, and visualize data about the market
trends, segments, evolution of bookings and occupancy rates, display offers of
accommodation and transportation services as well as assemble accommodation,
transportation, and other leisure activities (Mariani et al. 2018; Mariani and Borghi
2018).

However, it is still very difficult and complex to bring together the vast amount of
structured and unstructured data produced before, during, and after visiting a
destination. An interesting attempt has been carried out with the Destination Man-
agement Information System Åre (DMIS-Åre), developed by researchers of the
Mid-Sweden University for the Swedish destination of Åre (Fuchs et al. 2014).
The system consists of three sets of indicators: (i) economic performance indicators;
(ii) customer behaviour indicators; and (iii) customer perception and experience
indicators. The first group includes prices, bookings, reservations, hotel overnights,
and so on. These data are relatively easy to extract. They are complemented with
data about the users’ behaviour: for instance, web navigation behaviours before
reservations. It is particularly useful to have the analysis of booking channels and
devices used for reservation. Customer behaviour indicators can be leveraged to
identify clusters of tourists and create customized offers as well as identify and
analyse trends, either historical or emergent. The last group of indicators includes
information about the perception of the users and provides valuable indications
about the destinations’ attractiveness.

Building on the DMIS of Åre (Fuchs et al. 2014) and on an updated systematic
review of the most relevant contribution at the intersection between Business
Intelligence and Big Data in tourism and hospitality over the last 17 years (Mariani
et al. 2018), we propose a prototype of a Destination Business Intelligence Unit
(DBIU). The platform is useful for DMOs to: (i) improve the competitiveness of the
destination (in terms of tourist arrivals and tourism expenditure as well as sustain-
ability and carrying capacity); (ii) enhance the competitiveness of the SMEs oper-
ating in their hospitality sector. To this aim, our DBIU in addition to economic
performance indicators, customer behaviour indicators, and customer perception and
experience indicators adds sustainability and environmental indicators. Figure 1
summarizes our proposal and shows the relation with DMIS-Åre. The idea is to
provide users with information about traffic and weather conditions, as well as
consumption of electricity, gas, and water. These data can be used first to improve
the users’ experience by providing updated information in real time. In addition, data
science techniques and tools can be used to better design and manage tourism
services at the destination level by means of analysing tourists’ preferences through
their social media activity on smartphones and social location-based mobile market-
ing activities (Amaro et al. 2016; Chaabani et al. 2017).

Sustainability is increasingly important for today’s destination managers and
tourists, and can also be embedded in marketing and promotional strategies to attract
green tourists (Mariani et al. 2016a, b) and improve the carrying capacity of the
destination.

Moreover, our DBIU improves the “Functional, emotional value and satisfaction
data” helping to enhance customer perception and experience indicators. The right
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bottom part of the figure shows (in blue) our improvements. The primary goal is to
analyse both structured and unstructured information by using modules of Natural
Language Processing (NLP), text summarization, and sentiment analysis. The main
data sources are the online reviews: they contain a significant amount of data but in
different formats, languages and structures. Data science techniques can be exploited
to (i) extract information from multiple sources (ii) define a common data model and
normalize such heterogeneous information to that model, (iii) combine data into
aggregated and parameterized forms, and (iv) visualize data in a clear way for the
final customers. These techniques contribute to gaining a more comprehensive
picture of users’ perceptions.

As shown on the left-hand side of the picture, DBIU improves the customer
behaviour indicators by leveraging a tool developed for data retrieval and analysis
from the major social media. The tool consists of four modules, following the
schema mentioned above: data extractor, parser, analyser, and visualizer modules
(for a detailed description, see Mariani et al. 2016a, 2016b, 2017). That said, this
DBIU might allow not only destination marketers and DMOs to match and process a
vast amount of heterogeneous data but could also allow DMOs to share some of the
relevant data related to customer behaviour and customer perceptions in real time
with local SMEs operating in the accommodation and transportation industries.
While this prototype could certainly be the object of further improvement, we
believe that it represents an interesting tool to strengthen local economic systems
heavily reliant on tourism.
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Case 5: Business Performance Analytics
Current competitive marketplaces are “hyper-challenging” for organizations in a
continued search for opportunities to maintain and improve business growth and
profitability. In this context, management control systems play an important role to
support management by providing key information and quick feedback for strategic
and operational decision-making.

Technology is changing the rules of business and how to transform data into
knowledge has become a key issue (Davenport et al. 2010). There is a growing
consensus that business analytics and Big Data have huge potential for performance
management (Bhimani and Willcocks 2014), informing decision-making, and
improving business strategy formulation and implementation (CIMA 2014). Such
potential has been generally acknowledged by the literature; however, organizations
report significant difficulties in extracting strategically valuable insights from data
(CIMA 2014).

Progress in ICT has opened new opportunities in terms of modelling
organisational operations and managing firms in real time and has attracted interest
in the relations between control and information systems (Dechow et al. 2007).
While information systems have been considered important enablers of performance
management, their role is not yet understood either theoretically or practically
(Nudurupati et al. 2011, 2016). Indeed, several questions arise. A key issue concerns
the analysis of data availability and sources (Zhang et al. 2015). Secondly, quantity
and variety bring additional concerns in terms of data quality and relevance (IFAC
2011; Bhimani and Willcocks 2014). As for the former, organizations have access to
an unprecedented amount of data and to previously unimaginable opportunities to
analyse them. ICT represents a strategic success factor because of its potential to
collect and offer such huge amounts of data. As for the latter, while the availability of
data does not necessarily mean information, the ability to understand and extract
value from them becomes critical too. From this perspective, Business Performance
Analytics (BPAs) offer valuable support (Silvi et al. 2012) because they link data
collection and use to a previous understanding of an organization’s business model,
its deployment into key success factors and performance measures, and finally
performance management routines.

Consistent with the literature, this fifth case focuses on the challenging relation-
ship between BPA and ICT and its effect on their abilities to collect, select, manage,
and interpret data. Specifically, it highlights the key issues that arise when integrat-
ing the use of BPA within the performance measurement and management process,
in the light of the support provided by ICT in (i) automatic data collection (i.e., tools
able to extract a large amount of data from multiple heterogeneous sources), (ii) data
analysis (i.e., tools combining machine-learning data warehouse and (iii) decision-
making techniques to identify patterns and trends) and data visualization (i.e., novel
interfaces and paradigms make data available and easier to consume).

BPA refers to the extensive use of multiple data sources and analytical methods to
drive decisions and actions, by understanding and controlling business dynamics and
performance (Davenport and Harris 2007, p. 7) and supporting effective PMS design
and adoption (Silvi et al. 2012). Examples are decision support systems, expert
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systems, data mining systems, probability modelling, structural empirical models,
optimization methods, explanatory and predictive models, and fact-based manage-
ment. BPA are then focused around management needs and their design requires
(i) the comprehension of a company’s business model and context, and the way its
performance is achieved, (ii) the identification of key success factors, information
needs, data sources, (iii) the provision of an information platform and analytical tools
(descriptive, exploratory, predictive, prescriptive, cognitive); (iv) the assessment of
performance factors and drivers, and (v) the visualization of business performance
and dynamics and their management.

Figure 2 shows an example of a business performance map of a bookstore.
Specifically, business profitability (EBIT) is the result of the company’s revenues
and cost model. Revenues–driven at a first level by price and unit sold–can be further
broken down, showing the most elementary revenue drivers: people flow, entrance
rate, and conversion rate, and purchase. On the other hand, costs are driven by
volumes, product categories, and related cost, as well as by activity hours (labour),
shop layout (efficiency), sourcing factors (delivery time), etc. Gauging these dynam-
ics and their factors allows the store manager to understand better the way perfor-
mance is achieved and can be improved.

On the other hand, this performance and measurement system requires data
availability, data analysis, data visualization technologies, analytical methods, rou-
tines and performance management skills, and attitudes and talents. Hence, the
implementation of BPA and analytical Business Performance Management systems
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is by nature a complex task, as it involves managerial, analytical, and ICT compe-
tencies and tools. From a technological point of view, there are at least three main
challenging steps: (i) data collection, (ii) data analysis, and (iii) data visualization.

Data collection. Data originates from different internal and external sources, and
are stored in several systems, with different languages and forms (conversational,
video, text, etc.), timing, size, accuracy, and usability (open- and closed-access).
Particularly interesting is the integration of structured data with unstructured and
semi-structured data, extracted from documents, which represent a huge source of
knowledge and competitive assets made available by Natural Language Processing
techniques (Cambria and White 2014). As discussed by Zhang et al. (2015), some
specific features of digital and Big Data challenge the capabilities of modern
information systems; they are known as the 4 Vs: huge Volume, high Velocity,
huge Variety, and uncertain Veracity. Despite the mentioned potential benefits, then,
these critical issues still undermine ITC systems’ effectiveness for BPA purposes
(Beaubien 2012) and a number of questions arise. How to collect data? How to blend
them? What about data security?

Data Analysis. This concerns the choice of the analytical method (descriptive,
exploratory, predictive, prescriptive, and cognitive). From a technical point of view,
key issues are how to use data for those typologies of analytics and how to design
expressive data models. The interaction between domain experts and technical
experts is crucial to achieve this goal. Another key issue is the integration between
different models (for instance, predictive, prescriptive or cognitive models) and
techniques to combine data, such as embedded analytics, machine learning, artificial
intelligence, data warehousing, and data mining (Han et al. 2011; Kimball and Ross
2011). Automatic reasoning and decision-making about data complete the path.

Data visualization. The challenge is how to report the analytical and performance
infrastructure into visual formats easy to access and understand, aligned with user
experience and expectations. The success factor is not only to aggregate data but also
to extract unexpected and hidden information and trends.

To summarize, in an age of digital economy, a successful contribution of perfor-
mance management systems and ICT to business competitiveness and innovation is
undoubtedly interrelated and their effective implementation requires a holistic
approach. Achieving competitive advantage with analytics requires a change in the
role of data in decision-making that involves information management and cultural
norms (Ransbotham et al. 2016). Another issue is about analytics talent, in form of
“translators,” as first, able to bridge IT and data issues to decision making with a
contribution to the design and execution of the overall data-analytics strategy while
linking IT, analytics, and business-unit teams. Furthermore, data scientists should
combine strong analytics skills with IT know-how, driving towards sophisticated
models and algorithms. Because digital skills and talents are scarce, they represent
an opportunity for research and education, and value for community wellbeing.
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3 Conclusions and Implications for Entrepreneurship
Research

Entrepreneurship research covers a rather wide range of problems, contexts and
processes, usually combining different social science perspectives. Generating better
understanding and theories about entrepreneurial and value-creation processes is
challenging because new ventures develop different internal resources and charac-
teristics, evolve under changing external environments and pursue business ideas
that are changing over time. Collecting primary data for quantitative studies covering
all these aspects is extremely time consuming and resource demanding. It involves
mapping of the individual entrepreneurs, their ventures, and the external environ-
ment from inception and over a significant period of time until the venture has
reached a mature stage. Some of these challenges can be overcome by tapping into
the increasingly rich sources of digital data that are being generated about the
activities of individuals, firms, and their contexts. Making use of data science and
ICT tools is necessary to tap into and refine these data sources.

While the technical availability of databases and their subsequent commercial
development in the seventies and eighties opened numerous opportunities to access
longitudinal and structured data, their level of specification and detail has been
inadequate on many grounds (too general, incomplete, self-reported, etc.). Data
gathering, storage, and manipulation have therefore become a key element in any
research program, but often with inefficient replication of efforts and low levels of
sharing to allow for proper replicability or further enhancement of analyses. The
evolution in data science technologies and research opportunities are becoming
pervasive in many different types of research and approaches as illustrated by the
various cases presented in this chapter. We are at the break of a new dawn for
reconsidering the use of field data in entrepreneurship research.

First, its ubiquitous nature calls for creativity in designing new approaches to
collect evidence as traces in a field track, left there not to mark the trail, but simply
because of walking. And yet, as much as zoologist and anthropologists have used
tracks to understand migration patterns and their evolutionary consequences, several
digital marks can have a profound relevance to understand individual and collective
behaviour and their implications for entrepreneurship. Case 1 offered us a specific
example associated with the analysis of interpersonal networks that clearly has the
potential to inspire new ways of collecting data on the characteristics and perfor-
mance of entrepreneurs and entrepreneurial teams.

Second, the possibility of standardizing the data-gathering procedure in multiple
geographical locations could help overcome significantly the current limitations of
pursuing comparative analysis in different countries and settings. Although interop-
erability standards and data coding procedures are still far from allowing for a
frictionless aggregation, the progress in these areas has shown clear opportunities,
as Case 4 exemplified in the field of tourism. Many industries increasingly rely on
digital platforms for key business processes, which provides new opportunities to
shed light on the role of entrepreneurship in these industries.
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Third, new and original datasets could come from the aggregation of existing
sources and be designed from the beginning as able to automatically or semi-
automatically update to continue providing users with both historical accounts and
the most recent evidence. Cases 2 and 3 discussed examples related to datasets of
different sizes, compositions, and spans, ranging from research driven to institution-
ally and commercially driven ones. Such combinations of data sources to trace
entrepreneurial efforts over time will be highly valuable for generating a better
understanding of the entrepreneurial process and the resulting outcomes and impacts
of entrepreneurship at different levels of analysis.

Fourth, and probably more evident in its short-term impact, decision making
processes, tools and roles are being revolutionized in many organizations and will
soon impact all of us in direct or indirect ways. Business analysis and intelligence, as
described by Case 5, are two areas where the attention of entrepreneurship scholars
have long focused to identify the sources of competitive advantage, map the
evolution of organizational complexity over the life of new ventures, or assess the
differences (if any) between managers and entrepreneurs. Clearly, digitalization and
the use of data science not only provide new opportunities for academics, but are
also profoundly influencing the opportunities of entrepreneurship in many areas of
society. Hence, entrepreneurship scholars experience changes in both the empirical
phenomenon as well as the data and methods available, driven by data science.

This chapter has been written as a collaborative effort between data scientists and
management scholars and thereby illustrates the need for cross- and multi-
disciplinary approaches to fully benefit from the rapidly increasing access to big
data. And yet, the more we try to link what has been presented by many creative
scholars in this chapter as new ideas to productively and creatively match entrepre-
neurship and data science research, the more additional ideas are emerging. We are
looking forward to reading ideas from other scholars and we hope this chapter has
offered some inspirations to begin an exciting and unpredictable new journey.
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