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Preface

This book presents a collection of research papers exploring the human side of
digital innovation management, with a specific focus on what people say and share
on social media, how they respond to the introduction of specific IT tools, and how
digital innovations are impacting sustainability and inclusion. Given the plurality of
views that it offers, the book is particularly relevant for digital technology users,
companies, scientists, and governments. The overall spread of digital and techno-
logical advances is enhanced or hampered by people’s skills, behaviors, and atti-
tudes. The challenge of balancing the digital dimension with humans situated in
specific contexts, relations, and networks has sparked a growing interest in how
people use and respond to digital innovations. The content of the book is based on a
selection of the best papers—original double-blind peer-reviewed contributions—
presented at the annual conference of the Italian chapter of the AIS, which was held
in Milan, Italy, in October 2017.

Milan, Italy Alessandra Lazazzara
May 2018 Raoul C. D. Nacamulli

Cecilia Rossignoli
Stefano Za
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The Innovation Agency: An Overview

Alessandra Lazazzara, Raoul C. D. Nacamulli, Cecilia Rossignoli
and Stefano Za

The rise of digitalization is causing disruptive changes in business models in many
industries and it is radically transforming how innovation should be understood and
managed by scholars and practitioners [1]. New digital infrastructures (e.g. 3D
printing, cloud computing), platforms (e.g. social media, virtual world) and ways of
cooperation (e.g. co-design, co-production) are reshaping the meaning of innovation
and introducing new challenges related to actors’ interaction within digital ecosys-
tems. According to Nambisan et al. [1: 224], digital innovation is “the creation of
(and consequent change in) market offerings, business processes, or models that
result from the use of digital technology”. This broad definition introduces two
specific features of digital innovation. The first is related to the flexibility offered by
digital technology which is expanding the innovation phenomenon by not confining
it anymore within the borders of an organization. This implies an increase in the
fluidity of innovation process and also a continuous flux in which innovation out-
comes may continue to evolve even after their delivery. The second feature concerns
the potential for innovation agency to be distributed. It exploits the different actors

A. Lazazzara (&)
Department of Social and Political Sciences, University of Milan, Milan, Italy
e-mail: alessandra.lazazzara@unimi.it

R. C. D. Nacamulli
Department of Human Sciences, University of Milano-Bicocca, Milan, Italy
e-mail: raoul.nacamulli@unimib.it

C. Rossignoli
Department of Business Administration, University of Verona, Verona, Italy
e-mail: cecilia.rossignoli@univr.it

S. Za
LUISS University, Rome, Italy
e-mail: sza@luiss.it

© Springer International Publishing AG, part of Springer Nature 2019
A. Lazazzara et al. (eds.), Organizing for Digital Innovation,
Lecture Notes in Information Systems and Organisation 27,
https://doi.org/10.1007/978-3-319-90500-6_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_1&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_1&amp;domain=pdf


which are actually involved into the innovation process (e.g. individuals, organi-
zations, customers, policymakers), underlying the paradigms’ shift from the
“good-dominant” to the “service-dominant” logic [2].

The book collects some of the best contributions presented to the XIV
Conference of the Italian Chapter of AIS (ItAIS) which was held at the University
of Milano-Bicocca, Milan, Italy, in October 2017. ItAIS is an important forum for
scholars and researchers involved in the Information Systems domain and gathers
national and international researchers to identify and discuss the most important
trends in the IS discipline. The contributions included in this volume cover a wide
variety of topics related to how individuals and organizations can successfully
handle emerging challenges in new technologies implementation with a specific
focus on what can be classified as human aspects of digital innovation.

Advanced technologies are permeating every aspect of people’s work and life.
The role of humans in such a rapidly evolving landscape is unquestionable and
represents an essential driver for digital innovation. The increasing speed of digital
adoption and the continuous emergence of new technologies make people’s attitude
towards technology a critical concern for organizations wanting to stay competitive
and becomes a catalyst for innovation. Organizations who want to make the most of
technology should bear in mind the attention to the “human side” or “human agency”
of advanced information technology. Indeed, the relationship between individuals
and technology is not unidirectional since individuals may both use the features
provided by technology or try to resist or modify them in order to achieve their goals
[3]. Therefore, people’s skills, behaviors, attitudes, motivational traits and goals
changes need to be better understood in order to innovate successfully [1, 2].

All the 21 selected papers which are reported in this volume have been evaluated
through a standard blind review process in order to ensure theoretical and
methodological rigor. The book has been organized into four sections covering
(a) Digital innovation and its effect on individuals; (b) Digital innovation for
inclusion and sustainability; (c) Innovative solutions in digital learning;
(d) Organizing for digital innovation.

1 Part I: Digital Innovation and Its Effect on Individuals

The first part of the book explores the pivotal role of individuals in technology
adoption and usage and the related effects on a number of important individual
outcomes (e.g. job satisfaction, perceived benefits, user performance) in different
kind of contexts (i.e. private and public organizations, digital service providers).

From the job design perspective, Sarti and Torre aim at disentangling the effect of
ICT usage on the degree to which employees are satisfied with their current job by
taking into account the moderating effect of six job dimensions. More specifically,
they found evidence that three job characteristics—namely autonomy, formalization
and the relational dimension of the job—significantly affect the relationship between
the use of information technology and job satisfaction. This suggests that HR
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professionals and managers should carefully take into account the technological
dimension when designing a job. The nature of the job together with other individual
characteristics are also analyzed in the paper by Caldarelli, Ferri, Maffei, and Spanò
which applies the Technology acceptance model (TAM) in order to investigate the
existence of the differences in information systems usage between two different
groups: accountant and ICT workers. The authors ask for greater emphasis on the
analysis of personal and cultural variables that can affect information systems
intention to use and to further consider them in the development of implementation
strategies within companies.

Moving to the context of the public sector, Tursunbayeva, Bunduchi, Franco and
Pagliari explore the effect of the implementation of a Human Resource Information
System (HRIS) in a healthcare organization by means of a case study methodology.
Interestingly, studies on HRIS benefits rarely examine the kind of expected benefits
that motivate different stakeholders (e.g. hospital managers, clinicians, nurses, HR
professionals) to accept new HRIS initiatives. This study develops an extended
model of the expected and realized benefits of HRIS for different users and maps
the interconnections between these benefits in healthcare. Moving to a specific
sector of Public Administration, namely judicial system, Lepore, Pisano, Alvino
and Paolone investigate the relationship between individual cultural orientation and
information system’s individual impact. More specifically, they highlighted how
group-oriented, dynamic and entrepreneurial features in organizational cultures are
successful factors in the implementation of information systems.

As a conclusion to this section, the topical theme of personal data protection is
investigated by Gómez-Barroso, Feijóo and Palacios. The authors apply the theory
of planned behaviour (TPB) to a representative survey of 1500 Internet users in
Spain to test how users’ knowledge about service providers usage of personal data
influences privacy attitudes, intentions and disclosure behaviour. The study reveals
that increasing users’ awareness and knowledge about the mechanism of exchange
of personal data for improved services can encourage control of personal data.

2 Part II: Digital Innovation for Inclusion
and Sustainability

The effect of digital innovation goes beyond its role in boosting performance and
productivity—both at the individual and organizational level—and it may have a
huge potential in terms of addressing inclusion and sustainability challenges.
However, there is also a dark side in new technology adoption such as the negative
effect on specific social groups because of a distort use of social media and their
role in creating and spreading specific representations of members of certain social
categories. This is the focus of the study by Perna, Varriale and Ferrara which
analyses how media, and more specifically social media, have contributed to the
spread of distorted and stereotyped images of nurses hence negatively affecting

The Innovation Agency: An Overview 3



their reputation as qualified professionals. This representation of nurses on social
media has a number of negative organizational consequences such as issues in
recruiting and organizational image and brand. Prejudice and discrimination affect
another social group, namely women in science and technology careers.
D’Agostino and De Nicola apply semantic social network analysis to gender
diversity in the Italian information systems community. Although there was an
overall lower participation of women in this specific community, leveraging on
their analysis the authors conclude that there is no evidence of gender discrimi-
nation and that men and women have an equally relevant role in the advancement of
the information system discipline. Moreover, digital innovation may play a role in
solving specific social problems. This is the case of crowd funding for social causes,
a phenomenon which is quickly gaining popularity. Di Pietro, Spagnoletti and
Prencipe analyze donations collected by a charity-crowd funding online platform
and show the negative influence of a poor technology infrastructure as well as the
positive effect of individuals’ digital skills and social network interactions. Those
results may be useful for leading the development of successful charitable initia-
tives and contribute to the further development of digital social innovation.

Another important aspect of digital innovation is its role in reinventing collab-
oration by facilitating the participation of various actors in the innovation process
and gaining sustainability. Indeed, as described by Romanelli, Metallo and
Agrifoglio, participation and technologies are the key issues to be addressed for
future sustainability since they enable cities to become smart cities. Their contri-
bution presents the concept of sustainable and smart cities and describes the role of
citizens’ participation as a means to engage them in decision-making processes
concerning the development of urban areas. In this vein, interactive technologies,
platforms and tools are a crucial prerequisite in order to support cities towards a
sustainable development. However, according to Spagnoli, van der Graaf and
Brynskov, especially within the smart cities’ context there is a plethora of defini-
tions of service co-creation and a large number of tools and platforms taken into
account from different perspectives and disciplines without any harmonizing effort.
Therefore, their study analyses methods and tools adopted by different cities in
order to implement co-creation processes in collaboration with different stake-
holders and tries to define the methods and digital tools that cities should pursue to
fully exploit the potential of these platforms in terms of enhancing global collab-
orations. Among the main challenges cities are facing in terms of co-creation, those
related to engaging the stakeholders and organising co-creation activities with new
actors around virtual communities are the biggest. The engagement of citizens in
collaboration is extremely useful and provides new possibilities and advantages for
complex scientific research projects such as the one described in the paper by Bolici
and Colella. Their paper aims at contributing to the “open/citizen science” research
domain by examining and testing public engagement activities for a robotics
research project and determine a series of guidelines useful to design
public-engagement initiatives. Therefore, increasing citizen participation is one of
the main components of the future sustainability challenges and can help govern-
ments to be more responsive to community and scientific needs.

4 A. Lazazzara et al.



3 Part III: Innovative Solutions in Digital Learning

As the digital technologies are reshaping organizations and workplaces, innovations
and transformations in education and learning are underway. Technology-based
learning is the future of training and there is a flourish of terms and concepts
referring to the new forms resulting from digital technologies applied to learning.
However, the growing interest and the increase in the number of publications on this
topic has led to confusion rather than more understanding of the phenomenon. On
the basis of this assumption, Caporarello, Giovanazzi and Manzoni perform a
content analysis on the last twenty years of research and discuss the use of the most
diffused 16 learning terms in the literature. They provide a comprehensive learning
model that clarifies interactions and interdependencies among the terms and offers
some insights for both practitioners and scholars. The growing shift towards
technology-based learning is coupled with the spread of gamification, that is, the use
of game design elements in non-game contexts. Caporarello, Magni and Pennarola
provide a new definition of gamification for learning and an overview of applica-
tions. Moreover, the paper presents and discusses research on the effectiveness of
gamification for learning purposes, focusing on students’ attitude, knowledge and
behaviour, which constitutes one of the main gaps in gamification literature.
Specifically related to the topic of gamification is the concept of absorption, which is
a sense of high psychological involvement that someone can experience when
performing a task or a game. Many previous studies consider absorption as a positive
antecedent of training outcomes and in their contribution, Aliberti and Paolino
address the challenges posed by technological learning environments characterized
by high degree of absorption. More specifically, the two authors tried to disentangle
the effect of two negative antecedents of absorption, namely distraction and bore-
dom, on learning and training transfer by proposing a theoretical model.
Furthermore, they aim at exploring the role of creative climate in these relationships.

This section presents several innovative solutions related to digital learning in the
higher education scenario. In their chapter, Previtali and Scarozza focus on the
changes undergoing in the Italian university sector due to the rise of online educa-
tional programs. Using a case study, the authors describe the blended learning
adoption and implementation by an Italian University and identify institutional
strategy, structure, and support policies that could lead to the improvement of
teaching and learning conditions. Moreover, they shift from students to faculty
members’ perspective in disentangling factors which most likely affect satisfaction
in a blended learning program. Finally, the last contribution of this section presents
another very innovative blended learning form which is called e-internship. Jeske
and Axtell analyze this new kind of internship which requires no or minimal
in-person interaction since work and collaboration on projects are supported by
online tools and software. The number of e-internship is growing across different
countries and is posing new research questions about how people learn in virtual
contexts and also about how higher education institutions can manage
college-to-work transitions.

The Innovation Agency: An Overview 5



4 Part IV: Organizing for Digital Innovation

Companies involved in digital transformation efforts may require substantial
changes in roles, routines, processes, departments and the overall organizational
structure. However, there is not a one-size-fits-all solution. Rather, the design of the
digital transformation journey starts with the analysis of the particular needs of the
organization together with the identification of competitive advantage sources and
the formulation of strategic priorities.

Although SMEs are considered to be slower than larger firms in adopting digital
technologies, digital innovation may improve their competitiveness with new
products, services, processes and businesses models. Therefore, in order to keep
customers and expand their markets SMEs are increasingly adopting e-business. De
Paoli and Za present a pragmatic approach to defining a model aiming at facilitating
the design and implementation of e-business for SMEs. This is an interaction-based
model which distinguishes between different levels of interaction among internal
(the entrepreneur, employees) and external (clients and suppliers) actors. Indeed,
understanding and engaging external and internal customers and how those rela-
tionships differ from the online ones is a central anchor of digital innovation.
Adopting the external customers perspective, Pennarola, Caporarello and Magni
perform a comparative study among four companies in the jeans manufacturing and
retailing industry in Italy operating both in the online (e-commerce websites) and
offline (stores) channels. The authors analyze how the product return strategies
differ among online and offline retailers and the effect of such strategies on con-
sumers’ attitude to purchase again and to return the product. With a focus on
internal customers, Galanaki, Lazazzara and Parry try to classify configurations of
e-HRM actually existing at the global level. By combining the actual degree of
technological presence and the degree to which the technology is used to enable
HRM activities, they identify four types of e-HRM configurations named
“non-usage”, “HR primacy”, “Integrated e-HRM”, and “IT primacy”. Creating
value for employees and managers is one of the main drivers for new technology
adoption for HR purposes but the lack of cooperation between IT and HR
departments generates hybrid and unsuccessful e-HRM configurations.

Moreover, within the context of digital innovation social media constitute
important platform for stakeholders’ engagement and may reshape marketing and
communication strategies. Metushi and Fradeani perform content analysis on social
media posts by large Albanian companies in order to analyze how companies adopt
social media. Although social media usage has an important role in increasing
company’s audience and there is a positive relationship between a company’s social
media activity and sales. Companies adopt social media mainly for marketing
purposes but are still not considered as a communication tool able to increase firms’
transparency. In the same vein, Gesuele and Celio analyze social media adoption in
a specific context, namely municipality, as a means for citizen engagement. Using
the case study methodology, they explored the official Facebook Municipality
account activities of the City of Naples in terms of contents disclosed and impact on
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citizens. They reveal that through social media usage municipalities are enhancing
their social image and improving the citizens’ participation, but a true adoption for
co-design purposes is yet to come.

Finally, we are grateful to the Authors, the Conference Chairs and Committee
members, to the members of the Editorial Board and to the Reviewers for their
competence and commitment. This publication would not have been possible
without their active and generous contribution.
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Part I
Digital Innovation and its Effect on

Individuals



ICT Use and Job Satisfaction.
The Moderating Role of Task
Characteristics

Daria Sarti and Teresina Torre

Abstract This paper focuses on the relationship between ICT use and job satis-
faction, following a classic but always relevant research stream, and analyses the
role of work design in moderating this relationship. The findings of the analysis,
carried out on a sample of 35,187 employees in Europe (data source: EWCS2010),
demonstrate that the use of ICT is important in bolstering the individual’s satis-
faction about his/her own work. We also demonstrated that job design plays an
important role in determining the strength and the form of the relationship between
ICT use and job satisfaction. Our results offer interesting stimuli for a debate among
scholars and practitioners on the management of employees in a context in which
technologies represent an indispensable tool for workers, so that the role of the
organization is to “design” tasks properly so as to grant them this new way of
working.

1 Introduction

In the last decades, the technological revolution has deeply modified the content of
work and the way in which it is performed. For example, routinized tasks, which
were carried out by employees in the past, are accomplished nowadays by tech-
nological equipment. Intellectual work has been influenced by modern technolo-
gies, which are used as normal tools. In general, these technologies have enabled
individual to work to achieve a higher level of potential, though at the same time
some drawbacks have emerged.

Starting from this premise the aim of our work is to understand the impact of
ICT use in the work context correlating it to the more traditional dimensions with
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which the organization ‘manages’ the work dimension. We are referring to work
design, which is considered a central element in organizational issues, thereby
showing its relevant connection with job satisfaction (JS). Furthermore, we are
interested in analyzing whether there is an interaction between job design com-
ponents and the use of ICT in favoring or disrupting JS. In our opinion, the
influence of work characteristics on the relationship between ICT use and JS has
been neglected, even though it might represent a useful lever to understand how it
works and some of its elements might offer major support to ICT technologies.

The paper has been organized in the following manner. In the second part, the
theoretical background is presented and our hypotheses are introduced; in the third
section, we present the analysis and the most relevant results. Finally, some pre-
liminary suggestions are introduced in relation to our questions and then consid-
erations useful for future research activities are proposed.

2 Theoretical Background

2.1 Work Design and Employees’ Job Satisfaction

Work design has been recognized for many decades as a prominent strategy for
improving the productivity as well as ‘the quality of the work experience of
employees’ in organizations [1: 250]. Starting from the last century, thousands of
studies have been conducted that have examined work design issues and presented
different complementary dimensions for the design of jobs, like the ones introduced
by Mintzberg [2]: specialization (horizontal and vertical), work formalization and
training. Indeed, as suggested by Morgeson and Humprey [3], work design was
demonstrated as important for a range of individual, group, and organizational
outcomes [4, 5].

In the table below, we refer to three pivotal studies in this field that give rise to
three different diagnostic instruments useful to analyze job characteristics, these are:
the Job Diagnostic Survey-JDS [1, 6], the Work Design Questionnaire-WDQ [3]
and the Job Content Questionnaire-JCQ [7] (Table 1).

The precursor among the job design models, the one by Hackman and Oldham
[1, 6], was born in order to suggest that job design and job re-design might rep-
resent an important foci of motivation for employees. Nowadays, this pattern
represents the one most extensively used in academic literature (e.g. [8]), as well as
the most popular one cited in current manuals (e.g., [9]).

According to Hackman and Oldham [6: 160] positive employees’ outcomes —
such as motivation, satisfaction, quality performance, low absenteeism and turnover
— are achieved in a given working environment ‘when three critical “psychological
states” are present for an employee (experienced meaningfulness of the work,
experienced responsibility for the outcomes of the work, and knowledge of the results
of the work activities). […] these critical psychological states are created by the
presence of five “core” job dimensions.’

12 D. Sarti and T. Torre
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In the same work, the Authors provide the definition of the relevant job
dimensions [6: 161–162] and their theoretical model, developing the JDS as an
instrument that provides measures of the core dimensions.

The job dimensions they included are reported here now. Skill variety means
‘the degree to which a job requires a variety of different activities in carrying out the
work, which involves the use of a number of different skills and talents of the
employee’. Task identity represents ‘the degree to which the job requires comple-
tion of a ‘whole’ and identifiable piece of work—that is, doing a job from begin-
ning to end with a visible outcome’. Task significance is described as ‘the degree to
which the job has a substantial impact on the live or work of other people—whether
in the immediate organization or in the external environment’. Autonomy is con-
sidered to be ‘the degree to which the job provides substantial freedom, indepen-
dence and discretion to the employee in scheduling the work and in determining the
procedures to be used in carrying it out’. Feedback from the job is ‘the degree to
which carrying out the work activities required by the job results in the employee
obtaining direct and clear information about the effectiveness of his or her per-
formance.’ [6: 161, 162].

Furthermore, two supplementary dimensions were included by scholars in the
analysis. These are: Feedback from agents, which is described as ‘the degree to
which the employee receives clear information about his or her performance from
supervisors or from co-workers’, and dealing with others, which is ‘the degree to
which the job requires the employee to work closely with other people in carrying
out the work activities’ [6: 162].

Nevertheless, there are several criticisms about JDS [10]. According to
Morgeson and Humprey [3], it focuses on a narrow set of motivational job char-
acteristics whereas a number of other important work characteristics are ignored
[11]. The point of view of some authors is that ‘if scholars simply use the JDS
without examining the larger work design literature, their research runs the risk of
being deficient.’ [3: 1231]. In this respect, they propose other dimensions apart
from the task characteristics, such as: knowledge characteristics, social character-
istics and work context.

Despite all that is stated above, only the dimension of task characteristics (as
determinant of employee’s positive outcomes) is considered here; in fact, in this
work, our aim is to focus specifically on aspects that are more closely related to the
issue of organizational design. Indeed, such an aspect, and its specific scale, have
been widely used in a large number of previous studies, focusing specifically on a
part directly related to the content of work in its authentic dimension of job design.

JS is typically defined as a multifaceted psychological construct that measures the
degree to which employees are satisfied and happy with their current jobs [12, 13]. It
is strictly related to all the characteristics of the job. Indeed, if employees are satisfied
with their jobs’ characteristics and the overall job it is likely that they will work
harder; however, if their JS is low, this will discourage employees’ commitment and
may also increase their willingness to quit the organization and the job [14, 15].

14 D. Sarti and T. Torre



The conventional approach in the literature on JS [16] assumes that utility from
work depends on a number of traits of the individual, on the features of the firm and
job characteristics. Furthermore, according to the JD-R model, working conditions
refer to those physical, social and organizational aspects of the job, which describe
the whole work context [17, 18].

In the literature, it is widely acknowledged that some characteristics of work
favour the positive attitudes of workers and, at the same time, reduce
counter-productive behaviours. Some studies suggest that the dimension of con-
tinuous learning activities and skills development for specific professions increases
JS and retention and enables continued provision of high-quality services [19–21].
Furthermore, other researches demonstrate the importance of perceived autonomy
and control on JS and the quality of care [22, 23].

Hence consistent with prior studies in this area, we posit that a statistically
significant relationship exists between job characteristics and JS. Thus:

• Hp1. Task characteristics have a significant relationship with JS.

2.2 ICT Use, Work Design and Employees’ Job Satisfaction

A number of studies have highlighted both beneficial and detrimental effects in the
use of technologies at work. Despite this, authors claim that few studies have
examined the impact of ICT on employees’ well-being [24]. According to recent
reviews, the use of ICT in the workplace can have both positive and negative effects
on employees’ work experiences [25, 26]. In other words, ICT may be perceived as
both a resource and a work demand [25].

Some researchers underline the positive effect of ICT use considering it an
instrument enabling individuals to be ‘closer’ to them, in terms of time and space,
and in so feeding their social relationships. Authors highlight the positive impact of
new technologies on the increase of individuals’ overall job satisfaction. In par-
ticular, it has been shown that ICT use favours a growth in the rate of communi-
cations among employees, improves bottom-up flows of communication, reduces
status differences and promotes equality. Furthermore, it stimulates participation in
problem-solving and decision-making [27–29].

Recent literature suggests that in modern workplaces ICT use can increase job
demands due to increasing expectations and employee accessibility to the work-
place [26]—which in turn can have a negative impact on employees’ health and
well-being [25, 28, 30] and family-to-work conflict [31].

However, if we start from the pivotal study of Chester Barnard [32] and from his
idea of the organization as a ‘cooperative’ system-, in which the satisfaction of both
the organizational goals and individuals’ needs have to be pursued - we can
approach ICT as an ‘instrument’ and a ‘mean’ for the achievement of the above
mentioned twofold goals. Thus, we believe that a conscious use of such an
instrument is pursued within a context in which the social nature of the organization
as a ‘cooperative system’ is a constitutional element.

ICT Use and Job Satisfaction. The Moderating Role of Task … 15



In this vein, we posit that:

• Hp2. ICT has a positive and significant relationship with JS.

A moderation effect is assessed, wherein researchers aim to understand the role
that a third variable—i.e. the moderation variable—may have on the relationship
between a dependent variable and an independent one. In particular, if a moderation
exists the moderator variable affects either the form or the strength of the rela-
tionship between a predictor and a criterion variable [33].

In the introduction to this paper, we mentioned that following the huge increase
in ICT use at work some variance has to be included in job design. Indeed, on the
one hand, personal computers (PCs) represent nowadays the principal tool for many
kinds of works. They allow people to store huge amount of data and information
and provide aids towards in computing, decision-making and problem-solving. This
kind of support represents a useful instrument for routine activities even though it is
claimed that it might fail to favour creative and intellectual tasks [34]. Furthermore,
PCs are today equipped as a mass communication medium, which enables indi-
viduals to be connected with others all over the world via the world wide web.
Thus, the new technology increases the democratization of communication, favours
immediate feedback and reduces costs in coordination.

In this paper, our aim is to understand whether job characteristics may represent
a useful lever to implement the main relationship between ICT use and JS.
Therefore, an interactive effect between ICT usage and job design is hypothesized.

In their study, Day and colleagues [24] propose that: ‘the extent to which ICT
demands exist in organizations and elicit a strain response in employees may be
influencedby the extent towhich the organization frames and support employees’ use of
ICT’ [24: 476]. In other words, authors propose a relationship between ICT and ‘or-
ganization frames’, thereby suggesting that the effect of ICT on employees’ outcomes
may also be affected by organizational elements [25]. As previously reported, a number
of studies have proved the relevance of job design for employee’s JS. According to this
stream, we believe that an interaction exists among ICT use and task characteristics,
which may have an interactive effect on job satisfaction. Hence, we suggest that:

• HP3. Task characteristics moderate the relationship between ICT use and JS.

The figure below summarizes our model of analysis (Fig. 1).

3 Empirical Analysis

3.1 Method

The empirical research was based on data gathered from the database of the fifth
European Working Conditions Survey (EWCS), which was conducted in 2010 on a
large sample of workers from the EU35 and which is the most recent one at
disposal. Only people who declared their status of being employed were included in

16 D. Sarti and T. Torre



the analysis for the purpose of our analysis. The final sample resulted composed by
35,187 individuals. The EWCS sample is representative of those aged 15 years and
over who are in employment and resident in the 35 EU countries. In each country, a
multistage, stratified random sampling design was used.

3.2 Analysis and Results

In order to identify the fundamental dimensions of job design as well as the ICT
use, an exploratory factor analysis (EFA) was performed on the 21 items chosen
from the survey questionnaire. Factors were extracted using the principal compo-
nent method. Based on previous scales validated in current literature such as JDS
[35] WDQ [3] and JCQ [7], relevant items about job characteristics and ICT usage
were identified among the set of questions of the EWCS.

The Keiser criterion was used to select the total number of factors (7) guaran-
teeing a percentage of cumulative explained variance of 59%. Bartlett’s sphericity
test (p-value < 0.001) and the Keiser Meyer Olkin index (KMO = 0.749) were then
calculated to check the appropriateness of factor analysis and the sampling ade-
quacy. We conclude that each of them was very good. Then, a varimax (orthogonal)
factor rotation was performed to make factor interpretation more reliable. In the
end, from the 21 questions, seven factors emerged. In detail, six were related to job
design dimensions and one to the ‘ICT use’ (factor number 4, Table 2).

In order to test the hypothesis presented in this paper, an OLS regression analysis
was performed among the main variables.

JS was considered as the dependent variable of the study; it was measured
though a single-item-scale that is: ‘On the whole, are you very satisfied, satisfied,
not very satisfied or not at all satisfied with working conditions?’ The responses
were based on a five-point-scale ranging: 5 = Strongly agree; 4 = Agree;
3 = Neither agree nor disagree; 2 = Disagree; 1 = Strongly disagree.

Though some authors advice caution in using single-item scales in empirical
research [36], others favour the use of this approach [e.g., 37]. Indeed, it has been
demonstrated that ‘single-item measures of overall job satisfaction correlated highly
with multiple-item measures of overall job satisfaction’ [37: 77] and might be used
in special circumstances [36].

Job SatisfactionICT Usage

Hp2

Hp3

Hp1
Task Characteristics

Fig. 1 The model of analysis
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The independent variables related to work design dimensions are the six factors
emerging from the EFA, that was previously performed (see Table 2). These are:
autonomy (AU; factor 1), skill variety (SV; factor 2), task significance (TS; factor 3),
work control and formalization (WF; factor 5), dealing with others (DO; factor 6),
and feedback from agents (FB; factor 7). As differently from the previous model of
Hackman and Oldham [1], task identity was not identified as a factor. Instead, we
recognized a fifth dimension that is ‘work formalization’ (factor 5) which might also
be slightly related to the other dimension that is missing in this model—compared to
the one by Hackman and Oldham [1]—that is feedback from the job.

The moderation variable of the model, that is ‘the use of technologies’ at work,
emerges by the factor 4 in the CFA, as shown in Table 2.

In order to test our hypothesis, we first introduced six control variables, as they
have been identified in the extant literature as relevant drivers for JS (sex and age of
respondent, dimension of the firm the individual is employed in, years in the
organization, the number of subordinates, average numbers of hours worked per
week). In the second step of the model, the factors emerging from the job char-
acteristics were introduced. In the third step, the ‘ICT usage’ was included. We later
incorporated in the model the multiplicative terms computed by multiplication of all
the six independent variables related to job characteristics with ICT use (Table 3).

The regression analysis first shows interesting results about the relationship
between the task’s characteristics and the dependent variable, i.e. JS. Indeed, a
significant increase in the overall variance of the model (R2 = 0.137) was found.
The results show that all the factors—except dealing with others (b = −0.001;
p > 0.05)—affect JS. A positive and significant relationship was found between
autonomy (b = 0.143; p < 0.001), skill variety (b = 0.082; p < 0.001), task sig-
nificance (b = 0.231; p < 0.001) and feedback from agents (b = 0.162; p < 0.001)
with JS. A negative and significant relationship was found with work formalization
(b = −0.122; p < 0.001).

Our first findings demonstrate that work characteristics have a significant and
relevant role in explaining JS.

Furthermore, the positive relationship between JS and ICT use was
demonstrated.

In the end, we found that a moderation effect exists for three of the six task
characteristics: autonomy, work formalization and dealing with others. Hence,
when ICT usage increases, the relationship between autonomy and JS becomes
weaker (b = −0.015; p < 0.05) as well the relationship between work formalization
and JS (b = −0.026; p < 0.01) and furthermore, when ICT use increases the rela-
tionship between dealing with others and JS becomes stronger (b = 0.031;
p < 0.001).

In Figs. 2, 3 and 4, the results are presented through three path diagrams.
The interaction effect between variables is evident. When the variable of dealing

with others is involved (see Fig. 2) we notice that the positive relationship between
ICT use and JS becomes stronger when a high degree of dealing with others is
considered in the job position. In this case, it might be worth for positions implying
higher levels of ICT use to consider implementing the aspect of dealing with others.
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For work formalization we see a sort of ‘conflict’ between the two dimensions, so
that when both of these—work formalization and ICT usage—have a high level
there is a negative impact on JS, implying that when there is a high ICT use, it is
worth reducing the work formalization. Finally, we found that when autonomy is
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Fig. 2 The graphical representation of the moderation effect of dealing with others on the
relationship between ICT usage and job satisfaction
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Fig. 3 The graphical representation of the moderation effect of work formalization on the
relationship between ICT usage and job satisfaction
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Fig. 4 The graphical representation of the moderation effect of autonomy on the relationship
between ICT usage and job satisfaction
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considered, the positive relationship between ICT use and JS becomes weaker. This
implies that a reduction in job autonomy should be considered for those who need
to have high levels of ICT use.

4 Conclusions, Limitations and Further Research

This paper aims to investigate the relationship between ICT use and JS, with
particular attention to the role played by work design in affecting such a
relationship. In detail, our purpose was to prove that an interaction exists between
the use of ICT and the work design dimensions and to verify whether some of them
play a more relevant role. Indeed, it is acknowledged that the massive use of ICT
has strong implications for the mode and the content of work. The data at our
disposal offer information about two aspects of ICT, exactly working with PC and
with the internet and emails.

The results of the analysis proved that a positive and significant relationship
exists between work design dimensions and JS and also between ICT use and JS.
Furthermore, we found that three work design dimensions affect the relationship
between ICT usage and JS. In detail, when ICT use increases, the relationship
between autonomy and work formalization becomes weaker, while the opposite
happens with dealing with others. So, more ICT means less autonomy and, in
consequence, less JS. The same is valid for work formalization. On the contrary, the
relational feature of modern ICT technologies helps to strengthen the link between
dealing with others and JS.

These suggestions offer some insights that would enable HR departments to
manage the job design processes better in the current context, in which an even larger
use of ICT is expected. Also, line managers can take advantage of this approach.

The present study has some limitations, which have to be underlined. First of all,
it is based on secondary data analyses. This means that the population studied and
the measures undertaken may not be exactly what the researchers might have
chosen to collect for the specific topic. Nevertheless, the use of a database such as
EWCS makes available the advantage of having a very large sample—which offers
the statistical power required to obtain significant interactions. On the other hand, it
does raise questions about the reliability of the measures.

Moreover, the variance explained in the model is quite low—so that an
improvement in the analysis is required—and there might be other variables, which
impacts on JS (for example, the nationality of the respondent might be considered).
We are also aware of the limitations associated with the use of a single-item
measure for JS as a dependent variable, even though a number of studies have done
the same.

In conclusion, our work makes a contribution in getting evidence on a classic
and perennially interesting topic, which is influenced by the increasing role of ICT
in work and in working conditions, seeking to deepen this role and its nature. More
knowledge is expected in this field.
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Accountants Are from Mars, ICT
Practitioners Are from Venus.
Predicting Technology Acceptance
Between Two Groups

Adele Caldarelli, Luca Ferri, Marco Maffei and Rosanna Spanò

Abstract Several authors tried to explain the key determinants in technology
acceptance using the technology acceptance model (TAM). TAM posits that ease of
use and usefulness predict technology usage. Despite it strong usage there are
several studies that show a lack in the model due to the absence of personal factors
that should be considered. This paper aims to show the existence of significant
difference in technology usage between different groups of people. Two hundred
and fifty individuals responded to a survey about technology usage in their firms.
Our results show that there is a statistically significant difference in ease of use and
in perceived usefulness. The investigation applies TAM to help researchers,
developers and managers understand antecedents to users’ intention to use.

1 Introduction

Information systems researchers studied information and communication technol-
ogy outcomes and ICT diffusion processes since the inception of the information
systems field [1]. Many authors tried to explain the key determinants in techno-
logical acceptance in order to manage information systems change avoiding the risk
of productivity paradox [2].

Nowadays, the ICT innovation-diffusion literature focused on factors such as
relative advantage, complexity, ease of use, and results demonstrability in order to
examine the overall impact of these variables on firms’ adoption of technological
innovations [1, 3]. All these factors were included in a model known as Technology
Acceptance Model (TAM) and in its adapted versions [4]. TAM is the most diffused
and used model in IS change field [5]. Indeed, it is considered as a good model to
predict the enduring line of ICT implementation and diffusion [6]. The model posits
on the idea that the key determinants of technology acceptance and usage (by the
information systems actors) are the perceived ease of use (PEOU) and perceived

A. Caldarelli � L. Ferri (&) � M. Maffei � R. Spanò
University of Naples Federico II, 80126 Naples, Italy
e-mail: luca.ferri@unina.it

© Springer International Publishing AG, part of Springer Nature 2019
A. Lazazzara et al. (eds.), Organizing for Digital Innovation,
Lecture Notes in Information Systems and Organisation 27,
https://doi.org/10.1007/978-3-319-90500-6_3

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_3&amp;domain=pdf


usefulness (PU). These theoretical constructs are strongly related with attitude
toward using. Moreover, Davis et al. [4] hypothesizes that actual system use is
affected by behavioral intentions, which is affected by attitudes toward use. Beliefs
about the system, PU and PEOU in TAM, directly affect attitudes toward use. What
should be noted is that the model was largely criticized because it does not take into
account several personal variables (such as gender, education, personal values,
attitude to technology, etc.) that should influence the people’s decision about
technology usage [7, 8].

Several studies proposed to understand how personal values, traits and experi-
ence afflict information systems adoption and technology usage. However, the
effect of personal variables on information technology acceptance is still an under
investigate field [5, 9, 10].

The aim of this paper is to investigate how personal differences influences the
technology acceptance. To this aim we integrated the technology acceptance model
with “personal variable” (such as education, age, gender) and also we divided our
sample in two different groups: accountant and ICT people. What should be noted is
that in this paper we consider personal education as a discriminating factor in order
to understand the existence of statistically significant differences in technology
acceptance.

Using the TAM proposed by Davis et al. [4] as a basis, we carried out a
questionnaire to understand users’ degree of technology acceptance. The ques-
tionnaire was divided into two parts. The first part covered the personal data of the
participants and the second part covered the different TAM theoretical dimensions.
More specifically, the questions were divided as follows: six items for perceived
ease of use; six items for perceived usefulness; and one item for usage intention.
All the questions of the second part were quantified using a 5-point Likert Scale set
from 1 (strongly disagree) to 5 (strongly agree). The final sample was composed by
142 SMES workers: 71 accountants and 71 engineers working in ICT division.
After the questionnaire validation, we processed data using simple regression on the
overall sample and on the two different groups, following the approach of Gefen
and Straub [1] and Pikkarainen et al. [11].

The remainder of the paper is organized as follows. Section 2 explains the TAM
and the research hypothesis. Section 3 examines the research methodology and
provides descriptive statistics of the sample. Section 4 presents the research find-
ings, and Sect. 5 provides discussions and concluding remarks.

2 Theoretical Background and Model Development

2.1 Technology Acceptance Model

Several researchers conducted studies in order to examine the relationship between
perceived ease of use, perceived usefulness, attitudes, and the implementation of
information technologies in firms recent years [12–14]. Their research supported
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the technology acceptance model (TAM) as a model potentially able to predict
human intention in technology usage [12–15]. TAM is based on the idea according
whom perceived ease of use and perceived usefulness can predict attitudes toward
technology that is the antecedent of technology usage. More specifically, according
to Davis et al. [4] these two theoretical constructs represent the only variables that
afflict intention to use.

More specifically, the author asserted that perceived usefulness and ease of use
represent the beliefs that lead to technology acceptance. Perceived usefulness
(PU) can be considered as the degree to which a person believes that a particular
information system would enhance his or her job performance (i.e. by reducing the
time to accomplish a task) [4]. Perceived ease of use is defined as the degree to
which a person believes the use of a particular system would be free of effort.
According to Davis et al. [4] and to other authors [5–8], both these constructs have
a strong positive effect in people decision to accept technology.

Further studies replicated these results in different fields and countries [16–18].
In light of previous literature, we expected that both theoretical constructs have a
positive effect on people’s intention to use technology in Italian firms, so we can
state the following hypotheses:

H.1 Perceived usefulness positively afflict intention.
H.2 Perceived ease of use positively afflict intention.

2.2 Technology Acceptance Model and Cultural Differences

TAM has attracted a growing body of research [6], however despite its strong
diffusion it was widely criticized by several authors since the beginning [19].
According to Adams et al. [19] it is not possible to consider just two dimensions in
technology acceptance process so the model was considered too simple. More
specifically, the authors emphasize the need to introduce new theoretical constructs
that push the individual towards the adoption of a particular technology and to
integrate the existent model with personal and cultural variables.

Also, several authors found significant cross-cultural differences [1, 20] that
should be take into account in IS study. The extant literature on information sys-
tems ignored the effects of personal attribute such as gender, age, kind of education,
job relevance, etc., even though in information systems research this kind of
attribute represents fundamental aspects of culture [21, 22]. Moreover, the most
diffused model in information systems change and ICT acceptance do not consider
personal variable such as personal education or the role covered by people in firms
in the process of ICT acceptance. These variables have strong importance and
should be considered because they are active parts in the decisional processes [23].
Indeed, cultural and personal variables are proposed as a cornerstone for research
by Delone and McLean [23] and have also been considered as a critical element in
information systems change field [24, 25]. Several authors describe this as the main
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TAM limitations explaining that personal values and education are important the-
oretical construct in decision-making process [18, 26]. This idea was shared also by
Lergis et al. [6] that discuss about the existence of several significant factors in
workers technological choice. These factors are not considered in the TAM, orig-
inating a lack of completeness.

Also, other studies show the existence of several personal (i.e. training, expe-
rience, role in the company, job relevance, etc.) and sociological (i.e. the process of
change, groups resistance etc.) variables that should afflict technology usage [27].
Basing on the previous literature it is possible to expect different results arising two
different group of people divided by their education.

According to Laudon and Laudon [28], in each company it is possible to find
different culture and different groups of people. We consider two groups divided by
the personal education: accountant and ICT workers. On one hand, the ICT workers
should be more focused on the usefulness of new technological systems. On the
other hand, accountants should be afraid of the routine change so they should be
focused on perceived ease of use. On this basis we expect the following effects:

H.1a Perceived usefulness has greater importance for engineer than accountants.
H.2a Perceived ease of use has greater importance for accountants than engineers.

Moreover, Straub et al. [16] carried out a research in order to test the TAM in
different culture. They found that the model may not predict technology use across
all cultures. McCoy et al. [17] tried to explain the technology prediction due to
different cultures. The authors show the existence of significant differences in
perception of technology usage depending by age and personal culture of the people
in the sample. More specifically, the authors using the inferential statistics examinee
the potential moderating effect of Hofstede’s [29, 30] cultural dimensions on people
technology acceptance. They reach the same conclusion of Straub et al. [16] about
the effect of personal variables on the model usability. Moreover, according to
Benbasat and Barki [27] in order to have a good prediction of technology accep-
tance factors such as the personal attribute are fundamentals and we should consider
them in a technological acceptance model. Several authors show that variables such
as gender, age, role in companies should have a greater impact on people accep-
tance of technology. For example, Gefen and Straub [1] show the existence of
statistically significant differences in different gender perception of technology. The
study indicates that woman and man differ in their perception but not in the final
choice of technology. According to previous studies we expect the following effect
of personal variables on intention to use:

H.3 Gender has a significant effect on people acceptance of technology.

With reference to other personal factors several authors found different effect on the
people intention to use technology. For example, Kowalczyk [31] and Hernandez
et al. [22], using a structural equation modeling based on a survey, found that the
relationship between age and intention to use technology was weak or negative.
Indeed, age is strongly correlated with the amount of time that users need to become
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familiar with new technology [22, 31–33]. However, according to the author,
findings suggest that other environmental factors (such as education) could play a
more important role in explaining people intention to use technology. On the basis
of the previous literature it is possible to state the following hypothesis:

H.4 Age has a negative effect on people acceptance of technology.
H.5 Education has a positive effect on intention to use.

3 Research Methodology

In order to explore the existence of differences in technological perception between
different group of people, we provide a regression model using as dependent
variable the intention to use and as independents variables the other TAM construct.
Data were collected using a Likert-based questionnaire on a sample of 250 indi-
viduals working in 125 small and medium enterprise (SMEs).

3.1 The Questionnaire

In order to test our research hypothesis, we carried out a Likert-based questionnaire
[34]. The questionnaire was divided in 2 parts. The first part covered the personal
data of the participants (age, gender, education, job relevance), while the second
covered the TAM dimensions using 6 questions for PEOU, 6 for PU, 1 for INT. We
used the questionnaire proposed by Davis et al. [4]. All the questions were quan-
tified using a 5-point Likert Scale set from 5 (strongly agree) to 1 (strongly dis-
agree). The questionnaire was disseminated online in order to avoid the typical
problems of other dissemination methodology [35, 36]. The survey was carried out
on a sample of 250 individuals (125 ICT people and 125 accountant), working in
125 different Italian SMEs. We had a final response rate of 142 individuals (56.8%
of the total sample). The dissemination phase last for 60 days.

3.2 Sample

The study focused on individuals who work in firms that choose to change their
information systems during the survey period. Potential individuals were selected
from firms in different fields in order to avoid the risks of considering just one
sector. The respondent were 142 from 71 different firms. We had a 56.7% response
rate. Table 1 provides useful information for sample description.
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3.3 Proposed Model

The final sample of 250 individuals was divided in two groups discriminated by the
job in firms (ICT people or accountant). In order to understand the effect of job
difference we provided the following regression model:

INT ¼ a1 PUþ a2 PEOUþ a3AGEþ a4GENþ a5 EDU ð1Þ

where

INT intention to use the new information system
PU perceived usefulness of the new information systems
PEOU perceived ease of use of the new information systems
AGE number of years of respondents
GEN gender of the respondents
EDU the degree of personal education (i.e. University degree, Master, Ph.D.,

ECC)

The model was used three times. The first time in was used on the total sample in
order to explain the general tendency in information systems intention to use, while
the second time was used on two different sub-samples in order to understand the
differences arising different groups using the personal education as discriminant.

4 Research Results

In order to ensure the consistency and unidimensionality of the scales, we consider
a first sample of respondent in order to carry out a initial reliability studies and also
an exploratory factor analyses (using PCA) [37–40]. This procedure was used to

Table 1 Sample description

Measure Item n Percentage (%)

Age 18–30 38 26.76

30–40 44 30.99

40–50 39 27.46

50–60 21 14.79

Gender Male 86 60.56

Female 56 39.44

Education High school 21 14.79

University degree 63 44.37

Master 55 38.73

Ph.D. 3 2.11

Our sample was composed by accountants and ICT workers in the same percentage
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suppress indicators which displayed an item–total correlation lower than 0.3, or
whose exclusion increased the Cronbach’s Alpha value, which should exceed the
minimum limit of 0.7 [41, 42]. No factors were eliminated after this analisys.
Table 2 show the Crombach’s Alpha values.

All the obtained values are over 0.8 so they are considered good. Also, we carry
out an exploratory factor analyses using varimax rotation with Kaiser normalization
[43–45] in order to reduce all the concepts to just one factor [46]. Finally, we
carried out a first regression model on the overall sample. Table 3 provides research
results.

The explanatory power of the model was examined using the resulting overall
R-square. Together, perceived usefulness and perceived ease of use were able to
explain 37% of the total variances observed in people’s intention to use the new
information systems.

Perceived usefulness contribute more to the observed explanatory power than
perceived ease of use. More specifically, perceived usefulness had a significant
direct positive effect on people intention to use the new information systems (co-
efficient 0.33 and 0.26 both with p < 0.05). Our results suggest that every increment
in perceived usefulness and perceived ease of use will increase the intention to use
of the people in the sample. These results are compliant with those of Kim and
Maholtra [47], Gangwar et al. [48] according whom the main predictor of systems
intention to use is the perceived usefulness. Also, our results are compliant with
Davis et al. [4], Holden and Karsh [49] and other authors [16–18], according whom
there is a positive effect of PEOU on intention. As result H1 and H2 are fully
supported.

With reference to gender, our result show that it does not have a significant effect
on intention to use. This statement is not compliant to previous research of Gefen
and Straub [1] according whom there are significative differences in technology
adoption and information systems usage between woman and man. As result H3 is
not supported.

Table 2 Crombach’s Alpha
value

Variables Mean S.D. Crombach’s Alpha

PU 4.33 0.28 0.93

PEOU 3.92 0.67 0.89

INT 4.55 0.12 1

Table 3 Research results of
multiple regression using the
overall sample

Variables Coefficient P-value

PU 0.33 p < 0.05

PEOU 0.26 p < 0.05

Age −0.19 p < 0.01

Gender 0.02 p < 0.01

Education 0.08 p < 0.05

R-square 0.37
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With references to the age, we find a strong and negative effect of this variable
on intention to use. More specifically, we find a coefficient of −0.19 (with p < 0.1).
According to our results, it is possible to state that the age negatively affects the
intention to use, so young people have greater propension to technology usage than
older. This statement is compliant with the one of Diatmika et al. [50], Laudon and
Laudon [28] and other authors [22, 32] according whom older people have less
propension to new technology usage because they should change their routines.
Also, this statement is not compliant with Kowalczyk [31] according whom age
does not afflict technology usage. As result H4 is supported.

Finally, with reference to education we found a low positive effect on intention
to use (coefficient 0.08 with p < 0.05). According to our results it is possible to state
that the degree of personal education does not affect significatively the intention to
use. This statement is not compliant with results of previous research, according
whom the degree of education positively afflicts the technology perception and
usage [22, 31–33]. As result hypothesis 5 is not supported.

After the first analysis, we carried two different regressions using the role
covered in firms as discriminant following the approach of Pikkarainen et al. [11].
The following table (Table 4a, b) provides the results.

With reference to the perceived usefulness (PU) our findings reveal a strong
statistical it has a high positive effect on intention to use for both sample (0.30 for
accountants and 0.41 for ICT people). More specifically, PU has higher effect on
ICT people’s intention to use (coefficient 0.41 with p < 0.01) than accountants
(coefficient 0.30 with p < 0.01). ICT people perceived technology as something
important in improving firms’ efficacy and their personal activity so they would be
more favorable to technology adoption. As result hypothesis 1a is supported.

Table 4 Research results of
multiple regression using two
different sample

a Accountants

Coefficient P-value

PU 0.30 p < 0.1

PEOU 0.39 p < 0.05

Age −0.31 p < 0.01

Gender 0.06 p < 0.01

Education 0.18 p < 0.1

R-square 0.16

b ICT people

Coefficient P-value

PU 0.41 p < 0.1

PEOU 0.35 p < 0.05

Age 0.03 p < 0.01

Gender −0.02 p < 0.01

Education 0.05 p < 0.05

R-square 0.20
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With reference to PEOU, it has a positive effect for both sub-samples (coefficient
0.39 with p < 0.05 for accountants and 0.35 with p < 0.05 for ICT people). What
should be noted is that the PEOU has greater importance for accountants than for
the ICT people. A possible explanation of this phenomenon is that accountants are
more interested in improving their experience in information systems usage in order
to improve their productivity. As result hypothesis 2a is confirmed.

According to these results, we can make two different statements. First of all, the
perceived ease of use has strong a positive effect on perceived usefulness. This
means that technology is perceived more useful if it is more ease to use. Second
personal variables have a great impact on people’s intention to use new technology.

5 Discussion and Conclusions

This paper aims to use technology acceptance model in order to investigate the
existence of differences in information systems usage between two different groups:
accountant and ICT workers. To this aim, we used a regression model on an overall
sample and on two sample discriminated by the role covered in firms. Our model
has a good predictive and explanatory power, confirming TAM robustness in
predicting workers’ intentions to use new technology. It thus helps researchers
understand the relationships between ease of use and usefulness, and the acceptance
of new information systems by different groups. It confirms that information sys-
tems use depends on the usefulness and ease of use. Also, it helps to understand
which are the personal factors that afflict workers intention to use allowing a clear
understanding of technological change phenomenon.

More specifically, our results show that there is a statistically significant effect of
the personal variable in some aspects of information systems intention to use.
Indeed, we show that ICT people have a stronger degree of acceptation of new
technology than accountant. Also, personal formation and gender are variables with
an important role in ICT acceptance process.

Our results have implications for both academic and practitioners.
From an academic point of view, our findings suggest that TAM should be

integrated with personal and cultural variables that can have effects on information
systems intention to use.

Moreover, with reference to practitioners’ perspective, our results provide useful
information in order to well manage the information systems change process. We
show that managers should consider the personal dimensions of information sys-
tems final users while they decide for new technologies implementation.
A complete understanding of the personal factors could help managers to develop a
better implementation strategy in order to avoid problems such as productivity
paradox [2, 51–53] or people resistance to information systems change [53–58].

This research has limitations. First of all, there could be few cultural and national
limitations of our findings. For example, there are several cultural differences that
can generate influences on how individuals respond to information systems change.
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These differences make our finding not generalizable and ask for further investi-
gation about the phenomenon. Further studies could replicate our model using a
cross-cultural approach in different national cultures. Also, our conclusions are
based on cross-sectional data so this is just a snapshot of this model. We should
enlarge our study using a longitudinal study in the future to investigate information
systems perception in different time periods (i.e. ex ante and ex post the imple-
mentation) making comparisons and providing more insight into the phenomenon.
Finally, due to the structure of the questionnaire several information about the
people’s perception of information systems could be loss. Future research could ask
individuals to respond in general about their perception of ease of use and use-
fulness of the new information systems in order to understand how to improve
people’s perception of information systems.
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What Kind of Benefits Different
Stakeholders Can Expect and Obtain
from HRIS Implementations: An Italian
Case Study

Aizhan Tursunbayeva , Raluca Bunduchi , Massimo Franco
and Claudia Pagliari

Abstract Introducing IT-enabled transformational change in the public sector can
be complex and challenging. Documentary analysis and in-depth interviews were
used to study the introduction of a Human Resource Information System (HRIS) in
one Italian regional healthcare organisation (RHO). Drawing on existing HRIS
benefit models, we examined the types of benefit envisaged by different stake-
holders and how these were realised in practice, along with unintended outcomes.
Analysis revealed that the RHO had derived value from the implementation project,
whilst demonstrating variations in expected and realised benefits between different
categories of employee and co-dependencies between different types of benefit. We
propose an extended and empirically-informed model of expected and realized
benefits from HRIS in health organizations, which takes account of these interde-
pendencies and differences.

1 Introduction

Over the last 30 years, considerable academic research and management effort has
been devoted to understanding how best to implement Information systems (IS) in
organizations and translate this to improvements in efficiency, effectiveness or
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customer satisfaction. Despite the learning that has been gained from these activ-
ities, large-scale IS projects still often struggle from problems with rollout and
regularly fail to deliver their expected outcomes [1] leading to disappointing returns
on investment [2]. This phenomenon has been noted both in the private and public
sectors, although government-sponsored projects have arguably received the
greatest scrutiny [3].

Most research on the outcomes of IS implementation focuses either on mapping
their benefits (for a review see Shang and Seddon [4]), or developing recommen-
dations for organizations on how to actively manage the benefit realization process
(see Coombs [1]). While these approaches can be useful in many ways, they are
inadequate for fully understanding the mediators of IS benefit. Drawing on existing
HRIS research (e.g. Tursunbayeva et al. [5]), we argue that it is necessary to
examine not only the stated benefits used to justify the project, but also the benefits
as anticipated and experienced by the different stakeholders involved in the
implementation process. We therefore adopted a case study approach to explore the
multiple actors involved in the implementation of a HRIS in the healthcare sector,
and their expected versus realized benefits.

The study reported here is part of a programme of doctoral research, which
examined HRIS implementation projects in two European countries, informed by a
systematic literature review on HRIS in health organizations [5]. This paper focuses
on the case study of HRIS implementation in one RHO in Italy.

2 Theoretical Framework

The research examined one particular type of IS, HRIS, implemented in the specific
context of a public sector, regional, healthcare organisation. Previous research has
shown that the way in which organizational change is enacted during IS imple-
mentation to realize benefits [6]. Such studies also reveal how these relationships
vary across organisational settings and types of IS. When studying benefits it is
therefore important to consider theoretical frameworks developed in these settings.

Previous research has identified a number of specific HRIS benefits for orga-
nizations, including improvements in strategic orientation, operational efficiency,
service delivery; empowerment of managers and employees to undertake HR
functions [7] and standardization of HR processes within or across organizations
[8]. A recent study evaluating HRIS benefits framework in ten organizations across
different sectors identified a further category of improving organizational image [9].

Our recent systematic literature review of HRIS implementation studies in health
contexts [5] provided support for Parry and Tyson’s [9] generic HRIS benefit
categories (Strategic, Operational Efficiency, Service Delivery, Empowerment,
Standardization, and Organizational Image), further identifying two categories of
expected benefits, including help in management of macro organizational changes
(e.g. planned hospitals merger), and compliance with regulatory requirements
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(e.g. for reporting workforce information); along with four categories of realized
benefits, including improvement in patient care (e.g. through facilitating minimum
standards of nursing care), compliance with regulatory requirements, generation of
interest from other countries, and improved IT infrastructure [5].

Studies of HRIS benefits only rarely examine how expected or realised benefits
vary between types of user. For example, Lepak and Snell [7] and Ruel and col-
leagues [8] focused on identifying HR professionals’ motives driving HRIS
implementation, only briefly mentioning the benefits for other employees. Parry and
Tyson [9] identified HRIS goals and outcomes at the organizational level, without
distinguishing between different types of actors. In contrast, Tursunbayeva et al.’s
[5] recent systematic review of HRIS in health found that HRIS users, as benefi-
ciaries of the IS innovation, include a range of stakeholders or actors, including
hospital managers, clinicians, nurses and/or HR professionals, who perform dif-
ferent tasks and may therefore have different expectations and perceptions of the
role and benefits of a new HRIS.

Although existing HRIS research has clarified generic categories of benefit, and
HRIS studies in the healthcare domain have described both expected and realized
benefits, there has been little research to explore the alignments or discrepancies
amongst the benefits perceived or experienced by different stakeholders [5].
Understanding this variability is important for determining what kinds of expected
benefits motivate different stakeholders to accept new HRIS initiatives, and what
these initiatives actually achieve for the various stakeholders involved in their
implementation or adoption. The study reported here set out to address this gap by
examining the expected and realised benefits of HRIS in the context of a regional
health organisation, and to understand how the alignment between these may vary
between types of stakeholder.

3 Methodology

3.1 Research Design and Setting

This research used a qualitative embedded case study approach [10], which enables
the analysis of rich and detailed contextualized data. To answer the research
question, HRIS implementation project was selected in one of the Italian RHOs.

In the last decade, this RHO has seen a phase of rapid growth (i.e. budget
increase and 5.3% headcount increase between 2006 and 2009). This growth called
for change in the organization, its processes and IS provision to ensure that the
health services delivered by the RHO match citizens’ growing expectations. In
particular, it underlined the importance of optimizing health workforce skills in
order to achieve this strategic objective. Thus, the RHO’s “Strategic Development
Business Plan” considered both changes to the HRM processes and introducing an
IS to support them. This created the foundation for the “HR Development
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Program”, which included developing HRM practices, such as creating a structured
system of organizational roles, improving employee development/training, and
career support services. Delivering an IS to support these new practices was an
important part of this HR development program. The system was procured via the
EU tender process and the project was realized between 2007 and 2010.

3.2 Data Collection

Data were collected in the winter of 2016, and involved interviews and docu-
mentation. Nine semi-structured interviews with key stakeholders involved in the
development and implementation of HRIS were conducted. Respondents were
selected based on their knowledge of and involvement in the HRIS project, and
were either recommended by project leaders, snowball sampled by asking inter-
viewees to recommend other informed stakeholders or actively volunteered to
participate in our research.

In addition, extensive documentation was collected for analysis, including
internal (RHO’s HR Development Program; System supplier presentation; Analysis
of “As is” and “To be” HR processes; and Local implementation plan and timeline)
and publicly (RHO website; (Relevant) News; Presentations about the project)
available information about the history of the HRIS projects, its development,
implementation process and usage of the HRIS.

3.3 Data Analysis

Data analysis included three main steps and relied on the NVivo qualitative analysis
software. The first stage of data analysis involved open coding of transcripts to
generate preliminary categories associated with situating the implementation of
HRIS across spaces and times within the organizational context. This open coding
also led to the identification of broad categories of benefits perceived at different
stages during the implementation by different stakeholders. The second stage
involved interpreting and mapping these broad categories of benefits into our
theoretically informed categories related to HRIS Expected Benefits and Outcomes.
Data that appeared not to fit were originally grouped separately, and if confirmed as
the analysis progressed, these new categories were iteratively added to the original
list of benefits informed by the literature review. Finally, at this stage conceptual
map was created to visually explain the research findings and helped us to drive the
research team’s discussions.
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4 Findings

The analysis demonstrates that the HRIS project was driven by a variety of
expected benefits as perceived by actors at different levels. The expected and
realized benefits mapped across the stakeholder groups are summarised in Fig. 1
and explained in detail in the following section.

4.1 RHO Perspective

4.1.1 Expected

The project was prompted by two strategic objectives incorporated into the RHO’s
three-year plan. First, the RHO sought to obtain European Foundation for Quality
Management (EFQM) certification, in order to demonstrate the quality of its health
services, which required improvements to its internal organizational processes
(including those of HR department).

Second, the RHO aimed to increase the remit of its HR department, from pro-
viding administrative HR services, to comply with national requirements for public
organizations and regional labour laws (e.g. monitoring of time and attendance and
payroll), to performing strategic, objective, and transparent HRM practices (e.g.
performance management process).

Fig. 1 Conceptual map. Benefits from HRIS and relationships between them
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Our respondents also mentioned that the RHO had sought to benchmark itself
with other RHOs in the country, as well as other large organizations already in the
process of implementing large-scale HRIS. During this benchmarking exercise, it
became evident that they were the first RHO within the country to implement such a
comprehensive HRIS, which could support not only administrative HRM practices,
but also strategic ones.

4.1.2 Realized

As envisioned, the HRIS implementation project had facilitated the RHO’s EFQM
certification, as well as the associated HR transformation project, through stream-
lining and improving the efficiency of HR processes and by launching the new
strategic HRM practices (e.g. performance management).

4.2 HR Professionals Perspective

4.2.1 Expected

The main expected operational benefit associated with the implementation of the
new HRIS here was to support the optimization and rationalization of the previ-
ously disintegrated and fragmented processes, carried out partly by HR profes-
sionals and possibly other departments.

It was also expected that the automation of previously complicated, time con-
suming and error-prone Excel, Access and paper-based HR processes would save
HR professionals’ time, allowing them to focus on strategic, managerial practices,
thus also increasing their competence.

Although the RHO had a regional payroll administration system, there was a
wide variety of paper or Excel/Access-based information systems supporting dif-
ferent users (e.g. clinical and administrative staff) and varied HR processes. The use
of the new, standardized HRIS was expected to solve this fragmentation of HRIS,
and allow to have all HR data in one place.

Finally, respondents highlighted that reduction of HR personnel was not an
objective for this project.

4.2.2 Realized

For HR professionals, the realized operational benefits included automation and
simplification of the routine administrative processes, such as managing online job
advertisements and applications, streamlining work and eliminating duplication of
effort. Other operational benefits perceived by HR professionals included greater
transparency of HR processes, reduced opportunities for human error, and support
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for professional development of HR staff. It also enabled them to engage in
strategic HRM practices such as performance management, and employee
development.

Finally, HR professionals perceived the HRIS as an enabler of standardization.
For example, it enabled the creation of standardized employee curriculum vitae
(CV) which were previously done in different formats. These CV are legally
required to be posted on RHO’s website for transparency purposes.

Respondents from the Administrative IS team, in contrast, cautioned that
opportunities to rethink HR work processes had not yet been fully exploited and
that some inefficient and defragmented HR processes were still in place, despite the
system having been implemented for some time. Thus, some of the benefits from
the new HRIS are still to be achieved, and development of the system has continued
since its deployment.

4.3 Administrative IS Team

4.3.1 Expected and Realized

Respondents from the administrative IS team reported that, as expected, the new
standardized HRIS had either replaced or was integrated with pre-existing IS and/or
Excel/Access-based systems in different parts of the RHOs, thus eliminating the
need to support diverse IS and reducing maintenance costs.

4.4 Managers and Employees

4.4.1 Expected

The RHO conducted a comprehensive employee survey as part of its EFQM cer-
tification prior to the implementation of the HRIS. The results highlighted very low
satisfaction level with the RHO HR services. Despite seeing the HR department as
having an administrative support function, RHO staff also wanted it to deliver HRM
services such as career development.

The expected benefit for Line Managers included having an access to accurate
and up-to-date data on their teams (previously available only upon request from the
HR department) which was expected to empower them to manage their team better,
supporting strategic decision-making and workforce planning.

HR Professionals also envisioned that the new system would include self-service
module that would not only empower both managers and employees to take control
over some of the administrative processes previously performed by HR, but also to
speed them up (Operational efficiency), releasing HR professionals’ time for
strategic HRM activities.
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4.4.2 Realized

Post HRIS-implementation, the level of RHOs satisfaction with HR processes
increased significantly compared with that at the time of the original survey.

Line managers, in particular, reported being empowered to manage their team
better (strategic benefit) due to automated, transparent and objective HR processes
and easy access to high quality workforce data. Empowerment also helped Line
Managers to better plan clinical (patient care) activities by forecasting the health
workforce needed to support them.

The new system also empowered both Managers and Employees to update their
personal employment data as necessary, without any involvement of HR profes-
sionals, thus indirectly freeing HR professionals’ time to focus on strategic HRM
practices.

5 Discussion

Drawing from previous HRIS research in healthcare [5], our research has adapted
the generic model of HRIS benefits proposed by Parry and Tyson [9] to the
healthcare context. The analysis identifies all benefits categories proposed by Parry
& Tyson, except the expected benefit of improving Organizational image.

Our results indicate that, in this setting, most of the benefits expected from the
HRIS implementation project were realized. However, we went further in our
analysis and distinguished between the categories of benefit associated with dif-
ferent actors involved in IS implementation. As noted in the introduction, most
HRIS studies to date have tended to focus on particular actors, e.g. HR departments
[7, 8], employees and managers [8] and organizations as a whole [9]. Nevertheless,
HRIS are designed for and used by a wide variety of stakeholders [5]. Our empirical
analysis illustrates how the expected and realized benefits from HRIS projects may
vary significantly between organizational stakeholders, thus confirming the need to
include people from a range of staff categories when seeking to evaluate the benefits
of new IS in complex organizations [4, 11].

Previous research also suggests that the realisation of benefits is a process that
takes place during IS implementation [6], but our analysis provides clear evidence
that it benefits realization continues after systems have been adopted and are being
used. For example, in our case study the HRIS had already been adopted by most of
the stakeholder groups. As routine HR processes were automated and end users
(Employees and Managers) were empowered to take care of their data and/or
associated HR processes via standardized IS, HR Professionals had more time to
initiate or focus on strategic HRM practices, and IS administrators were able to
focus on maintaining the new integrated HRIS instead of several separate ones. The
greater efficiency arising from these changes, as well as the RHO’s newly launched
strategic HRM practices, enabled the organisation to achieve their strategic goal for
HR transformation, and to obtain EFQM certification.
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The case study analysed here also demonstrates that there are strong interde-
pendencies between different categories of benefits and different actors (see Fig. 1).
Thus, certain expected benefits could only be achieved for particular stakeholder
groups if they had already been achieved for others; for example, strategic benefit
for HR professionals could only be achieved upon the empowerment of Managers
and Employees.

6 Limitations

Case studies are necessarily limited by the number of participants interviewed and
the materials available for analysis. Thus, for example, the findings might not be
representative for the whole population of Managers and Employees in the health
organization we studied, as we had an opportunity to interview very few of them.
Moreover, as the interviews depended largely on retrospective recall it is possible
that post-rationalisation might have conflated expected and realised benefits. We
have mitigated against this bias by drawing on extensive documentation, for
example to aid the interpretation of data collected from the interviews.

7 Conclusion

The HRIS project we studied was challenging for the RHO, echoing experiences
with other large-scale implementation projects involving HRIS generally [12] and
HRIS in health organizations [13]. However, despite the difficulties encountered,
our data suggest that it offered tremendous opportunities for the RHO to reconfigure
existing HR processes, as we had also observed in study of health sector HRIS
elsewhere in Europe [14], although more expected benefits were realized in this
project for a number of reasons, including its smaller scale and alignment with an
organizational need for accreditation.

This study builds on existing research and theory by informing the development
of an extended model of the expected and realized benefits of HRIS for different
stakeholders, as well as mapping the interconnections between these benefits in
healthcare. We invite other researchers to evaluate its applicability to HRIS in
different health organisations, public sector organizations and other industries.
Governments, organisations and managers seeking to procure or implement HRIS
for healthcare organisations may also gain from our delineation of expected and
realized benefits and their relationships to different professional roles. The results of
our case study illustrate that, although HRIS are often perceived simply as tech-
nologies for supporting HR practices, in the context of complex health organizations
many different stakeholders and potential users may be involved in or affected by
their implementation and their expectations, beliefs and perceptions should be taken
into consideration. Doing so can not only help to inform ongoing processes of
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change management, audit and technology iteration, but may also ease communi-
cation between stakeholders during the often challenging experience of HRIS
implementation [15]. Our study also illustrated the need to avoid conflating expected
and realized benefits when assessing the success of technology implementation
projects and points to the need for longer-term evaluation studies to demonstrate the
true value of HRIS for strengthening the efficiency and effectiveness of healthcare
systems in an environment of increasing needs and static resources.
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The Dark Side of E-justice
Implementation. An Empirical
Investigation of the Relation Between
Cultural Orientation and Information
System Success

Luigi Lepore , Sabrina Pisano , Federico Alvino
and Francesco Paolone

Abstract This paper investigates the relationship between individual cultural
orientation and information system individual impact in the Court of Naples. The
findings show that flexibility and discretion within courts are successful factors for
implementing information systems at individual level. This study contributes to the
literature on information system and organizational culture in different ways. First,
we corroborate the findings that flexible organizations are a more fertile ground for
Information and Communication Technologies implementation and the success of
information systems or to materialize the contribution of these systems to
improving individual performance. Moreover, we investigate the relationship
between individual cultural orientation and information system individual impact in
a specific sector of Public Administration, i.e. judicial system, that has received less
attention by scholars compared to other public sectors.

1 Introduction

Over the past decades the Italian Judicial System (JS) has faced a crisis of
performance, such as the unacceptable length of proceedings, a large number of both
pending civil and criminal proceedings, although it has had a significant amount of
money invested. As a consequence, the Italian Legislator has made efforts to realize a
modernization process of the JS aimed at changing the organization of courts,
at introducing management approach and performance measurement and at
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implementing information and communication technologies (ICT). Italy has been one
of the European Countries that has invested the most in ICT to develop an “e-justice
approach” to improve court performance.

Despite the modernization process and the considerable investment in e-justice,
to date the results achieved have been limited and the Italian JS is still characterized
by poor performance. The contribution of ICT in improving performance is still not
enough sufficient, probably because the cultural background, that should favor the
ICT and Information System (IS) implementation, is not adequate.

This emphasizes the relevance of the aim of our study, that investigates the
relationship between individual cultural orientation and IS implementation.

The paper is organized as follows: Sect. 2 shows a literature review on cultural
orientation and information system implementation; Sect. 3 describes the sample
and the research model; Sect. 4 highlights the results obtained by the study and the
discussion about them. Finally, Sect. 5 draws some final considerations and the
main limits of this study.

2 Literature Review and Hypotheses Development

2.1 The Role of ICT Within Judicial System

The JS plays a fundamental role in the socio-economic progress of each country, a
role widely recognized not only in the business administration studies [1–3], but
also by legislators who have repeatedly intervened for improve their performance.

During the last years, the Italian JS has faced a dramatic performance crisis [4].
Previous studies [1, 5–9] found that the Italian JS is more inefficient and ineffective
compared to that of other industrialized countries, as well as the developing ones.

In Italy, in particular, legislator started a process of modernization through
numerous legislative reforms. Consistent with what happened in all the public
administrations, even in the JS legislator implemented innovative organizational
and management logics: the recognition of greater autonomy to executives
administrative; the introduction of service monitoring tools, as well as of assessing
both the costs and results; the implementation of e-justice solutions aimed at using
ICT to improve efficiency and effectiveness of JS [10, 11].

The rise of digital technologies in JS augments the relevance of the IS and, in
particular, of the information systems success (ISS). In fact, according to DeLone
and McLean [12, p. 10], “IS success or effectiveness is critical to our understanding
of the value and efficacy of IS management actions and IS investments”.

IS success is a complex, interdependent, and multi-dimensional construct [13]
and defining success depends on various variables, such as the setting, the objec-
tives, and the stakeholders [14]. Previous studies developed a great number of
systems success measures [e.g. 15, 16], but the DeLone and McLean [12, 17] model
is the most used by researchers to investigate this issue [e.g. 18–21].
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DeLone and McLean [17] classified the dimensions of IS success into six cat-
egories: (1) system quality, the measurements of IS itself; (2) information quality,
the measures of IS output; (3) information use, recipient consumption of IS output;
(4) user satisfaction, recipient response to the use of IS output; (5) individual
impact, the effect of information on the behaviour of the recipient; and (6) organi-
zational impact, the effect of information on organizational performance.

In this paper we focus on the fifth category, the individual impact dimension,
that emphasizes the extent to which information can influence the tasks executed by
user, changing work practices [22, p. 133]. More specifically, we investigate the
relationship between individual cultural orientation (ICO) and information system
individual impact (ISII). The ICO, in fact, is considered an important factor to
perceive and achieve ISS [23].

Although numerous studies have been conducted on the relationship between
organizational culture, typically focused on values, and technology, the effects of
particular cultural values on differences in technology outcome, such as ISS, has
been less investigated [24].

2.2 The Individual Cultural Orientation

To measure our ICO variable, we refer to the Competing Values Framework
(CVF) [25], the Organizational Culture Assessment Instrument (OCAI) [26] and the
Court Culture Assessment Instrument (CCAI) [27]. These models are instruments
developed to assesses the overall organizational culture profile. The CVF was
initially based on research to identify indicators of organizational effectiveness [25,
p. 363]. Based on the CVF, Cameron and Quinn [26, 28] developed a general
matched scale, the OCAI, and Ostrom and colleague [27] developed a specific scale
for courts, the CCAI.

Several empirical studies in various fields have been published testing the
validity and reliability of the CVF, OCAI, and CCAI in different sectors, including
JS [4, 25, 27, 29, 30].

Figure 1 reports the framework we used.

Flexibility

Stability

ExternalInternal

Clan Adhocracy

Hierarchy Market

Fig. 1 The framework
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Our framework identifies four types of cultural orientation—clan, adhocracy,
hierarchy, and market—on the basis of two dimensions: flexibility versus stability
and internal orientation versus external orientation. The flexibility versus stability
dimension emphasizes values as spontaneity, change and dynamism with respect to
values of stability, order and control. The internal orientation versus external ori-
entation dimension refers to the choice between focusing on internal dynamics or
interacting with the external environment.

A clan culture concentrates on internal orientation and flexibility. According to
Cameron and Quinn [26, p. 37], “The clan culture is typified by a friendly place to
work where people share a lot about themselves. It is like an extended family”. The
culture of the clan is based on a family organization. Fundamental values concern
the sharing of goals, cohesion, participation, and sense of community. Teamwork,
staff involvement programs, sense of affinity between individuals replace hierar-
chical rules and procedures, as well as market orientation and profitability. The core
assumptions of the clan’s culture are that the environment can be best managed
through teamwork and human resources development, which is crucial to develop a
responsibility-based program by facilitating participation among members, affilia-
tion and loyalty. According to CVF, a serene working environment represents the
clan’s culture, where collaborators share many aspects of their lives as if they were
an extended family where leaders are considered mentors or parental figures. The
organization is catalyzed by values such as loyalty and tradition, and affinity
between people is very high. The organization promotes teamwork, participation
and consensus. Success is in responding to customer needs.

The adhocracy culture focuses on external orientation and flexibility. These
organizations are “characterized by a dynamic, entrepreneurial, and creative
workplace” [26, p. 40]. Adhocracy orientation is based on a rather turbulent
environment whose conditions are constantly changing. It represents something
dynamic, temporary, and specialized where flexibility and sense of fit are the values
that can adapt to uncertainty, ambiguity and lack of information. The purpose of
organizations that engage in this culture is to develop products and services that are
adapted to future changes or generating them. The task of managers is to promote
entrepreneurship, creativity, and readiness to act. In managing relationships there is
little authority, but power passes from one person to another depending on which
problem is to be solved, based on assigning it to the individual or team skills.
Another characteristic of adhocracy cultures is the provisionality of roles that
change according to problems and needs. Effective leadership is visionary, inno-
vative and risk-oriented. Key factors are readiness and speed in change, while goals
are rapidity in long-term growth and the acquisition of new resources.

The hierarchy culture concentrates on internal orientation and stability; it is
typical of organizations characterized by a clear authority, standardized rules and
procedures, and control and accountability mechanisms [26]. The hierarchy culture
refers to Weber’s hierarchy or bureaucracy that “was the ideal form of organization,
because it led to stable, efficient, and highly standardized products and services”
[26, p. 34]. Hierarchical culture orientation is typical of people that perceive to
work in a formalized and structured workplace, where the procedures determine the

52 L. Lepore et al.



way people act. Successful leaders, in this kind of organization, are perceived as
successful coordinators and organizers. The long-term goals to be pursued lie in
stability, in anticipating future developments and in efficiency. Personnel man-
agement must ensure work and predictability. Large organizations are generally
dominated by a hierarchical culture, due to the large number of standardized pro-
cedures, multiple hierarchical levels, and emphasis on bureaucratic rules. There is
no discretion in carrying out operations to meet the required standards. The envi-
ronment was considered relatively stable, the tasks and functions could be inte-
grated and coordinated, the uniformity of the products and services was maintained,
and the workers and duties were under control. The rules and procedures were
standardized and the coordination mechanisms were the key to success.

The market culture is characterized by dimensions of stability and external
orientation; this type of cultural orientation emphasizes transactions with external
environment, highlighting a results-oriented workplace and aspects as efficiency
and competitiveness [26, p. 36]. Market cultural orientation is usual for workers that
consider their organization as oriented to the outside. The values on which this
organizational culture is based are competitiveness and productivity, while the
underlying assumptions are that the external environment is hostile, consumers
have difficult expectations to meet and are interested in value. The main objective of
the organization is to strengthen its competitive position. Consequently, it follows
that profit maximization orientation is the main aspiration of management. Market
culture takes place in a result-oriented workplace where aspiration to victory is the
catalyzing element of individuals. Success is defined in terms of market share and
degree of penetration. The emphasis on conquest keeps the organization together.
The organizational style is based on competition.

Previous studies highlighted that flexibility generally characterizes more favor-
able outcomes in terms of ISS [e.g. 24, 31]. In agreement with the literature, we
expect that an ICO that emphasizes flexibility values is positively associated with
ISII. Therefore, we hypothesize that:

H1 Dominant clan ICO positively influences ISII
H2 Dominant adhocracy ICO positively influences ISII
H3 Dominant hierarchy ICO negatively influences ISII
H4 Dominant market ICO negatively influences ISII.

3 Method

3.1 Data Collection and Sample Analysis

Our study was conducted in the court of Naples in Campania region in Southern
Italy.

The sample was selected with the deliberate aim of understanding whether the
ICO of administrative staff members influences perceived individual performance
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improvement due to IS implementation. The court of Naples is one of the biggest
Italian court. The second in terms of pending cases. The number of pending civil
proceedings is 76.105 at the beginning of 2017, of which about 26% is pending for
10 years. The Clearance rate, that is the ratio between case resolved and incoming
cases, is 1.06. The average number of days court takes to solve a civil dispute is 999.

We conducted a survey using a questionnaire administered to court adminis-
trative personnel between May and July 2016. The questionnaire was divided into
two sections. The first one was intended for the collection of personal data and
information about education, role, job placement, job experience, IS implementa-
tion and its impact on respondents’ job performance. The second section, on the
other hand, contains the questions necessary for the evaluation of users’ cultural
orientation. In particular, we conducted pre and pilot test to verify and validate the
measures used, and obtained feedback from IS users and IS scholars in the first
instance. Findings of the pre-test highlighted the reliability and consistency of the
scales used. We administered a total of 200 questionnaires to administrative staff of
the court and we received a total of 130 complete questionnaires (representing a
return rate of 65.00%). To minimize data-entry errors, all the data collected were
checked for consistency. This left 104 valid questionnaires.

3.2 Variable Description and Statistics

3.2.1 Dependent Variable

A specific section of the questionnaire captured information we used to assess the
extent to which court users perceive IS impact on their performance within court.
Our dependent variable is the ISII; it measures “the degree of success of application
software in terms of (i) improving the user’s quality of work, (ii) making the end
user’s job easier, (iii) saving the end user time, and (iv) helping fulfill the needs and
requirements of the end user’s job” [32, p. 66]. It was measured by adapting
Etezadi-Amoli and Farhoomand’s [32] user-performance four-item scale.

3.2.2 Independent Variables: Individual Cultural Orientation

Another specific part of the questionnaire was designed in accordance with the
CVF, OCAI and CCAI with the aim of assessing the users’ cultural orientation. We
developed our scales on the basis of the above-mentioned models and instruments.

The questionnaire we used was translated into Italian and tested to ensure its
comprehensibility. The CVF model is based on the assumption that human orga-
nizations are shaped by only two fundamental contradictions: the desire for flexi-
bility, autonomy and change versus the need for control, order and stability; the
focus on needs and internal issues of organization (integration and unity) versus the
external focus (differentiation and rivalry).
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Through these two dimensions, our version of CCAI defines four cultural ori-
entation types (Clan Orientation, Adhocracy Orientation, Market Orientation,
Hierarchy Orientation). These archetypes are also called Group, Hierarchical,
Rational and Developmental.

For the assessment of the cultural orientation, the opinion of human resources,
which are the “bearers” of the corporate culture, are taken into account in relation to
5 dimensions of organizational culture: (1) dominant characteristics (how is the
caseflow management); (2) leadership style (paternalist, aggressive, coordinator,
etc.); (3) human resources management (does judge encourages group work or
individual work, or competition); (4) change management; (5) internal organization.

For each of the 5 organizational aspects mentioned above, our CCAI ques-
tionnaire offered respondents a set of 4 possible descriptions of an organization,
each corresponding to a different type of culture. For each set of descriptions,
respondent had to allot 100 points to the descriptions that best fitted his or her
perceptions of the organization. The cultural type that received the highest score
was outlined as the current dominant ICO. In the same way, we also obtained for
each respondents the preferred ICO. Aggregating the scores provided by all the
respondents working in the court of Naples we defined the current and preferred
individual cultural type. Individual cultural type is the result of a mix of competing
values of each cultural type that emerge in the current dominant and preferred
cultural types.

3.2.3 Control Variables

As suggested by the IS literature, several questions were used to capture infor-
mation at the individual level: age, gender, educational level, job experience and IT
experience of respondents, that we used as control variables in order to better
evaluate the effect of independent variables on the dependent variable.

4 Regression Analysis

4.1 Empirical Model

To assess the effects of ICO on the ISII in the court of Naples, we tested our
hypotheses using single-level regressions that consider ISII as dependent variable,
ICO as independent variables and several control variables (Age, Gender,
Educational Level, Job experience and IT Experience).

ISII ¼ b0 þ b1ICOþ b2Controlþ e ð1Þ
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4.2 Empirical Results

Table 1 provides the descriptive statistics for the variables we used in the models.
The dominant cultural model of the Court of Naples is the Market (or Rational), as
showed in Fig. 2; the second is Hierarchy. The high level of Hierarchy values is
coherent with typical bureaucratic organization of Italian Public Administrations,
that are often characterized by the organization of work based on control and stable
bureaucratic processes and routines, by integration and unity. The highest level of
Rational, instead, could be due to the reform processes that involved Italian JS in
the last decade, introducing an increasing attention to performance improvement
(reduction of backlog of cases, reduction of disposition time, etc.) and to stake-
holders needs. The prevalence of Rational as dominant model in the court is also
coherent with previous studies [30].

The preferred model is Adhocracy, followed by Clan. These results show that
court administrative staff members perceive the importance of flexibility in work
processes and the need for an external focus, nevertheless the internal orientation is
still strong, confirming that the JS is the segment of Italian Public Administration
that more slowly changes and innovates itself in the directions designed by the
reform processes [33].

The overall results of the regressions consist in 4 models showed in Table 2.
Regression results show the effects of four independent variables explaining the
ICO (Clan, Adhocracy, Market and Hierarchy) on dependent variable ISII.

Results of Model 1 confirm hypothesis H1 that Clan orientation positively
influences ISII. Similarly, Model 2 confirms H2: Adhocracy orientation positively

Table 1 Sample

Variable Obs Mean Std. Dev. Min Max

ISII 104 5.209135 1,464,014 1 7

Clan_Orient 104 22.24038 7,928,681 2 50

Adhocracy_Orient 104 19.66731 7,671,134 4 40

Market_Orient 104 31.07692 1,235,062 10 74

Hierarchy_Orient 104 27.01538 8,637,497 10 70

Clan_Pref 104 27.18269 8.015476 10 50

Adhoc_Pref 104 28.56731 8.546576 10 58

Market_Pref 104 17.97115 8.123389 0 37

Hierarchy_Pref 104 26.27885 9.332537 10 70

Age 104 55.65385 7.800634 24 66

Gender 104 0.3173077 0.4676822 0 1

Education 104 1.326923 0.5475862 1 3

IT_exp 104 13.60096 5.931396 0.5 30

Job_exp 104 25.20192 10.65808 0.5 40

56 L. Lepore et al.



influences ISII. Model 3 and 4 confirm H3 and H4, showing negative and signif-
icant coefficients for Market and Hierarchy orientations. Market orientation nega-
tively influences ISII; Hierarchical orientation, similarly, negatively influences ISII.

Our findings about the relationships between ISII and ICO corroborate the
assumption that organizations characterized by strong stability, where authority,
rules and procedures are the principal mechanisms of coordination, experiment
much more difficulties in the implementation of new technologies, and in general in
the changing or in the innovations. On the contrary, organizations characterized
by flexibility are characterized by more favorable outcomes in terms of ISS [e.g.
24, 31].

In model (1), the one that uses Clan_Orient, we found a positive impact of such
orientation (the coefficient is equal to 0.0664) on ISII, statistically significant at
0.1% level. By using the explanatory variable Adhocracy_Orient, the positive
relation (coefficient is 0.0476) with dependent variable is less but still significant
(level of 5%); Different consideration has to be made for models (3) and (4), which
include Market_Orient and Hierarchy_Orient, respectively: in model (3) the rela-
tionship is negative (−0.0300) and statistically significant at 5% level. In model (4),
the relationship is also negative (−0.0327) with a significance of 10% level.

In addition to explanatory variables, all the regressions were set using control
variables: Age, Gender, Education, IT_exp and Job_Exp. These variables have not
found to be statistically significant.

As above reported, we found two opposite and significant relationships that can
be explained as follows: the cultural orientations based on Clan and Adhocracy are
positively (in particular Clan) associated with the degree of success of application
software at individual level (ISII).

Fig. 2 Court cultural model
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Thus, the family-based cultures with a focus on mentoring, nurturing, and
“doing things together” (Clan), together with the dynamic and entrepreneurial
cultures focusing on risk-taking, innovation, and “doing things first” (Adhocracy)
have positive impact on ISII.

On the other hand, cultures with a focus on competition, achievement, and
“getting the job done” (Market), together with more structured and controlled
cultures, with a focus on efficiency, stability and “doing things right” (Hierarchy)
have negative impact on ISII.

Table 2 Results

Variable Model_1 Model_2 Model_3 Model_4

Clan_Orient 0.06645419***

3.80

Adhocracy_Orient 0.0476364*

2.51

Market_Orient −0.03009145*

−2.58

Hierarchy_Orient −0.03275016+
−1.90

Age −0.00620072 −0.00053567 −0.00694218 −0.00350899

−0.26 −0.02 −0.28 −0.14

Gender 0.20088435 0.17503175 0.27097303 0.08117954

0.68 0.57 0.88 0.26

Education 0.13346128 0.28160777 0.2647035 0.16645215

0.48 0.97 0.91 0.56

IT_exp 0.01633745 0.02259876 0.0180641 0.01501987

0.65 0.85 0.69 0.57

Job_exp 0.01042143 0.0118711 0.01476234 0.0123051

0.60 0.66 0.82 0.67

_cons 3.3505817* 3.2663169* 5.4756922*** 5.5281567***

2.41 2.16 3.87 3.77

N 104 104 104 104

r2 0.14607472 0.07893594 0.08191662 0.05449599

r2_a 0.0932546 0.0219629 0.02512796 −0.00398879

T-statistics are provided under the estimated coefficient. We report the two tailed P-Value (Sig.):
*** Sig. at 0.1% level, ** Sig. at 1%, * Sig. at 5%, +Sig. at 10%. Predictor variables in the
multiple regression models are not highly correlated, meaning that there is no multicollinearity
between variables
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5 Conclusions and Limitations

The paper has investigated the relationship between ICO and ISII, giving an
important contribution to an open debate started several years ago between e-justice
authorities, scholars, and practitioners. This study contributes to the literature on IS
and organizational culture in different ways. First, we corroborate the findings that
flexible organizations are a more fertile ground for ICT implementation and the
success of IS or to materialize the contribution of these systems to improving
individual performance. Moreover, we investigate the relationship between ICO
and ISII in a specific sector of Public Administration, i.e. JS, that has received less
attention by scholars compared to other public sectors.

In particular, research findings have shown that flexibility and discretion within
courts are successful factors for implementing IS at individual level. Thus, Clan and
Adhocracy orientation are critical to determine success for using IS in courts, so
providing interesting implications for court management literature and practitioners.
Moreover, this study contributes to court management literature by emphasizing
which cultural orientations have most explanatory power in the variation of the
user’s performance due to IS used in Italian courts.

Our findings also provide useful information for justice authorities and practi-
tioners about IS, underlying the cultural orientations they need to consider for
performance improvement. In particular, the results of this research encourage
e-justice authorities to closely consider cultural variables in court systems reform
design.

Considering the explorative nature of this research, some limitations need to be
acknowledged and taken into account in future research. Firstly, the scales used for
variables measurement are based on self-report measures and, thus, they might be
subject to bias, which distorts the relationship between dependent and independent
variables. However, for studies concerning employees’ perceptions and feelings,
data are usually based on self-assessment. Moreover, our study tests the relationship
between a specific dimension of IS success and cultural orientations in just one
Italian courts, without conducting a longitudinal analysis, so caution should be
exercised when generalizing the results. Further research is required to test the
proposed model across a representative national sample of court users.

Finally, another limitation is related to the research model, because it does not
consider the effect of cultural orientation on performance of court as a whole.
However, our study is aimed at understanding the effect of cultural orientation on
success of IS technologies from the perspective of court administrative staff, so
focusing on the user performance at individual level of analysis.
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Acceptance of Personalised Services
and Privacy Disclosure Decisions:
Results from a Representative Survey
of Internet Users in Spain

José Luis Gómez-Barroso, Claudio Feijóo
and Juan Francisco Palacios

Abstract As interaction with digital providers has become a widespread practice,
users are increasingly aware of the trade-off between anonymity and personalised
and advantageous services. This contribution intends to ascertain whether a
growing consciousness about how digital providers use personal data is having an
impact in disclosure behaviour. It uses the theory of planned behaviour (TPB) and a
representative survey of 1500 Internet users in Spain to test different hypotheses on
how the knowledge of users about service providers usage of personal data influ-
ences privacy attitudes, intentions and disclosure behaviour. The analysis concludes
that: (i) there is a direct link between privacy attitude and privacy behaviour in
addition to the standard path mediated through intentions; (ii) as users become more
tech savvy their behaviour regarding privacy is also enhanced except for the case of
social networks, where knowledgeable individuals are less concerned; (iii) users are
no longer naïve on the effects of exchanging their data for an improved provision of
digital services. As a general policy result the paper argues for increasing users’
awareness and knowledge as a means to encourage control of personal data.

1 Introduction

Technology offers businesses and marketing specialists the ability to collect—and,
later on, to process—immense amounts of private data about individuals’ interests or
characteristics (whims, opinions, tastes, purchase history) as they input information
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or just surf the Internet. A better knowledge of clients—together with the new means
of contact that information and communication technologies offer—allows firms to
build up new relationships with their customers and improve existing ones.
Personalisation has become the key word in this new context. For already quite some
time, many companies do not deal with consumers as a mass or as segments, but try
to treat them as a unique and identifiable target. In this new scenario, users are not
passive actors and, certainly, their response to business strategies is a fundamental
element in the final result. Indeed, as personalisation has become a widespread
practice, users are increasingly aware of the trade-off between anonymity and per-
sonalised, more useful, services.

Our research intends to know whether a growing consciousness about the way in
which service providers use personal data—both for the worse and for the better—
is having an impact in disclosure behaviour. In other words, whether the privacy
calculus—understood in economical behaviour terms—plays a role in practice.

With the above research aim, the article is structured as follows. The next section
describes and discusses the theory of planned behaviour (TPB) adapted to the
specific framework of personal data disclosure as a basis for an integrated theo-
retical framework. The third section is devoted to methodology and in particular
elaborates on the measurement of the different constructs in the TPB model: privacy
behaviour, privacy intention, privacy attitude, privacy concerns, perceived benefits,
perceived behavioural control, actual control and background factors. Results are
derived from a survey that took place during at the end of 2016 with about 1500
respondents representative of the Internet population in Spain and use structural
equation modelling to ascertain diverse hypotheses on the behaviour of the users
regarding the trade-off between disclosure of personal information and the benefits
provided by Internet firms. The paper closes with some concluding remarks and
future lines of research.

2 The Model

After making a review of the theories used to frame privacy decisions, Li [1] adopts
the theory of planned behaviour (TPB) as the basis for an integrated theoretical
framework. TPB—first proposed in [2]—has indeed been used in a significant
number of studies related to privacy [3–11].

In fact, TPB is conceivably one of the most widely endorsed
social-psychological models for the prediction of behaviour. However, it has not
escaped criticism. Many researchers have called for extension or expansion of the
theory with additional variables in order to make it able to further improve its
predictive validity, see, for all, the early contribution of Conner and Armitage [12].
A less common but substantial criticism refers to the fact that the theory is applied
almost exclusively to explain a single action, being therefore not valid to com-
prehensively capture the essence of more general attitudinal dispositions, such as
privacy behaviour. The creators of TPB suggest aggregation as a means to increase
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the generality of one single element. However, a compound measure of the con-
textual constraints and influences across a composite of actions is unachievable
following the principle of aggregation [13]. Then again, control-relevant influences
external to a person that affect different behaviours can be directly incorporated into
a behaviour measure when this measure is based on the Rasch model [14].
Adopting such an approach breaks the TPB “principle of compatibility”, which
requires that all constructs be defined in terms of exactly the same elements (target,
action, context, and time). Kaiser et al. [14] deliberately violate the principle of
compatibility in their tests, concluding that TPB retains its explanatory power and
validity, even if principle of compatibility is violated. With this modification in the
criterion, the theory otherwise remains unchanged when it is applied generally to
explain an entire class of behaviours, such as a person’s privacy performance on
different areas. Therefore, considering the type of non one-dimensional behaviour
that we want to study, in this paper we keep using TPB but freed from the common
implementation of the principle of compatibility. By acting this way, we are also
safe from further criticism made by Kaiser et al. [14]: as the compatibility principle
essentially confounds the concept definition and the measurement paradigm, it is
theoretically possible that compatible measurement actually exploits common
method variance, rather than elucidating true associations between concepts.

Following this line of research, in this article we use both Li [1] and Dienlin and
Trepte [10] to build our model, introducing some modifications consistent with the
objectives of this paper. Those modifications are in line with the latest version of TPB
made by their creators [15]. Compared to this last version, the framework proposed in
[10] is a simplification of TPB: they suggest that privacy concerns positively influence
privacy attitudes; privacy attitudes in turn positively influence different types of
privacy behaviours, both directly and indirectly through influencing privacy inten-
tions. Li’s framework [1] introduces greater detail. Firstly, attitude toward disclosure
is developed from an overall assessment of privacy concerns and perceived benefits
(i.e., privacy calculus), an amendment that we consider particularly appropriate for
our research. Secondly, intention is positively influenced by attitude but also by
subjective norm for disclosure, and by perceived behavioural control.

Considering the scenario we want to analyse, we do not see a key role for
subjective norms—contrarily to what happens, very saliently, in social network
sites. In our view, privacy intention is mediated by attitudes and also for perceived
control, which integrates factors such as perceived risks and trust. Additionally, we
recover from TPB the idea that it is not only the perceived but the actual control
over performing original intentions (capacity and environment) what influences
final behaviour.

Figure 1 shows the final model designed.
Formally, the model includes the following hypotheses to be tested through the

survey and data analysis (see Fig. 1):

H1: There is user awareness on the trade-off between personal information disclosure
and benefits in the shape of personalised services, this is, users conduct some type of
privacy calculus.
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This is a foundational hypothesis since the model is based on the existence of this
subjective awareness on concerns and benefits on the side of users. In terms of
results it is expected to observe that the perceived benefits influence positively the
privacy attitude and, on the contrary, that privacy concerns influence negatively the
privacy attitude. Both effects are expected to be not too dissimilar in absolute value
so as to trigger the need for some type of subjective cost-benefit analysis on
personal data disclosure, at least for some types of users.

H2: Informational privacy attitudes (A) together with perceived control (B) are
related with informational privacy intentions.

This is part of the basic mechanism of the TPB. It is expected that attitudes posi-
tively influence intention and as well self-trust (perceived control) positively affect
intention

H3: Informational privacy attitudes are also significantly related to informational
privacy behaviours.

This hypothesis departs from the original model of Ajzen [2] where intention
always mediates between attitude and behaviour. Here, both the result of the pri-
vacy calculus and the general attitude towards privacy are supposed to directly
affect privacy behaviour. This is to say that general privacy attitude is to a certain
extent independent of the particular features of the provider and the privacy risk
attached to it. This direct effect of attitude on behaviour is expected to be signifi-
cantly large and, as a manifestation of the privacy paradox, of the same magnitude
that the effect on behaviour mediated by intention.

H4: Informational privacy intentions influence informational privacy behaviours.

This is the other core assumption of the standard TPB model: from attitudes to
intention and, in turn, intention is expected to positively induce behaviour as well as
actual capacity (control).

Fig. 1 TPB model in a context of personalised services and hypotheses to be tested
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H5: Capacity influence informational privacy behaviours.

The original control element in Ajzen’s theory [2] has been divided in two parts:
perceived control linked to intention and actual control influencing behaviour. This
is a consequence of breaking the principle of compatibility. TPB retains its
explanatory power and validity but since all constructs might not refer to the same
action, context and time, the perceived behavioural control direct influence on
behaviour can not be expected.

3 Methodology—Measures, Survey and Data Analysis

3.1 Measures

The questionnaire includes separate measures for all the elements in the model.

Privacy behaviour

General privacy behaviour was measured with different types of particular privacy
behaviours. The compound of all behaviours can be used as a one-dimensional
privacy performance measure. Replicating the General Ecological Behaviour scale
[16], we term our one-dimensional measure as the General Online Privacy
Behaviour [GOPB] scale. The set of questions is new except for some of them
inspired from [17], where a set of questions measuring privacy-related activities
were validated.

Privacy intention

It is a new scale that measures the intention of not being identifiable in a search
engine activity in different domains increasingly more private: from travels,
shopping, interests and hobbies to financial and job matters and to health, religion,
political and sex issues. Three final questions measure the intention of controlling
privacy features in general, and search history and location in particular.

Privacy attitude

Dienlin and Trepte [10] asked the same question six times, with six different scales.
We do not see respondents being able to clearly move through all those options.
Instead, we reduce the questions from six to two (not useful/very useful; worrying/
not worrying) but repeat them for several types of information. This “multidimen-
sionality” of privacy is brought to light in [18], where was found that participants
make a clear distinction between contact info and all other privacy-related data.

Privacy concerns

In our model, privacy concerns have to be understood as quite generic and not
bound to any specific context. We use the scale proposed in [18], based on previous
scales in [3, 19].
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Perceived benefits

Measure of perceived benefits is another main novelty in this paper. We have used a
compilation of the benefits promoted and promised by online firms: personalized
services and offers, free and additional services, convenience, rewards, price
reductions and a final encompassing question about an enhanced online experience.

Perceived behavioural control

We use perceived information control from [20]. Anonimity/secrecy is adapted
from [4]. Trust is a new scale specifically designed for this study.

Actual control

Shih et al. [21] introduce four questions for computer self-efficacy and Knijnenburg
et al. [15] have a section on tech-savvyness. However, questions sound outdated
considering the present activity of a regular online user. Therefore, we build a new
item pool with an updated version for current users.

Background factors

In addition to the usual personal and social traits, online activity is a new item pool
except for the Internet/mobile phone addiction that is built taking some selected
questions from both the Internet addiction test [21] and the test of mobile phone
dependence [22].

3.2 Participants and Procedure

The questionnaire was conducted in September 2016. Individuals over age 16 were
recruited from a general-population panel operated by a professional survey
research firm to complete the online survey administered through Qualtrics, a major
online survey research service. Three quota samplings were used: sex, age, and
region of residence. Data for quotas were taken from the last available “Survey on
Equipment and Use of Information and Communication Technologies in
Households” published by INE (the Spanish National Statistics Institute).

The total sample consisted of 1661 participants. Eleven reported not using
Google regularly (filter question) and were redirected to the end of the survey. Of the
1650 remaining answers, sex distribution is exactly 50% and age distribution is as
follows: 12.97% under 24, 21.52% from 25 to 34, 27.27% from 35 to 44, 21.27%
from 45 to 54, 12.36% from 55 to 64, 4.60% over 64. Criteria to identify low-quality
responses were strictly applied, resulting in a total of 1502 valid answers.

The questionnaire was composed of seven blocks, amounting to 114 questions,
from which 44 were used to complete the so-called General Online Privacy
Behaviour. 57 additional questions served to define the socioeconomic and online
profile of respondents. Their real knowledge of the researched topic was assessed
through a true/false test of 10 questions. Mean time of completion was 23 min.
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3.3 Data Analysis

The results of the Cronbach’s test for independent and dependent variables show
that all selected constructs had satisfactory internal consistency. Note that items
with high correlation have been suppressed.

The hypotheses were analysed with structural equation models (SEM). H1, H2
and H3 were analysed together in a single SEM. However, as there are three types
of online privacy behaviour, there are results for three different models: browsing
behaviour, social networks behaviour, and fighting against collection of personal
data, respectively SEMBRO, SEMSNS and SEMFGT. Hypotheses were tested at 0.1,
0.05 and 0.01 levels of significance.

To estimate effect sizes, in SEM beta coefficients can be interpreted as corre-
lation coefficients [23]. Values exceeding 0.5 were considered large effects, with
values around 0.3 as medium effects and around 0.1 as small effects.

4 Results and Discussion

The three SEMs were first tested regarding model fit. Table 1 shows the resulting
values. They show some reasonable model fit with root mean square of approxi-
mation (RMSEA) not exceeding the recommended threshold of 0.08, while values
for standardized root mean square residual (SRMR), comparative fit index (CFI),
Tucker-Lewis coefficient (TLI), and Chi2 divided by degrees of freedom lie not far
of their recommended values at 0.06, 0.9, 0.9 and 5, respectively.

Table 2 shows the SEMs measurement model. All items are significant at the
0.01 level. Also all items, except AC3 (actual control—understanding of cookies)
and AC6 (actual control—sharing location with applications), exceed a threshold of
0.5, implying adequate overall model fit.

H1A/B—Privacy calculus

Hypothesis 1 stated that there is user awareness on the trade-off between personal
information disclosure and benefits in the shape of personalised services, this is,
users conduct some type of privacy calculus. Results indicate, see Table 3, that in
fact users conduct some type of analysis and as expected the magnitude of both,
concerns and benefits, is not dissimilar with opposite influence on privacy attitudes.
Therefore the hypothesis of privacy calculus is confirmed. However both effects,
although highly significant, are relatively small. This privacy calculus is similar
across browsing/searching, fighting convert collection of data and social networks
scenarios of usage, with slightly less important effects for the benefits attached to
the browsing/search scenario.

H2A—Attitudes influence on privacy intentions

The hypothesis of the influence of privacy attitudes on intentions is fully confirmed
by the experiment across the three scenarios of privacy behaviour, see Table 3.
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Table 1 Tests of model fit

SEMBRO SEMFGT SEMSNS

Observations 1499 1500 1502

Chi2 5381.873 4848.131 4908.588

Degrees of freedom (df) 652 581 581

Chi2/df 8.25 8.34 8.45

Log likelihood −68487.804 −62178.757 −63031.846

df_m 127.000 121.000 121.000

RMSEA 0.070 0.070 0.070

CFI 0.826 0.800 0.795

TLI 0.812 0.783 0.777

SRMR 0.097 0.092 0.094

Table 2 SEMs measurement model

SEMBRO SEMFGT SEMSNS

Attitudes—Being identified is worrying when

AW1—Search info on travels and shopping
(reference category)

1.000 1.000 1.000

AW2—Search info on interests and hobbies 1.818***
(0.30)

1.733***
(0.27)

1.716***
(0.26)

AW4—Search info on health status 1.316***
(0.24)

1.289***
(0.23)

1.288***
(0.22)

AW7—Remembers info on search history 0.921***
(0.18)

0.912***
(0.17)

0.917***
(0.17)

Attitudes—Being identified is useful when

AU2—Search info on interests and hobbies −4.770***
(0.71)

−4.527***
(0.64)

−4.373***
(0.60)

AU3—Search info on work and financials −4.831***
(0.72)

−4.616***
(0.65)

−4.452***
(0.61)

AU4—Search info on health status −4.114***
(0.62)

−3.876***
(0.55)

−3.763***
(0.52)

Privacy concerns

CN21—Bothers me when services ask for info
(reference category)

1.000 1.000 1.000

CN22—Think twice before providing info 1.022***
(0.09)

1.023***
(0.09)

1.022***
(0.09)

CN24—Services collecting too much info 1.106***
(0.10)

1.112***
(0.10)

1.106***
(0.10)

CN41—Should never share info unless
authorised

1.753***
(0.13)

1.750***
(0.13)

1.754***
(0.13)

CN42—Should not use info unless authorised 1.765***
(0.13)

1.762***
(0.13)

1.766***
(0.13)

CN43—Never sell info to other companies 1.785***
(0.13)

1.784***
(0.13)

1.786***
(0.13)

CN51—Unauthorised access 0.847***
(0.08)

0.843***
(0.08)

0.845***
(0.08)
(continued)
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Table 2 (continued)

SEMBRO SEMFGT SEMSNS

Perceived benefits

PB1—Service adapted to needs (reference
category)

1.000 1.000 1.000

PB3—Save time for next visit 0.901***
(0.03)

0.901***
(0.03)

0.900***
(0.03)

PB4—Personalised commercial offers 0.966***
(0.03)

0.965***
(0.03)

0.964***
(0.03)

PB6—Additional services and/or content 0.955***
(0.03)

0.953***
(0.03)

0.953***
(0.03)

PB7—Online experience enhanced 0.944***
(0.03)

0.944***
(0.03)

0.943***
(0.03)

Privacy Intentions—Actions for not being identifiable in future searches on

PI1—Travels and shopping (reference category) 1.000 1.000 1.000

PI3—Work and financials 1.076***
(0.04)

1.096***
(0.04)

1.094***
(0.04)

PI4—Health status 1.190***
(0.04)

1.197***
(0.04)

1.199***
(0.04)

PI6—Sex-related matters 1.000***
(0.04)

1.006***
(0.04)

1.007***
(0.04)

Actual Control—Able to

AC2—Customise settings and toolbars (reference
category)

1.000 1.000 1.000

AC3—Understand what cookies are and what are
they for

0.381***
(0.03)

0.377***
(0.03)

0.380***
(0.03)

AC4—Change privacy preferences 0.553***
(0.04)

0.492***
(0.03)

0.547***
(0.04)

AC6—Know whether you are sharing location
with applications

0.439***
(0.04)

0.397***
(0.03)

0.445***
(0.04)

Perceived Control—I am confident on

PC23—Keep my info anonymous (reference
category)

1.000 1.000 1.000

PC31—Providers collect info just because it is
necessary for their services

1.913***
(0.12)

1.915***
(0.12)

1.914***
(0.12)

PC32—Collected info remains confidential 1.952***
(0.12)

1.955***
(0.12)

1.953***
(0.12)

PC33—Providers prevent unauthorized access 1.687***
(0.10)

1.690***
(0.10)

1.688***
(0.10)

PC34—Providers manage info in a fair way 1.854***
(0.11)

1.858***
(0.11)

1.855***
(0.11)

Privacy Behaviour when Browsing—Do you take any action to be unidentifiable when
searching for

BR4—Travels and shopping (reference category) 1.000

BR5—Interests and hobbies 1.029***
(0.03)

BR6—Work and financials 1.005***
(0.03)

(continued)
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In addition it is also worth to highlight that the effect is rather strong. This is an
indication on how the user acknowledgement of the ability of providers to identify
individuals when looking for different types of information is a main determinant of
his/her intentions regarding privacy.

H2B—Perceived control influence on privacy intentions

The hypothesis of the influence of perceived control on intentions is not confirmed
by the experiment for any of the three scenarios of privacy behaviour, see Table 3.
This result calls for further analysis to examine whether perceived control directly
influences behaviour and not intentions as it was proposed in the original Ajzen’s
model [2] and not in its later adaptations to privacy scenarios.

H3: Privacy attitudes influence on behaviours.

This hypothesis is a novelty compared with the original model of Ajzen [2] where
intention always mediates between attitude and behaviour. The hypothesis is con-
firmed in two of the three scenarios: browsing and using social networks. However it
cannot be ascertained in the scenario related with fighting covert collection of data.
In addition the effect is large—as expected- in both confirmed scenarios but with

Table 2 (continued)

SEMBRO SEMFGT SEMSNS

BR7—Health status 1.108***
(0.03)

BR8—Religion-related matters 1.046***
(0.03)

BR9—Sex-related matters 0.959***
(0.03)

Privacy Behaviour to Fight Covert Collection of Personal Data

FC2—Turn-off location tracking because of
being worried (reference category)

1.000

FC3—Use of ad/popup windows blocker 1.391***
(0.11)

FC4—Install a cookies controller 1.283***
(0.10)

FC5—Check your computer for spyware 1.222***
(0.10)

Privacy Behaviour when using Social networks

SN1—Use real name (reference category) 1.000

SN2—Use an identifiable picture as profile
picture

1.704***
(0.14)

SN5—Picture with your partner or family 0.839***
(0.08)

SN9—Allow geo-tagging and location 1.882***
(0.19)

(*p < 0.10, **p < 0.05, ***p < 0.01, standard errors in parentheses)

72 J. L. Gómez-Barroso et al.



opposite sign: when browsing the attitude contributes to actual usage (it is negative
with regard to privacy) while when using social networks privacy attitude influences
positively privacy behaviour. See Table 3 for results. The differences between the
three scenarios call for a separate analysis of each of them.

In the browsing scenario the questions in the experiment were posed in a neg-
ative format, this is, the user was mainly asked about actions for not being iden-
tifiable when browsing the Internet for different types of information; thus, the
negative sign in the influence on privacy behaviour. The large effect indicates that
the a priori attitude directly influences behaviour irrespective of the privacy
intentions. It is, therefore, a manifestation of the privacy paradox where the user
behaviour is to a large extent independent of the possible measures to protect
privacy in online media -in spite of the declarations of the user—but predominantly
dependent on his/her a priori attitude.

In the social networks scenario the direct effect from privacy attitude into
behaviour is also large but less than half than in the browsing scenario, displaying a
lesser influence of the a priori disposition of the user towards privacy. This indicates
also a manifestation of the privacy paradox but here the direct effect of attitude into
behaviour and the effect mediated through intentions are of about the same mag-
nitude as it was hypothesized.

Regarding the scenario about fighting covert collection of data the hypothesis on
the direct influence of privacy attitude into behaviour is not confirmed by the
experiment. However the conventional effect on behaviour mediated through inten-
tions is present. Therefore we can conclude that in this scenario we cannot disregard
that the selection of provider does have an effect on the overall privacy behaviour.

Table 3 Estimates of effects for privacy concerns and benefits, privacy attitudes, perceived
control and actual control on privacy intentions and privacy behaviour for the three TPB models on
browsing (SEMBRO), fighting covert collection of data (SEMFGT) and social networks (SEMSNS)

SEMBRO SEMFGT SEMSNS

H1A—Privacy Concerns on Attitude 0.141***
(0.03)

0.141***
(0.03)

0.146***
(0.03)

H1B—Privacy Benefits on Attitude −0.095***
(0.02)

−0.100***
(0.02)

−0.106***
(0.02)

H2A—Privacy Attitude on Intentions 0.655***
(0.17)

0.632***
(0.15)

0.619***
(0.15)

H2B—Perceived Control on Intentions 0.096
(0.06)

0.093
(0.06)

0.091
(0.06)

H3—Privacy Attitude on Behaviour −1.298***
(0.24)

−0.044
(0.04)

0.495***
(0.09)

H4—Privacy Intentions on Behaviour 0.541***
(0.03)

0.031**
(0.01)

0.026*
(0.01)

H5—Actual Control on Behaviour 0.297***
(0.06)

0.396***
(0.03)

−0.076***
(0.02)

(*p < 0.10, **p < 0.05, ***p < 0.01, standard errors in parentheses)
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H4: Privacy intentions influence on behaviours.

The core assumption of the standard TPB model: from attitudes to intention and, in
turn, from intention to behaviour is confirmed in the experiment. However the level
of significance and the size of the effect is rather different across scenarios.

For browsing the effect is large and significant. For the other two scenarios the
effect is small and less significant (at 5 and 10% levels, respectively). The inter-
pretation of these results is similar to the previous hypothesis: for users search
intentions are directly related with browsing behaviour but not so strongly and
immediately with social networks and covert collection of data.

H5: Capacity influence on behaviours.

The experiment confirms the novelty of introducing an element of actual control in
the TPB model. In the case of browsing and covert collection of data the effect is of
medium size, while for social networks is small and negative.

For browsing and covert collection of data, these results indicate that as the users
become more technical savvy their level of privacy-prone behaviour increases.
However in the case of the social networks scenario, the actual knowledge about
technology makes them less concerned about privacy.

5 Conclusions

The findings of the experiment present in this paper suggest the following.
First they confirm the general applicability of the TPB model in a set of privacy

behaviour scenarios.
Second, they also confirm that alterations in the standard TPB model rightly

accommodate a direct link between privacy attitude and privacy behaviour in
addition to the TPB standard path mediated through intentions. We can say with
Dienlin and Trepte [10] that the privacy paradox is dissolved when the user is
confronted to browsing in a search scenario. However still the direct influence of
attitude on privacy behaviour is notorious. When the user moves from search
attitude to privacy behaviour in social networks the two paths also coexist pro-
viding again an explanation for the privacy paradox. But here the difference is
even greater in favour of the direct influence of attitude on behaviour: the privacy
paradox is still clarified but the intentions are not a very good predictor of
behaviour compared to attitude. In the covert collection of data we have an
opposite scenario: we can also say that intentions explain behaviour but in this
scenario the attitude regarding the usage of search engines appears irrelevant. It
seems that users are unable to relate their privacy attitude when using a search
provider with their actual level of privacy behaviour as if they belong to different
domains.

Third, the modification of the privacy TPB model to recover from the original
TPB model the actual control influence on final behaviour has also been confirmed.
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As users become more tech savvy their behaviour regarding privacy is also
enhanced except for the case of the link between search and social networks, where
knowledgeable individuals are less concerned.

Fourth, and not less important, the influence of privacy calculus on attitude has
been also confirmed across the three scenarios. The authors consider that the
existence of such a concern (cost)-benefit analysis performed by the users is a
cornerstone for any future {policy, economic, research} approach to privacy. It tells
that users are no longer naïve on the effects of exchanging their data for an
enhanced provision of digital services. It also tells that they are able to valuate the
benefits in terms of convenience and price of such enhanced services against their
costs in terms of personal data.

However, this research has limitations and should be understood as a first step in
the direction of analysing a rich and rather complete survey. Specifically, the
authors acknowledge that a next line of research should consider the link across
new latent constructs, stated privacy attitudes, intentions and actual behaviour—see
[24] for an example of this type of analysis—looking for the influence of past
experiences in privacy frustrations, the users’ real tech savviness, their level of
Internet addiction or the intensity of their online purchases, just to name some of the
more promising items.

As a summary, reading these conclusions together, the authors consider that the
practical implications of these results mainly consists of new and important pieces
of evidence to support the interest in increasing users’ awareness and knowledge as
a means to encourage control of personal data. In particular, elaborating from the
model validated in this paper a surge in the consumers’ understanding of the rules
of the game in the exchange of personal data for improved services would mean
that: (i) privacy calculus will be enhanced with additional insights on concerns and
benefits that users are already able to balance; (ii) the privacy paradox will be more
exposed through the double path of attitude direct influence on behaviour and
indirect mediation of intentions; and (iii) the actual control will positively influence
privacy behaviour and/or reduce concern.
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The Role of Communication
in Stereotypes, Prejudices
and Professional Identity:
The Case of Nurses

Giuseppe Perna, Luisa Varriale and Maria Ferrara

Abstract Nursing, conceived as a daily professional service aimed at “taking care
of”, “satisfying the needs”, “the well-being of the assisted person”, has a very recent
history compared to other disciplines in the field of medicine and further profes-
sional fields. Nurses have found their affirmation for a long time as well as an
obvious prestige and social recognition. Over recent decades, despite the deep
evolution of the nurses’ figure, the public opinion is still anchored to an image of
them, heavily influenced by stereotypes and prejudices fuelled above all by mass
media (and new media). Indeed, media contribute to provide a professional portrait
that mostly corresponds to the old role, duties and composition of this professional
category, with limited skills, working in the shadow of physicians to whom only
clinical knowledge belongs. The aim of this paper is to define the portrait of this
professional figure and how it is altered by means of communication and, thus,
transmitted to public opinion. Adopting a qualitative methodology, using text
analysis technique, we investigate and represent through images 50 articles pub-
lished on web (blog, social media, specialized nursing websites) in the period
2008–2016, evidencing the main role and functions attributed to nurses still deeply
affected by stereotypes and prejudices and the related professional identity.

1 Introduction

In contemporary society the care and support of sick people is deeply institution-
alized and entrusted to skills and technical abilities of various professional figures,
such as, physicians, nurses, psychologists and so forth. In this wide professional

G. Perna � L. Varriale (&) � M. Ferrara
University of Naples “Parthenope”, Naples, Italy
e-mail: luisa.varriale@uniparthenope.it

G. Perna
e-mail: giuseppe.perna@uniparthenope.it

M. Ferrara
e-mail: maria.ferrara@uniparthenope.it

© Springer International Publishing AG, part of Springer Nature 2019
A. Lazazzara et al. (eds.), Organizing for Digital Innovation,
Lecture Notes in Information Systems and Organisation 27,
https://doi.org/10.1007/978-3-319-90500-6_7

79

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_7&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_7&amp;domain=pdf


health care category, nurses represent the health professional working in the field
of: prevention (informing, educating and supporting the citizen, the family and the
community about the correct lifestyles and respect for the life), care (with diagnosis,
treatment and rehabilitation), assistance (identifying and managing the needs of
patients and family) and rehabilitation (promoting and supporting the recovery and
maintenance of the greatest possible autonomy, particularly in chronic diseases, and
educating the individual and his/her relatives with reference to self-care and
appropriate lifestyles) [1]. The crucial area of the nursing profession concerns
assistance, conceived as the ability to respond, on scientific basis, to the needs of
people with health problems; it is the activity that all nurses share, whatever their
field of work.

However, today the role and activity of nurses are perceived inadequately: there
are distorted and stereotyped images spread by the media, traditional and new
media, which threaten nursing autonomy and professionalism. In fact, there exist
still stereotypes and prejudices linked to nurses who do not receive the right merit
and social recognition for their profession, although they play a key role in the
optimal functioning of the healthcare system.

Generally, the determinants of stereotypes and prejudices can be traced in most
cases to ignorance, the lack of knowledge, and the strong communicative barriers
among those people oriented to create negative meanings of diversity [2]. These
factors affect the thinking of individuals regardless of their will and awareness,
especially, when they are deeply rooted in the concerned cultural, organizational
and social patterns.

Although during the last years the profession of nurses has undergone a sig-
nificant ever-growing evolution, the main traditional media, cinema and television,
have spread an image of nurses often approximate and far from the reality. Indeed,
the big and small screen over the years have represented a stereotyped figure, that is
the result of the collective imagination and unconnected from any real foundation.
Stereotypes and prejudices are aspects that can hinder relationships between nurses
and patients and convince them to believe that they are not receiving proper care
[3]. These media often distort the concept of nursing and put society in the con-
dition of not recognizing the very important mission of nurses; they have an
immutable validity which also resists when nurses present positive features that
respond to people’s expectations [4]. In this regard, the wider knowledge of others
and the ability to critically review their convictions are two fundamental elements to
overcome distrust and prejudices.

Some research suggests that media play an important role in the spread of
stereotypes and prejudices related to the nursing profession (such as stereotypes and
prejudices recognize the lack of responsibilities for nurses because of doctors) and
to favor an image of the category that does not faithfully correspond to current
reality [5]. Therefore, professionals and trade associations should require greater
respect from the mass media for more accurate and truthful information to citizens.

According to prevalent studies, the influence of mass media on public opinion is
mediated by reference groups and the cultural substrate of subjects. About this,
Katz and Lazarsfeld, in their critical review, emphasize that “an attempt to change
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an opinion or individual attitude can not be successful if the subject shares his
opinion with others” and add that “it is all the more likely that an attempt to change
an individual’s opinion or attitude is as effective as it is the opinion or attitude
shared by others” [6: p. 52]. Thus, it is evident that the group is essentially an
anchor point in which individuals act, change or reinforce their opinion. Mass
media reinforce a stereotyped and old image of the nursing profession in the culture
and the feeling of the majority of people exposed to the message. Mass media are
significantly able to influence culture and collective thinking and, therefore, news
and stories reported by newspapers and television programs can affect and enhance
the image that people have about nurses, their professionalism and the structures in
which they operate [7].

The study of the image and nursing identity presented by media allows to
describe and understand the way this profession is perceived by the population, and,
hence, how it is possible nurses see themselves [8]. The professional identity
desired by nurses, unfortunately, is something only theoretically existing. The
reason for this uncertainty of nurses role is also related to the changes occurred in
their training and specialization process; there was not enough time to promote and
make the cultural and professional revolution [9] in the collective imagination, thus,
promoting a disagreement in the social vision of this figure: One profession does
not live unless if it is not socially visible [10].

In the international literature the belief, that the nurses’ image is significantly
influenced by the culture of belonging to individuals, varies according to the
socio-cultural context and the prevailing health policies [11]. Therefore, individuals
have an inadequate perception of the role and activity of nurses, because of existing
limited thoughts difficult to decay, despite the constant growth of this profession.

When citizens report their disappointment to healthcare organizations, they often
claim the little expertise of hospitals, referring primarily to nurses. Most individuals
consider nurses to be mere perpetrators of medical decisions and just like operators
able to practically provide services ignoring their knowledge of medicine and the
fact that they actively participate into the process of care, medical innovation,
diagnosis and treatment [1]. It is clear that the term professionalism is not volun-
tarily associated to nursing, which is still seen as a vocation to which people must
devote themselves to satisfy the primary needs of patients, such as hygiene and
nutrition, forgetting everything concerning the care plan.

In this complex and infinite struggle between what nurses are and are not, it is
crucial that the real image about nurses can be spread from ensuring that nursing
professionalism can be recognized overcoming any stereotypes and prejudices often
linked to cultural traditions or origins of the profession [12].

This paper aims to identify the stereotypes most commonly associated with the
figure of nurses and to what extent the current media, which play an incisive role in
the image of professions. In particular, we want to see if new media have con-
tributed and still do so to nurses’ image usually far from the reality. Internet images
have become more and more important in recent years due to the growing use of
this form of media by the public (particularly young adults and teens) to obtain
information and learn about the world. The choice to analyze this professional
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category is related to the fact that its image affects on: recruitment into the pro-
fession; the decisions of policy makers who enact legislation that defines the scope
and financing of nursing services; the use of nursing services by consumers; and the
self-image of the nurse. We firstly conducted a review of the literature on the issues
investigated, that is social categorization, stereotypes and prejudices related to
nursing, as well as the ability of the media, especially the Internet, to influence the
perception of social reality. Also, we evidence what the image is about nurses, often
approximate and far from reality, which derives by the traditional mass media, that
is cinema and television. Then, we conducted a qualitative study through text
analysis technique, where we illustrate the image of nurses thanks to a statistical
analysis of nursing image data based on nursing articles collected on various
internet sites. Indeed, 50 articles in italian language published on web (blog, social
media, specialized nursing websites) in the period 2008–2016, have been analyzed
with the purpose tooutline the main role and functions attributed to nurses still
deeply affected by stereotypes and prejudices and the related professional identity.

2 Social Categorization, Stereotypes and Prejudices

Most social systems are characterized by the sense of belonging to a set of col-
lective values, which contribute to the specific identity of those who are involved.
The fundamental characteristic of human subjectivity is its social nature, so it builds
its identity by using society as a mirror. According to this theory, each action of
people depends on their interactions with other individuals and environments.
A key point for understanding this phenomenon and the dynamics between social
groups is the theme of social categorization [13]. Social categorization represents
the cognitive process that divides the social world into categories to which it
belongs or does not belong, which accentuates the perception of similarities and
differences between the different categories and produces differentiations on the
assessment and at behavioral level.

Social categorization is an useful mechanism that allows us to control our social
environment and to have proper behavior within the society. However, it has also
negative effects: social categorization, in fact, makes members of one group more
similar to each other than they are and it exaggerates the differences between groups
[14]. More specifically, categorization favors categorical differentiation, that is, the
process by which the differences between the elements belonging to different
groups are maximized and the differences between the elements belonging to the
same group are minimized. This process helps to discriminate class members from
those who are not part of the same class. To judge the value of one’s own group,
then, individuals are compared to other groups and the outcome of that assessment
directly affects their self-esteem. For this reason, it tends to alter the comparison in
an attempt to create a positive outlook for one’s own group or to positively dif-
ferentiate one’s own group from others. This phenomenon was explained by Tajfel
through the notion of social identity: “an individual’s social identity is linked to the
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knowledge of his belonging to certain social groups and to the emotional and
appreciative meaning that comes from that belonging” [15: 31]. Given that one of
the fundamental needs for individuals is to obtain a positive self-assessment, and
since membership of a group is part of our identity, then favoritism towards
members of our own group can be considered in relation to strive to distinguish
their group in positive terms compared to others [16].

As a consequence of categorization, individuals implement a process that in
social psychology is called explanation or inference. In other words, they attribute
the causes of a person’s behavior to the fact that this is part of a specific category
[16]. In addition, another effect of social categorization is that it, along with social
identity, is strongly involved in the formation of stereotypes and prejudices. In
particular, studies on group relationships have largely focused on the relationship
between categorization, stereotype and prejudice.

In summary, social categorization is the basis for the stereotypes that individuals
and groups tend to develop [17]. The term stereotype is used to indicate “a pre-
conception, an image of reality that is created in the mind and that determines the
perception of people and events, creating a coherent and fairly rigid set of negative
beliefs that some group shares with respect to Another group or social category”
[18: 5–9]. The stereotype is based on preconceived beliefs and opinions that are not
verified, arise from sedentary habits and expectations systems, rely on entirely
relative points of view that are considered absolute. The concept of stereotype was
introduced in the social sciences by a journalist, Walter Lippman, interested in
interpreting the mechanisms of formation of public opinion; in his view, “the
relationship that social actors have with external reality is mediated through the
mental images that they form, especially through the media” [18: 5–9]. The
functions performed by stereotypes are manifold, as besides facilitating social
assessments, they also have a psychological relevance as they provide a coherent
worldview and event that can make us feel the right one. The stereotype also has the
function of identifying the social object on which to discharge the responsibility of
situations of collective discomfort caused by natural calamities, famines, or diseases
of some members of the group [19].

From a sociocultural point of view, stereotypes reinforce the homogeneity of a
group. In order to understand how stereotypes are formed, we can also consider the
concept of social representation as a form of knowledge typical of modern societies
that overlaps or equates to the myths of traditional societies [19], consisting of a set
of values, ideas and practices that fulfill the dual function of guidance and control of
the world and foster communication among members of a community as it provides
a code of exchange and classification for the social, individual and group world.
Social actors tend to convey the dominant collective representations in a con-
forming way, often welcoming stereotypical forms, aligning them with attitudes,
motivations, and behavior. Social representations, therefore, rather than forms of
knowledge of social systems that are elaborated by individuals transforming into
individual social representations, tend to become stereotypical mental forms and as
such to be assimilated [17].
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The psychological explanations of stereotype development argue that social
actors tend to establish illusory correlations between group membership and unde-
sirable behaviors, tending to recall anti-social behaviors committed by members of
minorities rather than acts similar items made by members of the majority. As to the
stereotype mechanisms of action, numerous studies have shown how these influence
social assessments even when they have specific knowledge about the person being
evaluated, both in experimental groups and in the field, in a context of staff selection.
Also the explanations that social actors give to social events are often stereotyped. It
has been verified that when other people’s behaviors are to be judged, group
stereotypes play an important role: those belonging to a group are prepared to
develop a final assignment error, so negative behaviors by members of external
groups are attributed to causes within the group, while the same behaviors as
members of the inner group are justified by attributing them to an external cause [20].

Social categorization is closely and significantly related both to prejudices and
stereotypes. Social categorization is also closely related to the formation of preju-
dices that we can define as “that complex of attitudes, negative or positive, arising
from a preliminary assessment, not supported by direct experience or based on
incorrect and limited information and on preconceived expectations, which are
unduly generalized” [21: 22–32]. The prejudice is based on a categorization pro-
cess, which has the function of guiding attitudes and behaviors, but which, inevi-
tably, also causes, very often, partial and partial evaluations and judgments. The
categorization process lets you think using class systems, or categories that help
you quickly understand a message or choose how to act, because through typing,
we are able to classify a single event across the family schema [21]. This process,
therefore, allows a quick choice of attitudes to be adopted, allowing to identify the
problem to be addressed in a short time, facilitating the choice of behavior to be
taken.

Allport distinguishes five different forms of prejudice: “defamation, avoiding
contact, discrimination or exclusion, physical violence, the extreme form of
extermination” [21: 22–32]; these forms, although not representing a precise gra-
dation, are a progression from a low to a very high degree of prejudice.

Prejudice is not just an individual attitude but constitutes, first and foremost, a
collective attitude that varies over time and, thus, it is very difficult, as well as
inappropriate, to explain it by reference to a single interpretative theory, as well as
to a single paradigm specification. Therefore, the social psychology provides many
theoretical and empirical contributions for studying prejudices. These theories agree
that prejudice is more likely to manifest itself in relation to those who have a
personality prevented in the presence of conditions such as: “heterogeneous social
structure; tolerance of vertical mobility; rapidity of social transformation; igno-
rance and communication barriers; progressive increase of a minority group;
direct competition and real danger; important interests sustained by exploitation
within a community; fanaticism favored by the rules governing aggression; tra-
ditional justifications of ethnocentrism; obstacles to assimilation and cultural
pluralism” [22: 55], although none of these socio-cultural laws of prejudice is
sufficient explanation [23].
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In summary, most frequent consequences of prejudices are those that create
expectations about individuals or groups that influence the behavioral interpretation
and regulate social interaction, but sometimes also they can alter perception, trig-
gering reactions that confirm the stereotypes.

3 Media Power and Social Perception: The Influence
of the Internet

The public opinion is also formed by the media as they contribute significantly to
composing social representations and the collective imagination. Media stereotypes,
commonplace stereotypes and prejudices are manipulated and presented to the
public in order to inform, entertain and advertise a product, but also with the clear
function of guiding values, lifestyles, stereotypes and prejudices. In the past,
broadcasts and entertainment newspapers often had greater penetration capacity in
the wider social fabric to be more effective as vehicles than in democratic societies
as a kind of camouflage propaganda [24]. Today, however, traditional media are
experiencing a deep crisis caused by the exponential growth of new media, but they
are still the ones who have a significant influence on public opinion. In particular,
Safko defines new media as “all those information tools that went along with
existing media such as newspapers, periodicals, press agencies, and news broad-
casters. Their element of novelty consists in particular in the fact that these new
subjects are tied to double-wire with the internet universe” [24: 64].

In recent years, digital technology has led to the development of social networks
(e.g., Facebook, Twitter), which represent an important resource for greater user
engagement; they allow you to create a virtual reality on various platforms to
communicate and make known your interests, opinions and preferences. The
Internet, therefore, allows individuals, blogs, social networks, communities to
provide their opinions, to give advice, to interact freely with other network
browsers [25].

The power of the new media resides in the ability to shape a certain social
reality. Users, even the less attentive, are to some extent invested by this power,
transfer media information into the perception of their real world [26]. According to
Growth Theory [27], mass media have a central role in spreading, through the use
of determinated languages, specific representations of members of certain social
categories; or the new media have the power to place viewers indirectly [28] with
some members of such social groups and to offer information about them that will
later become part of the real world of listeners. High exposure to such media
distortions translates into perception that the over-represented phenomenon reflects
the reality of the world around us. Similarly, it is possible to hypothesize that
attitudes towards some social categories can be influenced by high exposure to
negative and stereotyped representations diffused by mass media. If some social
groups are frequently represented by the media in negative contexts [29], the most
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attentive subjects will tend to formulate and express negative prejudices against
members of such groups, as the information that will be most easily accessible to
them will be the ones offered by the media (accessibility principle) [30].

In literature, it has also been shown that the media may, depending on particular
historical circumstances, exercise the power to alter or exacerbate negative attitudes
to social groups already subject to prejudice. For example, Persson and
Musher-Eizenman [31] measured the level of prejudice against Arabs immediately
after the September 11, 2001 terrorist attack; after that dramatic episode, the
American media put in place a systematic association between the Arab and the
terrorist group; the authors noted that the most exposed daily newsmakers through
social networks, radio, television, or newspapers showed levels of prejudice to the
Arabs more than those who were less likely to be present.

In a recent study, researchers from some German universities [27] have pointed
out that new media influence the stereotypical representation of some minority
social groups, not just by selecting information content (e.g., immigrants-crime),
but also through the systematic use of a tendency language. According to Linguistic
Integroup Bias (LIB) [32], the tendency to describe negative behavior of a member
of the outgroup with a more abstract stylistic language, or characterized by a greater
number of adjectives (e.g. A is aggressive) instead of descriptive verbs (e.g., A gave
a punch to B) in the representation of a given target [33] leads to a generalization of
that specific negative behavior also to all others members of the outgroup; in other
words, the use of abstract language in reporting a crime related to an offense
committed by an immigrant can lead the users to expect all immigrants to be
dangerous criminals and to have a more discriminatory attitude towards them [34].

It is interesting to note, however, that according to other researchers the new
media could be a useful tool to reduce social injury [28]. According to this per-
spective, media exposure would offer the possibility of indirect contact with
members of a minority group, who would not be able to meet daily in real life; this
para-social contact [28] would provide the basis for diminishing the negative
prejudices against members of that group. This perspective is part of the important
hypothesis of the contact formulated by G. Allport in 1954 [21] that the meeting,
knowledge and cooperation between members of opposing social groups can lead
to a reduction of negative inter-group social attitudes [35].

4 The Description of the Nursing World Through
the Major Traditional Media

The influence of the mass media on the perception of nurses by the people is
significant, which responds on the basis of fragmentary information intended to
describe the nurse as a subject with incomplete training, accentuating the negative
characteristics and the unpleasant episodes affecting patients. A certain kind of film
and television production presents the figure of the nurse in an even offensive way,
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associating it with eroticism and sex; in these productions, the protagonists of
healthcare continue to be physicians, who are always entrusted with the most
important roles. Nurses, in the best case, are represented as people of great heart,
but never as professionals with responsibilities and skills, indeed, appear frustrated,
unhappy and gossip [36]. The aspects that arise are: the stereotype of crocerosine in
love, attentive, authoritarian with colleagues and loving with patients, if woman; of
the neglected nurse, disinterested in the patient, and complicit with colleagues if he
is a man [36]. The mass media mainly spread images of men dragging in green
slippers for the beautiful and stupid women corridors and women who play mar-
ginal roles in the hospital. A decisively offensive icon, but it makes the audience as
well as the individual cases of malevolence then used as a measure of judgment.
But repropagating negative stereotypes is nothing more than nurturing an everlower
perception of the nursing world.

Thinking about the media representation of nurses, the fundamental themes
described offer negative images of this profession. In general, a strong stereotype of
nurses with limited skills in hotel activities emerges and nurses work in the shadow
of the doctor. Since knowledge of nursing is derived not only from experiences but
also from information transmitted by other subjects, these images favor the creation
and spread of stereotypes, modifying and altering the many positive experiences.

Regarding this specific aspect, it is interesting to illustrate the image of nurses
spread by traditional media, cinema and television (medical drama), and by new
media. The small and the big screen, over the years, have shown, a stereotyped
nurse figure, far from the reality and the consequent distorted consideration by
public opinion. There are stories telling about movies or television shows that see
nurses as protagonists or, in most cases, as marginal figures in the healthcare
context. In particular, TV series have often examples of inappropriate attitudes by
nurses and, therefore, it becomes difficult for spectators to figure out whether they
match reality or are just the result of the inventory fantasy. As consequence, neg-
ative representations of practitioners can reduce therapeutic efficacy, as well as,
extraordinary and unrealistic roles and actions can create high expectations,
resulting in user frustration [37].

In the past, at the beginning in the Twenties and Thirties, the figure of nurses at
cinema appears mainly in movies with stories t during the war, where the prevalent
image of nurses is as “white angel, eternal consoler”, which, in the suffering and
pain of war, stands out for its moral and emotional hardening, as well as, for its
goodness and feelings love.

Subsequently, in other movies, nurses were seen as the “angel of death, sadistic
and assassin”, opposite to the white angel or eternal consoler. Under the spotless
shirt you can hide or masquerade a ruthless dark lady. Nurses exercise a strong
power represented as a great delusion of omnipotence that reveals frustration and
rigidity, when not a splitting of the psychotic character [37].

Finally, in few movies, the figure of nurses emerges as a simple “earthly
mediator” who takes care of people needs, still angel, but this time nurses fell to the
ground and used to struggle with the task of guarding and take care of those who
cannot do it alone., especially children and the elderly [37]. Between the figures
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illustrated, this last seems to be faithfully represented by the role that nurses usually
assume, but perhaps the least role taken into account in various movies. Anyway,
nurses in movies at cinema mainly are conceived with the crucial role of angel or
lover, but also sexy figure.

Focusing the attention on TV, nurses’ image emerging from medical drama is
affected by the stories aimed to attract more and more audience, so very far from the
reality. Therefore, TV often shows stories and representations as commonplace, for
accepted situations that have marginal aspects of reality, but they are sufficient to
increase the expectations of the public. Specifically, beautiful nurses, young and
kind, with a great heart especially to leave room for love, are the winning mix for
most television series [38]. In fact, the objective is always to strike the spectator,
capture the attention, and for this reason, in medical drama, one prefers to tell the
emotional and sentimental part rather than the professional aspect of people care
[39].

Thus, in TV series, especially produced by US, nurses play an exclusively
marginal role, compared to doctors and surgeons who are the protagonists.

With regard to the skills of nurses, they often deal with stretch bars, as well as,
background activities that are not well framed. On the other hand, the coordinators’
managerial skills are very clear and defined; however, a stereotyped gender dif-
ference emerges: coordinators point to reports that are not always professional and,
often, indispensable, while the coordinator plays a crucial role, sought and involved
in making decisions [37].

In summary, in TV series, nurses always take a marginal and secondary position
and role compared to doctors, who remain the undisputed protagonist. It is not
wrong, therefore, to argue that the various television productions reserved only
nursing characters for roles or mere appearance. Therefore, to date, the figure of
nurses fails to impose itself fully as a professional with skills and technical skills,
but only the qualities related to the human sphere are recognized.

5 Text Analysis: The Image of Nurses from the New
Media

Text Analysis (TA) refers to a mediated text analysis of the computer, that is, based
not on text reading, but on an automatic analysis, especially when texts are very
large. The automatic analysis of the texts aims to provide some representations of
the contents of the texts studied (corpus) and to extract from them an information,
that is, some properties through quantitative measurements. More specifically,
automatic reading of text occurs by model; each model represents in itself a metric,
that is, a lexical type (paradigmatic of the language used) or textual (e.g., syntag-
matic of sense, understood as a general information in the corpus). From a statistical
point of view, in this context, we also talk about Automatic Textual Data Analysis
(AADT), highlighting the possibility of obtaining strictly qualitative information,
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ranging from quantitative results, such as those typical of statistics. The logic of
automatic analysis of texts on a statistical basis allows not only not to read the text,
but to render its representations, regardless of language (e.g. a multilingual corpus
such as the web) [40].

In this study we assume that the social representation of nursing profession is
strongly affected by stereotypes and prejudices. To achieve the goal to reconstruct a
nursing synthesis image we gathered information by Internet. Specifically, the
contents of the social representation of nursing profession are outlined through the
image transmitted by the websites. Indeed, this type of communication is a kind of
cultural mediation, a filter and a means of spreading information that can be enjoyed
by public opinion [41].

The sample consists of 50 articles in italian language published in the period
2008–2016 on the web: blogs, social media, specialized sites that collect infor-
mation and considerations about nurses (e.g. Ipasvi, Nurse Times). In fact, after
defining the set of documents to analyze, it begins to exam the sample (corpus), that
is, the words that compose the documents/texts considered. A different numeric
code and a list of all its occurring positions in the corpus correspond to each
different form or word. The result of this step is the construction of the vocabulary
of the corpus, that is, the list of all the different words that appear in the text. In
addition, the corpus articles have been selected according to a pertinence criterion
that only articles with the name “nurse” are considered in the title.

The lexicalization process radically modifies the linguistic structure of the corpus
but allows for more reliable results for content analysis.

This automatic analysis of texts allows to outline the image of nursing profes-
sion. Image is a word of immediate understanding, but it is also an ambiguous
concept in which different content is brought together that are solicited by a set of
direct and indirect experiences, stereotypes and prejudices [42].

The result of this process is presented in Table 1 where it is clear the words
presented several times in the selected articles and their frequencies, that is, the
number of presences of a given word within the corpus. The main occurrences are
“nurse” and “to do” because they are most commonly used within the corpus.

Through the graphic analysis, we can represent the two most frequent words
within a speech map (Fig. 1). Words are grouped according to proximity measures
and produce spontaneous classifications based on their proximity. The result of a
display can therefore be interpreted as a summary of the topics covered in the text.
Specifically, we have a series of ramifications that start from the two key words,
“nurses” and “to do”, with more words around the first as it has the highest number
of frequencies. Finally, a further graphical synthesis of the analysis conducted in
our study is provided by word-clouds.

It should be emphasized that, in textual statistics, graphic-based analysis have
the advantage of being independent on language. It is a purely formal approach that
prefers the (meaningful) signs to arrive at meaning (as a set of meanings) as a
representation of content or “speech.” The linguistic sign, as is well-known, is
composed of a distinguished meaning from the “spoken” and/or “graphical”
(written) point of view and of a meaning distinct from the “form” point of view
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Table 1 Synthesis scheme of occurrences

Occurrences Frequencies

infermiere (nurse) 170

fare (to do) 112

medico (physician) 59

Infermieristico (nursing) 38

Paziente (patient) 32

anno (year) 30

professione (profession) 27

lavorare (to work) 26

figura (figure) 25

vita (life) 24

proprio (own) 22

sanitario (sanitary/health) 20

leggere (to read) 20

primo (first) 18

vedere (to see) 17

prendere (to take) 17

pensare (to think) 17

malato (sick person) 17

persona (person) 16

ospedale (hospital) 15

laurea (graduation) 15

cercare (to seek) 14

Fig. 1 Graphic representation text analysis
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syntactic class”: grammar, morphology and syntax and the “substance”(as a
“semantic class”) [43]. The underlying meaning of a text/speech that is meant to be
represented by statistical methods is the system of meanings that is “held” on the
basis of all the co-occurrences in the entire corpus of textual data [43].

Additionally, in this textual analysis we adopt a cluster and segmentation method
that aims to reduce the number of statistical units by providing a classification that
can circumscribe catalogs, that simultaneously identify the characteristics of interest
and, thus, allow to identify “word classes” or “text fragments” characterized by a
strong internal homogeneity. Therefore, we divided the occurrences into 4 classes
(clusters) always taking into consideration the focus of our research, that is,
describing the perception of the image of nursing profession by public opinion.

From the cluster analysis (Reinhert hierarchic-method) [43], graphically repre-
sented in Fig. 2, four clusters emerged with the following parameters:

– Cluster 1 characterized by 23.6% of the different words that maximize v2 = 0.01
with good cluster separation;

– Cluster 2 characterized by 33.4% of the different words that maximize v2 = 0.01
and good cluster separation;

– Cluster 3 characterized by 26% of the different words that maximize v2 = 0.01
and good cluster separation;

– Cluster 4 characterized by 17% of the different words that maximize v2 = 0.01
and good cluster separation.

Thanks to this study, we evidence that the analysis of correspondence has
highlighted how the image of nursing profession in public opinion is conditioned
and deeply affected by stereotypes and prejudices, which is not only the result of the
patient’s direct experience but also of the “media building”.

More specifically, there is a marked contrast between the medical and nursing
professions, the two professions that virtually support the whole healthcare system.

Fig. 2 Graphic
representation cluster
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In the word cloud the correspondence between the words nurse, patient and doctor
is even more evident.

Nurses are often considered to be obedient and subordinated to doctors, with
limited academic knowledge and limited self-employment. This phenomenon has
contributed to the perception that nursing role is supportive, passive and subordi-
nate to physicians. The low visibility attributed to the specific skills, knowledge and
decision-making skills and the autonomy of nurses pushes toward a consequent
wrong perception of nursing profession.

Therefore, the public opinion has still an inadequate perception of the role and
activity of nurses as they are still living common and spread stereotypes and
prejudices difficult to decay, despite the constant growth of this profession.

Today nurses have knowledge and skills acquired during their upper educational
process at university, the profession is regulated by the Code of Ethics that contains
ethical principles and commitments that guide professional behaviors.

Nevertheless, it is still unclear for people which characteristics modern nursing
have: professionalism, competence, responsibility and attentiveness to all aspects of
patient care. There is still in the collective imagination the idea of nurses armed
with such goodwill, but often poorly prepared and trained. An image of negligent
nurses, low professionalism, imperfection, inappropriate behavior or serious
ethical-deontological shortcomings emerges. Then, patients emphasize the timely
action of physicians without giving the right emphasis and the importance
deserving the collaboration of nurses.

Ultimately, the widespread stereotyped picture of nurses minimizes the knowl-
edge and abilities that nurses bring to the healthcare and welfare system. Much
information is given only on trustworthiness, humanitarianism, dignity, under-
standing, and empathy of nurses, by diminishing the complex skills they acquire
through training and experience, limiting them to a mere mission. Too often, it is
omitted to talk about the links between nursing care and the reduction of hospital
infections, falls, deceits complications, pulmonary embolism and deaths at hospital,
without considering the relevance of nurses in avoiding all these negative facts. If
people do not know what nurses do, they cannot really understand the contribution
that training nurses brings to the care of sick people. It is therefore very important
that the pragmatic message that nurses trained at university and experienced adds
great value to patient care is spreading.

6 Concluding Remarks

Thanks to the study conducted, it is possible to evidence that in modern society
there are still ambiguities, prejudices, stereotypes and lack of knowledge about the
figure of nurses. The stereotyped nurses’ image, which some media are spreading,
minimizes the knowledge and skills that nurses bring to the healthcare and welfare
system.
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We believe that people need to know the extent of the scientific and medical
knowledge that nurses must have in order to be able to practice their profession
safely. People must appreciate the high level of interpersonal communication skills
required by this professional figure in dealing with people in critical and chal-
lenging moments of their lives.

Most patients do not know the resources, social and organizational structures
that need to be made available so that nurses can provide quality care and that is
precisely this situation of non-knowledge by the citizen that prevents nurses from
obtaining a proper social image and the resulting recognition. The link between
nursing care and the reduction of main infections at hospital is often missing,
without considering the crucial role of nurses to avoid these problems and their
negative effects. The attention about nurses is mainly focused on a picture of
reliability, humanitarianism, dedication, understanding and empathy. The complex
skills and competences required for being nurses and acquired through training and
experience are ignored, limiting nurses to a simple mission. Several years and many
energies occur before nurses can get their social recognition; for that purpose,
however, the decisive support of institutions is necessary so that the goals and
efforts made are not wiped out.

This study, overcoming the existing limitations more related to the small sample
considered and also including foreign websites, give a clear and interesting picture
of the main stereotypes and prejudices linked to nurses in the Italian context.

In the future development of the study, we aim to amplify the corpus analyzed
also considering international contexts as websites and identifying the main vari-
ables that can explain mostly the phenomenon, like e.g. the cultural orientation,
level of disease, gender, seniority at work, and so forth.
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Analysis of Gender Diversity
in the Italian Community
of Information Systems

Gregorio D’Agostino and Antonio De Nicola

Abstract We present a study on gender analysis of the Italian community of
Information Systems—itAIS—based on a three-dimensional framework accounting
for the context, the success, and the members’ attitudes. We represent the com-
munity as a semantic social network. We analyze the semantics of the information
systems domain, the topology of the social network and the dynamics of interests
by means of a suite of purposely-developed tools. The experimental work analyses
the scientific papers accepted for presentation at the itAIS conference from 2007 to
2016. While the number of males is larger than that of females, we do not observe
discrimination in the community. Moreover, despite observed diversity, Italian
feminine scientists play a significant role in the community.

1 Introduction

Low participation of women in computer science and information systems (IS) is a
problem that is gathering the attention of the scientific community. The current
studies are mainly based on the assessment of gender rates of scientists earning a
degree in these sectors or holding relevant positions in the field (e.g., Full Professor
or manager of an IT company); only few works deal with the specificity of the
domain and the social and psychological characteristics of the community
members.

In this context, the objective of this work is to study gender diversity in the
Italian community of information systems arising from data related to the Italian
community of Information Systems (itAIS) conference. An in-depth analysis is
performed considering the context where members operate, their success, and their
attitudes. Thereby, we investigate whether, beyond the numeric difference in
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genders participation, some forms of discrimination are taking place where women
are treated less well than men.

The proposed approach is based on the assumption that it is possible to assess
some private traits of members of a social network from the analysis of digital
records [1]. Hence, we study the role of women in this community from a digital
dataset extracted from the itAIS website (http://www.itais.org/). The observation
period is limited to years from 2007 to 2016. In this temporal range, the number of
considered papers is 782. For each paper, we take into account: the authors, the title
and the year of presentation. In the reference time range a total of 1127 different
authors published papers at the itAIS conference.

To the aim of gender diversity analysis, we defined a methodological framework
to drive the analysis. Then we defined a method, conceived as a sequence of steps,
to analyze any semantic social network. Finally we created a tools suite imple-
menting the method. The framework consists of three dimensions: context, success,
and attitude. These concern, respectively: the environment where members of the
community operate; the accomplishment of goals; and the psychological tenden-
cies. Each dimension tackles the gender diversity problem from a different per-
spective and is associated to a set of metrics that can be assessed by means of
indices. It is worth to note that the method for semantic social network analysis
leverages on a multi-disciplinary approach based on semantic analysis and com-
plexity science.

The rest of the paper is organized as follows. Section 2 presents the related
work. Section 3 describes the methodological framework. Section 4 presents
methods and tools used for the analysis. Sections 5 and 6 present, respectively, the
analysis of the context dimension and the attitude and success dimensions. Finally
Sect. 7 discusses the achieved results on gender diversity and presents some
managerial implications.

2 Related Work

Low participation of women in computer science is seen as a relevant issue.
According to a recent survey of the Computing Research Association in North
America, computer science bachelor’s degrees earned by women in 2013/2014
were only 14.7%. Furthermore, according to the American Society for Engineering
Education, bachelor’s degrees in electrical and computer engineering taken by
women in 2015 were only 13.7%. Reaching a meaningful participation of women in
these fields is currently an objective of several prominent institutions as Carnegie
Mellon University, Rice University, and of other initiatives as the AIS Women’s
Network (AISWN), the Anita Borg Institute, and the Women in Computational
Intelligence sub-committee of the Computational Intelligence Society [2, 3]. Similar
considerations about women participation can be done also in related fields as
information systems and information technology [4, 5].

98 G. D’Agostino and A. De Nicola

http://www.itais.org/


References [6–8] propose a list of patterns to address the problem of increasing
women in computer science education. The list includes action group, male par-
ticipation, networking opportunities and mentoring and many others. Haynes [9]
proposes a set of principles for business on how to empower women. Kane et al.
[10] analyzes gender bias from data collected from Wikipedia concerning profiles
of female and male Fortune 1000 CEOs. In particular the authors studied how the
Wikipedia open collaboration community interacted with these pages. Surprisingly
the analysis shows that gender bias on Wikipedia advantages female leaders and
disadvantages males. With this work we share the method of analysis based on real
data collected from open information available in the web and on people behavior.
Di Tommaso et al. [11] presents an analysis of women leadership in enterprise
social network by means of social network analysis. With this work we share the
complex network-based approach, but we propose different metrics.

A study on gender differences in collaborative virtual activities to perform a
creative task is presented in [12]. With this work, we share the interest on gender
differences and creativity. Finally research social networks are considered a valu-
able source of information to study both people behavior and the evolution of a field
of interest, as demonstrated by [13–16].

3 Methodological Framework for Analysis
of Gender Diversity

Our analysis is based on a methodological framework we developed with the purpose
of analysis of gender diversity in communities. As already mentioned in the intro-
duction, the framework develops along three dimensions. For each dimension we
defined a set of metrics and for eachmetric a set of indices to assess them. A scheme of
the framework and resulting metrics and indices is presented in Table 1.

The three accounted dimensions are context, success, and attitude (of the
members in the community). Context concerns the social environment where the
members of the community operate. The corresponding metrics are semantics of
the field, to describe the domain of interest under analysis, and community, to
describe the features emerging from existing social relationships and how the
community is formed in terms of males and females rates. The indices we con-
sidered for the semantics of the field metric are clustered-topics segregation,
entropy of gender trends, polarity, and semantic distance of genders.
Clustered-topics segregation can be used to check if there exist clusters of topics
treated only by females or males. Entropy of gender trends can be used to assess
how much focused are the interests of each gender. Polarity allows assessing the
difference of attention devoted by females and males to topics. Semantic distance of
genders allows assessing the diversity of semantic profiles relative to females and
males. Finally we considered six indices for the community metrics: gender rate, to
seize the males and females rates; and centrality, betweenness, closeness, degree
and eigen-centrality to measure the topological properties of the social network.
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The success dimension concerns the degree of accomplishment of the members’
goals. The corresponding metrics are empowerment, assessed by the authority,
citations, keynotes, H-index, and charges indices; and self-realization, assessed by
the number of written papers.

The attitude dimension concerns the psychological aspects of the members of
the community. The corresponding metrics are susceptibility, distinguished in
neighbours susceptibility and trend susceptibility indices; and creativity, assessed
by the novelty and the combinatorial creativity indices. According to the Merriam–

Webster online dictionary, susceptibility is defined as the ‘‘state of being easily
affected, influenced, or harmed by something’’; whereas the authority is defined as
the ‘‘power to influence or command thought, opinion, or behavior’’.

In the following, we present the analysis of the itAIS community for all the three
dimensions; however, due to page limits of the present paper, we focus on few
indices only.

4 Method and Tools

We introduced our novel method of analysis regarding a community of people as a
semantic social network. A semantic social network (SSN) consists of an ontology
representing the semantics of the domain of interest, a social network, and the
actual interests of the community of members with their weights [14, 17].

Table 1 Framework for analysis of gender diversity

Dimension Metric Index

Context Semantics – Clustered-topics segregation
– Entropy of gender trends
– Polarity
– Semantic distance of genders

Community – Gender rate
– Clan segregation
– Centrality
– Betweenness
– Closeness
– Degree
– Eigen-centrality

Success Empowerment – Authority
– Citations
– Keynotes
– H-index
– Charges

Self-realization – Papers

Attitude Susceptibility – Neighbours susceptibility
– Trend susceptibility

Creativity – Novelty
– Combinatorial creativity
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The main steps of the method are the following. First (1) a domain ontology [18]
is extracted from a repository of raw data to represent, in the itAIS case study, the
research topics in the field of information systems. The second step (2) consists in
identifying members by their names and determining the gender of each participant.
Then (3) some expressions of interests of members on topics are inferred from their
publications. For these three steps, we analyzed the titles of the papers presented at
the itAIS conference. We used lists of masculine and feminine names publicly
available on the web and we also resorted to some pictures available on the web
when names were ambiguous. This step allows associating a dynamic (for each
year) semantic profile to each member of the social network. A semantic profile is
the set of interests of a member of the social network together with the corre-
sponding weights. In this paper the weights are the probabilities of the members to
be interested in a topic piðc). The fourth step (4) consists in making a topological
analysis of the social network by means of complexity science methods and
techniques. The fifth step (5) consists in estimating susceptibility to trends and to
neighbours and authority [14, 19]. This can only be done for a subset of the
members of the community that we named treatable. In fact, among all the itAIS
authors, only 347 published, in at least, two different years. In fact, only those
authors exhibiting a change of their interests during time are eligible for the
analysis. To this purpose we used a software application (namely the “attitude
manager”) developed on top of the interest propagation model and related equations
of dynamics presented in [14]. The model assumes that, as a person, each member
tends to keep her/his own beliefs; they are partly influenced by others interacting
with them (one-to-one interaction); and they are partly influenced by trends (one to
all interaction). The last step (6) consists in identifying creative members of the
social network by detecting those that introduced new topics or novel combinations
of topics.

The above-presented method is supported by a tools suite, which takes as input
natural language texts from the itAIS conference papers and performs the semantic
social network analysis. Figure 1 shows a sketchy representation of the architecture
of the tools suite. This consists of five modules that are presented in details in the
following.

The programming languages adopted are Java and Python. A lot of modules
were written from scratch; however, several libraries were also used. Among them
we cite: Apache Lucene, Colt, CommonsMath, rdf4j, for JAVA, and NetworkX and
matplotlib, for Python.

Ontology Manager. This module takes as input the available expressions of
interest (the papers) and automatically extracts a set of topics, a set of specialization
relationships and a set of generic relationships between them. After some prepro-
cessing activities, including sentences tokenization and stemming, frequencies of
single and multi-words lexemes are computed. These are then used to identify the
minimum annotation set of topics, which allows indexing all the papers. Identified
topics were manually checked to assess their quality. Precision of the ontology
extraction process is 92%. Then specialization relationships are identified by means
of linguistic patterns (e.g., project manager IS_A manager) and generic
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relationships by means of co-occurrence of terms. The ontology is automatically
saved in OWL (Ontology Web Language) and GML (Graph Modeling Language)
for visualization purposes. Then, together with the gender manager, this module
allows to perform the gender-based assessment of the semantics of the field.

Gender manager. This module takes as input a list of (mainly Italian) masculine
and feminine given names and determines the gender of the author. Given names of
(mainly foreign) authors that do not belong to the above-mentioned lists should be
manually checked to identify the gender.

Social network manager. This module extracts the social network from the
expressions of interest (co-authorship) and builds a graph. Then it computes some
topological features of the network, as closeness, betweenness, eigen-centrality, and
degree.

Attitude Manager. This module assesses susceptibility indices of treatable
members of the social network by means of an algorithm based on interests dif-
fusion [14]. Then it detects the members of the community that introduced novel
topics or novel combinations of them for each year of the considered time range.

Success analyzer. This module performs the analysis of the success. In par-
ticular it estimates authority values for treatable members of the social network.
Authority of a member is inferred from the susceptibility values of connected
treatable members.

Fig. 1 Tools suite architecture used for the analysis of the semantic social network concerning the
Italian community of information systems
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5 Context Dimension

5.1 Semantics Assessment

The goal of the semantic analysis of the Italian information systems domain
emerging from the itAIS dataset is to investigate if there are topics treated exclu-
sively by women or others by men (clustered-topics segregation).

We identified 431 IS topics. Figure 2 depicts the corresponding ontology con-
cepts. These are linked together by means of the generic relationships automatically
detected by the ontology manager. The assumption here is that two topics are
related if they co-appear in the whole set of titles more than twice. The left part
shows the overall ontology whereas the right part is limited to the most connected
part. The size of each topic is proportional to the frequency of usage in the dataset:
the higher the frequency, the larger the size. Red topics are those used by both
males and females; blue topics are those used by males only; whereas purple topics
are those used only by females. There are 127 topics exclusive of males, 62 treated
by females only and 242 shared ones. While there are gender-specific topics, we did
not observe clusters of topics for males (or females). This means that it is not
possible to determine a subdomain of the IS domain specific for males or females.

5.2 Community Assessment

ItAIS social network consists of 1127 authors. Female representative is less than the
average in the Italian population as only 37.1% of authors are females (418 people),
while 62.9% (709) are males. This means that, in line with the trend for science in

Fig. 2 Information systems ontology resulting from the semantic analysis of the itAIS dataset.
The left part of the figure depicts the overall ontology and the right part depicts the most connected
part of the semantic network (Colors available in the online version)
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Italy, empowerment of women in this sector is certainly incomplete. Question is
whether the role played by women is as significant as that of males.

Figure 3 (left side) provides a graph representation of the overall itAIS com-
munity: authors are represented by balls, which sizes are proportional to the degree
(i.e. number of coauthors) and colors depend on gender: females dress purple, while
males dress blue. As can be seen at glance, female average size is similar to male
one. Actually average degree for females is 3.25, while being 3.91 for males. In the
average females have about half collaborator less than males. This means that,
within ItAIS community, females tend to publish with some 20% less co-authors
than males. Apart from their extent, it is also important to observe that females do
not exhibit any preference with respect to co-authors’s gender. In fact, in the
average, females’ feminine co-authors are about 0.39%, which is close to the
feminine percentage in the ItAIS community. In other words we do not observe a
significant tendency of females to prefer females or males as co-authors.

Another relevant feature of the ItAIS community is its connectivity. Some
hundred connected clusters are observed which we shortly name “clans”. A clan is a
set of authors where each pair shares at least one publication. From the mathe-
matical point of view, co-authorship represents an equivalence relation and clans
are the resulting classes. In the right part of Fig. 3 the largest clan is expanded and
authors’ names are included. Again, large purple balls (representing females with
several co-authors) frequency respects the percentage of females in the whole
community; that is we are not able to provide a clear-cut evidence of female
under-representation. It is possible to observe some prominent clans, linking
together several members, and several smaller ones, linking together smaller
groups. The former represent well-connected members of the community; whereas
the latter gather authors that wrote either few papers or with a restricted group of
colleagues.

Fig. 3 The left part of the image shows a graph representation of the itAIS social network. Male
members are blue nodes and females are purple. The size of each node is proportional to its degree
(i.e. number of coauthors). The largest cluster of authors of the social network is expanded at the
right (Colors available in the online version)
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Given the social network, several indices can be calculated to quantify the
centrality [20] of women in the ItAIS community. Table 2 reports some of those
topological indices for the whole community and the gender subsets.

Each of the reported indices carries information on the role played by females (or
males) in a specific respect. Most of such indices make an appropriate sense for
fully connected networks. Here we evaluated the general indices performing an
average over all clans.

The betweenness [21] measures how important were a node if all of them would
try to communicate along the networks by the shortest path. That is, supposing
anyone sends a message to anyone, how many of such messages pass through a
node. Males are again some 20% more central than females. As for the degree this
does not represent a drastic difference.

On the other side females exhibit a higher average closeness centrality [22]. This
means that the average harmonic distance for females to reach any other member of
the community is longer than the same quantity for males. Again, at quantitative
level, gender difference is about 20% that is consistent with the previous results.

The larger deviation in the quantitative indices to measure centrality is observed
for the eigen-centrality [23]. In this case observed average value for males is five
times larger than that of females. This may represent a significant difference
between the genders. Eigen-centrality can be interpreted as the probability of news
to reach a node upon spreading on the network.

6 Attitude and Success Dimensions

This Section presents the results of the analysis aimed at identifying some psy-
chological characteristics of the members of the community: susceptibility to
neighbours and trends, authority and creativity.

6.1 Susceptibility and Empowerment Assessment

We performed the analysis of the semantic social network by means of the methods
and the success analyzer and the attitude manager tools described in Sect. 4. As
already mentioned, it was possible to estimate susceptibility and authority parameters
only for the 347 treatable authors identified. The average susceptibility to neighbours

Table 2 Comparison of the main centrality indices in the ItAIS community

Centrality Betweenness Closeness Degree Eigen-centrality

Females 56.2 0.0107 3.25 0.00121

Males 60.0 0.0093 3.91 0.00611

All 58.6 0.0098 3.67 0.00429
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is 4.1%, whereas that to trends is 18.8%. Hence the general tendency is to be more
influenced by trends than by coauthors. If one considers genders, susceptibility to
neighbours formales is 3.9% and for females is 4.5%. Then susceptibility to trends for
males is 19.2% and for females is 18.4%. Hence females are more influenced by
neighbours than males but are less influenced by trends than males.

Table 3 presents the overall results of the analysis. 191 authors are positively
influenced both by their neighbours and by the trends. 114 authors are negatively
influenced by the neighbours and positively by the trends. 14 authors are positively
influenced by the neighbours and negatively by the trends. Due to analytical rea-
sons, it is not possible to determine how 28 authors are influenced by neighbours.
However, among them, 27 authors are positively influenced by trends and 1 is
negatively influenced.

The average authority is 0.086 and the maximum authority is 1.060. Average
authority for males is 0.092 and for females is 0.078. Hence males influence others
more than females.

The left part of Fig. 4 shows a scatter plot with the relationship between the
trend susceptibility and the neighbours susceptibility for authors having authority
greater than the average. There are 61 males and 38 females. This proportion
approximately reflects the males–females rate in the community. In the figure, balls
are proportional to the authority (greater the authority larger the dot) and are colored
according to the gender (males are blue and females are purple). Consistently with
the previous observation, we observe more males with higher values of trend
susceptibility and more females with higher values of neighbours susceptibility.

The right part of Fig. 4 shows the histogram of members’ authority in the
community. The blue part of the bins corresponds to the contribution of males,
whereas the purple part to that of females. We observe that both males and females
have high values of authority. This means that women influence the Italian IS
community to the same extent as their masculine colleagues.

6.2 Creativity Assessment

Table 4 presents the result of the creativity assessment. For each year of studied
period we identified the authors that were the first to introduce a new topic in the
community. There are 594 innovative authors out of 1127 (52.71%). Among them

Table 3 Summary of neighbours and trend susceptibility analysis

Neighbours susceptibility (xi) Trend susceptibility (xsi) Number of authors

xi [ 0 xsi [ 0 191

xi\0 0\xsi � 1 114

xi [ 0 xsi\0 14

Undetermined 0\xsi � 1 27

Undetermined xsi\0 1
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the percentage of males is 62.12% and that of females is 37.88%. Hence, with
respect to the gender distribution of authors, we observe that females are slightly
more creative than males.

According to [24], another form of creativity is the ability to combine different
topics. Along this line we identified the authors that combined different existing
topics first. These are 947 out of 1127 (84.02%). Among them, males are 62.62%
and females are 37.38%. Once again there is a slight tendency of females in being
more creative (that is more re-combinative) than males.

Finally we identified not-innovative authors, namely, those that have not intro-
duced novel topics and have not combined different existing ones. These are 131
(11.62%).Among them,males are 82 (62.60%) and females are 49 (37.40)%.Here the
tendency is that, among not-innovative authors, females are slightly more than
expected. However none of such very slight deviations provides evidence of diversity.

7 Conclusions

In this paper we presented a study on gender diversity in the Italian information
systems community based on the itAIS conference participation. We described a
methodological framework, an analysis method and a tools suite, that make this
work reproducible and extendible to any other community.

Fig. 4 The left part of the figure shows a scatter plot with the relationship between the trend
susceptibility and the neighbours susceptibility for authors having authority greater than average
authority. Balls are proportional to the authority. Blue balls represent males and purple ones
represent females. The right part of the figure shows the histogram of authority (Colors available in
the online version)

Table 4 Results of the creativity analysis

Gender Rates (%) Members proposing novel topics (%) Members combining topics (%)

Females 37.09 37.88 37.38

Males 62.91 62.12 62.62
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It is worth stressing that we started the work with a bias, we expected a sig-
nificant gender discrimination. After performing our set of analyses, we were
comforted to observe that while some slight differences between the two genders
emerged, we were not able to provide a clear-cut evidence of discrimination.

Concerning the context dimension, we did not observe relevant differences
between males and females. In particular we were not able to identify a distinct
ontology for female contributions. Similarly, centrality indices in the social network
are very similar. Concerning the success, which we seized by the authority index,
we observed that both females and males exhibit high values. This means that both
genders are having success in the IS community. The attitude dimension shows the
main differences. We observed that females are more influenced by their neigh-
bours, while males are more influenced by trends.

We observed also that females are slightly more creative than males in the itAIS
social network. The ongoing analysis of larger communities (in particular AIS) will
possibly clarify if it is a general (anthropological) phenomenon or it is a mere
fluctuation of the itAIS community.

From the present analysis we can conclude that, even if males are more present
in the Italian information systems community, females play an equally relevant role
in the advancement of the discipline. These findings also provide some managerial
implications for hiring policies. Women and men, in fact, exhibit equivalent
leadership attitude and creativity.
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Fundraising Across Digital Divide:
Evidences from Charity Crowdfunding

Francesca Di Pietro , Paolo Spagnoletti and Andrea Prencipe

Abstract There is widespread belief that crowdfunding can successfully support
charity operation by accelerating and simplifying the process of finding large pools
of funders. Analysing a unique dataset of donations collected in Italy through
crowdfunding in 2016, we identify contextual factors that hamper online donations.
Specifically, looking at the role of digital divide, digital literacy, and social network
interactions, our study extends the existing literature on charity crowdfunding.
Implications are discussed in both theoretical and practical terms on the modes of
engagement of online communities and on possible tactics to overcome donations
barriers.

1 Introduction

Crowdfunding is defined as “an open call, essentially through the internet, for the
provision of financial resources either in form of donation or in exchange for some
form of reward and/or voting rights in order to support initiatives for specific
purposes” [1]. In other words, instead of raising funds from a small group of
professional investors, firms obtain (very) small amounts of money from a large
number of individuals—i.e. the “crowd” [2]. Alike other platform-based phenom-
ena, crowdfunding generates value by accelerating and simplifying the process of
finding large pools of potential funders. Depending on the characteristics of the
returns for funders, which can be more or less tangible and uncertain, crowdfunding
systems can be divided in four categories, namely: crowd equity, crowd lending,
crowd patronage and crowd charity [3].

In charity crowdfunding, investors are typically motivated by philanthropic or
ideological intentions, the benefits of which are personal and often intangible.
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Asking for donations from the public to fund specific projects or philanthropic
causes is the core financial activity of charity organizations, which are transforming
themselves by transferring online their traditional operations. The issues addressed
by charity crowdfunding campaigns vary from individuals seeking medical care to
organizations engaging volunteer expeditions to regions struck by natural disasters.
Whilst there are platforms (e.g. GoFundMe) supporting a broad range of cam-
paigns, others have a more specific focus. For instance, Kiva supports 0% loans to
individuals in less developed countries, DonorsChoose supports teachers and stu-
dents in funding their classroom projects across the US and Mary’s Meals provides
meals to children at school in Malawi and other countries where poverty prevent
children from gaining an education.

The academic research is recognizing a growing importance to the crowdfunding
phenomenon. Previous studies have focused on understanding the dynamics behind
the decision on the form of crowdfunding adopt or engage in (see e.g. [4, 5]) and
the characteristics of successful campaigns (see e.g. [6, 7]). Even though crowd-
funding is an internet-based mode of fundraising, whereby a pool of people pro-
vides individual contributions to support a particular goal, there is a limited
understanding of contextual factors constraining funding behaviour. Likewise,
recent studies on charity crowdfunding have focused on the design of crowdfunding
platforms [8] and on the ethical logics of consumers and organisations engagement
[9] without posing much attention to the conditions influencing donations.

This paper investigates enablers and hinderers to online donations in charity
crowdfunding. A variety of infrastructural and social dimensions may either lead or
block potential funders to perform online donations—e.g. mobile technologies and
broadband connections are not equally distributed amongst citizens; access to
crowdfunding platforms requires e-skills and abilities that are not yet widely diffused,
such as for instance browsing the web and performing online operations (e.g.
e-payment, etc.); trust issues may emerge when the interaction between the fundraiser
and the donor is mediated by digital tools. Thus, the popularity of a crowdfunding
campaign and the opinions of peers may be relevant in influencing donations.

Focusing on donation-based crowdfunding, this study sheds light on contextual
factors influencing online donations, looking at the role of digital divide, digital
literacy, and social network (SN) interactions as determinants of the amount
donated. Through the analysis of a unique dataset of donations collected by Mary’s
Meals in Italy over a 15-months period, we first explore the governance model of
the charitable organization in a specific country and then we empirically test the
effects of contextual factors on the effectiveness of its crowdfunding strategy.

We illustrate that digital divide and digital literacy play a significant role in
influencing online donations. We also demonstrate the important role of informa-
tion exchanges on social networks in strengthening the effect of peer behaviour in
charitable giving.

Our study extends the existing literature on donation-based crowdfunding
highlighting modes of engagement of online communities when infrastructural and
social constraints are in place. Additionally, we provide insights for practitioners
operating in charity organizations suggesting contextual elements to factor in when
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defining their marketing strategy to achieve funding goals. Namely, the availability
of communication infrastructures as well as the ability and the willingness of
potential donors’ to use online tools for donation purposes.

The paper is structured as follows. We first present a literature review of pre-
vious works on charity crowdfunding. Then, we introduce the three hypotheses to
be tested in our empirical study. In the fourth section, we describe the context of
Mary’s Meals together with the data collection and research method. In the fifth
section, we present the results of our statistical analysis before discussing the
contribution and implications of our findings in the final section.

2 Related Works

Crowdfunding investments typically take the form of equity purchase, loan,
donation, or pre-ordering of the product [6, 10–12]. Based on what individuals
receive in exchange for their contributions, scholars developed taxonomies of
crowdfunding activities, e.g. products or services [2], an interest rate [13], equity
shares [11], or satisfaction from the achievement of a shared goal [14].

Recently, studies in the entrepreneurship literature have focused on two main
aspects of crowdfunding: (i) the incentives and motivations for starting or taking
part in crowdfunding projects and (ii) factors associated with successful campaigns.
Gerber et al. [4] found that initiators and funders are motivated by both extrinsic—
securing funding (initiators) and consuming products and experiences (funders)-
and intrinsic factors—i.e. social interactions, feelings of connectedness to a com-
munity with similar interests and ideals, etc. Studies on the characteristics of suc-
cessful campaign show that project quality [6], spatial proximity between initiators
and funders [10], and entrepreneurs’ internal social capital [7] play a critical role in
attracting both early capital and early backers, hence influencing the success of
crowdfunding campaigns.

Recently, scholars started exploring the role of contextual factors in influencing
funding behaviour, such as the role of culture and language [15] and tax incentives
[16]. Although neglected by most previous studies, other contextual factors
influencing crowdfunding are related to the availability of a communication infras-
tructure supporting crowdfunding interactions, to the dynamics of online and offline
communities, and to the e-skills and capabilities of people that perform transactions.

For instance, e-payment systems such as mobile banking can be used to transfer
money to the recipients. However, access to these tools is restricted to users that are
both connected to the internet and capable of performing online transactions.
Therefore, we expect digital divide and digital literacy to play a significant role as
contextual factors in influencing crowdfunding behaviour.

The concept of digital divide refers to the perceived gap between those who
have access to the latest information technologies and those who do not [17].
Digital divide may be caused by multiple factors such as (i) lack of basic net-
working infrastructure in poorer countries [18] or lack of broadband coverage in

Fundraising Across Digital Divide: Evidences … 113



developed countries (ii) computer literacy of users, for both the use of the machine
itself and the use of the internet as an instrument [19]; and (iii) other
socio-economic factors such as age, education, gender, and income may generate
turbulences in the adoption of new technologies [20].

Furthermore, digital platforms play an important role by providing the infras-
tructure to both project initiators, investors, and institutional actors for the exchange
of various types of information [21]. Social media can facilitate the viral diffusion
of a crowdfunding campaign through interconnected personal networks [22].
In fact, one of the major benefits associated with on-line crowdfunding is that it is
supposed to eliminate geographical boundaries between project initiators and
investors. Nevertheless, empirical evidence suggests that the physical distance
between investors and entrepreneurs still plays a significant role, with local
investors investing relatively early [10] and very limited cross-border activities [23].

Previous studies on charity crowdfunding have focused either on the determi-
nants of funding behaviours or on the impact of online donation initiatives [3].
The determinants of funding behaviours for this category of crowdfunding initia-
tives have been explained by considering the benefits that donors achieve through
donations. In some cases, financial benefits are gained in the form of tax
deductibility as suggested by Meer [24] in its the analysis of an US platform
supporting teachers in their educational projects. More frequently, social benefits
characterize the rewards for donors in charity crowdfunding. From this perspective,
the anonymity of users, the similarity with borrowers and the way in which projects
are described influence the likelihood and the amount of donations [1, 25, 26].
Finally, funders behaviour has been explained by classifying motivations along two
dimensions: individual versus social and intrinsic versus extrinsic [8].

Considering the extrinsic and social dimensions of funding behaviour as relevant
aspects to be considered when defining a crowdfunding strategy, in this paper we
investigate contextual factors that act as enablers and hinderers to online donations
in charity crowdfunding. Specifically, focusing on donation-based crowdfunding,
we aim at addressing the following research question: “How do digital divide,
digital literacy, and social network interactions influence online donations?”

3 The Effect of Contextual Factors on Online Donations

In this study, we inspect more closely three contextual factors. First the digital
divide measured by the coverage of broadband connections. Second, the digital
literacy measured by the frequency of online accesses. Although digital literacy is
in itself an aspect of digital divide, we will refer to digital divide when talking about
the difference in the infrastructure and to digital literacy when referring to differ-
ences in individuals’ behaviors. Third, the effect of peer behaviour measured by the
number of actions undertaken by members of online communities on social net-
works—i.e. social network interactions.
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Since crowdfunding is an activity tied to the use of the net, country’s digital
divide can influence the ability of users to donate online using different channels
such as websites and mobile apps. Additionally, the presence of an internet con-
nection, although a necessary condition for online transactions to occur, is not
enough to enable the user to donate online. The user shall at least have an ele-
mentary understanding on how to use digital tools including e-payments methods;
thus, individuals’ digital literacy shall play an important role. Finally, social media
tools may exert an important role in fostering direct communication between
fundraisers and donors, reducing information asymmetries, increasing trust and
popularity, and improving transparency on the use of funds raised. Thus, online
donations can be highly influenced by peers that exchange information related to
donation campaigns, publicly expressing their support towards the goals of the
initiator [27]. To sum up, it is worth exploring whether social network interactions
(i.e. likes, shares, and comments on Facebook) related to a crowdfunding campaign,
affect the amount donated.

Therefore, we posit the following hypotheses:

H1: The digital divide negatively influences the amount of crowdfunding donation
H2: Users’ digital literacy positively influences the amount of crowdfunding
donation
H3: Social network interactions positively influence the amount of crowdfunding
donation.

4 Mary’s Meals: A Donation-Based Crowdfunding
Platform

Mary’s Meals (MsM) is an international charity, initially founded in 1992 under the
name of Scottish International Relief, today aimed at alleviating hunger in devel-
oping countries through encouraging further education. In developing countries, a
great number of kids is forced to work at home, in fields or businesses instead of
attending schools. Therefore, primary education is abandoned by many children or
classes are attended by hungry kids that struggle in concentrating and learning.
By providing a daily meal at school, MsM achieves a double objective, it diffuses
education while improving the living conditions of kids during their studies [28].

Furthermore, MsM’s mission focuses on sustainability, providing food and
education to people that otherwise would not have the possibility to get and to make
a significant impact for the communities they work with. One example is that
instead of bringing food from developed countries to poor areas, they source it
locally. In this way, they both help local economies to develop, and save on
transportation costs which improves the efficiency of charitable activities.
Additionally, local smallholder farmers improve their livelihood and learn food
production practices to be transferred to the next generation.
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In 2015, MsM reached the goal of feeding more than one million children each
day. This result was achieved through the successful engagement of a grassroots
support base made by individuals, churches, community groups, and schools
contributing to governance, fundraising, and operations in more than 20 countries.
Specifically, after restructuring the network in 2015, the Mary’s Meals International
Organisation was created as a Scottish registered company with charitable status
with central responsibility for the international feeding program, including central
financing and administration of funds from all its worldwide national affiliates.

The MsM’s headquarters are located in London, Dalmally, and Glasgow offices
where less than 100 employees together with a substantial number of volunteer
supporters coordinate fundraising and awareness activities in affiliated countries
such as Austria, Germany, Croatia, Ireland, Italy, and Bosnia-Herzegovina.
Additional offices are located in target countries such as Malawi where local people
are involved in running the operations. One of the strengths of MsM is the high
level of efficiency of its operations. The charity has a long-term commitment to
spend at least 93% of donations in charitable activities and keeping the cost of
governance and fundraising under the threshold of 7%. This performance objective
is strictly monitored and allows to achieve the extraordinary result of feeding a child
for an entire year with less than 15 € (Fig. 1).

Like most charitable organizations Mary’s Meals rises funds through both offline
and online channels. Online fundraising occurs in two different modes: the classic
“choose-an-amount” donation and the possibility for a user to select and lead a
specific fundraising campaign. In 2015 the total income of MsM was
£21.870 million, 99% of which was generated by national affiliates, with the UK
division being the largest contributor (74%), followed by the US (11%); the
remaining 15% came from other national affiliates, international fundraising groups,
and individuals. Comparing MsM Italy with EU-affiliated countries in which MsM
operates, we notice that Italy occupies the last position in terms of both digital
divide, measured as the percentage of households with a broadband connection and
digital literacy, and digital literacy measured as the percentage of individuals with
digital skills. Therefore, a closer look to the dynamics of donations in Italy, can
offer insights on the role of contextual factors and provide guidance to improve the
effectiveness of crowdfunding campaigns by overcoming the digital divide (Fig. 2).

Feed a child
• '£13.90 is all it costs to feed a 

child for a whole school year"
• Select the amount: number of 

children fed for one year

Fundraising
• ‘A few ideas on how to start 

raising funds for Mary’s Meals’
• Select project type: sponsor a 

school, general fundraising

Fig. 1 The two crowdfunding modes of MsM
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4.1 Mary’s Meals Crowdfunding in Italy

Italy is one of the affiliated countries of MsM, in which a network of volunteers
contributes to collect a quota of the international funds. In line with the main
governance model, activities are centrally orchestrated by an Executive Director in
charge of implementing both fundraising and awareness campaigns. Crowdfunding
activities are performed in different ways spanning from traditional
world-of-mouth, to press releases on national and local newspapers, local TVs, and
social media engagement. A group of 20 regional representatives supports the
central staff by volunteering in interacting with local government agencies, par-
ishes, schools, and other associations.

Most donations are collected through the online channel, based on a responsive
website whose functions are the same in each affiliated country. Thus, the two
modes of fundraising are also visible in the Italian version of the MsM website,
where visitors can either perform a donation to an existing project (e.g. a school) or
start a new project by setting up the amount to collect, describing the goal, and
monitoring the progress of the fundraising campaign. Each activity can be shared
both on the Facebook and Twitter accounts of donor.

For the empirical test of our hypotheses we refer to the dataset of donations
collected by Mary’s Meals in Italy from October 2015 to January 2017. In this
15-months period, €90.348 were collected from 860 individual online donations
whose amount represent our dependent variable (crowdfunding donation).

Fig. 2 Countries affiliated with MsM. Source EC Digital Scoreboard, Year 2016
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The average amount donated by an individual in the overall period considered was
€105, the average daily amount was €199, and the maximum amount donated in a
single day was €1.450, apart from two outliers that account for about 30% of the
overall amount. The number of donations per month was between 20 and 50 in both
years, with peaks observed in September 2015 and during Christmas period in both
years (>80).

The distribution of the amounts donated shows that 70% of donors give less than
€40 with a concentration of donations in the range €14–20. This behaviour can be
explained by the formula of the crowdfunding campaign stating that a €15 donation
will “feed a child for a whole school year”. Thus, the idea to donate meals for one
year to 1 or 2 children seems to be effective with most donors. The remaining
donations, which account for 88% of the overall amount donated, are more likely
related to specific projects initiated and promoted by users through their personal
networks (Figs. 3 and 4).

Although data were anonymous to preserve the privacy of donors, the dataset
provides some additional information about geographical location and donor’s
gender. Twenty-three donors are habitual donors who pledge monthly to the
charity, thirteen (1.51%) are couples and twelve (1.40%) are groups. It is possible to
observe a lightly skewed distribution of gender in favour of male donors that reach
51.28% against the 45.81% of female donors. Donations came mainly from Lazio
16%, followed by Lombardia 15.5%, Veneto 7.7%, and Sicilia 6.3%. Geographical
information is not available in 4,2% donations and there are no observations from
Valle d’Aosta. The cities with more observations are: Roma 10.7%, Milano 3.2%,
Venezia 2.8%, Perugia 2.7%, and Palermo 1.9%.

To measure our independent variables, we linked the geographical location of
the donors with data related to contextual factors collected from online public
sources. Digital divide and digital literacy, are regularly monitored by the Italian
National Institute of Statistics (Istat). The Istat online database (http://dati.istat.it/)
has been consulted to collect regional data related to the year 2015. Specifically,

Fig. 3 Distribution of amount donated
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two indicators are used by Istat to measure digital divide: the extent to which
individuals have (i) a broadband connection and (ii) a personal computer (PC).
Digital literacy is intended as the ability of individuals in using digital technologies.
We believe that a good proxy for this variable is the frequency of Internet accesses,
online purchases, and PC use. Specifically, indicators measure at regional level the
percentage of individuals using both their PC and the Internet on a daily basis, and
the percentage of individuals who purchased online items during the most recent
3 months.

Data regarding social network interactions were collected accessing the
Facebook page of the Italian division of Mary’s Meals (https://www.facebook.com/
MarysMealsItalia). The social media activities started in 2012 with the first
Facebook post from Mary’s Meals. In March 2017, the page reached 4084 likes.
We consider for our study the time series of actions performed by the members of
the Facebook MsM Italy community one week before each donation. These actions
can be sharing, commenting, or liking a post published by MsM. These figures
measure the peer effects of social network interactions (Fig. 5).

We collected data on Mary’s Meals community’s social activity from January
2015 to January 2017. During this period 160 posts were published, with 5117
likes, 1448 shares and 111 comments. Of these, 74 posts were made in 2015 and 83
in 2016. Total Facebook posts likes for the years 2015 and 2016 were 2612 and
2438 respectively, total Facebook posts shares were 741 and 688 respectively, and
Facebook posts comments were 56 and 54. Mary’s Meals Italy made on average of
6 post per month in 2015 and 7 in 2016. In 2015, the organization was most active

Fig. 4 Donations per Region
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in the social media during December, with 14 posts, and less active in August, with
only 2 posts. In 2016, May and November were the most active months with 10
posts, whereas April and October the least active with only four posts.

Lastly, we control for factors that may exert influence on online donations such
as (i) donation date, (ii) donors’ gender, and (iii) macro-region.

5 Results

Table 1 shows a multivariate regression analysis that empirically tests the impact of
digital divide, digital literacy, and social network interactions on online donations.
Model I in Table 1 shows the impact of our control variables on our dependent
variable. From the results, we observe that male are more inclined to use the
platform, and that in southern Italian regions the average amount donated is higher
than in northern regions.

Model II in Table 1 tests our first Hypothesis: “The digital divide negatively
influences the amount of crowdfunding donation.” According to our results, the
lower is the digital divide—i.e., the availability of technological infrastructures such
as a broadband connection—the higher is the individuals’ propensity to use
crowdfunding platform for donations purposes. More specifically, individuals’
access to broadband connection increases the average amount donated of 6%.

Fig. 5 Facebook activities per month
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Model III in Table 1 tests our second Hypothesis “Users’ digital literacy posi-
tively influences the amount of crowdfunding donation.” Results show that using
Internet daily positively influences the amount donated through the online crowd-
funding platform. Specifically, individual’s digital literacy on average increases the
amount donated through crowdfunding by 7%.

Model IV–VI in Table 1 test the influence of social network interactions on
crowdfunding donation, as our third Hypothesis states: “Social network interactions
positively influence the amount of crowdfunding donation.” According to our
results, online community interactions exert a significant role in promoting peer
donations through crowdfunding platforms. Specifically, we observe a positive and
significant effect of Facebook post sharing on the amount donated by the com-
munity, therefore reflecting the impact of peer behaviours.

The full model VII in Table 1 considers the effect of our main independent
variables and controls on online donations. Confirming our three hypotheses, we
observe a negative influence of digital divide and a positive influence of digital
literacy on the amount donated through crowdfunding as well as a positive effect of
online community interactions via social networks.

Table 1 The influence of digital divide, digital literacy, and social network interactions of online
donations

Online Donation
Behaviour

I II III IV V VI VII

Digital divide −0.060**
(0.000)

−0.031†

(0.017)

Digital literacy 0.072**
(0.015)

0.049*
(0.019)

Social network interactions

(i) Facebook like 0.001
(0.002)

−0.009*
(0.004)

(ii) Facebook
share

0.020**
(0.007)

0.041**
(0.011)

(iii) Facebook
comments

−0.012
(0.069)

−0.092
(0.082)

Gender 0.221**
(0.083)

0.243**
(0.084)

0.243**
(0.084)

0.221**
(0.083)

0.223**
(0.083)

0.220**
(0.083)

0.232**
(0.084)

Donation Date 0.000**
(0.000)

0.000**
(0.000)

0.000**
(0.002)

0.000**
(0.000)

0.000**
(0.000)

0.000**
(0.000)

0.000**
(0.000)

Macro-region 0.080**
(0.027)

−0.023
(0.034)

−0.096*
(0.044)

0.079**
(0.027)

0.077**
(0.027)

0.080**
(0.027)

−0.091*
(0.044)

Constant −10.87*
(0.021)

−17.19**
(4.873)

−14.78**
(4.804)

−11.01*
(4.736)

−10.72*
(4.699)

−10.82*
(4.730)

−14.19**
(4.882)

Observations 803 803 803 803 803 803 803

R squared 2.68% 5.58% 5.95% 2.69% 3.55% 2.68% 8%

Standard errors appear in parentheses
Significance level †p < 0.10; *p < 0.05; **p < 0.01
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To check the robustness of our results we employ two alternative measures of
digital divide and digital literacy. As for digital divide, we used the percentage of
people who (i) have access to a fixed broadband and (ii) possess a personal com-
puter. In both cases results hold, confirming the negative influence of digital divide
on the amount donated through crowdfunding. Concerning digital literacy, as
alternative measures we employ the percentage of people who (i) use their personal
computer every day and (ii) purchased items online during the most recent three
months. Results remain unchanged, confirming the positive influence of digital
literacy on the amount donated through crowdfunding.

6 Discussion and Conclusion

This study explores the role of contextual factors as enablers or hinderers of online
donations with particular attention to the role of digitalization. We studied dona-
tions collected in Italy by MsM’s—a charity-crowdfunding online platform—from
October 2015 to January 2017. We empirically analysed 803 individuals’ dona-
tions, testing the role of digital divide, digital literacy, and social networks inter-
actions in influencing online donations.

Concerning digital divide—i.e. digital infrastructure development—we show the
negative influence of a poor technology infrastructure on online donations. As for
digital literacy, our results confirm the important role of individuals’ digital skills in
stimulating the use of crowdfunding platforms. Lastly, focusing on social network
interactions, we show the important role played by peer behaviour in further
enhancing individual’s involvement in online donations via crowdfunding.
An increase in the number of post-sharing on the MsM’s Facebook page led to an
increase in the number of donations, which, in turn, caused a positive response from
the organization that took advantage of the momentum posting more sharable
updates (e.g. good news, goal reached, etc.). Transparency reduces trust issues often
reported by charitable organizations, giving credibility to the organization and
developing community of donors.

Our study contributes to the literature on donation-based crowdfunding by
highlighting the role of contextual factors—digital divide, digital literacy, and
social network interactions—in influencing online donations. Our findings shed
light on the modes of engagement of online communities when infrastructural and
social constraints are in place. We point out the important role of communication
infrastructures and e-skills as barriers to online donations. Extending previous
findings [1, 8, 25, 26], we also highlight the role of social network interactions as an
instrument for charity organizations to leverage and enhance donors’ social moti-
vations. Future studies can further investigate how social dynamics and the dis-
tribution of values and beliefs among community members influence the likelihood
of donations.

In our attempt to provide empirical support for our research question, several
limitations and other shortcomings arise. Given our specific context of charity

122 F. Di Pietro et al.



crowdfunding platform in Italy with its peculiarities, we are restricted in our ability
to make a broad generalization of our findings. Enlarging the sample size and
increasing the representativeness of other EU countries and the United States would
be beneficial to deepen our understanding of the phenomenon and, therefore,
increase the generalizability of our findings. The design of our study did not allow
us to fully capture social and extrinsic motivations that may be influential in
explaining donation funding behaviour, such as for instance, the role of religious
beliefs, regional social capital, local communities, etc. Future studies can explore
other empirical settings taking into account these elements to deepen our under-
standing of the phenomenon and consolidate our findings.

As regard to managerial practices the case description as well as our analysis
provide readers with knowledge about charitable crowdfunding. Practitioners
operating in charity organizations may find useful to refer to our results in pro-
moting crowdfunding campaigns. Our findings reveal obstacles to be overcome in
order to achieve funding goals. Specifically, our findings suggest that charity
organizations could tailor their marketing strategy on the availability of commu-
nication infrastructures as well as the ability and the willingness of potential donors’
to use online tools for donation purposes. Charity platforms, for instance, may wish
to combine offline versus online marketing strategies based on the propensity of the
local population to adopt technological infrastructures. Additionally, proven the
important role of online communities in promoting online donations, charity
crowdfunding platforms could leverage social networks, nowadays available and
easily accessible, to create and nourish communities of donors, increasing trans-
parency, and reducing trust issues.

Overall, we hope that practitioners can find inspiration when defining tactics to
develop charitable initiatives.
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Cities, Smartness and Participation
Towards Sustainability

Mauro Romanelli, Concetta Metallo, Rocco Agrifoglio
and Maria Ferrara

Abstract Cities should contribute to improving the quality of life using technology
to design and develop urban growth. Technology helps the city to develop a smart
approach to designing urban policies and fostering citizen participation. Cities
should involve people to be included in policies choices. Cities proceeding towards
sustainability should rediscover smartness and participation.

1 Introduction

People and businesses develop their activities in order to improve the quality of life
by creating economic, social and public value within the city. Cities enable people
to acquire and manage new information and knowledge. Cities should encourage
people to be creative and sustain innovation for change. Information and com-
munication technologies (ICTs) and the Internet are leading cities to design a
sustainable path in order to develop urban growth and stimulate innovation. As
engines of economic growth and social development, cities should contribute to
improving the quality of life within communities. Cities support innovation
encouraging businesses to promote the urban development. Cities are driving
change resulting in people being better informed in everyday decisions [1–5].
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Cities of the future should proceed towards sustainability by using technology in
order to develop smartness and participation. Cities following a smart city approach
encourage citizens to actively participate and to be involved in decision-making
processes concerning the development of urban areas [6–8]. As meeting spaces and
social places proceeding towards sustainability, cities tend to design change and
innovation achieving long-term results and successful outcomes [9].

The aim of the study is to identify the dimensions leading cities to proceed
towards sustainability rediscovering smartness and participation through the use of
technology.

Technology opens up new opportunities to rethink and drive the urban growth
and development. It also helps cities to redesign the future and proceed towards
sustainability whilst enabling cities to become smart cities and to restore the rela-
tionship with citizens by bringing together land, values, identity and people in order
to create public value and drive an enduring development within urban and regional
areas. Sustainable cities looking at the future tend to develop smartness and par-
ticipation. However, cities planning a smart development do not necessarily
become sustainable cities. Cities should adopt a smart approach in order to design
and implement a path for sustainability. Cities should construct increasingly strict
and shared relationships with citizens involving them to participate and to be
included in urban policies’ choices and decision-making processes without neces-
sarily developing smart initiatives.

The study relies on the analysis and review of literature regarding the concept of
sustainable and smart city. The paper is organised as follows. After the introduction,
the second section will outline what a sustainable city is or should be. The third
section will explain how technology contributes to rediscovering the city by
identifying two main dimensions: the smartness as concept related to the smart city
approach; the role of participation as a means driving cities to restore the rela-
tionship of confidence between the city and the inhabitants; to introduce and use
interactive technologies in order to develop and support citizens’ participation,
sustaining values and knowledge sharing between the city and the citizens. Finally,
some propositions are presented and the conclusions follow in the last section.

2 Towards Sustainable Cities

As communities, cities develop in order to ensure necessary urban services for life
and business. Cities should contribute to improving the quality of life for the people
who are living in the city, as well as helping with developing social, cultural and
economic changes. In addition to promoting technological and social innovation,
cities should help in ensuring the sustainable development of urban areas. As a
settled aggregation of people creating urban and social organisms, cities drive
communities to play a proactive role in developing social, economic and cultural
growth in urban and regional areas. There are several definitions concerning how to
identify what a city is or should be [10]. As geographical and organisational
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entities, cities should better exercise some functions ensuring social, cultural and
economic benefits [11]. Cities as informational and relational networks and spaces,
as living, social and evolving organisms tend to continuously change as learning
systems sustaining creative and morphogenetic processes over time [12]. Cities
should develop meaningful communication displaying both internal and external
forms of symbiosis and symbolic communication [13]. Sustainable cities continu-
ously rethink about the future urban development by promoting innovation for
change as source for driving wealth and improving the quality of life within the
city. As sustainable ecosystems, cities are becoming the main engines of economic
growth. Sustainable cities are places for social interaction. Cities should contribute
to engendering creativity in order to sustain, improve and extend the wealth of
people within community [2]. As areas for life and the providers of services and
goods, cities are the primary source for producing wealth and creating enterprises.
As meeting places, cities sustain learning, education and culture, and drive social
and economic innovation [3]. Sustainable cities should design policies to encourage
customers, enterprises and governments to actively contribute to promoting the
development [4]. Sustainable cities achieve long-term results and successful out-
comes [9], encouraging and training citizens to be better informed in order to take
everyday decisions [5].

3 How Technology Is Leading Cities to Proceed
Towards Sustainability

Technology helps the growth of urban economy, whilst also improving the social
and cultural development of communities. Technology is leading the city to better
organise the activities of businesses and organisations, by improving the quality of
life for people. Cities proceeding towards sustainability should develop a smart city
approach and implement policies to reshape the relationship between the city and
the citizens. Using the Internet and social media can enable cities to support online
participation in order to make the citizens willing to belong culturally and civically
to the area where they live, do business and have a job or profession.

3.1 Building Smartness Within Cities

Cities of the future will be smart cities, providing beautiful places and spaces for
work and living surviving in the knowledge-based economies. Cities should play a
central role in improving the competitiveness of the urban system, driving the
economic development and enabling the flow of communication [14–16]. Digital
information and communication technologies help to link businesses, governments,
organisations and individuals to construct smart cities where there are
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technology-driven industries or industries that use technology in their production
processes. Within a smart city, the quality of life is high because of the connections
between productivity, growth and human capital [17].

Smart cities strategically use the ICTs as innovative support to help in the
management and delivery of public services strengthening public-private partner-
ships. Smart cities use technology in order to improve the overall quality of life
fulfilling the needs of citizens and promoting a sustainable development. Digital
cities create public spaces for people who are living and visiting cities; these areas
use technology to enable people to interact and share knowledge experiences [18].
Smart cities tend to increase the potential of cities embracing and using the tech-
nology in order to develop new knowledge and to support creative capabilities to
generate processes of innovation and learning. Smart city seems to refer to the
search for intelligent solutions driving cities to enhance the quality of services for
citizens. Smart city implies paying attention to economy, people, governance,
mobility, environment and living. Industry, education, participation and technical
infrastructures generally refer to smart city. Smart city is identified by six charac-
teristics: smart economy and competitiveness: innovative spirit, entrepreneurship,
economic image, productivity, flexible labour markets; smart people in terms of
social and human capital: level of qualification, affinity to lifelong learning, social
and ethnic diversity, creativity, cosmopolitanism, participation in public life; smart
governance: participation in decision making, transparent governance and policy;
smart mobility as integration between transports, mobility and use of technology:
accessibility, ICT infrastructure, sustainable and innovative transport systems;
smart environment: attractiveness of natural resources, environmental protection
and risk of pollution; smart living: quality of life concerning: cultural facilities,
health conditions, housing quality, education and individual facilities [19].

Cities are becoming smart cities by using technology in order to plan invest-
ments in human and social capital. Smart cities develop new communication
infrastructures, promoting a sustainable economic growth and managing natural
resources wisely in order to ensure a high quality of life [6]. Technology, organi-
sation and policy are the main dimensions leading the smart city to develop
innovation: technology serves to improve services; organisation helps to create
managerial capabilities for the effective use of technology; policy is a mechanism
for driving institutional urban problems to construct and enable a smart city. Smart
cities initiatives as policy and managerial innovation help to drive the smart city
approach as both a municipal and global movement, service and evolution oriented,
building harmony between real world and virtual world. Technology, institutional
and human factors help to make a smart city knowledge oriented and a centre of
higher education [6, 7]. Smart cities should comprise land, technology, citizens and
government in order to build digital platforms and improve high quality infras-
tructures, and support participatory governance and strategic planning to drive the
development of urban areas and improve the quality of life [8].
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3.2 New Technologies Leading from Smartness
to Participation

Smart cities’ policies and initiatives alone are not sufficient to shape the concept of
smartness for leading cities and to enable people to rediscover the meaning and role
of participation within cities through the use of technology.

Cloud computing and Internet of Things (IoT) are two critical technologies for
realising the ubiquitous communications vision that enables plenty of opportunities
for new services by interconnecting physical and virtual worlds more [20, 21].
Cloud computing rapidly and recently developing in the worldwide economy as a
model for enabling ubiquitous, convenient, on-demand network access to a shared
pool of configurable computing resources (e.g., networks, servers, storage, appli-
cations and services) rapidly provisioned and released with minimal management
effort or service provider interaction comprises: five essential characteristics
(On-demand self-service, Broad network access, Resource pooling, Rapid elastic-
ity, and Measured service); three service models: the Software as a Service (SaaS);
the platform as a Service (PaaS); the infrastructure as a Service (IaaS); and four
deployment models (Private cloud, Community cloud, Public cloud, and Hybrid
cloud) [22]. Some different forms of cloud computing are identified: Network as a
Service (NaaS); Infrastructure as a service (IaaS); Platform as a service (PaaS);
Software as a service (SaaS); Storage as a service (STaaS) and more [21].

Cloud computing enables benefits in terms of cost savings, efficiency, flexibility
and manageability of IT service [23]; it also helps with reducing the IT costs in the
short-term, providing platforms for small business applications and e-services,
sustaining the growth of cities moving to material and intangible services infras-
tructures [20]. IoT tends to be characterised by the identification and use of a wide
variety of physical and visual objects connected to the Internet. IoT applications are
based on RFID (Radio Frequency Identification) and Wireless Sensor Network
(WSN) technologies and deliver tangible benefits in several areas including man-
ufacturing, logistics, trade, retail, green/sustainable applications, as well as other
sectors [21].

A wide and rich set of technological competencies should allow the upgrade of
the firm value-chain and/or final products and their effective interconnection to this
infrastructure, such as via cloud technology. Conversely, IoT-based evolutions of
the offering, such as personalisation, network effects between products, and data
exchange with external devices, are likely to be much more complex to perform if
the company holds poor technological competencies. Cloud computing, IoT, net-
works of sensors, and smart devices enable an embedded spatial intelligence for
cities [20, 24].

Spatial intelligence refers to mechanisms that enable more efficient new
e-services for citizens and address sustainable urban development (for example, in
transport, environment, and government). Internet, interactive technologies and
social media help the organisation of collective and spatial intelligence leading to
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rising intelligent cities [20, 22]. As related to a collection of Web 2.0 applications
and tools, social media offers a set of services (blogs, micro-blogs, media, audio,
photo, video, text sharing). Social media helps with creating, organising, combin-
ing, sharing, commenting and rating user-generated contents. Social media can help
sustain social networking, promote social interaction, collaboration and exchange of
information and knowledge among the users, providing new and innovative
methods for the increasing engagement of citizens and fostering participation in
policy debate. Thus, these applications allow citizens to influence government
decision-making and to support a set of voluntary actions aimed at improving the
civil society organisation. Digital technologies enable citizens to easily access an
exponential amount of information with political content. ICT tools, such as online
forums, online chat, e-mail, or official websites support information provision and,
consequently, the creation of informed participants that thus can actively contribute
in the public sphere [25].

3.3 Sustaining Participation to Drive Citizens
to Develop Urban Policies

Citizen participation is driving the design of smart cities [17, 18, 26–29]. Citizens
should actively behave as aware participants in the governance and management of
the city exerting influence on decision-making processes. Citizen participation
implies that people take part in public affairs to exert influence on policy processes
and choices significantly affecting their life and communities [30].

Public participation in policy-making process is emerging as a strategy for
promoting good governance, democratic society and reducing the gap between the
citizen and government by ensuring the State is open and responsive to citizens’
needs [31]. Political participation (or political engagement) occurs when citizens
partake in public affairs in order to exert influence on government action; civic
participation (or civic engagement) refers to the organised voluntary activity by
working in order to solve problems and to help other people in a community.
Citizens are seeking to influence a decision regarding policy issues by sustaining
participation (political participation). Public engagement encompasses a set of
voluntary actions aimed at improving the civil society organisation (civic
participation) [32]. Public engagement contributes to reinforcing the relationship
between the inhabitants and their cities, whilst also helping to reshape the
citizen-government relationship [18, 33, 34]. Public engagement is productive of
social, political and managerial implications with regard to local government level
[35–38]. People are involved to participate in local government because public
information provision and service delivery exert directly influence on the citizens’
everyday lives. Local governments more and more tend to enhance participatory
democracy. People have high expectations about the issues of public participation
on their lives [39]. Digital technologies open up to new opportunities for engaging
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the public in order to design smart cities, to support collaboration, data exchange,
service integration and communication [40]. Designing and implementing techno-
logical infrastructures is necessary but not sufficient for leading cities to become
smart cities without effectively involving and engaging people for cooperation and
collaboration [17].

4 Rediscovering Cities Proceeding Towards Sustainability

Historically, cities should develop to aggregate the communities, construct mean-
ings and promote social and cultural values driving people to live the city that aims
at planning a sustainable future. Cities looking at the future should be ready to
continuously change and evolve over time promoting social, cultural and economic
urban innovation and development. Today, cities driving social and economic
change contribute to leading people to become good citizens helping the devel-
opment and growth of communities where they live. Technology helps to drive
cities as communities to proceed towards a sustainable development achieving
cultural, economic, social and environmental outcome. The study’s main contri-
bution is to identify the dimensions leading to sustainable cities using the tech-
nology as a means for promoting the urban competitiveness. Cities of the future
should strengthen the smartness in order to design new and fruitful services’
platforms and rediscover the proactive role of citizens forming their identity and
cultural values within cities where they live for work or business.

Cities designing a sustainable path should involve and engage citizens to par-
ticipate. Smartness and participation alone are necessary but not sufficient requisites
for proceeding towards sustainability. Cities can behave as smart but no sustainable
cities. Cities should encourage the building of trust-based relationships and promote
participation without necessarily planning a smart development. Sustainable cities
should design and enhance smartness and participation. ICTs and the Internet help
cities to promote an enduring urban development over time. Sustainable cities
contribute to fostering continuous change and innovation developing policies and
searching for a dialogue with community constructing roles and mechanism of
participation and governance. Sustainable cities tend to continuously rethink the
development by promoting innovation for change as a source for driving wealth and
improving the quality of life within the city.

Cities should empower the citizens as people living within the city. Cities should
invest in human capital and lead citizens to actively participate and contribute to
developing sustainable urban policies. Citizens living in the city are the key source
for driving cities towards sustainability as a principle of governance guiding actions
and policies. Technology helps to promote innovation and enables the city to drive
change within urban and regional areas to develop the city as a community. Cities
surviving in the long-term in order to communicate meanings, values, identity and
citizenship should rethink how to design a sustainable development that is
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future-oriented. Future research should investigate how technology helps citizens’
involvement and participation in urban policy processes and choices. It is inter-
esting to understand how technology helps citizens to exert influence on city
governments to improve urban policy choices.
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The Paradigm Shift of Living Labs
in Service Co-creation for Smart
Cities: SynchroniCity Validation

Francesca Spagnoli, Shenja van der Graaf and Martin Brynskov

Abstract In the literature there are many definitions of co-creation and several
disciplines are involved within this approach, especially co-design, participatory
design and open innovation. Co-creation has been linked with many tools and
platforms, without a coherent framework and specific guiding principles to follow,
especially within the smart cities’ context for developing new services. For this
reason, it is required to clearly define which are the methods and digital tools that
cities should pursue to fully exploit the potential of these platforms in terms of
enhancing global collaborations. Starting from the review of the literature on par-
ticipatory design, co-creation and open innovation, the paper aims to discuss the
role of Living Labs in supporting service design for smart cities, by providing an
effective approach for involving stakeholders in real life experimentation through
digital platforms. The evaluation has taken into account the current use of
co-creation approaches by eight smart cities involved in the SynchroniCity project,
and considered as the current best practices in Europe. The analysis focused on
timing, stakeholders, activities for involving citizens, rewarding systems, tools and
metrics used to investigate the success of their implementation. Ten methods and
twelve tools have been selected as the one best supporting smart cities in service
design and their real application has been investigated through an online ques-
tionnaire and in depth interviews to the cities. As a result of the study, Living Lab
has resulted as the most used and effective method for the smart cities in the EU for
service design.
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1 Definition of Central Concepts

1.1 Co-creation for the Smart Cities

Originally, co-creation has been defined as the participation of end-users in the
process of developing a product or a service [1]. Co-creation has been linked with
many applications, without a coherent framework to follow [2, 3]. De Koning et al.
[4] have provided an analysis of 50 co-creation methods and definitions, presenting
a first comprehensive framework. According to the authors, in literature the
co-creation term has been approached by following four different models, which
are: the co-creation spectrum, the co-creation types, the co-creation steps and the
joint space of co-creation. The types of co-creation define the process by identifying
three criteria: when the co-creation happens, the amount of direct benefit or change
produced, and the level of collaboration among the parties. What is clear and
commonly agreed upon in the analysis of the literature, is that co-creation tends to
refer to the active involvement of end-users sharing ideas with firms at various
stages of the production process [5]. The core principle of co-creation is engaging
people to create valuable experiences together, while enhancing network economics
[6]. A central element of the transition to co-creation is the ability to effectively
develop and manage two-way communications and information systems [7]. In the
literature, authors have been provided three different definitions of the co-creation
term according to the perspective of involving citizens in the process [8]: citizens as
co-implementers of public services, they only perform some implementation tasks;
citizens as co-designers, they decide how a service should be designed; and citizens
as initiators, they trigger themselves an initiative and the government follows their
approach. Within the context of smart cities and IoT projects, we support that these
definitions are not representing the active role assigned to the citizens and the
complex set of stakeholders usually involved. Hence, we prefer to apply the defi-
nition provided by Leading Cities [9], which sees co-creation as: “an active flow of
information and ideas among five sectors of society: government, academia,
business, non-profits and citizens—the Quintuple Helix—which allows for partic-
ipation, engagement, and empowerment in, developing policy, creating programs,
improving services and tackling systemic change with each dimension of society
represented from the beginning”.

By taking into account these approaches and the specificities of smart cities
activities, the following steps have been here defined as complementary for the
effective implementation of co-creation practices in smart cities:

• Step 1: Co-analysis: defines the objectives to be achieved, including the
approach to select the group that should be involved in co-creation and also the
tools to put in place, considering stakeholders’ needs.

• Step 2: Co-design: citizens generate new ideas to reshape or improve existing
services. Within smart cities, co-design can be horizontal, engaging different
municipalities in a city and in different regions; or vertical, when stakeholders
are involved in both ways from up and down the service chain.
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• Step 4: Co-evaluation: it aims to assess the efficacy and effectiveness of the
proposed solutions by evaluating its potential socio-economic impacts. This
phase includes also testing with stakeholders.

• Step 5: Co-implementation: the project takes its final shape and real results are
occurring. By co-evaluating the products/services with current stakeholders, it is
necessary to ensure the real usage and impact of the solutions.

1.2 Participatory Design Versus Co-creation

Participatory design is a process focused on the definition of a service idea
implemented together with stakeholders to provide a service ready to be used. In
more traditional views on participatory design, stakeholders tend to be involved in
the process only as testers during the prototype phase. This process has been
evolved since 80s, from customers to users in 90s, from participants to co-creators
until today. The participatory design theory has then advanced thanks to the
Scandinavian School, supporting the idea that through a participatory design
approach we do not design things as objects, but socio-material assemblies, real
things [10–12]. Co-creation has emerged for sure in connection with the partici-
patory and human centred design approaches, where the attention was focused on
empowering people for decision making processes and working practices. In par-
ticipatory design, people contributes to the design processes, for this reason the
connection with co-creation is strong and sometimes misleading. However, within
the participatory design approach, co-creation is only seen as one of the strategies
that can be applied to increase effectiveness, especially within social innovation
contexts [13], rather than an autonomous process. Moreover, often in the partici-
patory approach, co-creation is subordinated to co-design, to which a more relevant
role is assigned, representing the collaboration process. By applying co-creative
techniques, the focus should be on people as proactive citizens, rather than as
consumers of services. The process is more related to the engagement of different
communities, rather than only to some users in a group [9]. In this context,
co-creation is seen as the only effective way to support governments to be more
responsive to citizens’ needs and to increase effectiveness and efficiency of cities
[14]. In contrast, participatory design is managed by design experts acting as
facilitators, rather than empowering citizens to make decisions for governments in
the first place and be active contributors in the service development process [15].

1.3 Philosophy of Open Innovation in Smart Cities

Open innovation is a widely accepted concept both in academic and in business
contexts. This is confirmed by the fact that searching the term in Google Scholar it
shows 1.490.000 results. The topic has been one of the most discussed, especially in
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relation to economics, psychology, sociology and culture [16]. The first definition
of open innovation has been provided by Chesbrough [17], however, the concept is
not totally new, it is derived from the 70s’ literature on customer and user-driven
innovation, open systems and open paradigms [18, 19]. The open innovation
concept has been applied to smart cities only recently to be closely linked to
innovation systems at national and regional level [20], as an application to open
innovation platforms and for public policies. From this first analysis, Open
Innovation has been continuously investigated also referred to the capability of
generating public policies for governments implementing open source software as a
strategy to create socio-economic value for citizens. However, implementing open
data policies requires to adopt also transparency and accountability. Indeed,
according to the European Commission [21], within smart cities, open innovation
can only be realised if the prerequisites of innovation are taken into account and if
open knowledge, data, access and connectivity are implemented in the cities.

2 Social Transformation of Citizens in Adopting
Co-creation Platforms

The analysis of the basic concepts about co-creation and participatory design clears
the need of changing the usual engagement perspective provided by governments in
the past twenty years. Indeed, using digital tools to gather feedback from citizens
requires specific actions to them. According to the survey submitted by the
Intelligence Unit of The Economist [22] to 1950 citizens and 615 business exec-
utives in 12 cities around the world, the majority of citizens (51%) requires a wider
access to digital platforms enabling them to communicate with governments, but
only a small part of them (32%) is actively providing feedback on local issues.
Citizens and business both share the need to find new communication channels and
processes to enable them to participate in Smart City initiatives. Transparency and
trust are generally still considered to be the main concerns slowing the engagement
process. Within the Smart City context, is clear that empowering citizens can
contribute to concretely solve this issue, who should not be only seen as real time
data providers; instead, they can really provide added value from data for improving
decision making processes and governmental digital services. The concept of Smart
Citizenship is also relevant to be analysed, as it assigns the capability of smart cities
to support the citizens to recognise their position not only in a community (as in the
traditional framework), but also in a network through digital platforms. This process
requires the citizens to provide feedback and establish different connections in this
complex context [23]. However, to enable them to activate this bidirectional
approach and create new services, cities should yield them all the necessary tools.
Within this framework, the smart citizenship approach focuses on the power of
citizens, rather than on the impact of technologies, which are then seen only as an
instrument for allowing them to shape new urban environments, defining policy and
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development processes, to take positive actions for an effective change of the
society. According to the smart citizens’ manifesto, the most relevant role of citi-
zens is in supporting cities to improve their quality of life by refusing to be mere
consumers or informers to decision makers [24]. The manifesto recognises the usual
scepticism of citizens to implement collaborative and co-creation practices with
municipalities. In contrast, the Director of the Waag Society, the first promoter of
the manifesto, supports the need to implement this change. The manifesto upholds a
previous study introducing the “citizensourcing” concept defined as a process
originally performed by a public agent and now outsourced to large groups of
people through open calls within the whole lifecycle of an initiative [25]. Citizens
are acting as policy makers, often providing ideas that really improve the gov-
ernmental policies. Citizensourcing has been also seen in the literature as a process
called e-participation and enabled by the new technologies for improving delib-
erative democracy and increasing government transparency [26].

2.1 The Role of Living Labs in the Innovation
Process for Smart Cities

The Living Lab term has emerged in the beginning of 2000 [27]. Originally the
concept of Living Labs has been arisen in USA within the artificial lab context to
describe a research facility implemented as a real home with the objective to
provide observations of individuals [28]. In Europe, the concept is often connected
to both open innovation and user innovation. The dynamics of the everyday life are
part of the innovation experiment to co-create new products and services in a real
life environment. Living Labs usually exploit a four steps approach based on
contextualisation, concretisation, implementation and feedback gathering. The first
phase aims to describe the framework and identify the group of users to involve in
the analysis. The concretisation step is defined by the users’ perception and their
behaviour. During the implementation phase, the users are involved in the
co-creation process. In the last step, users are requested to provide their opinions on
the experience, in order to evaluate the change of attitudes and perceptions in
relation to the products and services developed. Within smart cities and IoT pro-
jects, Living Lab strategies can be implemented to enable users to deploy real-life
experiments involving large scale panels, including both the public and private
sector. This approach has a huge impact in terms of acceptance and adoption of the
solutions proposed and consequently aims to stimulate a more accurate market
potential by exploiting the full potential of local innovation opportunities. Five key
principles guide Living Labs: continuity, openness, realism, empowerment of users
and spontaneity [29]. Empowerment of users is confirmed to be one of the most
relevant, together with realism, as the main objective of Living Labs is to involve its
users to participate in a real process of adding value to existing technologies or
exploiting new products and services. This is mostly important in the context of
smart cities and it is strictly connected to participatory design.
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3 The SyncroniCity Project

SynchroniCity [30] represents the first attempt to deliver a Single Digital City
Market for Europe by piloting its foundations at scale in reference zones across 8
European cities, involving also other cities globally. It addresses how to incentivise
and build trust for companies and citizens to actively participate, in finding com-
mon co-created IoT solutions for cities that meet citizen needs and to create an
environment of evidence-based solutions that can easily be replicated in other
regions. The project moves from observing that the digital transformation of cities
has been on the agenda of the R&I community and technology vendors for more
than a decade. SynchroniCity aims to synchronize existing IoT-enabled smart city
ecosystems in Europe by removing barriers of fragmentation and misalignment that
currently sets them apart. It will pilot the necessary building blocks and drivers for
change to foster an environment that will contribute towards technical, legal and
socio-economic harmonization of the European smart city market. For European
citizens, the resulting environment will create a richer choice of affordable
citizen-centric services that meet their needs and expectations through increased
market competition and co-creation opportunities. It will also provide them with
new opportunities to participate in active policy-making. Indeed, in cases where IoT
interventions are expected to drive human behavior change or disrupts existing
business practice, the right legal and policy framework must be in place to
incentivise stakeholders’ participation and/or buy-in. Current environments are too
constrained and rigid to experiment with such new opportunities and SynchroniCity
in this sense aims to overcome this issue.

4 Co-creation Methods and Tools in Smart Cities

Starting from a systematic review of the literature, including the analysis of 89
papers on co-creation and on participatory design in Living Labs, smart cities and in
contexts applying Open Innovation (both used as specific keywords for the search),
ten methods and twelve tools have been identified to be specifically applied to smart
cities, since the analysis of this particular environment is still scarce in the literature.
This study has been developed taking into account the characteristics of the services
and products that can be generated by implementing IoT infrastructures, consid-
ering also the specificities of the SynchroniCity project. A series of ‘factsheets’
have been provided to the reader to identify the approach implemented by each
method, the context, reasons to apply it and the process to follow. The guiding
principles have been selected and presented to the cities involved in SynchroniCity
through an online questionnaire and in depth interviews, to support them to
implement the methods and tools best supporting the cities to achieve their
objectives. It is relevant to clearly define what is a method and what is a tool in the
co-creation process. Indeed, a method is the systematic and theoretical framework
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guiding the whole co-creation approach. A tool is the instrument used to practically
exploit the co-creation process within different phases. The methods and tools for
co-creation in smart cities have been chosen by taking into account the specific
needs of the cities involved in SynchroniCity and they are currently used in the
whole co-creation process (as explained in Sect. 1.1). The following tables provide
a brief description of each method and tool selected. The application of each tool
has then been linked to the different co-creation methods to support the smart cities
to identify which ones have been effectively put in place for service design
(Tables 1 and 2).

5 Results from the Questionnaire and Interviews

The questionnaire has been available online for the smart cities involved in the
SynchroniCity project at the following link https://www.surveymonkey.com/r/
5D2T3V3 from May 2, 2017 until June 6, 2017 and it has been sent to eight cities’
leads (Antwerp, Carouge, Eindhoven, Helsinki, Manchester, Milan, Porto and
Santander). The questionnaire has been based on eleven open and close questions.

Table 1 Methods for co-creation in smart cities

Method Description

Personas A method using the everyday experiences and needs of representations of
the users to identify their perspectives in all aspects of the design process

Lego serious
Play™

A method for positioning a service offer in a team and to dialogue on the
potential exploitation of a service at early stages of development

Gamification A process of enhancing a service through gameful experiences
supporting users’ value creation, by bringing implicit knowledge and
maintaining engagement over time

Bodystorming A technique to physically experience a situation and deriving new ideas.
It requires setting up an experience and physically implementing it, by
providing feedback

Appraisal
interviews

A method to evaluate past performances of an activity developed within
a group and identify areas of further improvement

Basis SWOT
workshops

A method used in bottom-up strategy development with different and
heterogeneous stakeholder groups, to collect and visualise data
describing the actual situation of a group

Strategic
roadmaps

A method to gather insights on knowledge management processes and on
indicators to increase benefits

Social network
analysis

A method to support knowledge sharing in social networks, providing
suggestions to influence relationships among network actors

Role play A method to involve customers to perform a hypothetic service
experience and build a potential journey on functionalities

Living lab A method to implement real-life experimentation processes where
stakeholders co-design innovative products and services
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The theoretical implications of this study are derived from the literature review and
the main objective of the questionnaire was first to provide an understanding of the
cities on previous experiences with co-creation; then to investigate the effective
application and relevance of the methods and tools proposed within the
SynchroniCity project. This approach has helped us to better refine the co-creation
methodology for the cities, and to identify the relevant topics to further investigate
within the in-depth interviews. All the cities have replied to the questionnaire, by
providing relevant information in terms of previous involvement in co-creation
practices and methods. The results from the online questionnaire have been useful
for better understanding at what stage of the project cities are using co-creation and

Table 2 Tools for co-creation in smart cities

Tool Description

Social media A set of online tools for gathering feedback during to
generate public values about services entering the market

Mobile contribution (apps) A mobile tool to collaboratively share open data and create
innovative products/services, by incubating innovation
capacity

Visual collaboration maps and
mindmaps

A set of maps to visualise information during brainstorming
processes with large groups of actors, and quickly exploit a
topic

Toolkits (sensors, pictures and
sharing results, etc.)

A set of instruments for providing data, presenting images
and concepts relevant for the brainstorming process in
co-design

Crowdmapping A map for crowd-generated contents in a social media
platform. It is useful to provide information on real-time
data and connections

Rating and voting A system to evaluate actual or potential services/products
designed in the co-analysis and co-design phase

Mock-ups A replica of a product/service, providing mainly
information on its structure, used for instructional or
experimental purposes

Issue cards A physical instrument to show a picture of the current
situation and to express users’ different viewpoints and
provide solutions

Affinity diagram A brainstorming tool presenting a series of facts on a
general theme and organizing it into clusters by natural
relationship or affinity

Character profiles An instrument for describing the personality of a potential
user of the services and listing activities and fears in
adopting such services

Storyboard A graphic representation of the final product, to share the
user’s vision behind the result of co-design

Motivation matrix A tool to focus on the motivations of the users when
making a purchasing decision. It requires a clear
understanding of the market
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what methods are already in place, their objectives, the tools and the rewarding
systems used, and the current phases of development. However, several cities have
declared to use some methods that in the literature do not apply to a specific phase
(e.g. appraisal interviews during co-analysis, which indeed should be applied
during co-evaluation and co-implementation) or have not considered other ones that
can best serve their co-creation needs. Through these in depth interviews, we have
discussed with the cities the replies to the questionnaire and proposed them to apply
other methods. The results from the questionnaire have clearly shown a medium to
high level of experience on co-creation. All the cities have already put in place at
least one co-creation activity. Indeed, cities have very different experiences and
knowledge about co-creation and this should be carefully taken into account to
provide the right support to everyone. Specifically, Antwerpen, Eindhoven, Porto,
Milan and Santander use co-creation often, not only for involving the citizens, but
also all the stakeholders involved in the process, such as public and private com-
panies, academia, suppliers, utilities, service providers and so on. Helsinki imple-
ments co-creation approaches all the time for developing digital services and for
urban planning. Carouge and Manchester have less experience, but are both very
interested in exploiting more co-creation methods for their use cases within the
SynchroniCity project. All the cities have declared to use co-creation mainly to
engage their stakeholders, including not only citizens but also public and private
companies, start-ups and academia to develop innovative action plans and solu-
tions. This result confirms the theoretical implication included in our definition of
co-creation, that the cities are concretely implementing a “quintuple helix
approach”. Seven out of the eight cities have declared co-creation is important also
for creating new services and increasing the efficiency of already existing products.
Co-creation is mostly implemented in the co-design phase and this reflects their
need to implement such processes for digital service development. Citizens and
industry are always engaged in co-creation activities organised by the cities, but
also utilities are often the main stakeholders, especially in terms of urban planning,
and this is an interesting result, as from the review of the literature there is no
reference on the involvement of this actor for co-creating smart cities. All the cities
use co-creation for brainstorming processes, and six out of the eight cities,
implement these approaches to generate ideas on novel solutions, evaluate new
concepts and improve the governance framework within their municipalities. It is
then clear that even if the cities do not recognise it, co-creation is used by them
mostly within the co-analysis phase; hence, the activities declared to be imple-
mented by them are mainly used in the first stages of co-creation. As emerged from
the analysis of the literature, more work has to be put in place to fully support smart
cities around Europe to include co-creation activities within the co-evaluation and
co-implementation phases. It is therefore very important to have all the stakeholders
on board to assess the potential impact of the services developed on the market and
to efficiently deploy the “smart citizenship” concept. Currently, the definitions
provided by the authors on the role of the citizens on co-creation, represents only
them as co-initiators and co-designers, but not as co-implementers. In terms of
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rewarding systems, by analysing the results from the questionnaire, it is evident that
cities favour community recognition to reward their stakeholders to participate in
co-creation activities, together with virtual prizes. This result clearly confirms the
need of the cities to engage real communities of stakeholders bounded around the
co-creation process to increase e-participation for improving deliberative democ-
racy and increasing government transparency. This scope can only be achieved by
using the a single digital effective platform. Offering new jobs or providing mon-
etary prizes are not very applied as rewarding systems, as the real value for the
stakeholders relies on sharing good practices in the community and stand out on the
activities developed among the different users for each city. With reference to
the co-creation methods used, it is impressive to detect that all the cities are cur-
rently exploiting Living lab as the main method. Five cities are also implementing
Personas, Gamification, Appraisal interviews, Basis SWOT workshops and
Strategic roadmaps. This result reflects the need of the cities to benefit from a
method that can be applied both in co-analysis, co-design and co-evaluation phases,
especially for implementing brainstorming processes, and this is a theoretical
implication confirmed both by the questionnaire and by the interviews with the
cities. In this sense, Living lab is a more effective holistic approach in considering
the whole value chain and to mix in a rational way all the ingredients needed for
service design, provide a succeeding story and build the smart cities’ ecosystem.
With reference to Bodystorming, it has not been applied by the cities involved in
the study, even if it is usually implemented in the co-analysis phase, which is
relevant for mostly of them, but it requires a lot of efforts from governments to
physically engage the stakeholders to experience and implement service processes.
Moreover, the stakeholders involved are mainly using virtual communities and it
would be very difficult to involve them in real word activities. On the contrary, it
has been detected the importance of Hackathons, already used by Helsinki, to be
implemented later on by Manchester, which are more successful for enabling ser-
vice development based on actual technologies and they require less psychological
and personal involvement in the co-creation process. In terms of tools applied, even
if Social Network Analysis as a co-creation method is only used by one city, seven
out of eight cities have declared to use social media as a main tool for co-creating
with their users. Apps and specific toolkits implemented by the cities (including
sensors) are also put in place. This result confirm the theoretical implication related
to the need of the smart cities to work alongside with their stakeholders in virtual
communities through digital platforms. The main metrics to evaluate the success of
co-creation activities are related to increase the number of people participating in
these processes (mostly achievable thanks to the use of online communities) and
improve innovation capabilities. Six cities have also declared to assess the impacts
of co-creation approaches against improving sustainability of products and services,
by confirming that co-creation is relevant for improving the co-implementation
phase and should be further exploited in all smart cities around the world.
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6 Conclusions and Next Steps

The online questionnaire and the in-depth interviews have shown the ten methods
presented in this document have been effectively used by the cities to implement
co-creation processes in close collaboration with their stakeholders. Indeed, as a
result of the study, the main challenges for the cities in terms of co-creation, are
related to engage the stakeholders in the first place and organise co-creation
activities with new actors around virtual communities, to effectively deliver what is
designed or agreed with them. To have a digital platform which can really incen-
tivise the third parties to be involved in the co-creation activities, it is the most
urgent issue to enable the smart cities to select the right tools to be used by the
different categories of stakeholders involved every time in a co-creation approach.
This platform can also be relevant for building a co-creation community and
constantly engaging the actors in the process, within the whole co-creation life-
cycle, thus providing the right methods to keep the stakeholders interested over
time and to address their needs. Finally, the platform should make clear to the
different stakeholders what is in it for them, considering the different level of
knowledge provided by them.

Therefore, as a result of the study, Living Labs can play a relevant role in the
smart cities framework. However, to achieve this goal, legal requirements should be
clear and shared with all the stakeholders, open data should be automatically col-
lected and available online for all the citizens through the digital platform. Online
community building methods should further exploited, taking into account the
relevance of such communities to develop services, which are useful for them. In
terms of infrastructure development, this should be interoperable and value-added
services should be implemented. In order to generate concrete innovation outcomes,
the target market has to be specified and IPR principles should be established.
SMEs potentially relevant for the co-creation process should also be engaged and
business models have to be identified. As Living Labs are predominant for the
smart cities’ service design process, SynchroniCity should connect possible users
and co-creators involved in each cities’ activities through them. The next steps of
the study will be to analyse the results and issues faced by the cities in applying
co-creation methods proposed and to provide a final set to be used throughout the
whole lifecycle of the project, by discussing these directly with the cities.
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How to Design Citizen-Science
Activities: A Framework
for Implementing Public Engagement
Strategies in a Research Project

Francesco Bolici and Nello Augusto Colella

Abstract Many studies have shown that volunteers have the potential to provide a
valuable contribution to complex research projects. To reach this outcome, the
environment in which contributors are engaged has to be carefully configured to
foster collaboration while designing tasks with low interdependence. The broad
term defining this integration of external contributions in scientific research is
“open/citizen science”. Being this phenomenon relatively innovative in its capillary
applications, theoretical frameworks and operative guidelines are still evolving. Our
paper aims to contribute to this research field, examining and testing public
engagement activities for a robotics research project, HeritageBot (HB). In detail,
our paper explores the process of developing collaborative initiatives involving
external actors in a set of HB’s scientific research tasks through a set of public
engagement, “open”, activities. First, we will propose a theoretical framework that
we designed to support our activities, and then, we will compare and select a set of
methodologies for designing open/citizen-science strategies. Subsequently, we will
focus on empirical episodes in which we were involved while developing HB’s
public engagement solutions. Finally, we will introduce the experimental validation
process of the identified solutions, showing also a summary of preliminary results.

1 Introduction

The capillary diffusion of Information and Communication Technology have
enabled the emergence of open collaborative models which have provided new
possibilities and advantages for complex scientific research projects. This process of
opening the solution of a problem also to individuals not formally involved in the
work is a well-known phenomenon in other sectors, as for example the case of open
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source projects in the software industry [1, 2]. Different movements (e.g. open
access, open science, crowdsourcing) have recently emerged, rising the interest on
the concept of a broader scientific process, where everybody can access and con-
tribute according to her/his own skills and abilities. To reach a meaningful level of
public involvement, scientific projects have to design “spaces” of interactions and
experiments where the volunteers’ contributions can be valuable. Many scientific
research projects have indeed successfully designed virtual participatory spaces,
being able to benefit from the potentialities of distributed knowledge and at the
same time disseminating scientific results to the public.1 There are, in fact, many
well-known benefits of opening up research projects to external contributions: i. the
access to a large human computational power (e.g. through the so called crowd-
sourcing initiatives); ii. the possibility of raising a broader awareness and knowl-
edge on scientific topics; iii. an early understanding of the market needs and
expectations; iv. a large number of users testing early versions of the research
outcomes.

This research will address the design and implementation of a citizen science
process as part of a robotics research project. Even considering the mentioned
potential benefits of an open approach to this field of research, cutting-edge robotics
technologies are still generally hidden from the common citizen eye [3, 4]. There
are several reasons for the existence of these participation barriers between scien-
tists and citizens, ranging from the complexity of the specific research topic, to the
tools and means needed to design and implement a robotic solution, till the time and
effort needed to effectively open up the research to external contributions. The
design and implementation of open—citizen science based public engagement
activities in this type of projects presents a set of specific challenges, as for
example: an adequate coordination and alignment of open-citizen science princi-
ples, with the projects’ long term objectives (e.g. concerning intellectual property
rights and sensitiveness of research issues); the nature of the products and the
processes involving the scientific activities have to be diluted and divulged in a
simplified manner, to overcome motivational and knowledge gaps between
researchers and public; and goals, methodologies and protocols of such initiatives
have to be clearly defined ex-ante. Such conditions make the whole process time
consuming and represent a strong disincentive to researchers to open their project to
external actors. There are however, projects that successfully integrated external
actors in their innovation processes: Inmoov2 and iCub.3

In this work, we will present the experience of designing a set of activities for
public engagement to be integrated within the research activities of HeritageBot, a

1Notable example is the “Galaxy Zoo” project which, through the contribution of hundreds of
thousands of volunteers categorized more than 50 million galaxies (www.galaxyzoo.org). Gravity
Spy is another successful participatory initiative, counting more 8000 volunteers and more than 2
million classifications of gravitational waves detectors’ outputs (https://www.zooniverse.org/
projects/zooniverse/gravity-spy).
2Project’s website: http://inmoov.fr/.
3Project’s website: http://www.icub.org/.
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market-aimed robotics development project. We will first provide an overview of
the project and of the developed methodology’s theoretical foundations. Then, we
will systematize, through empirical episodes, our action research-based approach to
public engagement strategy development. Finally, we will introduce our
work-in-progress experimental methodology, instrumental to the validation of the
developed strategy.

2 Literature Review

Many scholars have investigated feasibility and best practices of research approa-
ches based on “open” principles. Most of the literature on the topic evidences the
increasing popularity of research initiative aiming at directly involving also ama-
teurs and volunteer scientists into the discovery process. This phenomenon is
summarized by the words “open science”, defined as the “umbrella term encom-
passing the multitude of assumptions about the future of knowledge creation and
dissemination” [5]. Open science scholars focus on proposing shared and multi-
disciplinary principles aiming at developing ethics, tools and workflows to promote
transparency, reproducibility, dissemination and transfer of new knowledge [6].
The demand for a more participative—“open”—vision of science is driven by
numerous factors. Among the most discussed drivers of openness, the increasing
complexity of problems to be investigated by scientists, together with the expo-
nential growth of data to be analyzed and the commitment to better understand
society’s needs and expectations, are generating the need of exploiting the poten-
tialities of distributed human computational power [7]. Integrating citizens into
research processes, has been proved to not only facilitate awareness and diffusion of
the research-produced knowledge, but also to empower researchers themselves
providing additional research possibilities [7, 8]. Nonetheless, the connotations of
the term have raised debates regarding its benefits, limits, applicability and goals.
Part of the literature perceives openness as an opportunity to dramatically increase
the range of available expertise, thus expanding the spectrum of solvable problems
[9, 10]. In other instances, openness is viewed as a democratization of knowledge,
addressing the fact that scientific data, methodologies and findings are often
unequally distributed. The latter picture in particular keeps up the barriers for: first,
generating trust, legitimacy and funding for research projects [11, 12]; second, for
promoting communication and collaboration between researchers [13–15].
Additionally, citizens’ engagement with science, together with the dissemination of
knowledge and benefits derived from research to the society as a whole, may also
be hindered by not pursuing an “open” vision [16, 17]. Open-citizen science
principles, however, are not without criticism. Some scholars have displayed
concern about the facts that the incentives of doing research, and the control over
the quality and utilization of the produced science, may as well be reduced [18–20].
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Others argue that the design of open initiatives may take a level of effort and time
(for example: to prepare and release data and documentation, to train citizen sci-
entists, to set up an adequate communication infrastructure), that may surpass their
potential benefits. Addressing this problem, Bonney [21] developed a series of
citizen science projects design guidelines, but their application is mostly limited to
environmental research. In the fields of technology science and robotics, exploiting
the interests and curiosity of the people, may represent a promising opportunity to
crowdsource data, ideas and solutions [3]. In fact, open-citizen science solutions
share similarities with the open innovation concept [22], as they may “accelerate
internal innovation and expand the market for external use of innovation”. Is also
evident that open science principles carry strong analogies with the open source
movement, for which the convergence of means, benefits, limitations and
methodologies have been documented in literature [e.g. 23]. However, the process
of introducing the “open” formulas into market oriented research is complicated, as
evidenced also by the lack of shared methodologies in this regard. By showing
pre-production prototypes, or releasing sensible data regarding innovative products
to the public, the risks of sensible information spillovers may increase, potentially
reducing research products’ value. This condition raises the strategic dilemma of
how to open up to distributed knowledge while maximizing research products’
security.

3 The Case: HeritageBot

The context of our research is a publicly funded, multidisciplinary, robotics
research project, aimed at cultural heritage valorization and conservation:
HeritageBot (HB). The objective is to develop a hybrid multifunctional modular,
remotely controlled robotic device. HB is specifically conceived to be used in
cultural patrimony preservation, valorization and fruition. Its innovative drone—
walker configuration is particularly useful for architectural and archeological
applications. In fact, the device is being designed to be extremely versatile and to
allow to remotely obtain an optimal quantity of visual data and metrics from
locations needing to be explored or visited. HB’s research team is multidisciplinary.
Together with the engineering sub-team (in charge of designing and assembling the
robot) there are also researchers from economics, business, architecture, finance,
legal and organizational studies. This integration of multiple research fields was
motivated by the aim of producing a research product with a clear and immediate
value for the market. In particular, our research laboratory leads the activities
focused on studying and developing an open-citizen science framework to facilitate
the integration of external actors in the project’s workflow.
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4 Developing Public Engagement Initiatives

Approaching the problem of developing public engagement strategies in the context
of a robotics research project was not without issues. The aim to bring to the market
HB product, together with the complicated nature of the device, challenges the
design method to follow for an open—citizen science solution. Therefore, in order
to face the complexity of the task, we developed a hybrid methodological approach
[24] (Table 1). We build on the general citizen science guidelines defined by
Bonney [21], integrated with the principles of action research methodology, as
proposed by [25], to define a set of HB contextualized operative steps. In our case,
the first step was coincident with the diagnostic phase of the AR methodology,
functional “to the identification of the primary problems that are the underlying
causes of the organization’s desire for change” [26]. This was the most challenging
stage of our research because the team was multidisciplinary and we, as organi-
zational specialists, had very limited knowledge on some of the other fields, as for
example robotics and mechatronics. In order to share the different perspectives and
knowledge bases a series of collective meetings and private interviews with the
various sub-teams from the different fields involved were conducted. During the
meetings, we gathered also an extensive quantity of documentation and
audio-visual material regarding the device, including pre-production blueprints, 3D
renders and work-in-progress photos. Additionally, thanks to valuable ideas coming
from all the other team members, we defined a set of initial goals for our specific
research goal: I. Promote the awareness on the project. II. Facilitate knowledge
dissemination. III. Attract and valorize the distributed knowledge of
extra-organizational actors.

The following step, coinciding with the action planning phase, involved the
identification of activities that were compatible with both the market-aimed nature
of project and the defined public engagement goals. Many potential activities were
identified, including a parallel incubator based on open hardware and open source
principles, a gamified virtual 3D robot configurator and a series of robotics

Table 1 Hybrid methodological approach: citizen science—Action research

Citizen science Bonney et al. Action research
Susman and Evered

HeritageBot research project

Choose a scientific question Diagnosis Meetings – Interviews with  
research team

Form scientist/evaluator team
Action planning

Identification of compatible 
initiatives

Develop, test, refine protocols Pilot testing
Recruit participants Action taking Launch initiatives and 

experimentsTrain participants
Accept, edit, and display data Evaluating Analysis of the metrics and 

KPIsAnalyze and interpret data
Disseminate results

Specifying learning Tweaking Measure outcomes

How to Design Citizen-Science Activities: A Framework … 153



workshops. However, only two of the identified activities were, at the same time
feasible in terms of time and cost, fully compatible with the project’s market-aimed
nature, and representative of the proposed public engagement goals.

4.1 The Social Micro-Blogging Initiative

The first of the conducted activities, also encompassing the widest audience,
regards the utilization of social media platforms—specifically Facebook, Instagram
and Twitter—to periodically publish project-related content. All the content was
presented in the form of micro-blog entries [12, 27] as news, updates, curiosities
and insights regarding the HB project were regularly proposed to the public. The
different social platforms were used according to their peculiarities, to develop a
cross promotional, informative online space. Since the launch of the social initia-
tives, the published content has covered all the main activities and shareable results
of the research team. Given that “science is by nature complicated, making it all the
more important that good science writing should be simple, clean and clear” [28],
all the information and material collected during previous team-wide meetings was
accurately diluted, reformulated, and posted on each social platform in an easy to
read and “appealing” form. After iteratively adjusting the type and presentation of
the content, following the AR cycle, the social strategy was ultimately a success in
terms of visibility growth and knowledge diffusion, also considering that the pro-
files’ promotion was strictly organic (non-paid). In particular, the initiative provided
satisfactory results on facebook (with an average reach of 793 users for videos, 186
users for pictures and 46 followers) and Instagram (averaging 13 likes per post and
34 followers). The social activities also provided insights on the preferences of the
public in regards of content typology. The most liked posts were the ones con-
taining videos, animations or pictures of the various phases of the prototypes’
construction, accompanied by brief, simple descriptions. The least liked posts were
those proposing technical content such as diagrams and simulation videos. In any
case, the social approach failed to incentivize public active participation, as com-
ments were rare.

4.2 The HeritageBot Seminar Survey

The second activity concerns the inclusion of a public engagement experiment in
the context of a project-related seminar. This was organized by the HeritageBot’s
business development team and was aimed at students of a start-upping course
(organized by ImprendiLab). During the seminar, both the business and techno-
logical aspects of HB were introduced. The capabilities and functionalities of the
robot were thoroughly explained as so were its potential fields of application. At the
end of the seminar, after introducing the project’s public engagement goals, a public
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engagement survey was administered to the students (23 respondents). The survey
questions aimed at obtaining feedback on specific aspects of the device that were
still in progress (for example: how should the robot be named; how could it be
improved) and especially at identifying the participation drivers. The results
showed that the seminar was welcomed by the students with interest and enthusi-
asm as 87% of them answered “Yes, I would like to know more” to the question
“would you like to participate in additional seminars regarding HeritageBot?”.
Further proof of the interest on the project was the fact that the attending students
also raised numerous questions and generated debates about the device and the
project. The students’ reaction and the survey’s results evidenced a potential
willingness to contribute to the development of the device. Additionally, 95% of the
students enjoyed the seminar experience, 91% liked the HeritageBot idea, and some
also started following the project’s social profiles. The seminar survey activity
evidenced the need to make the participation experience simple, non-linear (al-
lowing the users to ask questions regarding what they are interested in), rewarding
and entertaining (interactive). However, as pointed by all the research team
members, it would be an impractical and costly solution to organize a series of
seminars to engage a wider audience.

5 Developing and Validating the Ad Hoc 3D Simulator

On the basis of the previously cited two experiences we developed a public
engagement solution for the project by combining the identified positive aspects of
both social and seminar activities. In particular, we developed a system that com-
bines the potential online visibility and low cost of social media with, to some
extent, the interactive, nonlinear and rewarding experience of a workshop (Fig. 1).
The solution takes the form of an ad hoc 3D simulator aimed at: i. Allowing
potential volunteers to autonomously obtain information about the project and
participate, reducing the interdependencies between non-expert actors and the
research team, typical in workshops and seminars; ii. Providing an online space, an
interface, capable of attracting the user’s attention by making the project interest-
ing; iii. Proposing a rewarding experience, adding 3D exploration sections, to let
the user “play” with the device under development, interactive videos and
non-linear navigation of the interface.

Specifically, the solution consists in an interactive animated infographic con-
taining information about the device presented in a simple, non-technical manner
(Fig. 2). The interested user will be able to navigate the platform at will, exploring
the different sections as he prefers. The presented content, extrapolated in part from
the most popular posts shared on social media, and in part based on the topics that
gathered higher participation during the survey experiment, ranges from explana-
tions of the different parts of the robot to the presentation of the different partici-
pation channels.
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These informative sections are enriched with a significant number of interactive
audio-visual content including a 3D device visualization section. The content was
provided by the HeritageBot team over the course of the team wide meetings. In
order to validate this solution, we constructed a pilot experiment. The validation
process involved two questionnaires, based on the Unified Theory of technology

Fig. 1 From the initial activities to the ad hoc 3D simulator

Fig. 2 HeritageBot ad hoc 3D simulator, alpha version, screenshot (in Italian)—Selection of the
part of the device to explore
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Acceptance and Use of Technology (UTAUT) [29], as we find some of its con-
structs to be compatible with open—citizen science goals. In particular, the pilot
experiment aimed at measuring if the subjects’ behavior intention regarding
actively participating in a research project was influenced by the availability of an
interactive online interface simulating some characteristics of the final research
product. As for today, the UTAUT based experimental methodology was tested
with a group of economics students. These students were selected based on
availability and willingness to participate. The experiment itself was configured as
follows: The sampled students were asked to complete a preliminary questionnaire,
with minimum information about the HeritageBot project provided by the experi-
ment coordinators, aimed at gathering demographic data, information regarding
their knowledge of robots and their opinion on different public engagement ini-
tiatives. The subsequent phase involved the exploration of the ad hoc 3D simulator:
the students were allowed to navigate the demonstrative interface freely in order to
evaluate its informative power. At the end of this phase the students were asked to
answer a final questionnaire aimed at collecting their opinions on the demo platform
and measuring their willingness to participate in the research project. The test was
executed in two separate instances with two different groups, and received a total of
43 valid responses. The first test involved 20 undergraduate students. From these,
only 50% completed the experiment correctly, hinting that the experimental
methodology had to be made simpler and more straight forward for respondents.
Following some improvements to the protocol, the test was repeated with a second
group of students. This time the completion rate was way higher, as about 90% of
the students (33) provided valid responses. Demographic composition of respon-
dents is summarized in Table 2.

Table 2 Respondents demographic data

Character Frequency Percentage
(%)

Gender Male 16 37.2

Female 27 62.8

Age <20 1 2.3

20 < X < 25 24 55.8

25 < X < 30 12 27.9

>30 6 14

Education University
degree

14 32.5

High school 29 67.5

Declared level of knowledge about
robots

Low 26 60.5

Medium 14 32.5

High 3 7
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6 Preliminary Results

The number of valid responses collected, as for today, is insufficient to perform an
in-depth analysis of the scale reliability and internal constructs’ consistency [30].
However, we were able to obtain some interesting insights on the perception of
proposed solutions’ validity in incentivizing public engagement for the HB project.
As previously explained, in the first questionnaire students were asked to provide
information on their interest in participating, on their perceived difficulty involved
in contributing to the project and their opinion on the usefulness of some proposed
initiatives.

Questions regarding the students’ opinion on the project were structured in a 6
point Likert scale, to avoid central tendency. Results for the first questionnaire (in
Table 3) showed that there is a widespread perception (mean over 3.5), among

Table 3 Descriptive statistics of first questionnaire—6 point Likert scale

Indicator Scale Mean Std.
deviation

N.

How difficult do you think it is to contribute to the
project in a useful way?

1—Very
Easy
6—Very
Hard

4.02 1.471772046 43

How much would you be interested in participating in
the project? (available only if answered “Yes” to
“Would you like to participate in the HeritageBot
Project?”)

1—Not
Interested
6—Very
Interested

3.75 1.040833 28

How difficult do you think it would be for you to
contribute? (available only if answered “Yes” to “Do
you feel capable of contributing to the HeritageBot
Project?”)

1—Very
Easy
6—Very
Hard

4.21 1.100745298 28

How much would you be interested in contributing to
the project if you felt capable? (available only if
answered “Yes” to “Do you feel capable of
contributing to the HeritageBot Project?”)

1—Not
Interested
6—Very
Interested

4.06 1.032795559 15

How much time do you think it would take you to
obtain the knowledge necessary to become capable of
contributing? (available only if answered “Yes” to
“Do you feel capable of contributing to the
HeritageBot Project?”)

1—Not
much
time
6—A lot
of time

4.4 0.632455532 15

How useful do you think a series of robotics
workshops would be in disseminating the knowledge
needed to contribute to the project in a useful way?

1—Not
useful
6—Very
useful

4.333 1.161720059 43

How useful do you think an online demo platform
would be in incentivizing public participation in the
project?

1—Not
useful
6—Very
useful

4.761 1.007521078 43

Meaning of values in the “scale” column
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students of a high difficulty, level of effort and time needed in obtaining the
knowledge to usefully participate in the project. However, interest in participating
was also noticeable both among those who felt capable (63% of respondents) and
those who didn’t (37% of respondents). The proposed idea of an online demo
platform was also considered very useful in the preliminary questionnaire.

The second questionnaire provided some interesting insights on the usefulness of
the 3D simulator platform—social initiatives approach. A summary of questions
and responses can be found in Table 4. All answers for the proposed questions were
again configured as a 6 point Likert scale where 1 meant “strongly disagree” and 6
“strongly agree”. The UTAUT constructs used as base for the proposed questions
are: Performance Expectancy (PE), Effort Expectancy (EE), Facilitating Conditions
(FC) and behavior intention (BI). PE is intended as the perceived effectiveness of
the 3D simulator platform in providing the information needed to usefully con-
tribute to the project. EE is intended as the perceived effort needed to navigate the
platform and to obtain desired information. FC measures the perception of effec-
tiveness of the demo platform and the social profiles, in facilitating the user par-
ticipation. BI represents the intention of the respondent in participating to the
project. Results (Table 4) indicate that the sample of students, on average, mod-
erately agrees with the statements proposed for PE1 and PE2. In regards of EE, in
all four questions, the students involved in the tests agrees that the platform

Table 4 Descriptive statistics for second questionnaire—Answers in 6 point Likert scale where 1
meant “strongly disagree” and 6 “strongly agree”

UTAUT
construct

Indicator Mean Std.
deviation

N.

PE1 After using the demo platform, I feel I can
contribute usefully to the project

3.48837 1.054967682 43

PE2 I think the demo platform can be useful to provide
necessary information to non-experts interested in
contributing, usefully, to the project

3.79069 1.059158236 43

EE1 I think the demo platform provides information in
an easy to understand, to non-experts, manner

4.09302 1.15085793 43

EE2 I believe the demo platform is easy to navigate 4.20930 1.186393887 43

EE3 I think the 3D explorative sections made the demo
experience more rewarding

4.60465 1.094130115 43

EE4 I think the interactivity of the demo platform makes
the project more interesting

4.53488 1.076786162 43

FC1 I think the social—demo approach is useful to
facilitate a public participation in the HeritageBot
research

4 1.133893419 43

FC2 I think is easy to contribute to the project through
the demo and the social platforms

3.81395 1.052340112 43

BI1 I am interested in participating in the HeritageBot
project

3.67441 1.128018284 43

BI2 I intend to participate actively through the social
platforms

3.37209 1.291423279 43
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provides an easy to access and to navigate mean to obtain information on the
project and on the participation channels. The most appreciated features were the
3D exploration sections and the interface’s interactivity. The sample also agrees on
the validity of the social media and the demo platform as facilitating solutions for
public participation (FC1 and FC2). For the BI construct, the students declared a
moderate intention of contributing to the project and actively participating through
dedicated social media profiles. Overall these preliminary results are satisfactory,
indicating an effectiveness of the proposed solutions in terms of knowledge dis-
semination, ease of access to information and facilitating solution for the partici-
pation of external volunteers in the HB research.

7 Conclusions

We addressed the case of designing and introducing public engagement initiatives
in the research process of a robotics research project (HB). We found that the
market oriented nature of HB, together with the complex nature of the device,
challenges the introduction of traditional open—citizen science propositions. We
started assessing the problem of determining an appropriate methodology by ana-
lyzing the open and citizen science related literature, as well as by exploring suc-
cessful initiatives based on these principles. A lack of well-established theoretical
frameworks, compatible with the characteristics of the HB project, emerged by our
literature review. Thus, we worked to fill this gap, developing a hybrid method-
ological approach to determine a series of guidelines useful to design
public-engagement initiatives. By combining the traditional citizen science process
with AR methodology, we identified two initial activities fully compatible with the
project’s characteristics and objectives: social network micro blogging and seminar
public engagement survey. From the results of these two experiences, we recog-
nized the need of creating an online space aimed at reducing the interdependence
between potential volunteers and research team, providing easy to access infor-
mation about the project and facilitating the participation through the social
channels. We, therefore, developed ad hoc 3D Simulator combining the positive
elements observed during the social and seminar initiatives into one comprehensive
and interactive interface. The UTAUT-based validation experiment for this solution
provided positive preliminary results. The group of students involved in the vali-
dation process agreed, on average, on the informative power of the solution. In
particular, the most appreciated features were the 3D exploration sections and the
interface’s interactivity. The sample also on average agrees on the validity of social
media and demo platform as solutions for facilitating public participation. Even if
these results suggest an actual effectiveness of the identified solutions, a broader
scale experiment will be needed in order to allow more in depth analyses. These
will be especially aimed at confirming the validity of the solutions identified and of
the proposed methodology for developing public engagement activities in highly
complex scientific research projects.
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Part III
Innovative Solutions in Digital Learning



(E)Learning and What Else? Looking
Back to Move Forwards

Leonardo Caporarello, Alessandro Giovanazzi and Beatrice Manzoni

Abstract In recent years, there has been a growing debate and rise in publications
about learning in its multiple forms. This variety has contributed to the richness of
existing research but it has also increased, rather than reduced, the need for more
clarity to advance further. Through a content analysis performed on the last twenty
years of research, we aim at providing clarity about the complex definitions land-
scape of the most diffused 16 learning terms in the literature. We discuss their use
over the years and we depict some trends. We conclude by providing a compre-
hensive learning model that clarifies interactions and interdependencies among the
terms. The framework classifies the terms into models, modes and methodologies.

1 Introduction

In recent years, we witnessed a sharp rise in publications, as well as conference
sessions, research reports and working papers related to the concept of learning [1].
The growing number of publications may imply that a greater understanding of the
learning phenomenon is in act, but it is not always the case. There is a variety of
conceptualizations and interpretations of learning, which occurs in multiple forms.
On the one hand this variety has contributed to the richness of existing research, on
the other hand it has increased, rather than reduced, the need for more clarity to
advance further [2].

This increase is particularly boosted by a technological shift which is occurring
in the learning landscape [3, 4]. Indeed, technology has determined the rise of a
number of learning methodologies and processes. Among these, the most explored
one is “E-learning” [5], whose meaning is quickly evolving over time [6].
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Apart from a few exceptions, which however adopted a more narrow scope on
blended learning [7] and online learning [5], there is a lack of contributions pro-
viding a comprehensive overview of the phenomenon.

In this article, we take on the challenge of giving order to the multiplicity of
terms and definitions around some concepts related to learning over the last twenty
years with the purpose to provide clarity among the different definitions and to
propose a fruitful agenda for future research.

The remainder of this article is organized as follows. The first paragraph
describes the method we used to select and filter the most cited article related to the
concept of learning. In the second paragraph we provide clarity about the complex
definitions landscape of the most cited learning terms in the literature. In the third
paragraph we discuss the use of these terms over the years and we depict some
trends. In the fourth paragraph we propose a framework for a learning model, which
organizes the terms into models, modes and methodologies and which clarifies
interactions and interdependencies among them. Finally we conclude with some
implications for future research.

1.1 Content Analysis: Overview of the Method

To ensure theoretical transparency, reliability, and validity, we followed a struc-
tured content analysis process [8]. We developed the sample by searching for
“learning” on Google Scholar over a time frame of the last twenty years, and then
listing what terms were used in combination with it. We sampled articles, books,
book chapters and conference proceedings. We did not take into considerations
theses and unpublished materials. Although some authors argue that highly cited
papers are not always indicative of impactful research [9], it is reasonable to
consider that high citation rates do reflect a certain level of quality [10], thus we
filtered for those cited at least 20 times. This resulted in 3616 publications from
1997 to 2016, including 2874 articles, 229 books, 56 book chapters and 457
conference proceedings.

1.2 Shedding Light on Multiple Ways of Learning

Based on the results of the literature review, as described in the previous paragraph,
we then conducted a content analysis [8] about the following learning terms: active
learning, asynchronous learning, blended learning, cooperative learning, distance
learning, e-learning, face-to-face learning, game-based learning, informal learning,
mobile learning, non-formal learning, online learning, personalized learning,
problem-based learning, project-based learning and synchronous learning.
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Our analysis reveals a complex variety of conceptual definitions around learning.
As Table 1 shows, the 16 selected learning terms have different meanings but they
also present an unfocused richness in the sense that definitions are sometimes
confused [7, 11, 12], in overlap [13, 14] or combinable [15, 16].

First, confusion exists about many terms that remain “ill-defined” [28]. Several
authors point out that there is “either no clear definition or a very vague reference to
[…] terms such as online course/learning, web-based learning, web-based training,
learning objects or distance learning believing that the term can be used synony-
mously” [2]. For example problem-based learning has been described both as a
method [86] and as an educational strategy [11]. This lack of clarity is particularly
evident for all the tech-based learning terms: confusion persists about blended
learning [28], online learning [7], mobile learning [65] and e-learning [12]. For
example, with regard to e-learning “although [it] has become a hot topic in training
and education organizations around the globe, there is considerable variance in
opinion about just what it is” [1]. Mobile learning is interpreted as either the learner
or the device being mobile [65].

Secondly, overlap in terms of meaning is evident across different concepts. For
example cooperative learning and game-based learning are sometimes described
similarly, in the sense that authors stress the fact of working together to accomplish
goals or to develop an end product within a play framework [13, 14, 37, 54].
Mobile learning is seen as a more recent version of distance learning [2]. Online
learning is also seen as a form of distance education where technology mediates the
process [7]. E-learning often overlaps with most of the other learning terms here
studied [1, 30, 78].

Finally, combinations occur with many terms. For example, blended learning is
often combined with synchronous learning [15], mobile learning with synchronous
learning [16], informal learning [67] or game-based one [57]; distance learning with
synchronous learning [16], cooperative learning with distance learning [34].
Problem-based learning is frequently addressed as a specific type of active learning
[22], as well as project-based learning [87]. With regard to E-learning specifically,
the term is often combined with personalized learning [78], mobile learning [16],
synchronous learning [16], online learning [30], distance learning [30], and asyn-
chronous learning [1].

1.3 The Use of Learning Terms Over Time

In this section we discuss how the 16 learning terms have been used and researched
from 1997 onwards. In particular we discuss how learning trends developed over
fifteen years, what are the most recent trends and how tech-based learning terms
progressively became more debated.
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Table 1 Exemplary definitions of learning concepts

Learning
concepts

Exemplary quotations Exemplary
referencesa

Active learning “Any instructional method that engages students in the
learning process” [17]
“In active learning, the processing of knowledge also
requires a problem solving orientation, a critical approach
and an evaluation of knowledge” [18]

[17–21]

Asynchronous
learning

“The use of the Internet to deliver anytime, anywhere”
[22]
“In asynchronous settings, learning is self-paced, and
users have access to previous activities contributed by
others from the same group” [23]

[22–25]

Blended
learning

“A learning program where more than one delivery mode
is being used with the objective of optimizing the learning
outcome and cost of program delivery” [26]
“The thoughtful integration of classroom face-to-face
learning experiences with online learning experiences”
[27]
“A description of particular forms of teaching with
technology. However, […] it remains ill-defined” [28]

[2, 28–32]

Cooperative
learning

“A “catch all “phrase for group learning” [33]
“A structured form of group work where students pursue
common goals while being assessed individually” [17]
“Distance learning has made possible several innovative
means to include Cooperative learning in virtual
pedagogical settings” [34]

[13, 17, 33–
37]

Distance
learning

“Some authors will provide either no clear definition or a
very vague reference to other terms such as online course/
learning, web-based learning, web-based training,
learning objects or distance learning believing that the
term can be used synonymously” [2]
“[It] can be integrated into different learning situations,
where distance equals either space or time; it can be a
complement or a supplement to non-remote situations
such as classroom or regular campus situations” [38]

[38–44]

E-learning “Technology-based learning in which learning materials
are delivered electronically to remote learners via a
computer network [45]
“People now think of e-learning as an instructional
approach, whereas e-learning is actually a delivery
platform with an interesting set of capabilities” [12]
“All forms of electronically supported or mediated
learning and teaching” [30]

[4, 12, 42,
46–48]

Face-to-face
learning

“A learning process where learners and experts are present
physically in same place at same time” [49]

[25, 49–52]

(continued)
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Table 1 (continued)

Learning
concepts

Exemplary quotations Exemplary
referencesa

Game-based
learning

“[It] refers to the borrowing of certain gaming principles
and applying them to real-life settings to engage users”
[53]
“[It] is similar to problem based learning (PBL), wherein
specific problem scenarios are placed within a play
framework” [54]

[14, 54–58]

Informal
learning

“It is learning that rests primarily in the hands of the
learner and happens through observation, trial and error,
asking for help, conversing with others, listening to
stories, reflecting on a day’s events, or stimulated by
general interests” [59]
“All learning that occurs outside the curriculum of formal
and non-formal educational institutions and programs”
[60]

[61–64]

Mobile
learning

“Exactly what we mean by mobile learning is the subject
of some debate. Does mobile learning refer to the mobility
of learners—the idea that one can learn anytime and
anywhere—or to the portability/mobility of mobile
devices themselves?” [65]
“Learning across multiple contexts, through social and
content interactions, using personal electronic devices”
[66]
“[It] can emphasize those unique attributes that position it
within informal learning, rather than formal” [67]

[65, 67–70]

Non-formal
learning

“An umbrella that gather corresponding theories on
activity and inherent concepts related to ludic activities
motivated by curiosity, exploration, play and aesthetics
rather than externally defined tasks” [71]
“[It] encompasses informal learning which can be
described as unplanned learning in work situations and
elsewhere, but also includes planned and explicit
approaches to learning introduced in work organisations
and elsewhere, not recognised within the formal education
and training system” [72]
“Out-of-school learning that is unstructured and does not
follow a specific curriculum, such as a visit to a museum
or science exhibit. […] has a specific structure and is
connected to some kind of a syllabus or curriculum” [73]

[71–75]

Online learning “Online and traditional distance education approaches do
share common attributes, including the emphasis on “any
time—any place” learning” [7]
“A form of distance education where technology mediates
the learning process, teaching is delivered completely
using the Internet, and students and instructors are not
required to be available at the same time and place” [7]
“A more recent version of distance learning” [42]

[7, 42, 76,
77]

(continued)
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Blended learning, online learning but especially e-learning are the mainstream
learning terms of the past fifteen years (see Fig. 11). E-learning is the top trend
learning term, but instead of growing up, it is decreasing in use suggesting that it
will not be probably on the edge in the future. Online learning increased a lot,
reaching stability in the period 2009–2012. Finally, distance learning, that was the

Table 1 (continued)

Learning
concepts

Exemplary quotations Exemplary
referencesa

Personalized
learning

“Personalized learning aims to develop individualized
learning programs for each student with the intent to
engage him/her in the learning process to optimize each
child’s learning potential and success”. [78]
“It advocates that instruction should not be restricted by
time, place or any other barriers, and should be tailored to
the continuously modified individual learner’s
requirements, abilities, preferences, background
knowledge, interests, skills, etc.” [79]

[78–83]

Problem-based
learning

“A student-centred approach to learning which enables the
students to work cooperatively in small groups for seeking
solutions to situations/problems” [84]
“Problem based learning is an educational strategy.
A method to organize the learning process in such a
manner that the students are actively engaged in finding
answers by themselves” [11]

[11, 84–86]

Project-based
learning

“The theory and practice of utilizing real-world work
assignments on time-limited projects to achieve mandated
performance objectives and to facilitate individual and
collective learning” [87]
“A student-driven, teacher-facilitated approach to
learning. Learners pursue knowledge by asking questions
that have piqued their natural curiosity. The genesis of a
project is an inquiry. Students develop a question and are
guided through research under the teacher’s supervision.
Discoveries are illustrated by creating a project to share
with a select audience” [88]

[11, 87–89]

Synchronous
learning

“Learning and teaching where remote students participate
in face-to-face classes by means of rich-media
synchronous technologies such as video conferencing,
web conferencing, or virtual worlds” [15]
“[It] requires teachers and students to work together, albeit
at a specific time, and focuses on reconstructing the
traditional in-class learning environment over the
Internet” [16]

[15, 16, 90,
91]

aThe complete list of references is available upon request by contacting the corresponding author

1We do not include citations after 2012 here because the number of citations drops not as a matter
of less interest in the topic but as a matter of shorter time available for citations.
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top mainstream learning term of the last years of the nineties, and according to
many expected to grow [43], has been clearly replaced by the rapid growth of
informal learning, game-based learning, mobile learning and, above all, blended
learning.

The past four years (2013–2016) show similarities as well as differences with the
previous ones (Fig. 2). E-learning remains the top first topic. Blended learning and
online learning trends are growing fast, and also mobile learning is gaining interest.
Game based, problem based and informal learning are also debated terms in the
literature and this possibly suggest the importance of providing learning experi-
ences which “solve” real problems.

Fig. 1 The use of learning terms over the years (1997–2012)

Fig. 2 The most recent trends (2013–2016)
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Another interesting trend in the literature is related to the fact that the top cited
learning concepts are tech-based, showing how technology is radically changing the
face of organizations [24, 50, 64].

Tech-based learning includes those terms where the use of technology is
embedded and inevitable. Given this definition blended learning, e-learning, mobile
learning, Online learning are tech-based concepts. The other 12 concepts are
classified as non tech-based ones even if some of them can also rely on technology
but it is not a “must have”.

Figure 3 shows that non tech-based learning has not increased from 1997 to
2008 and it has even decreased from 2009 onwards. Moreover, until the beginning
of the new millennium, articles discussing non tech-based learning terms were up to
six time more than the tech-based ones, while from 2005 onwards tech-based
articles doubled the non tech-based ones, with an outstanding growth of 641% in
only 10 years.

Moreover, from our analysis we can observe a general shift from being
instructor-centred to being student-centred [7] but also from being learning-driven
to technology-driven [67, 82]. This last shift needs to be however carefully man-
aged to maintain the learner at the centre and to avoid that technology becomes the
fulcrum of the learning experience.

1.4 A Proposed Framework for a Comprehensive
Learning Model

In this section we intend to provide an answer to the following two questions: “Why
is confusion and overlap about learning terms still in place?”; “Why can we

Fig. 3 Trends in using non tech-based and tech-based learning terms in the academic literature
(1997–2012)
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combine some learning terms and not others?”. Referring to the first question, we
argue that terms mean different things and that they are not all at the same level,
even if they all include learning in their definition. Referring to the second question,
we argue that we can combine terms across different levels and not within levels.

Thus, we intend to propose a learning framework (Fig. 4) that organizes the
different learning concepts into different levels.

The first level is one of the learning model is the set of general principles based
on which an entire course is built upon. According to our interpretation of the
literature, it is an exclusive choice between an online, blended and traditional
learning.

Fig. 4 A comprehensive learning model

(E)Learning and What Else? Looking Back to Move Forwards 173



The second level is the one of the modes which is composed by at least six
couple of terms: synchronous versus asynchronous, individual versus team based,
active versus passive, personalized versus standardized, face-to-face versus dis-
tance, formal versus informal learning. Modes are dichotomies in the sense that
either we choose one or another. The real difference between a model and a mode is
that a course can be composed by only one model but multiple modes. For example
in a blended learning course there are parts that are based on distance learning and
other parts that are face to face. Another course may provide a mix of active and
passive engagement.

The final level is the one of methods where we can have at least six concepts.
Differently from the modes, the methods are a list of options among which we can
choose. A course can be subdivided in one or more parts. Each part is described by
one specific method and structured according to the different modes. For example a
part of a course can be structured with a game-based method, characterized by a
specific spectrum of synchronous, active, team-based modes, etc.

Interactions and combinations occur between terms across different levels and
not within levels. For example, a part of a course cannot be at the same time face-to
face and distance, but can be at the same time online and synchronous; it can be
also synchronous and game-based, but not synchronous and asynchronous at the
same time.

One learning concept—E-learning—eludes this categorization. In fact
E-learning can result from different mixes of models, modes and methods. This
makes the concept of E-learning, which is also the most diffused one in the liter-
ature, much more pervasive in the model than any other term. In the end, could we
possibly argue that E-learning is Learning and vice versa, given the significant
technological shift which occurred in the past few years?

2 Conclusions

This paper aims at providing both a research and a managerial contribution in the
field of learning.

From a research point of view, we shed light on the multiplicity of the most
diffused learning-related concepts showing their use over the past 20 years, high-
lighting major trends and presenting how the learning landscape is changing. We
show that a technological shift occurred in academic research on learning.

From a managerial point of view, we offer instructional designers and lecturers a
comprehensive and detailed overview of all the available learning models, modes
and methods they can use to design a course. We make these different possibilities
clear in terms of definitions of the single concepts and possible combinations
between them.
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One Game Does not Fit All.
Gamification and Learning:
Overview and Future Directions

Leonardo Caporarello, Massimo Magni and Ferdinando Pennarola

Abstract One of the most interesting and disruptive trends in the current elearning
scenario is gamification, that is, the use of game design elements in non-game
contexts. This paper provides a definition of gamification in the educational field
and an overview of its applications. It then discusses the existing studies on the
effectiveness of gamifiction for learning purposes, focusing on their impact on
students’ attitude, knowledge and behavior. Finally, it highlights the main gaps in
the current literature, pointing to new directions of research.

1 Introduction

Learning is one of the most relevant evolutionary and development processes of
human beings, which has been studied and modeled by a wide number of different
theories and approaches. In the last decades, the overall learning scenario has seen a
disruption due to the digital revolution started in the latter half of the 20th century.
Digital innovation has indeed brought to an expansion of the learning scenario
towards e-learning, both vertically and horizontally. This shift has been pushed
further by the increased connection of younger generations of learners to the digital
world.

Among the other digital tools, videogames have aroused particular interest due
to their diffusion among the younger generations. As a result, e-learning has paid
increasing attention to the gaming universe, from the first attempts to the most
sophisticated systems. One of the most appropriate definitions for this trend is
Game Based Learning (GBL)1: with Game Based Learning, it is addressed the use
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of educational-related digital games that allow learners to play and experience
situations that, otherwise, would have been impossible for cost, time, logistical or
safety issues.

One of the most interesting and disruptive GBL trends is the gamification one
due to its complexity, its completeness and versatility. Although until now literature
does not provide a standard definition of gamification, maybe one of the simplest
but more appropriate definitions is the one by Deterding et al. [1] describing it as
the use of game design elements in non-game contexts; therefore, gamification
represents the use of game mechanics, dynamics, and frameworks not just in
education, but potentially in any field, from retail to behavioral change.

In this paper, we shall first provide an overview and a definition of gamification
in the educational field, at all levels; we shall then review the studies on the
effectiveness of gamification for learning purposes, and discuss them critically; and
finally, we shall point to new directions of research in the field.

2 Gamification in Learning

Applications of gamification to products and services have been used from the very
beginning in several industries (from retail to government) and processes (from
marketing to HR). Indeed, the more the different fields evolved, the more their
characteristics changed and differentiated the ones from the others, although some
general trends can be observed (e.g. a shift in game design towards a more implicit
and deep level).

When talking about gamification of learning processes, the spectrum of possible
applications is extremely wide and diversified. In fact, gamified learning systems
are used in different contexts (work, school or personal life) with different aims
(initiation, engagement and evaluation of the learning process). When talking about
the use of gamification at school, several applications can be seen, from first-grade
school to executive education and MBA programs. Indeed, solutions differ deeply
the ones from the others according to the target audience and to the quality of
information transferred. An example of gamification applied to a first level class-
room is the teaching of mathematical principles through the filling of puzzles and
quizzes. When talking about learning in a business context, instead, the target
audience is just adults. Also here solutions are several, even if less diversified in
terms of game thinking than the schooling ones. An example of gamified learning
applied to the work environment is the one of change management. Thanks to
desktop or mobile games, employees can be involved in learning activities through
games crafted to overcome their hostility towards changes or their low proactive
attitude. Together with the other traditional activities, games can make it fun to
learn new information about subject matters, languages, organization, processes,
technologies, products and services.

In gamification applications, each functionality has got a doubled soul. On the
one hand, there is the “gaming” part of the process, the one that allows users to
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interact with the system. On the other, there is the specific subject’s part. This
should never be just considered as the filling content of the system, because it
represents the core of the learning activity itself and gives to the entire process the
theoretical validation and justification. Each valuable gamified process, in fact,
should be designed accordingly to specific aims supported by field’s previous
research and experience.

3 Theoretical Framework

When talking about gamification for learning the whole phenomenon can’t be
reduced nor to just one learning theory, nor to a single design and development
strategy [2]. Implications aroused by gamification of learning processes can be
summarized in two main groups of theories explaining the learning dimension of
gamification:

– how learning occurs on networks by connection (Connectivism approach to
knowledge transfer) or collaboration (Constructivism approach to knowledge
transfer);

– how the learning activity can be enhanced through immersion and experience in
a process of continuous learning through actions (Self-Determination theory and
related sub-theories).

In addition to this, researchers focused on the support dimension of gamification:

– how people accept multimedia and interactive delivery methods (gamification is
here considered as an evolutional step of the Digitization of learning trend)

– how people perceive games both as entertainment and in their application to the
learning dimension (gamification as a Game Based Learning trend).

These dimensions, moreover, are strictly interconnected and an appropriate
comprehension of the topic is possible just through its complete overview.
Nevertheless, we shall provide a brief outline of gamification characteristics, means
and aims when applied to education, based on the gamification literature addressing
its definition [1, 3–5] through the various learning and gaming frameworks.

In this view, a new definition of gamification for learning, summarizing the
related literature, can be the following:

Gamification of learning consists in the use of game logics [6] (components, mechanics and
dynamics) and game aesthetics [7] designed with the aim to promote and enhance learning
through motivation [8–10] (seen as the combination of the elements of attention, relevance,
confidence and satisfaction).2

2Among the different theories on the motivational dimension on learning, one of the most complete
is the so-called ARCS model of motivational design [11].
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Learning is the final outcome of a complex process entirely studied for and
performed by the user. The stimuli of the gamified system, according to literature,
leverage on its interest curve [3], connection and collaboration among participants
[12], feedbacks and rewards [13], freedom to fail [3], storytelling, problem solving
challenges and emotional engagement [14].

In this perspective, a definition of the system allowing the enhancing of the
learning activity through gamification can be stated as:

A gamified system is a digital structure built on game logics [6] and game aesthetics [7] to
create student-centered learning experience [15] in order to enhance it in a
self-determination perspective [16].

A schematization of the gamification of learning process as analyzed until now is
provided in Fig. 1.

4 Studies on Effectiveness

A whole branch of studies analyzed gamification performances as a learning tool
through experiments with students. Indeed, several gamified systems were ad hoc
created to test whether they were effective. For others, instead, existing gamified
tools or game-based-learning tools were tested on individuals to study which
dimensions of learning experience were impacted. Indeed, studies on the
enhancement of the learning processes through gamification can be split into three
inter-connected sub-categories, defined by outcome measure:

Fig. 1 The gamificaiton for learning framework: from the game design to the learning experience
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– Change in attitude;
– Change in behavior;
– Change in knowledge.

For the purposes of this paper, a consolidation of the results was carried out
based on this three-dimensional perspective of effectiveness.

Evidences from the analyzed studies showed that the most frequently occurring
outcomes are positive changes in attitude towards learning (more than 70% of the
analyzed studies), followed by changes in knowledge/content understanding (al-
most 50% of the analyzed studies) (Table 1). This reflects the parallel interests in
the engaging features of games as an entertainment medium and increasingly also
their use for learning. Evidences in behavioral changes are instead less strong,
where most of the studies (almost 60% of them) didn’t notice any change in users’
behavior [17].3

Some studies appeared effective in every dimension. One example is the con-
tribution of Fujimoto et al. [18], who conducted an experiment using a card game
called JobStar. The results of a pre- and post-survey for participants indicated that
the game offered an engaging opportunity that enhanced social interactions and
facilitated participants’ learning. Participants gained a positive attitude regarding
their future paths and experiencing with the game made them more confident about
their competence in choosing their future occupations.

Another example is the study of Morrison [19] that ran an experiment on stu-
dents with BrainPlay, an artefact designed to teach and practice primary school
subjects and test explicit memory acquisition. The research showed that games are
useful above all to represent complexity. Indeed, they often possess mechanisms
that make learning more effective through mimicking behaviors required for study
(call to focus, increasing levels of difficulty of skill, repetition and the need for
players to regularly remember elements such as rules or previous moves). In the
repetition of the learning activity, these elements have a positive effect on learners’
attitude towards school as well.

Another interesting result about how gamified systems are able to impact on
people’s behavior, is the study of Przybylski et al. [20]. The study is based on the
motivational model associated to videogames and proves that videogames are a key

Table 1 Study on gamification effectiveness in changes in attitude, behavior and knowledge
acquisition

Change in attitude Change in behavior Change in knowledge

Positive 15 8 10

Negative 0 1 0

Neutral 6 12 11

3For accuracy in reporting, it should be mentioned that most of the times changes in behaviors
were out of scope of the analyzed papers. This means that evidences were not found, sometimes
also because not specifically addressed.
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tool for influencing cognitive evaluation. Indeed, the findings showed that different
games are able to induce different decisions. That means, they change users’
behaviors. Deep immersion in natural environments resulted positively correlated
with more prosocial goals and decision-making, whereas high levels of immersion
in less natural contexts produced more self-interested orientations.

These are among the best representative outcomes for highly effectiveness
gamification systems. A complete overview of the studies, nevertheless, highlights
that results appear overall highly heterogeneous. Indeed, a deeper analysis of the
studies’ characteristics could explain why the outcomes are not uniform. First,
every gamified system is different from the others. A direct comparison among
different systems, due to the importance of game logic design and desired aes-
thetics, wouldn’t be reliable. Second, studies differed for learning topics and
objectives. This is for sure a further obstacle in the comparison of different research
works, since the effectiveness of knowledge acquisition doesn’t just depend on the
means involved, but also on the complexity of what is taught/learned. Last but not
least, some differences concern the target users involved in the gamified experi-
ences. Indeed, almost every study devoted some effort to the definition of the target
users. As mentioned before, in fact, the personal background of learners is fun-
damental both during the game play and in its approach.

5 Discussion

As emerged in the screening of the literature on gamification, until now researchers
have mostly focused especially on the definition and evaluation of two aspects of
gamification for education: its design and its educational effectiveness.

As far as the design of gamified systems and their relative definition and clas-
sification are concerned, a branch of the studies aimed to create a systematic review
of all the gamification theorization attempts, based on its frameworks. Indeed, they
suggested specific definitions and evaluation criteria starting from the educational
and gaming literature.

As far as the measure of effectiveness is concerned, instead, literature focused on
the three dimensions of possible change induced by gamification: changes in atti-
tude, in behavior and in knowledge. Indeed, the vast majority of the studies on
gamification applications to learning provided positive or neutral results.
Gamification resulted to be at least not significantly correlated to student’s per-
formances in everyone of the case studies. This is not a minor outcome. Indeed,
negative effects of both digital learning systems and gaming tools have been found.
As far as digital learning is concerned, for example, Sereetrakul [21] tested
Facebook as a facilitator of connection among people to enhance a learning goal.
Nevertheless, they found that it had a negative impact on students’ performance,
due to its distracting potential.

Most of the empirical studies on gamified systems focused on during-the-
experience evaluation and after-the-experience evaluation. Indeed, just a very
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limited number of studies focused consistently on before-the-experience evaluation.
The dimension, nevertheless, is far from being easy to address. Expectations
towards gamified learning systems, in fact, involve both elements coming from the
socio-demographic background and from the personal learning, gaming and ICT
perception. Moreover, expectations appear to be fundamental in order to predict the
motivation to use a gamified system and, indeed, the intention to use it.

In particular, people’s expectations towards gamification should not be under-
estimated due to two main reasons regarding both the first adoption and the iteration
in using gamified systems. First of all, expectations are crucial when evaluating the
intention of people to start using a gamification method for the first time. Indeed,
the choosing process of whether put effort in a new activity or not was theorized by
the so-called Expectancy Theory of Motivation [22]. This model is based on the
concept of scarcity, and proposes that individuals are motivated to choose a certain
behavior over others, based on what they expect the result of that behavior will be
[23]. Indeed, people would be motivated to choose gamification over other learning
methods just if their expectations towards gamification will be higher than the ones
towards traditional learning. According to this theory, underestimating or overes-
timating the evaluation of people’s expectations would lead to a misrepresentation
of their motivation to take part in the gamified experience. That means, conse-
quently, an erroneous prediction of prospect users’ intention to participate.

Another support to the importance of expectations not just in the phase of first
adoption of the gamified system, but also in its further iterated use, is the expec-
tation disconfirmation theory (EDT) [24]. In IT context, EDT explains how tech-
nology satisfaction is created as users form initial expectations of the technology,
use it and compare technology performance against initial expectations. Indeed,
expectations are seen as user’s anticipated perceptions of the future experience
itself. Although apparently self-explaining, the results of the model are far from
being obvious, especially if combined with the Expectancy Theory of Motivation’s
ones.

For example, according to the Expectations Disconfirmation Theory, higher
satisfaction is easier to reach when expectations are low, and vice versa. When
pre-test expectations are extremely high, it is harder to overcome them and con-
sequently the post-test evaluation is more likely to show a medium-low satisfaction.
Nevertheless, low expectations are not always a good index at all. Without a
reasonably high level of expectations, in fact, according to the Expectancy Theory
of Motivation people will not be motivated enough to live the experience itself.

Indeed, it is due to the fundamental role of motivation in gamification literature
that a study wholly devoted to its connection to expectations is needed. Motivation,
in fact, is important in gamification for more than one reason: on the one hand, it
allows users to play the gamified system action after action, enacting, one step after
the other, the whole learning path. On the other hand, as mentioned before, the
motivational incentive is critical in the approach to the gamified system itself.

Despite the rich theoretical evidence for the importance of expectations and
motivation of prospect users towards gamified learning systems, just a very limited
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number of studies focused on the before-the-experience moment. Moreover, none
of the investigated studies went deeper in the analysis of general expectations
towards gamified learning systems, and of the intention whether to use them. Most
of the studies testing expectations and perceptions of gamified systems, in fact,
were conducted in already existing classes. Even though different studies were
conducted in classes differing for both dimension and school grade, any comparison
among results of the existing literature appears to be difficult run due to several
reasons.

First, most of the times results show per se a scarce significance. At first, this
limit may be explained because the topic is almost never the main research purpose.
A deeper analysis of the reasons behind a low significance of results shows that
students in the same class tend to have a similar background. Analyzed records, in
fact, will be likely to be really close to each other, representing a poor estimation
model not able to predict expected behaviors. What could happen is that apparently
identical children under the considered dimensions would take opposite decisions
without apparent reason.

A practical example of this limitation was described in the research of Cheong
et al. [6] that focused on the perception of gamified learning in a group of 51
undergraduate IT students. The study consisted in a before-the-experience evalu-
ation and was centered on the perception of game elements. Indeed, among the
limitations of the study the researchers reported the extremely similar background
of participants that did not allow researchers to specifically find some significant
trends. In literature, the fact that gamified experiences are usually offered to
homogeneous classes leads to both a scarce consistency of the tested model and a
low representativeness of the results for a wider public.

Second, experiments are hard to compare since students living in-class experi-
ences are really likely to be influenced by contingent extra-experiment interactions.
Indeed, this could happen in both the instructor-student relationship and the
student-student one. As far as the first kind of connection is concerned, studies are
not comparable since the personality of the instructors and their relationship with
the class (which usually fall outside the scope of gamifications studies) is a
potentially extremely high bias in expectations’ measurement. Whether a teacher is
considered reliable by his students, for example, could significantly influence
learners’ expectations.

As far as the relationship among classmates is concerned, instead, the bias stems
from the different nature of classmates’ relationships in different classes (e.g.
relationships among primary school children vs. relationships among MBA stu-
dents). It should also be considered that in almost every study, interactions hap-
pened both online and offline. Indeed, a further problem concerns the tracking of
interactions in order to measure their relevance and relative influence in the mea-
sured outputs. Once again, the heterogeneity of the samples, even if potentially
positive for its broad spectrum, does not allow an effective comparison of results.
Last but not least, it should be mentioned that the analyzed studies don’t even share
a common definition of gamification: as it has been seen, in fact, definitions sub-
stantially differ the ones from the others.
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6 Research Proposition

What appears to be useful in order to overcome all of these limits is a
cross-sectional study on the topic. Indeed, an ad hoc designed cross-sectional study
may help investigate different people’s expectations and motivation to take part in a
gamified learning system. A deeper analysis of literature in this direction showed
that some cross-sectional surveys have already being carried out with the aim to
investigate the willingness to use gamification. A meaningful example is the study
of Hamari and Koivisto [25], which focused on the social factors predicting atti-
tudes towards gamification and intention to continue using a gamified service
(Fitocracy) for physical exercise. As it can be easily argued, nevertheless, the study
is not related to learning at all. Other studies have been carried out but none of them
specifically addressed gamification for learning. Indeed, these studies could not be
significant for this purpose for two reasons. First, the personal background of
individuals involved in the learning experience is not accounted for. Second, the
expectations towards the effectiveness of gamification as a learning tool are totally
missing. Moreover, none of them adopted the aforementioned theoretical frame-
work connecting expectations towards gamification to motivation and, in the end,
the intention to really use it.

Indeed, this is why further study on the topic is needed. In particular, it could be
interesting to examine which aspects of the personal background majorly impact on
prospect users’ expectations. Moreover, the expectation dimension could be ana-
lyzed taking into account both the learning aspect and the interactive and con-
necting one. Indeed, assumed that the final aim of the gamified experience is the
acquisition of knowledge through a non-conventional method, this study might also
help understand how different dimensions of expectations affect people’s motiva-
tion to take part in the process. These findings, in the end, may be a significant
addition to gaming and learning literature, not just towards designing successful
gamified systems, but also towards properly tailoring them to their prospect users’
background and expectations.
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Being Absorbed in Technological
Learning Environments: Distraction,
Boredom and the Effects of a Creative
Climate on Learning and Training
Transfer

Daniela Aliberti and Chiara Paolino

Abstract The gap this study addresses is the relationship between absorption, its
negative antecedents—distraction and boredom—and its outcomes on learning and
training transfer in environments characterized by technological learning. To
address this research goal, the purpose of this study is to develop a theoretical
model to explain these relationships, in order to understand the role of absorption to
shape different training outcomes. While some research has emphasized the positive
antecedents of absorption, we focus on the drawbacks of distraction and boredom.
In addition, we theorize how creative climate moderates the link between distrac-
tion, boredom, absorption and training outcomes.

1 Introduction

In the recent decades, there has been a shift to technology in all aspects of orga-
nizational life. To invest in information technology constitutes a significant aspect
of organizational work and it potentially contributes to the strategic and operational
goals of a firm. Most importantly, it has been acknowledged that information
technology is particularly effective for organizational learning as it can enable the
application of constructive, cognitive, collaborative and sociocultural ways of
learning [27], together with intentional changes in teaching and learning processes.
Furthermore, previous studies have addressed the application of IT support to the
processes of organizational learning and knowledge management, identifying
technology as an infrastructure for sharing, accessing and revising elements of
organizational memory [34]. The use of IT has become a major trend in manage-
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ment education and it is has been recognized as a key resource in enabling inno-
vative and enhanced learning [2].

For the aim of this research, we focus on technological environments charac-
terized by a high degree of absorption, as they appear to be particularly effective for
learning. Previous studies have already observed the role of absorption in
enhancing learning process in technological environments [1, 28]. Motivated by a
need to examine further the negative antecedents of absorption, in this paper we
focus on distraction and boredom [5, 7] and we aim to understand how they
negatively affect different training outcomes, specifically learning and training
transfer, through the mechanism of absorption itself.

Furthermore, we aim at exploring the role of creative climate in these rela-
tionships. Research has widely focused on climate as a training dimension to
investigate in order to understand training outcomes, focusing on several dimen-
sions such as learning climate and error climate. We believe that creative climate is
particularly interesting to be analyzed as a boundary condition when exploring
negative antecedents and training consequences of absorption.

Thus, in this paper, we develop a theoretical model and related testable propo-
sitions about the relationship between absorption and its negative antecedents,
distraction and boredom; the role of absorption to shape different training outcomes;
and we will focus on the role of creative climate as a moderator of these rela-
tionships (see Fig. 1). Therefore, the paper aims to provide a theoretical framework
on the role of absorption in the context of technology mediated learning. In addi-
tion, it offers testable propositions about absorption’s antecedents and the boundary
conditions for their links to training outcomes.

The propositions offered in this paper can be tested in a learning setting that is
designed with the goal to use technology to develop engaging environments that
may favor learning. From such a perspective, the ideal setting for testing our
propositions is within a managerial classroom on organizational behavior topics and
that relies on a computer-based simulation as a metaphorical context to transfer the

Fig. 1 Research model
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content of the class. More specifically, in order to outline the role of the climate, the
most suitable simulations are those developed to be played in-group settings (e.g.
classes or teams).

2 Concepts and Propositions

Absorption is a state of intense psychological involvement in an activity, which
helps a mechanism of total immersion in this given activity [13]. It has been
acknowledged that, through this mechanism, people enjoy themselves and are able
to intensively focus on a task [1]. The concept of absorption is often linked to what
researchers have called a state of flow—which represents the mechanisms through
which it is potentially able to influence individual learning. The state of flow can be
described through the following dimensions: intense concentration, sense of being
in control, a loss of self-consciousness and transformation of time dimension.
Csikszentmihalyi [13] argues that these elements are able to build an optimal
experience of learning, especially in the interaction with symbolic systems—like
mathematics and computer language, which characterizes computer-based
simulations.

On the one side, the concept of absorption is pivotal to understand and measure
the interaction human-technology and its potential in terms of training outcomes
[40]. The positive effect of absorption on learning has been investigated by several
studies in the training domain—as they show that high absorption is critical to
effective training because it is able to leverage on individual intrinsic motivation,
involvement and enjoyment during a learning experience [24, 29, 38, 39].
However, there are studies that have questioned this positive effect of absorption on
training outcomes, implying a more complex relationship. For this reason, in this
study, we want to better explore this link, by theorizing a different relationship
between absorption and learning, and absorption and training transfer. We argue
that, not only the relationship between absorption and learning is not linear, in
accordance to previous research, but also that this relationship is differently shaped
if we consider more long term outcomes, with respect to learning, such as the
transfer on the job.

On the other side, it is interesting to analyze the negative antecedents of
absorption and how it is a mediating mechanism between these antecedents and
training outcomes. While extant research on how to enforce absorption in tech-
nology based learning environment is wide, the dark side of these learning expe-
riences on absorption is not fully developed from a theoretical and empirical
standpoint. This is especially true if we consider both shorter and longer-term
outcomes, such as learning and transfer. Consequently, there is the need to study
what would be the effect of distraction and boredom on absorption and to under-
stand how absorption, as influenced by distraction and boredom, can influence
learning and training transfer.
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According to this analysis, the state of the art on absorption makes it worthy to
argue about the boundary conditions for its link with training outcomes and its less
explored antecedents. In particular, as noted above, we focus on creative climate as
a meaningful moderator of the links among boredom, distraction, and absorption
and training outcomes. Creative climate enhances not only the traditional percep-
tion of resources, but also the perception of freedom and challenge [16]. In this way,
creative climate can be assumed to interact and to compensate the effect of dis-
traction and boredom to shape absorption, and with absorption to shape training
outcomes.

In the following paragraphs, the concepts of analysis and their relationships will
be illustrated. A final section is dedicated to the contribution and the next steps of
this research.

2.1 Distraction, Boredom and Absorption

We look at distraction as a given aspect of a repetitive, routinary activity involving
the use of technology. Distractions are stimuli that direct attention away from the
ongoing activity and they are caused, for example, by information overload [30].
Previous literature in this area describes a variety of causes of information overload
associated with the use of information technology. The characteristics of infor-
mation technology, such as the ability of IT to push information at a user—for
example through e-mail [8, 37], incoming text messages, or data verification pop-up
notifications in tax preparation software—have the potential to induce information
overload in the recipient. Studies have shown that while multitasking may increase
productivity up to a certain point, after that threshold is reached workers face
diminishing marginal returns [4]. It is argued that the higher the rate of multi-
tasking, the higher the cognitive switching costs between tasks. As a result, due to
distraction, cognitive load increases and the ability to stay focused and to acquire
knowledge decreases.

Boredom happens to influence cognition and deep learning [13, 31] and it is
often preceded by a sense of frustration about one’s own work [33]. Previous
research has focused on detecting frustration in human-computer interaction [20,
26]. Recent research considers boredom as a primary cognitive-affective state [5],
which shows its significance with respect to the negative correlation to learning [5,
12, 18]. It has a negative valence and low level of arousal [5], according to the
core-affect framework built by Russell [35]; in particular, as re-adapted by Baker
et al. [5], boredom can be placed between the senses of displeasure and deactivation
(re-adaptation of the learning-centered cognitive-affective states mapped by Russel
[35], by Baker et al. [5]). Csikszentmihalyi [13] argues that flow incorporates the
concept of concentration, but boredom may represent a persistent element able to
influence this state [5]—here is the negative potential of boredom with respect to
concentration, to flow and, as a consequence, to absorption.
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According to the above mentioned arguments, we develop the following
propositions:

Proposition 1: distraction will have a negative effect on absorption
Proposition 2: boredom will have a negative effect on absorption.

2.2 Absorption, Learning and Training Transfer

The effects of absorption have been investigated in several educational and
learning-oriented settings, such as higher education [17, 25], foreign language
studies [15], and music education [14]. Research has explored the positive influence
of absorption, and many studies have yielded support for the positive impact of
cognitive absorption on learning in various educational situations. As above stated,
when people are in a state of absorption, they undertake tasks with attentiveness and
vigor, which have the potential to improve training outcomes in classroom envi-
ronments [13]. Indeed, the flow experience increases individual concentration, the
sense of control, and personal enjoyment [19], and in doing so, it positively affects
the individual’s perception of self-efficacy and motivation to learn [13].

Nonetheless, we argue that absorption might also have negative and differential
effects on training outcomes, depending on the result we are investigating [10, 23].
Magni et al. [28] state that individual learning will be most effective when there are
moderate levels of cognitive absorption. In this light, training participants who
reach a balance between immersion and reflection in an engaging training experi-
ence are better poised to transform their experience into learning [9]. Along with
these studies, we aim at replicating that there is a curvilinear relationship between
absorption and learning outcomes. In addition, given this questioned effect of
absorption on learning, we aim at extending previous research by comparing the
effect of absorption on learning and on training transfer.

In particular, for transfer to occur “a learned behavior must be generalized to the
job context and maintained over a period of time on the job” [6]. Given this more
durable behavioral transformation implied in the concept of transfer, we argue that
the relationship between absorption and transfer is still curvilinear, but that it is
weaker than the one between absorption and learning. This is because the
detachment caused by too high level of absorption can produce a weaker result on a
behavioral application on the job, since the transfer activity is temporarily, physi-
cally and cognitively separated from the training moment and from the experience
of absorption. Thus, transfer implies for the trainee the additional effort of con-
necting to the job an experience of full concentration, enjoyment in a training
experience carried out through technology in a completely different and detached
setting from the job one. We argue that this distance implies a weaker curvilinear
relationship between absorption and transfer than between absorption and learning.

On the basis of the previous arguments, we formulate the following propositions.
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Proposition 3: absorption will have an inverted u-shaped effect on learning
Proposition 4: absorption will have an inverted u-shaped effect on training transfer
Proposition 5: absorption has a stronger effect on learning than on training
transfer.

2.3 Creative Climate

People’s perceptions and beliefs of environmental attributes shape expectations
about outcomes, contingencies, requirements and interactions in the work envi-
ronment [22, 32, 36]. They have a localized nature that communicates these
expectations at an individual and at a group level [11], which we consider as able to
moderate the effects of absorption on learning processes and training transfer.
A number of different theoretical frames have been built to specify which climate
variables define a creative one [3, 21, 41]. We consider the creative climate defi-
nition that recalls the conditions useful to make learning through technology
effective, focusing on the creative climate questionnaires (CCQs) by Ekvall [16].
The CCQ instrument covers ten dimensions: challenge, freedom, idea support, trust/
openness, dynamism/liveliness, playfulness/humor, debates, conflicts, risk taking
and idea time.

Theoretically, there are two mechanisms through which a creative climate may
enhance the effect of absorption on learning and training transfer, while reducing
the negative outcomes of boredom and distraction. As stated above, a creative
climate enhances innovation through the perception of playfulness; therefore, it
enhances enjoyment, the emergence of new ideas, and the challenge. In this way, it
is able to weaken the negative effect of distraction and boredom on absorption. For
what concerns learning outcomes, a creative climate is able to allow the re-focus on
the task and to give people the perception of having intrinsic resources at their
disposal to cope with the learning task. All of these elements would contribute to
the creation of a context that potentially becomes more effective for leveraging the
impact of absorption on learning and transfer, while weakening the negative effect
of distraction and boredom.

On the basis of the above reported arguments we develop the following
propositions:

Proposition 6a: creative climate will moderate the relationship between boredom
and absorption
Proposition 6b: creative climate will moderate the relationship between distraction
and absorption
Proposition 7a: creative climate will moderate the relationship between absorption
and learning
Proposition 7b: creative climate will moderate the relationship between absorption
and training transfer
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As follows, we provide a table depicting all the variables included in our the-
oretical model. In Table 1, we also suggest the measures that should be adopted; all
of them rely on scales validated in previous established studies and they should be
adapted for the training environment. Beyond the perceptual approach, when
possible according to extant literature, we indicate objective measures of the listed
variables.

3 Contribution

The above-mentioned propositions contribute to the state of research of absorption
in technological learning environments, by clarifying how distraction and boredom
affect absorption and how absorption influences in different ways learning and
training transfer. We enrich in this way the debate around absorption as the process
through which learning and transfer occur in the technological training environ-
ment, by illustrating its mediating role in the link between negative aspects of this
environment, boredom and distraction, and training results.

In addition, this study can contribute to theoretically discuss and set the
boundaries among boredom, distraction and absorption, clarifying the nature of
absorption itself as the process that can foster learning but at the same time harmed
by the sources of distraction and boredom.

Table 1 Variables and measures

Variables Sample items and objective measurement approach

Absorption (14-items
scale)

Sample items: ‘Time appeared to go by very fast during the
training; Sometimes I lost track of time during the training; Time
flied doing the tasks/during the training’

Learning (5-items
scale)

Sample items: ‘I was able to acquire important know-how through
this training; I learned important lessons from this training; This
training improved my professional knowledge’
Objective measure: multiple-choice test on the concepts and
relationships explored during the training

Training Transfer
(9-items scales)

Sample item: ‘My productivity has improved due to the skills that I
learned during the training’

Distraction (8-items) Sample items: ‘other participants’ laptop interfered with my
attention to the training; other participants talking interfered with
my attention to the training; other participants coming and going’
Objective measure: observation of how many times participants
checked emails, surfed the web, lost track of what the instructor was
saying

Boredom (17-items) Sample items: ‘the training was monotonous; I got apathetic during
the training; I often got bored during the training’

Creative Climate (10
dimensions)

Sample items: ‘many different points of view were shared during
the training; differences of opinion were frequently expressed
during the training; people often exchanged opposing viewpoints
during the training’
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Data is going to be collected through a survey administrated to a sample of
executive master participants enrolled in a management program, according to at
least two waves of data collection, in order to gather independent, mediator and
dependent variables at different times.
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Discovering Blended Learning
Adoption: An Italian Case Study
in Higher Education

Pietro Previtali and Danila Scarozza

Abstract In the last decade, online education has become a fast-growing delivery
method in higher education in Italy. According to data provided by the Italian
Ministry of Education, Universities and Research during the academic year 2014–
2015, 60,000 students were enrolled in a Telematic University, experiencing a 60%
growth rate in the last five years. In this frame it is important to inquire about
blended learning adoption and implementation in order to assist University leaders
in changing policies that will lead to improvement of teaching and learning con-
ditions. Using a case study and conducting a survey on online structure this paper
aims: (a) to identify institutional strategy, structure, and support markers that would
allow administrators to determine their progress in transitioning exploration of
blended learning to implementation; (b) to understand what are the main factors
affecting satisfaction of faculty involved in a blended learning experience.

1 Introduction

The progression of information technology such as internet surged the growth of
online educational programs that change the traditional system of education [1, 2].
Also in Italy, in the last decade, online education has become a fast-growing
delivery method in higher education [3, 4]. Evidence of the embracement of online
education is provided through the analysis of trends over the last decade. According
to data provided by the Italian Ministry of Education, Universities and Research
during the academic year 2014–2015, 60,000 students were enrolled in a Telematic
University, experiencing a 60% growth rate in the last five years. The current
economic downturn has increased demand for both online courses and programs it
is expected that this trend will continue. Maeroff [5] maintained that developments
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in online education are not “just a fad” but a “sea change” (p. 2). The amalgamation
of knowledge and technology permits higher education to provide learning anytime,
anyplace, and to anyone [6, 7]. Today, online education represents a firmly
embedded part of the higher education landscape: the use of information and
communications technologies (ICT) has facilitated an explosive growth in this
relatively new method of teaching. Moreover, the emergence of technology has
become a competitive advantage for higher education institutions as it can provide
an alternative approach in providing better quality of learning.

According to several scholars [8–11], the “blended learning” represents one of
the most recurrent approach to deliver course content. Probably its features con-
tribute to the diffusion of this approach since it combines traditional face-to-face
teaching, typically with the use of online teaching resources and materials.
Concurrent with the phenomenal growth in blended learning, stakeholders in
education continue to demand greater accountability and evidence of effectiveness
in teaching [12, 13]. One of the ways to evaluate the effectiveness of blended
learning is through the satisfaction of its users [14]. Wu and Liu [15] revealed
several studies that consider student satisfaction as a crucial parameter to evaluate
and assess the learning effectiveness specifically in academic institution.

However, along with students’ satisfaction, also faculty’s satisfaction is a critical
building block of quality [16–18] in online education. Faculty’s satisfaction is quite
important, given that it affects faculty’s motivation, which, in turn, contributes to
enhancing students’ learning experience. Webster and Hackley [19] stated that the
positive attitude by e-learning instructors toward technology, interactive teaching
style, and control over technology contributed to some of the success of effective
learning.

Even though many studies have been conducted on online learning, studies
specifically on blended learning are still scarce [14]. Relatively little research on
blended learning addresses institutional adoption, although such research would
benefit institutions of higher education in strategically adopting and implementing
blended learning [20]. Moreover, as factors that would influence satisfaction
towards blended learning are still explored. Thus it would be interesting to identify
the issue. In this frame, it would be interesting to identify both the issues. Without
faculty engagement, in fact, any initiative to adopt a blended learning approach is
likely to fail [21]. After all, faculty members are the primary decision-makers in
their courses [22]. Research involving distance education has recognized the
importance of considering faculty members’ attitudes and experiences but existing
literature has often neglected the faculty perspective.

Using a case study to describe the implementation of a blended learning
approach involving today 2200 students and approximately 50 teachers at the
University of Pavia (Italy) (UNIPV), this paper has a twofold purpose:

1. on the one hand, the aim is to analyze the adoption of a blended learning
approach in an Italian University identifying institutional strategy, structure, and
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support markers that would allow administrators to determine their progress in
transitioning from awareness and exploration of blended learning to adoption
and implementation;

2. on the other hand, the goal is understand what are the main factors affecting
satisfaction of faculty involved in a blended learning experience.

2 Understanding Blended Learning

Blended learning is the combination of two words: blend and learning. Blend means
combining things and learning can be defined as the acquisition of new knowledge
[23]. Even if there is not a commonly accepted definition of blended learning [23],
it is usually defined as “the mix of traditional methods of teaching, such as
face-to-face teaching and online teaching” [11, 24: p. 233, 25–28]. Due to its
features, this is perhaps the most common meaning of blended learning used in a
higher education context. However, it is not clear as to how much, or how little,
online learning is inherent to blended learning since several degree of blending may
occur within these two approaches. According to some scholars, in fact, it is
important to distinguish blended learning from other forms of learning that incor-
porate online opportunities. Jones and colleagues [29, 30]. suggest a continuum of
blended learning, which begins with no ICT use, then progresses through the most
basic level of ICT used to support face-to-face teaching, to intensive use, whereby
the whole course is delivered online with minimal or no face-to-face interaction.

In order to understand the degree of blended the real test is represented by the
effective integration of the two main components (face-to-face and online tech-
nology) such that we are not just adding on to the existing dominant approach or
method. This holds true whether it be a face-to-face or a fully online-based learning
experience. A blended learning design represents a significant departure from either
of these approaches. It represents a fundamental reconceptualization and reorga-
nization of the teaching and learning dynamic, starting with various specific con-
textual needs and. For this reasons, despite some researchers define blended
learning as a simplex approach [11] it is possible to introduce the great complexity
of blended learning. In this respect, no two blended learning designs are identical.
Following this assumption, also the analysis of a single experience can be very
useful to understand the several patterns followed during the implementation of a
blended learning approach.

In higher education, this way to intend blended learning is often referred to as a
hybrid model. Hybrids are course in which a significant portion of the learning
activities have been moved online, and time traditionally spent in the classroom is
reduced but not eliminated. The goal of this hybrid courses is to join the best
features of online learning to promote active, self-directed learning opportunities for
students with added flexibility [31]. Italy has moved in the same direction.
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Following the Ministerial Decree n. 47/2013 and according to the Guidelines
provide by the National Agency for the Evaluation of Universities and Research
Institute (ANVUR) [32] the course of studies could be defined:

• Telematics (or online) if they are provided by a Telematic Universities or when
the didactic activities involve the support of ICT technologies for a CFU number
greater than 75% of total CFUs;

• Blended (or hybrid) when the didactic activities involves the support of ICT
technologies for a CFU number not less than 30% and not more than 75% of
total CFUs.

Many higher education institutions—also in Italy—are systematically trailing
various forms of blended learning in order to improve their student learning
experience. There are many advantages over traditional teaching methods. For
example, there is greater flexibility and students can download learning materials at
their convenience, independent of location, time or physical attendance at the tra-
ditional lessons. Many students have the opportunity to balance work and study
commitments. In addition, there is increasing evidence that students now use
technology effectively in conjunction with workshops and lessons because they are
more active and can prepare in greater detail for class when they do attend. The
perceptions of faculty teaching blended learning courses have also been studied. On
the one hand, the blended learning model provides some advantages: a high quality
teaching experience, higher quality interaction between faculty and students com-
pared to traditional in-person courses, and a “community of inquiry” through
flexible course design [33, 34]. The high quality teaching experience comes from
the ability of blended courses to provide opportunities for increased interaction
between the students and faculty. On the other, instructors teaching a blended
learning course can expect to invest more time becoming familiar with available
technology, creating in-class activities, and reflecting on overall course structure
[35, 36]. In addition, instructors need to consider ongoing classroom assessment.
Because of these time-consuming tasks, some advise that faculty receive additional
support and resources when teaching blended learning courses for the first time [37].

3 The Conceptual Framework

Previous literature have studied the adoption of various types of educational
technology used for online learning in higher education institutions [38–40]: open
educational resources [41, 42], a university’s learning management system [43], an
e-portfolio system [44], or an e-assessment system [45]. Many studies examined the
role of ICT as an agent of change in learning identifying both the constraints and
the factors enabling faculty technology adoption. Buchanan and colleagues [46]
discovered that in a British University the issue related to the availability of
technology and represented the most important barriers to technology adoption.
One year later, the results of the research conducted by Lin et al. [47] showed that
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the greatest barriers, preventing the adoption of ICT included insufficient support
and insufficient time for developing technology driven activities. Some other
studies tried to understand both factors promoting the adoption and the use of ICT
by faculty and the factors perceived as barriers. On the one hand, the improved
student learning, the advantages over traditional teaching, the tools availability and
the ease of their use and, finally, the student interest represent—according to Beggs
[38]—some of the factors that facilitate technology use. Furthermore, Butler and
Sellbom [48] asked to faculty which factors could influence the decision whether to
adopt technology: technology reliability, the knowledge about the way to use
technology or the difficulty using it and the technical support are identified as the
most critical factors. On the other hand, Humbert [49] discovered that the
decreasing in student-teacher interaction, the lack of time to prepare online content
and activities are the main barriers in a French university; heavy workloads, lack of
motivation, and lack of financial support are, instead, the barriers to blended
learning adoption identified in the research conducted by Oh and Park in 2009 [50].

Despite these studies aiming to identify determinants and barriers to blended
learning adoption, very little is known about the extent to which blended learning
been adopted in universities [51–53].

Probably in many cases, a blended learning approach has been adopted without a
strategic intention or without assuming an institutional perspective. In this frame
and considering the relevance that blended learning approach has gained in the last
decade, universities are seeing a need to support its adoption and implementation
from a strategic perspective. Policies and practices that enable and even encourage
blended learning can strengthen a university’s commitment to improve student
learning as well as in crease side benefits such as access, flexibility, and cost
effectiveness. While many studies have investigated more in general the quality and
the effectiveness of the blended learning approach, very few studies provide
guidance for institutions in higher education [54]. One of the most famous insti-
tutional framework has been developed in 2012 by Graham and colleagues: the
framework aims to identify and provide details about issues that administrators
should recognize in order to guide their institutions towards successful adoption and
implementation of blended learning. Aiming both to a better understanding of the
process underlying the adoption of a blended learning approach, and to provide
support during its implementation, the Authors have identified key markers related
to institutional strategy, structure, and support (Table 1):

• Strategy: it includes issues regarding the overall design of blended learning.
A well-defined institutional direction, the creation of a task force, a clear policy,
the resources’ availability and time, for example, may help to define “if” and
“how” blended learning may help the institution to meet its mission and goal
[11, 55].

• Structure: it encompasses issues relating to the technological, pedagogical, and
administrative elements facilitating the creation of a blended learning environ-
ment. The development of the infrastructure and internal guidelines, as well as
the policies definition regarding ownership and accessibility of materials
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Table 1 Blended learning implementation categories

Categories Sub-categories Description

Strategy Purpose The goals that universities intend to achieve implementing
blended learning should be clearly identified. In literature,
three general purposes for blended learning adoption have
been identified: (a) enhanced pedagogy, (b) increased access
and flexibility, and (c) improved cost-effectiveness and
resource use

Institutional
advocacy

Advocacy is required among administrators, faculty, and other
institutional personnel

Definition The creation of an institutional definition of blended learning
can facilitate several objectives, which include distinguishing
blended learning courses from other delivery methods for
scheduling purposes, providing students with clear and reliable
expectations regarding blended learning courses, and
developing appropriate support strategies

Structure Infrastructure The establishment of the necessary technological infrastructure
is central to the success of blended learning implementation

Scheduling The coordination and a clear communication of the scheduling
of blended courses it is necessary for each semester

Governance Institutions should determine who approves the development
of BL courses and who owns intellectual property rights to
materials created for them

Evaluation A culture of systematic self-improvement is necessary. Using
an evaluation system also quality and effectiveness of blended
learning can be identified

Support Professional
development

Faculty members need to develop new technological and
pedagogical skills to teach in a blended format. Faculty must
have the technological skills necessary to design and maintain
the online portions of each course pedagogical skills are
necessary to fully investigate the wide variety of instructional
methods unique to blended learning

Technical and
pedagogical
support

Faculty members need continued assistance as they
incorporate blended instructional design principles and
practices into their. Students likewise require technical
assistance in accessing course materials, engaging with course
content. Support may occur in person or by telephone, via
instant messaging or e-mail, or on a website containing
tutorials and other instructional materials, preferably using
multiple methods

Institutional
incentives

Several incentives may be used to support blended learning
adoption by faculty members: to release more time to redesign
courses, learn new technologies, and obtain necessary
equipment; to increase the weight of blended learning courses
in workload calculations, or allowing faculty to hire teaching
assistants; to provide financial incentives (workload
compensation, BL implementation stipends, or financing for
technological equipment); to consider blended learning
implementation in matters of tenure and promotion
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available in the online environment and—finally—a systematic evaluation of
satisfaction and success of a new blended course in terms of teaching, learning,
technology, and administration may increase the chances of a successful blen-
ded learning implementation [11, 51, 56–58];

• Support: it involves issues relating to the manner in which an institution facil-
itates faculty implementation and maintenance of its blended learning design.
The pedagogical and technological development of the actors involved in the
creation and use of a blended learning approach and the design of an incentive
system are recognized as critical factors for blended learning implementation
[58, 60, 62].

Evidences for these three areas of consideration can be identified and differen-
tiated across three stages of institutional adoption/implementation:

• Awareness-exploration (stage 1): the institution has not yet adopted a strategy
regarding blended learning, but administrators are aware of and show limited
support for individual faculty exploring ways in which they may employ
blended techniques in their classes.

• Adoption-early implementation (stage 2): the institution adopts a blended
learning strategy and experiments with new policies and practices to support its
implementation.

• Mature implementation-growth (stage 3): the institution has well established
blended strategies, structure, and support that are integral to its operation.

One of the most critical factors for the progression through these three stages is
represented by faculty engagement in the adoption and implementation of the new
teaching methods. Particularly, faculty satisfaction play a role in blended learning
effectiveness and vice versa. System theory supports the notion that change made to
one part of a system affects all other parts of the system [60].

Faculty satisfaction can be defined as the perception that teaching online is
effective and professionally beneficial (definition provided by the American
Distance Education Consortium). Bolliger and Wasilik [16] point out that faculty
satisfaction is a “complex issue that is difficult to describe and predict” (p. 105).

In existing literature, factors influencing faculty satisfaction tend to be classified
as intrinsic versus extrinsic, motivating versus inhibiting, and/or promoting satis-
faction versus promoting dissatisfaction [59–61]. Cook et al. [59] classified factors
as intrinsic or extrinsic and investigated the impact those factors had in contributing
to the motivation or inhibition of experienced online faculty to continue teaching in
the online education system. Intrinsic factors included desire to help students,
opportunity to try something new, intellectual challenge, personal motivation to use
technology, overall job satisfaction, the ability to reach a broader student audience,
and the opportunity to improve teaching. Extrinsic factors included release time,
support and encouragement from institution administrators and departmental col-
leagues, merit pay, monetary support, technical support provided by the institution,
workload concerns, and quality concerns. This study showed that intrinsic factors
positively contribute to ongoing and increased motivation to participate in the
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online education while failure to adequately address extrinsic factors can be found
to contribute to greater inhibition to participate in the online education. Giannoni
and Tesone [61] used a similar classification. Their findings indicate that a mix of
both intrinsic (i.e. personal satisfaction, teaching development, professional pres-
tige, intellectual challenge, and recognition) and extrinsic factors (time, technical
support, monetary issues, job security, and promotion) contribute to faculty
satisfaction.

Various factors exist that help to describe and define the faculty experience of
online education [62–68]. However, according to Bollinger and Wasilik [16] these
factors can be categorized into three groups: (a) student-related, (b) instruc-
tor-related and (c) institution-related. The access to higher education for a more
diverse student population [68], the interactions with students [63, 64, 68] are—for
example—factors belonging to the first group. The second group of factors
influencing faculty satisfaction include self-gratification, intellectual challenge, and
an interest in using technology [66]. This environment provides faculty with pro-
fessional development opportunities and research and collaboration opportunities
with colleagues [64–68]. In the last group, it is possible to include values and
policies that support the faculty, workload issues, time for course development,
compensation, a reward system for promotion and tenure [64, 67, 68] and, finally,
policies that clarify intellectual property issues [62, 65, 67, 68].

Summarizing, the point is made that a successful distance education program is
reliant upon a dedicated and committed distance faculty. A positive perception of
distance education and satisfaction with the distance-learning environment are
likely contributors to that success. Faculty satisfaction is a complex idea; it is an
interaction of conditions related to the students, the institution, the department and
even an instructor’s own experiences and attitudes. Faculty who feel well-supported
by their institutions, who have, for example, adequate technical and pedagogical
support, and adequate professional development opportunities are reported to be
more satisfied with online teaching overall [69].

Starting from this framework the empirical analysis of our research—presented
in the following sections—has a twofold purpose. Firstly, using the case study of
UNIPV, the adoption of a blended learning approach is analyzed, identifying the
main features of the several categories (Table 1) used to understand the institutional
strategy, structure, and support markers. The analysis of these three conceptual
dimensions is conducted for two of the three stages of institutional adoption/
implementation of blended learning: the “awareness and exploration” phase and the
“adoption-early implementation” phase.

Secondly, a survey is conducted aiming to explore one of the most critical
factors for the progression through these two stages: the faculty engagement and
satisfaction in the adoption and implementation of the new teaching methods. The
goal is to understand what are the main factors affecting satisfaction of faculty
involved in a blended learning experience in order to identify some opportunity to
both change and improve something in the chosen strategy, in the infrastructure or
in the categories of the support makers.
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4 Method

Since only limited empirical research on how higher education institutions deal
with the adoption of blended learning has been found an explorative approach has
been chosen. Particularly, the research being reported in this paper involved the
case study of UNIPV engaged in the delivering of blended learning courses since
2008.

Other scholars used the case study approach to examine blended learning in
higher education institutions [70, 71]. Among the others, the case study conducted
by Taylor and Newton [71] at an Australian university is very useful to examine
learning practices in an institution faced with the challenges of delivering both
on-campus and distance learning programs—as for UNIPV.

In this study, a single case is used, which is an appropriate way of establishing
the field at the early stages of an emerging topic [72]. Moreover, the single case
study approach is normally preferred when an inductive approach can be adopted,
using theory to explain empirical observations and also to inform refinements and
extension of the theory [73–75].

The case study presented in this article aims to explore and to understand the
methodology used to implement a blended learning approach in training programs.
In particular, drawing on the conceptual framework provided by Graham and
colleagues [20] we investigated how the blended learning is implemented within the
Italian UNIPV. According to our exploratory approach, we selected UNIPV as an
exemplar case study [75], with unique circumstances. In particular, in UNIPV, the
project on blended learning begun prior to the regulatory intervention by Italian
legislation. In 2013, in fact, there are two relevant facts for distance education in
Italian context. On the one hand, the Decree n. 47/2013 clearly stated the conditions
according to which a course of studies can be defined “blended”. Furthermore, on
September 2013 the triennial plan (2013–2015) for Universities presented by the
Italian Ministry of Education, Universities and Research (MIUR) stated that one of
the main objectives was the improvement of services provided to students: the
promotion of distance education moving in this direction was one of the suggested
actions by the Minister. In this setting, we analyzed four different building blocks in
order to understand both how blended learning has been implemented and how
faculty perceived this new learning approach: (a) strategy; (b) structure; (c) support;
(d) faculty satisfaction.

The information gathered during this research relates to the results of both the
exploration phase, which began in 2008 and was completed in late 2014, and the
adoption/implementation phase, which began in 2015 and it is still ongoing. From a
methodological point of view, data and information collection period is particularly
significant for our analysis, since it allows us to better define the nature and the
relevance of the collected information. The longitudinal approach used in the
observation of the project development led to the analysis of context, groups, and
individuals dynamics, concerning the implementation of the blended learning
approach. To improve validity and reliability [75], of our finding and conclusions,
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we collected data from different sources. In relation to the three conceptual
dimensions of analysis (strategy, structure and support), a triangulation was carried
out between documental information and interviews. The documents helped
understanding the relevance given to the different phases and practices, the modes
of interaction between actors and the technologies adopted for blended learning. All
information gathered provided also evidence on both the process of internal com-
munication and the role of people involved in trialing and implementing blended
learning. The interviews were conducted with some of the key organizational actors
involved in the blended learning implementation process. The interviews were
conducted to ensure that the case study is “bounded” [75] and to guarantee that the
conclusions of this study are based upon specific observations [76]. Thanks to a
collaborative analysis process between academics and organization technical staff,
the case study description has improved and the construct validity has increased
[75].

Finally, in relation to the faculty satisfaction—the last dimension of analysis—a
survey was conducted on the entire population of instructors involved in blended
learning (46 instructors) who taught a blended learning course during the academic
years 2015–2016 and 2016–2017. Faculty members involved in blended learning
courses were contacted via email and invited to participate in the study. The survey
is composed by 13-items and it took approximately 5 min. Participation was vol-
untary and participants were assured of confidentiality of results. Of the 46 ques-
tionnaires that in this first stage were delivered, 38 were returned, this represent a
response rate of approximately 83%. Our respondents include both Full (31.6% of
the sample) and Associate (44.8% of the sample) Professors, Researchers (10.5%),
and, finally, professor with a temporary appointment for a given course (13.1%). As
with any survey of a particular and small group, cautions needs to be exercised in
generalizing study findings.

The survey has a total of 15 questions including 13 questions with a 4-point
Likert scale, ranging from 1 strongly disagree to 4 strongly agree. The items were
taken from the scale on online faculty satisfaction survey (OFSS) developed by
Bolliger and Wasilik in 2009. In this study we use only some items of the OFSS
scale and they are grouped in three subscales: (a) student related issues (Cronbach’s
a = 0.52), (b) instructor-related issues (Cronbach’s a = 0.92), and (c) institu-
tional-related issues (Cronbach’s a = 0.89) [16].

5 The Case Study of the University of Pavia:
Findings and Discussion

UNIPV is one of the oldest universities in Europe. It was founded in 1361 and has
13 faculties. Today the University boasts 25,000 students, both from Italy and from
overseas. It offers study programmes at all levels: Bachelor’s degrees, single-cycle
Masters degrees, research degrees, specialty schools and level I and II Masters
degrees.
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UNIPV is in a way unique not only because of its prestigious historical origins
and top quality achievements, but also due to its leading and promoting role in the
so-called “Pavia System” characterized by 20 colleges and residences where
thousands of students can live and study. In this frame, the project for the imple-
mentation of a blended learning in UNIPV begun in 2008. Since the beginning of
2015, following the triennial plan for the Universities promoted by MIUR, UNIPV
presented a project for the implementation of blended learning approach in five
course programmes. This project has been funded by the Italian Ministry and the
work began with the establishment of a working group composed by the Pro-rector
for didactics, the Delegate to ICT, the Head of the Information System Area and the
Head of the Digital Learning and Innovation Service.

Summarizing, to obtain insights about the blended learning adoption from the
awareness and exploration phase to the early implementation phase, we identified
an institution at the adoption and early implementation stage that received a fund in
2015 to facilitate blended learning development.

5.1 Phase 1 (2008–2014): The Exploration Stage

The first step toward the blended learning adoption in UNIPV is moved in 2008
with the promotion of an experimental project involving 50 students and 7 single
courses delivered by the Faculty of Pharmacy.

Looking for the strategy dimension, improved pedagogy, access and flexibility,
cost effectiveness and the intention to increase the student-instructor relationship
outside the classroom are the main purpose declared by UNIPV. The starting idea
was to support traditional courses by creating an interactive digital environment
where teachers, tutors, and students could share educational materials, create new
ones, meet and deepen, ideally, what they did during their lessons. The primary
purpose for adopting blended learning was to improve student learning outcomes.
In addition, UNIPV noted cost-effectiveness as another important driver for
attracting additional students or increasing the student retention. The way in which
blended learning approach was put into practice depends on institutional advocacy,
individuals who actively promoted blended learning and organized adoption efforts.
In this experimental phase the Head of the Digital Learning and Innovation Service
in collaboration with all the staff of the Service, and the President of the Faculty of
Pharmacy were the main blended learning advocates. However, already at this stage
emerged the relevant role of faculty members: faculty was one of the major drivers
in implementing blended learning. Finally, the definition provided for blended
learning was derived by Italian Legislation and included the combination of online
and face-to-face instruction.

The analysis of UNIPV infrastructure evidenced how UNIPV focused on
enhancing its technological infrastructure to facilitate online education. The cre-
ation of a “new” interactive digital environment called KIRO was very useful to
share resources and experiences; at the same time, it represented a “place” where
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students could meet and where the relationship between students and tutors could
be improved. However, UNIPV did not systematically identify blended courses in
their course catalogs. The Faculty of Pharmacy allowed individual instructors
informed students on the first day of class if a course was blended: in sum UNIPV
did not create a systematic protocol for indicating all blended learning courses.
Furthermore, in this first stage governance and evaluation practices were not clearly
identified.

Finally, the focus on the last dimension of analysis (support) evidenced that
incorporating the use of the digital platform (KIRO) into face-to-face instruction
required no additional professional, technological or pedagogical support, since the
instructors were not learning new technological skills and were “well-versed” in
face-to-face instruction.

5.2 Phase 2 (2015–Today): The Adoption/Early
Implementation Stage

The activities programmed for the experimental phase concluded approximately in
December 2014. In 2015—after the fund obtained by MIUR—UNIVP completely
redesigned the implementation of the blended learning approach. Currently, the
service related to blended learning is supported by 18 instances of the Learning
Management Systems Open Source Moodle: the access is guaranteed to 12,000
students and 550 instructors. In general, the main activities to promote the inte-
gration of blended learning in traditional learning consisted in the live recording of
the traditional lessons through a mobile recovery, the work of post-production on
the video and—finally—the uploading of the videos on thematic channels of a
video streaming manager (VIMEO).

The blended learning approach is implemented in 6 course programs (Table 2):
the diversity among course programs allows to better achieve the objectives defined
for the project. For each course program, lessons have been recorded for at least
30% of CFUs in the study plan. UNIPV chose to adopt “vertical” video detection
model: for each course program a number of single courses were identified: the final
sum of the CFUs assigned to each single course corresponds to the 30% of CFUs
delivered by the entire course program.

The evidences collected for this second stage showed a more complex frame for
the three dimensions of analysis. The investigation about the strategy dimension
revealed that the purposes UNIPV reported are aligned with those reported in the
literature: pedagogical improvement, increased access and flexibility, and cost
effectiveness. Blended learning adoption objectives seemed to be aligned also with
institutional goals. Furthermore, the choice to implement blended learning only at
the second cycle level (according to the Italian Higher Education Systems) allowed
to implementers to consider different purposes for adopting Blended Learning. For
example, administrators, tasked with the financial success of the institution, may
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focus on increasing enrollment and retaining students, while faculty members may
focus on specialized and highly differentiated course contents. In addition, focusing
on students—the choice to implement blended learning in second cycle level
allowed to provide this new training method to students who knew the existence of
KIRO platform, its centrality for teaching activities and its services (how to use it).
In the adoption phase the personnel working in the Digital Learning and Innovation
Service, and the faculty members were the only blended learning advocates. It is
possible to conclude that UNIPV should encourage advocacy at multiple institu-
tional levels due to the distinct contributions provided by department administra-
tors, faculty resource centers, faculty members, students and
technical-administrative staff.

Adequate technological infrastructure during blended learning adoption is
required. For this reason UNIPV adopted new technologies to facilitate BL adop-
tion: 7 moving recovery for live recording, Films with Operator in Presence, 3
recovery Extron SMP 351, Nilox cameras, lavalier microphones, notebook for
managing recoveries, 3 Macintosh for postproduction and software for postpro-
duction. In addition, the use of Microsoft Surface were offered to all faculty
members. The opportunity to link the surface to the board permitted to look and to
use the Surface as an interactive whiteboard (on which to record slides, compose
charts, write, etc.). Single courses and the timeline of the project are clearly
scheduled at the beginning of each academic year, blended learning are finally
approved by instructors before publication, no other approval is required.

Finally, a great number of initiatives are realized to provide support to the
blended learning implementation. Firstly, UNIPV offered professional development
to faculty adopting blended learning. In 2016 UNIPV created an online blended

Table 2 Blended learning in UNIPV: the state of art

Academic year
2015–2016

Academic year
2016–2017

Registered videos (total number) 682 385

Registered hours (total number) 1100 600

Course programmes (number) 6 6

Single courses (number)
– in English language
– in Italian language

13
10

9
10

Single course registered for each course
programme
– Communication, innovation, multimedia
– Physics
– International business and economics
– Economics, finance and international
integration

– Civil engineering
– Musicology

5
6
6
4
6
5

3
2
4
3
3
4

Access (number of views) 20.069 128.000
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learning training program: the program consisted of 26 online training units that
provided instructors with as little or as much training as they needed. In addition
UNIPV provided presentations, seminars, or webinars to small groups of faculty
members or even individual teachers. UNIPV offered also robust technological and
pedagogical support systems: a central coordination center oversees all the
technical-methodological aspects and reaches the periphery through a network of
collaborators (Kiro Manager) operating at the departmental level to provide support.
A help desk service was created to support both users and online instructors.

5.3 The Faculty Satisfaction

Table 3 provide the descriptive statistics for each item used to measure faculty
satisfaction. The descriptive statistics reveal that the average scores are relatively
high for items connected to both student and instructor subscale suggesting that
most of the respondents are satisfied of the “new” way to interact with students.

Although most of the variables present a moderate degree of variability, the
creativity required to an online instructor in terms of the resources used for the
online course (M = 2.58, SD = 0.793), the higher workload perceived when
teaching an online course as compared to the traditional one (M = 2.61,
SD = 0.790) and the ability to provide better feedback to online students
(M = 2.21, SD = 0.741) produced the greatest degree of heterogeneity in

Table 3 Means and standard deviation of scores

Subscale Item M SD

Student The level of my interactions with students in the online course
is higher than in a traditional face-to-face class

2.11 0.658

I am able to provide better feedback to my online students on
their performance in the course

2.21 0.741

My online students are more enthusiastic about their learning
than their traditional counterparts

3.00 0.615

My online students are actively involved in their learning 2.97 0.600

I appreciate that I can access my online course any time at my
convenience

3.00 0.658

It is valuable to me that my students can access my online
course from any place in the world

3.24 0.542

Instructor I have to be more creative in terms of the resources used for
the online course

2.58 0.793

My students use a wider range of re-sources in the online
setting than in the traditional one

3.45 0.555

Institution I have a higher workload when teaching an online course as
compared to the traditional one

2.61 0.790

I am concerned about receiving lower course evaluations in
the online course as compared to the traditional one

1.71 0.515
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responses. The increased access (M = 3.24, SD = 0.542), the use of a wider range
of resources in the online setting than in the traditional one (M = 3.45, SD = 0.555)
and the concern about course evaluation (M = 1.71, SD = 0.515) produced the
greatest degree of homogeneity in responses.

Moreover, the survey includes two items that are considered general satisfaction
questions. Here instructors indicated their levels of agreement or disagreement with
the statements ‘I look forward to teaching my next online course’ and ‘I am more
satisfied with teaching online as compared to other delivery methods’. The means
for these items were 2.41 (SD = 0.686) and 2.54 (SD = 0.730), respectively.

The results of the study confirm that the students, the instructor, and the insti-
tution are important in the measurement of perceived faculty satisfaction. The
student factor seems to be the most important factor influencing satisfaction of
online faculty, which is encouraging because it leads us to believe that many online
instructors are student centered. Mean scores show that participants felt most
strongly about questions in this particular subscale. Student-related issues that were
most valued by respondents include providing flexible and convenient access to
courses. These are some of the issues related to faculty satisfaction mentioned by
the Sloan Consortium [68]. Additionally, the majority of faculty believed that their
online students are actively involved in their learning, participate at a good level,
and communicate actively with the course instructors. These results are encour-
aging and reassuring for faculty who are either considering to move or expand their
online course offerings or who are pressured by administrators to participate in
distance education. Not surprisingly, instructor-related issues directly impact
instructor satisfaction but were less important than student-related issues. Finally,
institution-related issues seem to be less important to online faculty. The majority
(52.63%) of respondents agreed or strongly agreed that they have a higher workload
when teaching an online course. These findings are consistent with the literature
that points out online instructors invest more time than instructors who teach
face-to-face [64, 77–79].

6 Conclusions and Next Steps

This article examined an Italian case study of blended learning adoption in which
the higher education institution transitioned between the blended learning stages of
awareness/exploration and adoption/early implementation. We identified patterns
and distinctions regarding university’s strategy, structure, and support decisions
during that transition. One of the most important finding include the strategic need
to develop blended advocates at multiple institutional levels in order to establish a
shared implementation vision, obtain necessary resources, and attract potential
adopters. In addition, institutions need to better define blended learning structure for
potential adopters. Some improvements is required also on the infrastructure in
order to facilitate the integration between online and face-to face learning.
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The application of this conceptual framework is important from a practical
viewpoint when introducing blended learning into higher education as planners and
implementers will consider the readiness to adopt, the blended learning options
available and how their impact will be assessed before the implementation occurs.
This provides a more holistic approach to the implementation of blended learning
options would like to suggest to evaluate the impact of the blended learning
approach during its design rather than as an afterthought after implementation.

Future research could determine the nature of strategy, structure, and support
patterns during the transition between adoption/early implementation and mature
implementation/growth. Research might also examine institutional adoption stages
and markers from differing perspectives, including faculty, student, or support staff
viewpoints. This case study showed that UNIPV begin implementing BL with a
small group of initial adopters and anticipate scaling their efforts; future research
could identify core factors that need to be considered during institutional scaling.
Examples of such issues could include physical and technical infrastructure needs
and the continued use of incentives to facilitate faculty adoption.

Finally, as with many exploratory studies, several limitations should be taken
into account. First, the results are derived from a single higher education sector
organization. It is thus not possible to predict the extent to which the results can be
found in universities using a blended learning approach in Italy. On this point, a
next step of the research is to increase the number of case in order to compare
different approaches for implementing blended learning. Moreover, the findings are
limited to a small number of respondents and no attempt are be made, in this
research phase, to generalize the obtained results to the wider Italian higher edu-
cation sector faculty members. Further research will attain an increase in the breadth
and depth of the content, both through the involvement of other Universities, and
through the analysis of the students’ satisfaction.
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Virtuality in E-Internships:
A Descriptive Account

Debora Jeske and Carolyn M. Axtell

Abstract Computer mediation has enabled virtual teams to collaborate across time
and geographic boundaries. In addition, virtual or e-internships emerged about a
decade ago. The advances in both computer mediation and human computer
interaction have facilitated this development. The current paper examines the
degree of virtuality found in 138 e-internship reports, focusing specifically, the
percentage of interactions that takes place face-to-face compared to virtually in
these internships. Half of our sample (n = 79) worked entirely virtual in that their
interactions were computer-mediated and not face-to-face for more than 90% of
their time. Most e-interns were part of a virtual team as well (n = 109). A third of
our participants (n = 40) were exposed to a different culture by either working with
people from another culture or working for an organization in a different country.
Their contribution to the organization in terms of feedback and input was also
noteworthy, as more than half of those in largely virtual settings nevertheless
indicated they engaged in contextual performance—assisting their organization by
volunteering, helping others, sharing information and resources. In addition, more
than 90% were willing to commit to another e-internship or virtual career. This
suggests that the experience and reliance on computer interactions even in tem-
porary situations can have positive effects, where gains are not only task specific,
but generate higher level benefits for e-internship providers in turn.
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1 Introduction

The research on virtual work has provided important insight into distributed team
functions, team design, and the conditions under which knowledge sharing,
communication-based group efforts and cooperation is likely to succeed [1–3]. The
emergence of e-internships (also known as virtual internships) has the potential to
expand this area of research, while also bringing in new complexities, such as
college-to-work transitions, higher education concerns about quality assurance, and
career-decision making. In this paper, e-internships are defined as partially or
completely computer-mediated internships [4] that require minimal or no in-person
interactions. In most cases, such e-internships will involve interns and supervisors
working from different geographic locations or potentially in diverse time zones
(see also [5, 6]). Work is accomplished via online tools and software that supports
collaboration on projects and facilitates knowledge exchange and meetings [7]. The
popularity of these internships is increasing in numerous countries as virtual work
arrangements and blended learning approaches become more commonplace in the
workplaces and higher education institutions in Europe, Australasia and the
Americas [7]. In addition, their update by smaller and medium enterprises rapidly
increases as they discover the benefits of such arrangements for their own learning
and development [8]. However, no specific statistics are available as e-internships
are organized by organizations rather than higher education institutions (but see
trends, [7]), which may not be recorded and reported in the same way as internships
organized by higher education institutions.

The current paper aims to provide insight into how virtual these e-internships
actually are, and explores their collaboration with teams as well as their contribu-
tion to their employers. We consider the concept of resource dynamics and job
crafting to understand some of the complexities in the design of, experience, and
benefits of e-internships.

1.1 Open Research Questions

While a number of studies have been conducted with virtual teams featuring regular
employees and traditional internships, work on e-interns is only at the beginning.
How internship relationships function may also be dependent on the degree to
which interns are virtual. Virtuality can be defined in terms of the degree to which
teams use virtual tools in order to manage and execute processes, the informational
value gained by these tools, and the synchronicity of team interactions [9, 10]. In
the words of Liao [11]: ‘How individuals are distributed and the extent to which
virtual communication tools are employed are important determinants of team
virtuality.’

Virtuality, as discussed by Kirkman and Mathieu [9], can exist in co-located
teams that have the option to also meet face to face. Orhan [12] also believes that
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virtuality is not a concept that is particular to virtual teams alone due to the
wide-spread use computer-mediated communication in the modern workplace. This
means virtuality is not necessarily at the opposite end of the continuum from
traditional face to face interactions in team settings. In the context of e-internships,
the use of tools to overcome separation of space and time will be essential to
success—which makes the degree of virtuality interesting in terms of how this is
achieved and the outcomes that more or less virtual arrangements such as these may
generate. Given the relative recency of e-internships, the following papers focuses
on a number of knowledge gaps. In the following section we outline the current
literature and the research questions that are the focus of this paper.

Virtuality in E-internships. The more virtual the internship, the higher will be
the amount of computer-mediated interaction between the intern and their super-
visor. That said, greater virtuality does not necessarily imply a qualitative difference
in terms of the exchanges that are taking place. Kirkman and Mathieu [9] took the
perspective that ‘teams are less virtual to the extent that their direct (e.g., com-
munications) or indirect (e.g., contributing to and accessing knowledge bases)
exchanges with each other resemble those that would occur if mediating tech-
nologies were not employed.’ However, the degree to which internships are more or
less virtual may depend on the degree to which employers have designed them to be
more virtual. At present, it is not clear how virtual an e-internship would have to be
for it to be an e-internship rather than a normal traditional (face to face)
internship. For example, some e-internships require one or two on-site visits (e.g., at
the beginning and the end) but most of the work and interaction takes place on line.
This suggests that the dichotomy between traditional and virtual internships may
need to replace by a tripartite categorization: traditional internships involving 100%
on-site presence, semi-virtual internships that may require at least one on-site visit,
and entirely or 100% virtual internships that never require on-site visits. In addition,
some interns may also shape virtuality via their preferences to work from home
when possible. This means interns might also contribute to their own work envi-
ronment and thus influence the degree of virtuality in their e-internships.

Interns, like employees, can influence their own experience by selecting the type
of internships they seek, but also reaching out to others and proactively shaping the
degree to which they interact with others virtually (leading to more engagement and
online interaction). As a result, interns may participate in how virtual their
internships are through their selection decisions but also their own influence on how
interactions are organized and run. It may be difficult to determine the precise
dynamics behind virtuality without longitudinal or multi-stakeholder analyses,
which is the next step in this research. Learning about virtuality in e-internships is
the first stage to identify the reliance on computer mediation. This raises the fol-
lowing question:

RQ1: How ‘virtual’ are e-internships?

Team Work. Virtual teams have become established in many organizations due
to the digitization of work processes and more collaborative (and international)

Virtuality in E-Internships: A Descriptive Account 221



nature of work [9]. Some effort has been made to identify unique knowledge, skills
and abilities that support virtual team performance [9]. Experimental research on
teams working in virtual environments has shown that such interactions promoted
shared understanding compared to text-based chat situations, which in turn con-
tributed to consensus, satisfaction and perceived cohesiveness in these teams [13].

However, it is unclear whether or not e-intern are also part of virtual teams,
linking the existing constellation of distributed teams to e-interns. Having access to
such teams may ensure that access to support is greater than when interns are not
working with virtual teams. This again influences the potential role of e-internships
working in combination with other e-interns or employees. To understand these
dynamics, the next stage is to examine the extent to which e-interns work in teams
as this activity has usually been viewed as highly personalized and individual
experiences. Fact is that e-interns are likely to be part of at least a dyad (i.e., their
relationship with their supervisor), even if not necessarily a larger team. Access to
structure and support from others may matter in other ways. More support and
access to help may be important to overcome the potential perception of being
isolated [14] or separated from the employers’ main office, issues that has been
observed in teleworkers [7].

In a sample of sales people working remotely, Kirburz [15] found no significant
relationship between role of work resources such as autonomy, feedback, access to
information and interaction with supervisors and job performance. Instead, factors
such as the quality of the goal setting approach as well as task interdependence may
be key aspects facilitating effective virtual team work [16]. Team work may be
more likely the more interdependent the tasks are, and the more help newcomers
(e.g., e-interns) may need to succeed in their roles. This makes access to commu-
nication structure and access to help an important aspect of team work. However,
we do not know to what extent these factors play a role in virtual teams that include
e-internships. Furthermore, it is unclear to what degrees e-interns are working in
teams or simply with one supervisor. Depending on the team-based or individual
nature of the experience, e-interns may perform at different levels, tackle more or
less complex tasks, and gain different insights through work, peer interactions,
mentors and so on. This leads us to the second research question of interest:

RQ2: Do e-interns work in (cross-boundary) teams?

Organizational benefits. E-internships may generate a number of benefits, both
for individuals and organizations. Skill and competence developments are often
important outcomes [17]. Interns have reported improved communication skills,
greater perceived employability, and greater knowledge about one’s career options
[16]. In the case of organizations, e-internships may represent a good means for
organizations to assess potential candidates for employment—either for virtual
careers or regular on-site positions. When e-interns work in teams with other
e-interns, their knowledge and resource sharing may positively contribute to their
performance, offsetting the costs of organizing such e-internships. This means
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interns may provide added value to the organization—regardless of whether or not
they are part of a team.

Previous research has demonstrated that telecommuting is linked to both task
and contextual performance [18]. Organizational and work conditions may promote
contextual performance, while personal initiative has also been linked to contextual
performance [19]. This makes contextual performance particularly relevant to
e-internships due to the computer-mediated, often task-oriented and virtual nature
of the experience. Contextual performance can generate synergy and a sense of
connection and thus positively influence both the task performance and the rela-
tionship between all involved (e.g., the interns, their teams and supervisors). And in
contrast to organizational citizenship behaviors, contextual performance does not
require necessarily as much contact with organizational representatives and more
opportunity to engage in discretionary behavior. As a result, we would like to
consider the following research question, focusing on the individual contribution of
e-interns:

RQ3: Do e-interns exhibit contextual performance contributions?

Answering these three research questions will set the starting point to review
notions of virtuality and a means to identify the possibilities inherent in
e-internships, rather than focusing on the potential costs associated with setting and
supporting such internships. This positivist stance is also reflected in the focus of
our analysis.

2 Methods

2.1 Procedure and Participants

Recruitment involved a snowball technique where the researchers contacted orga-
nizations providing e-internships and e-interns known to the researchers. Notices
about the e-internships were also posted on two internship portals. Participation was
voluntary, anonymous, required consent from every individual and not remuner-
ated. In order to ensure that we collected data from e-interns, all participants had to
confirm that they had been or currently were e-interns. To clarify what we meant,
we provided the following definition of e-internships on the participant information
sheet: ‘This survey is targeted at all those who have completed (or are currently
completing) an e-internship/virtual internship. Such internships are also known as:
virtual internships, e-internships, work from home internships, telework internships.
That is, such internships involve the intern working entirely or mostly from home
(or other location away from the organization’s official location). As a result, most
interactions and communication will have been computer mediated.’ All partici-
pants needed to confirm their status as e-interns before they were able to proceed.
Following consent, participants were asked about their experience (hours, virtuality,
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remuneration, location, industrial sector). Further information was collected about
virtuality in terms of the teams they worked with, satisfaction with communication,
and also their feedback to their employers (related to contextual performance, such
as discretionary effort not required for task completion). We further asked about the
extent to which e-internships included training or mentoring opportunities. This was
followed by demographics.

The participants were recruited in two different rounds as part of a larger data
collection effort. The survey was started by 171 participants. We retained only those
cases that provided information about the degree to which their e-internship
involved face-to-face interaction, resulting in a dataset with 137 participants (76
males and 61 females, 1 missing value). The age ranged from 17 to 50 (1 missing
value). The large majority (n = 103) were studying for a degree (or vocational
certificate) at the time of the e-internship.

2.2 Measures

The survey included a number of questions to assess the characteristics of both
e-internships and the participants themselves.

1. Virtuality. This was assessed using several questions. First, we asked the
percentage of interactions that took place face-to-face Second, we asked about
their work location (the percentage spend working from home or some other
location of their choice). And third, participants were asked what amount of time
they spend working from home during their office. Finally, we asked whether or
not the interns were the only member of their team to work virtually
(dichotomous response options, either Yes or No).

2. Communication Satisfaction. Given the nature of the e-internships, we also
considered the satisfaction of our participants with the communication structure
(access to help). Communication may be particularly relevant when the
e-internship involves teamwork—and therefore tasks that require more com-
munication and organization to successfully complete the set tasks. Response
options ranged from (1) very unsatisfied to (4) very satisfied. We also include a
response option called “not applicable” for those who did not have any support
and felt unable to report on communication structure and access to help. Some
e-internships focus on independent projects that require minimal support, par-
ticularly when the e-intern is highly skilled or experienced, reducing their need
for access to help. When not applicable was collected, the case was excluded
from the analysis (7 cases).

3. Background Information on E-internship. The survey included questions on
location of the e-internship providers, company size, organization type (profit,
not-for-profit, government) and remuneration. Other variables of interest
included year of completion of the e-internship, current e-internship status
(as some e-interns completed their internships in the past) and working hours.
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We also enquired about the role that e-interns occupied as part of their
e-internship. The open response options were subsequently coded. The partic-
ipants were also asked to indicate if they received training or mentoring.
Training was not defined but mentoring was defined along the description by
[20]. Accordingly, mentoring was described as a personal, helping relationship
between a mentor and a mentee/protégé. This process may focus on the men-
tee’s need for support, professional development and growth and varying
degrees of support. The response options were dichotomous (Yes/No).

4. Cultural Diversity. One question pertained to the potential cross-boundary
team composition. This question was relevant to all those participants who
worked in virtual teams. This item stated the following: “Some e-internships
require e-interns to work for a company in a different country or with individuals
from different cultures”. Responses were dichotomous (Yes or No).

5. Contextual Performance. All participants were asked three questions [21, 22].
Each item started with “Did you have the opportunity to” followed by the item
stem: (a) “Volunteer to extra activities?”, (b) “help and cooperate with others?”,
and (c) “Share job related information, knowledge, and experience with other
co-workers?”. Answering options included Yes or No.

6. Career Interests. Organizations and e-interns may benefit from e-internships as
this experience may increase their interest in virtual careers or the option to
work for the company (potentially remotely) in the future. Two open-response
questions assessed the interest in e-internships and virtual careers. The open
response options were individually coded as either affirmative (e.g., when the
answers were yes, sure) or negative (e.g., no).

7. Demographics. This included age, gender, and student status.

3 Results

3.1 General Descriptives

Geographic and Organizational Diversity. The information from e-internship
suggested significant geographic dispersion of e-internships (that is, the location of
the office where their supervisor was based). We did not ask whether or not the
e-internship was supervised by somebody at the national or regional headquarter of
the organization. Our participants worked with organizations in locations such as
India (n = 109), the USA (n = 10), Ireland (n = 4) and Australia (n = 3). Other
countries included Brazil, France, Nigeria, Uganda, the United Arab Emirates, and
the UK (each n = 1). The e-internship providers included for-profit organizations
(n = 102), several non-profits (n = 22) and government agencies (n = 8). A third
(n = 40, 29%) worked with individuals from other cultures (because their col-
leagues or organization came from different cultures). Almost half of the sample
included e-interns in marketing roles (n = 59), but also programming (n = 7),
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writing (n = 6), content design (n = 22) and various analytical and admin roles.
This suggests that the e-internships tend to predominate in areas linked to IT,
marketing and web design.

Experience of E-internships. Overall, more than 80% (n = 99) worked more
than 50% of their time during the e-internship in their home. At the time of the
survey, only a quarter of participants had started the e-internship in the last two
weeks (n = 33). All others had either completed or were still completing the
e-internships. The large majority had completed their e-internships between 2013
and 2015 (n = 111). Up to a third (n = 53, 38.4%) worked up to 10 h a week,
another third (n = 41, 29.7%) up to 20 h a week, and the remainder up to 30
(n = 27, 19.6%), or even 40 h (n = 12, 8.7%). A minority worked even more hours
(n = 5, 3.6%). This suggests that a good number of participants worked full time
hours during their internships. Internship length varied from up to 6 weeks (n = 46,
33.3%), up to 12 weeks (n = 59, 42.8) and in some cases from 3 to 12 months
(n = 29, 21.0%). A number of e-interns reported that they had completed more than
one e-internship (n = 25).

3.2 Research Questions

RQ1: How ‘virtual’ are e-internships? Around half (57.2%) of the sample
(n = 79) spend a very limited time interacting in person with others, suggesting
fully virtual internships. Similarly, only a very small number spend more than 70%
interacting with others face-to-face (Table 1). Relatively equal number of partici-
pants received training or mentoring opportunities regardless of their degree of
virtuality. While these results do not provide us with an indication of the signifi-
cance of the differences (the cell sizes were too small to run comparative statistics),
the results provide a first overview of the degree of virtuality in e-internships. The
participants who were unpaid also tended to be more virtual (see overview of
percentages in Table 1). For example, more interns with less than 10% face-to-face
interaction tended to not be paid (n = 61) than paid (n = 15). The proportion of
payment increased the more face-to-face contact individuals had in their
e-internships (Table 2).

Table 1 Degree of virtuality and amount of training/mentoring offered to e-interns

Percentage face-to-face Frequency Percent Training
yes(no)

Mentoring
yes(no)

less than 10% 79 57.2 46(33) 47(32)

10–30% 26 18.8 7(19) 17(9)

30–50% 17 12.3 6(11) 13(4)

50–70% 9 6.5 5(4) 8(1)

70–90% 5 3.6 0(5) 3(2)
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RQ2: To what extent are e-interns working in virtual teams. An important
consideration is the extent to which e-interns may also work together with others, in
different locations. As the findings suggest, the large majority (n = 109) of par-
ticipants worked in teams that included other team members who worked virtually.
This is important as it may also means the infrastructure is geared towards more
computer-mediated interactions to facilitate the effectiveness of all working online.
Of the 127 participants for whom we had computed communication satisfaction, we
found that those who worked with others virtually (M = 3.24, SD = 0.78) reported
slightly lower, not higher satisfaction compared to those who did not work with
virtual teams (M = 3.59, SD = 0.79). The group difference was approaching sig-
nificance (p < 0.054). The overall satisfaction tended to the higher end of the
spectrum, as the maximum score was 4.00 (M = 3.20, SD = 0.70).

RQ3: How does virtuality relate to contextual performance of e-interns?
Contextual performance was of interest as we wanted to examine the extent the
e-interns would not only complete their tasks. We asked participants whether they
volunteered for extra activities; help or cooperate others; or share job related
information, knowledge, and experience with other co-workers (Table 3). The

Table 2 Degree of virtuality and extent of virtual team membership

Only one in virtual team?

Percentage Yes No Frequency

Less than 10% 8 66 74

10–30% 3 19 22

30–50% 2 13 15

50–70% 1 8 9

70–90% 2 3 5

Total 16 109 125

Table 3 Degree of virtuality of interns and their contextual performance

Percentage of your interactions that was face-to-face
(in person)

Contextual
performance

Response
options

Less than
10%

10–30% 30–50% 50–70% 70–90% Total

Volunteering Yes 51 11 9 5 3 79

No 26 13 8 4 2 53

Total 77 24 17 9 5 132

Helping out/
cooperating

Yes 47 13 11 6 3 80

No 30 12 6 3 2 53

Total 77 25 17 9 5 133

Sharing
information etc.

Yes 42 16 11 6 3 78

No 35 9 6 3 2 55

Total 77 25 17 9 5 133
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extent to which individuals show evidence of contextual performance may depend
on their ability to tell when such contributions are warranted. Even though many
individuals rated high on the percentage of virtual rather than face-to-face inter-
actions, a surprising number of participants provided feedback to their employers.
Sharing information was lower compared to the other activities, potentially because
the interns may have difficulty identifying which information, knowledge and
experience would be helpful.

4 Discussion

The emergence of e-internships and their increasing popularity across different
continents produces new research questions. While the research on virtual work and
teams can produce helpful guidance, the experience of both e-interns and internship
providers may be subject to the influence of many different aspects. In contrast to
many distributed teams, e-interns are more likely to be students (as noticed also in
our sample), have less experience in work settings, and may need more support
during their e-internships than individuals working in established distributed teams
with significant work and/or technical experience. In recognition of these devel-
opments, the current work considered the characteristics of e-internships to date,
capturing some of the emerging themes. Specifically, we asked how ‘virtual’
e-internships are (RQ1), learn more about the extent to which e-interns work in
virtual teams (RQ2), and any evidence about students engaging in contextual
performance regardless of the virtuality of their e-internship (RQ3). We summarize
our results and consider existing work in this area.

Our examination of virtuality (RQ1) showed that over half of the participants
experienced a largely virtual work experience (spending less than 10% of their time
face-to-face). This did not, however, appear to change access to training and
mentors. Individuals who had training or mentoring were not more or less likely to
be virtual. The descriptive patterns suggest that even in highly virtual internships,
organizations provided mentoring and/or training options. The results indicated that
a large number of individuals received training and mentoring, although the present
research did not provide in-depth information on how these opportunities arose (as
in offered by supervisors or requested by e-interns).

E-internships are, essentially, placements to support the transition from college
to work. Supporting learning will be essential during this process. Supervisors can
support and also foster internship crafting and designating post holders responsible
for the outcome of this behavior (see also work by [23] on customizing job content),
thus ensuring that e-interns also self-evaluate and reflect on how they shape their
own e-internship. Our results thus confirm that many e-internships are almost
entirely virtual. However, it is unclear if virtuality is driven by the task or cir-
cumstances. Orhan [12] proposed that virtuality can be construed as
two-dimensional. He proposed that virtuality depends on the amount of face-to-face
interaction/contact in teams and the degree of dependency. Our results do not
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provide any means to test if the provision of training and mentoring in e-internships
was a tool to support inter-dependent working (in terms of coordination, collabo-
ration, and task performance). However, dependency may be an important variable
to consider to understand when e-internships involve teams or just dyads, and the
degree to which training and mentoring will be available.

The second research question focused on the likelihood with which e-internships
worked alone or with others who were virtual (RQ2). Our descriptives suggest that
e-interns were also more likely to be working with others who were also virtual.
The findings concerning RQ2 are interesting when we consider the link with
training and mentoring (in reference to RQ1). Working in teams may increase the
complexity of the tasks being completed, a possibility that we had no means to
assess. In addition, those working on their own may have been more skilled which
increased their independence. However, those working with others may have
needed more training—leading to a steeper learning curve and thus potentially a
more pronounced need for help. In the context of e-internships, such access to
support may be more difficult to obtain right away due to temporal differences (a
possibility that may be worth exploring in future research). Also considered in the
section on team work (RQ2), participants reported relatively high communication
satisfaction. Satisfaction with communication may be difficult to ensure in virtual
teams and samples such as ours, where the majority worked with individuals in
different countries or from different ethnic backgrounds. Schaubroeck and Yu [10]
had also proposed that geographic and cultural differences may play a role in virtual
teams. Yet, in our sample, we noted that working virtually did not, by default,
require collaborations across countries or with colleagues from different cultures.

The third research question also considered the extent to which individuals
would engage in contextual performance (RQ3). A large number of e-interns
showed evidence of engaging in volunteering, helping others, and information
sharing. E-interns that are supported to craft their job are better able to continuously
fulfil, acquire or create work. This may set the stage for contextual performance as
well. If the communication and support structures can be combined effectively,
interns may also find it easier to adopt these knowledge practices. This may set the
stage for both task and contextual performance. The research on distributed teams
has already explored coordinated knowledge practices in distributed teams [24].
These include work coupling (this involves recognizing dependencies between
individuals sharing work), the building of social capital (gained, for example, via
networking and relationship building), and recognition of geographic and temporal
differences (spatio-temporality; [24]). These recommendations have also been
echoed in other work [14], which similarly emphasized the importance of trust,
cooperation, information sharing, but also coordination to avoid isolating individ-
uals, produce satisfaction and maintain performance in virtual teams. This suggests
that the commitment to e-interns may also result in additional dividends in the form
of contextual feedback and performance, going above and beyond task-based
performance alone.
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4.1 Implications

Our results may provide starting points for practitioners. We focus on the gains that
organizations may obtain here, but also the human resource strategies that could
support effective e-internship (teams). The fact that e-interns contributed to the
organization via their suggestions (contextual performance) suggests that their vir-
tuality is not necessarily an impediment. Even virtually, e-interns may gain insights
that, despite of and possibly because of their potentially peripheral structural
involvement with the employers, could provide the e-internship provider with useful
insight on how to optimize their structure and resources to support virtual working.
The link to virtual career preferences is also promising and suggests e-internships
may be a good way to identify those candidates who may be particularly suited to
working in virtual settings (some guidelines are already available in [7, 8, 25]).

A key criteria for success seems to be member competence and careful (team/
e-intern) selection. The degree to which an e-intern works with a virtual or tradi-
tional (location-bound) team may not be as important as their potentially inde-
pendent ability to manage and utilize various tools to complete their tasks
effectively (or task virtuality, [12]). Careful selection of the right candidates may be
beneficial in other ways as well. It may increase the likelihood that e-interns are
effective and satisfied. It may also ensure that teams are successful by ensuring all
team members are competently managing the interdependencies, the socioemo-
tional and task-related challenges that arise [20]. Recruiting the right interns to
analyze, interpret, lead on and make decisions in virtual settings [26] will very
likely also contribute to the success of e-internships.

Observing the trends of the last few years, we expect that e-internship are likely
to become more acceptable, following the adoption observed for virtual work
arrangements and simulated learning exercises. A number of factors may support or
inhibit this development. First, new means to accredit e-internship similar to
e-learning may encourage the adoption of such internship schemes. This trend is
supported by efforts to design such internships within educational settings [25].
Second, emerging technological means and a multitude of different internship
portals enable internship providers to meet and connect with potential interns
world-wide. Third, more and more small and medium enterprises become aware of
the opportunities that the e-internships present, particularly since they often lack the
space and the human resources to recruit interns to their main sites [7, 8]. Countries
such as India and the USA are prime locations where geographical distance and
entrepreneurial spirit support e-internship growth. And fourth, many careers require
individuals to engage in international collaborations. This makes e-internships more
attractive. Lastly, the computer-mediated nature of such internships may enable
certain groups to take these up more than traditional and thus location-based
internship (e.g., due to financial, geographic or other constraints related to care
responsibilities, issues related to various disabilities or mobility). This means
e-internships can facilitate both diversity and inclusion at work, which may support
organizational as well as individual learning [7, 8].
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4.2 Limitations

The current paper provides a descriptive overview of the characteristics of
e-internships. At the same time, the nature of the analysis was limited, in part
because we needed to balance the benefits of long response scales (instead of
dichotomous response options) against the potential drop-out rate and length of the
survey.

Other limitations also apply. The reports were based on self-reports of students
and their respective learning experience [4], which may affect the reliability of their
responses (e.g., estimates of time spend working virtually). That said, most
e-interns in our experience are given specific tasks and hours for an often limited
number of weeks and months. On-site visits are not necessarily a frequent occur-
rence. These circumstances should enable them to make a more educated guess
about the time spend working virtually. Second, given the age span observed in our
sample, students may not be the only group worthy of study. Self-selection bias
may have played a role in terms of who participated and who selected e-internships
in the first place.

Furthermore, no information was available from the supervisors about their
perceptions, which might be relevant to disentangle how the interests of different
stakeholders drive and shape how e-internships are implemented (in terms of the
technologies, tools, and supervision practices that are put in place). Third, we found
some evidence that many e-interns experienced such e-internships. However, we
did not have the means to explore the in-depth effects of geographic dispersion and
the demands or implications for computer-mediated contact preferences and
procedures.

4.3 Future Research

The paper outlined a number of potential avenues worthy of more research. For the
sake of brevity, we focus on a short number examples here. Leadership skills and
the willingness to delegate authority were not explored in our study, but may be
worth future consideration. Especially in virtual teams, it may be important to be
able to step back and avoid top-down instruction and authority-driven
decision-making. This is also in line with the abilities identified in [26] that rec-
ognizes leadership and decision-making as key aspects for virtual teams. Shared
leadership has also been shown to relate to team cohesion (in student-based tra-
ditional teams, [27]), while cohesion as well as leadership have been linked to
performance (in professional virtual teams, [17]).

While we asked if individuals worked with others who were working virtually,
the current paper did not investigate specific team type or designs. This is an
underrepresented area of research [3] and worth further consideration. And lastly, it
has yet to be determined to what extent (unclear) expectations, differing cultural and
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workplace norms shape performance in e-internships. A number of authors have
outlined research propositions and frameworks on virtuality, culture and teamwork
[10, 28] which provide further starting points for research in this area.
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Part IV
Organizing for Digital Innovation



Designing e-Business for SMEs:
Drawing on Pragmatism

Paolo Depaoli and Stefano Za

Abstract Investments in information technology related to the e-business adoption
represent often crucial decisions for small and medium sized enterprises (SME).
Therefore e-business design and implementation are key factors in minimizing risks
and in promoting valuable outcomes. However, there is an inclination in the IS
literature to adopt approaches and models that have been criticized for their
techno-centric and mechanistic character. Here a pragmatist perspective is adopted
“that allows for conceiving of technological and social aspects of work practices in
an integrated way” (Alonso-Mendo et al in Eur J Inf Syst 18(3):264–279, 2009
[1, p. 40]). Given that e-business is distinguished by different levels of information
exchanges among both the actors of the firm and its suppliers and customers, the
paper proposes an interaction-based model to orientate both entrepreneurs’ choices
and designers’ research and practice.

1 Introduction

Background. Despite its ups and downs, the fact that the global economy has been
recovering from the worst crisis in decades has led international organizations to
study the key growth drivers of small and medium sized enterprises (SMEs), given
that these form the majority of the world’s economic organizations and are fun-
damental to job creation and social cohesion. Financial inclusion and skill devel-
opment and training are at center stage [23, 24]. Competence growth in information
and communication technology (ICT) is included in a vast array of entrepreneurial,
managerial, social, and technical skills that all need to be developed [2]. Digital
transformation is considered by policymakers to be a source of business

P. Depaoli (&)
Sapienza University of Rome, Rome, Italy
e-mail: paolo.depaoli@uniroma1.it

S. Za
LUISS Guido Carli, University, Rome, Italy
e-mail: sza@luiss.it

© Springer International Publishing AG, part of Springer Nature 2019
A. Lazazzara et al. (eds.), Organizing for Digital Innovation,
Lecture Notes in Information Systems and Organisation 27,
https://doi.org/10.1007/978-3-319-90500-6_18

237

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_18&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90500-6_18&amp;domain=pdf


opportunities with major societal impacts. SMEs are considered to be slower than
larger firms in adopting digital technologies both because of a lack of awareness of
the positive outcomes thereof and because of an inadequate skill level concerning
these technologies [28].

Aims. In this context, the authors of this paper have started an IS design research
process: (i) to develop the awareness of small business owners on the information
technology related issues; (ii) to stimulate consultants to consider the entanglement
of organization and technology [26] rather than having their primary focus on
technology; (iii) to contribute to the design research literature in the information
systems field by proposing a model to explain “interaction” as a key variable in the
SMEs approach to e-business; (iv) to suggest policymakers to better support holistic
(rather than technology centered) approaches to develop SMEs competitiveness
through digitization.

Theoretical underpinnings. The research process is based on pragmatism
because it is an approach well suited to investigate the intertwining of inquiry,
work-practices, and strategizing [9], i.e. the aims of the research. Here we draw on
the work of Göran Goldkuhl and Pär Ägerfalk who have relied on this philosophy
to deal with the IS field by means of research, projects and publications [7, 8, 10].
Our research is based on the following four key concepts developed by these two
authors in [10]: (i) “in communication and other direct interaction between actors,
the social character is obvious” (p. 31); (ii) this also means that the use of an IT
artefact must be social, since there can be no such use without the exploitation of
signs” (ibid); (iii) the main functioning of IT artefacts within a work practice is as
“instruments for social action” (p. 36) (iv) “… we can view IT artefacts in a work
practice as: (1) technological artefacts with physical properties, (2) semiotic arte-
facts affording communication and interpretation, and (3) social instruments used to
responsively express actors’ beliefs, values, and intentions.” (p. 36).

Methodology. Social actions are taken to be the core of the analysis of SMEs.
The analysis concerns the actions (and interactions) performed by the actors within
the relevant work practices with (or without) the support of IT artefacts so that the
firm objectives are achieved. The research process adopted is the following. First,
three SMEs were explored to identify the key issues concerning interactions sup-
ported by IT artefacts (exploring e-business practices). Second, the literature on
e-business design is searched and commented upon (analyzing present knowledge).
Finally, we propose a model to facilitate the design and decision making of SMEs
concerning their level of involvement with e-business. This is also the structure of
the paper.

2 Exploring Small Firm Business and e-Business Practices

Based on a substantial business history (over ten years), a significant number of
customers, and employing ten or less people, three cases were identified on the
institutional data used by the authors for their ongoing research. The purpose was to
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gain a first understanding of the main work practices, of the interaction levels
among actors and of the IT artefacts that support them. Here, because of space
constraints only one case is described and concerns a small software house
(“Softer”). The other two firms (one is a restaurant and the other is active in real
estate development) show attitudes towards ICTs which are similar to Softer’s: the
role of an ICT artefact becomes meaningful (and worth investing in) only in the
light of the relevant work practices and of the interaction levels among actors they
support.

In order to guide the analysis, three areas of interaction among internal (the
entrepreneur, employees) and external (clients and suppliers) actors were identified
in an ideal-type small firm: a ‘core interaction area’ where internal actors interact
among themselves to carry out activities, an ‘output interaction area’ where internal
actors engage customers, and an ‘input interaction area’ where connections with
suppliers are managed. This classification chimes with the one provided by Kim
et al. [17]: the business-to-employee-to-business space (for the business organiza-
tion, its employees and its partners such as suppliers and distributors), the
business-to-employee-to-consumer space (for business organization, employees and
consumers), and the business-to-employee-to-employee space (for business orga-
nization and its employees).

Exploring e-business in a small softer house: “Softer”. This firm provides ICT
training and software development services. Launched in the early 2000s, its initial
focus was on training (partner of Sun and then Oracle). After five years Softer
started to develop proprietary software applications (first for B2B then for B2C)
using the innovative technologies taught in its courses, with the dual aim of
enhancing its teaching activities and of pursuing new business opportunities. In
2010, Softer decided to base its development activities and training on Apple, with
a growing interest in mobile apps. Presently the firm employs a total of six people
(developers and instructors) plus a part-time accountant and an accountancy con-
sultant to prepare the financial statements (a ‘cloud’ application developed inter-
nally serves both of them).

The owner personally manages key client sales, leveraging his technical and
teaching expertise. He assigns the smaller potential clients (especially for the
mobile apps market) to five part-time sales agents paid on a commission basis. Two
types of interaction take place in the Output Interaction Area: (i) the owner’s
interaction with the key clients and sales agents (the latter use an e-calendar for their
business appointments); (ii) the instructors’ interaction with the students. The for-
mer consists of face-to-face meetings, phone calls and e-mail correspondence; the
latter work in the classrooms organized at the clients’ premises. Products and
services are showcased on the company’s website and on the pages of the most
visited social networks (e.g., Facebook, Google+). The Core Interaction Area is
where the new training courses and the new software are developed. The traditional
white board is the main driver of employees’ interaction, on which these latter post
different coloured sticky notes with information on the matters discussed in the
daily meetings; video conferences are used occasionally to bring agents or external
colleagues into the discussion. The Agile approach taken by Softer means that the
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software it develops is organized by weekly objectives so the firm perceives no
need for a shared calendar or planner. The e-mail is used to track exchanges of
information and two servers support software versioning and document and
file-sharing. The employer is the main actor in the Input Interaction Area,
responsible for managing relations with Apple and other corporations that might be
interested in a business agreement and hardware and software procurement, using
the telephone and the e-mail or sometimes the Internet. However, small orders for
specific needs can be placed by the employees so long as the supplier is known and
reliable.

The Softer case attests that, despite the firm having the appropriate ICT com-
petences the owner finds face-to-face interaction to be more effective than inno-
vative cooperative work tools: its business aims often call for resolving installation,
management and updating issues.

3 Searching Knowledge on e-Business Design for SMEs

Investments in technology represent often crucial decisions for small and medium
sized enterprises (SME), especially for their potentially large impact on firm
competitiveness [12]. At the same time, investments in IT, related to the e-business
adoption, are resulted in tangible financial benefits in customer development and
e-marketing [15]. Hence, the e-business implementation management have a critical
role in order to achieve positive outcome minimizing risks [14].

The literature shows a broad range of e-business definitions. Some equate it to
e-commerce [5, 20, 29], while other ones [21, 34] rank e-commerce as merely one
stage of the e-business stage model proposed or analyzed. In this paper, we follow
[31, 32, 35] who define e-business to be where “economic value creation and
information technology (IT) come together and enable inter-organizational con-
nectivity”. However, different from these latter authors, we replace the term
‘connectivity’ with the term ‘interaction’ to better convey the organizational nature
of the exchanges. On the whole the IS studies identify several common factors and
show that the implementation of an e-business model is primarily customer-driven,
with smaller firms positioned at the early stages of the adoption sequence [18].
Improvements in competitive positioning have been observed when e-business
investments are coherent with the SME’s environment, strategic objectives and
technology management capabilities [30]. The level at which a firm has already
incorporated e-business into its traditional operations is an important and decisive
factor that spurs the scholars to advise adopting a maturity or stage (the two terms
are used interchangeably in the literature) model to evaluate future e-business
investments [4, 21, 29, 34]. In fact, while e-business can potentially keep com-
petitive pressure in check, reduce costs and improve performance [25], project
implementation often suffers delays or failures [16, 20]. Thus, SMEs looking to
invest in full-fledged e-business are offered stage models to serve as roadmaps.
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The aim of these models is to give the firms a yardstick with which to measure the
specific conditions of each step of their digital journey and to identify the relative
barriers and/or facilitators [29].

A growing number of authors have questioned whether the use of stage models
by SMEs is appropriate, claiming that these are not only too generic, i.e., incapable
of responding to the diverse nature and needs of each firm, but also lack the support
of empirical evidence [1]. Moreover, other research suggests that there may be no
sequential path to e-business adoption after all [19]. Martin and Matlay [21] argue
that the stage model-based approach is misdirected and likely to fail. According to
Zheng [35], stage models (e.g., that of Willcocks et al. [34]) are more relevant and
useful for large firms rather than SMEs. Indeed, such models do not take account of
the variety and uniqueness of smaller firms. As Taylor and Murphy [32] argue, the
maturity models take exclusively a technological approach to the adoption of
e-business. Moreover, the models often assume a sequential and progressive
engagement with e-business information technology. Given the business diversity
of SMEs, we need to improve our understanding of how these firms recognize and
develop business opportunities generally, and not just the ones that might or might
not be associated with a particular set of technologies [32]. Indeed, Levy et al. [19]
argue that e-business adoption cannot be modelled as a sequential process precisely
because SMEs might decide to implement only certain Internet applications, in line
with their growth and business value goals. Also Zheng et al. [35] argue that
e-business adoption by SMEs depends mainly on their strategic focus, on the
owner’s knowledge of IT opportunities and on customer pressure, rather than on the
requirements of a specific stage.

In short, the fact that SMEs tend to adopt technology in a discontinuous way,
taking a non-linear, stage-by-stage progression path [6], means it is necessary to
build more realistic models to surpass that mechanistic view.

4 Proposing an Interaction-Based Model for Designing
Ebusiness

The principal aim of the proposed model is to support an e-business design-research
endeavour by representing a map of the main interactions connecting the diverse
actors so that an appropriate mix of ICT and non-ICT supported actions can be
identified. The model (see Fig. 1) is meant to highlight five aspects: (1) integrating
interaction, (2) marrying technology to the organization, (3) newly defining
e-business, (4) integrating interaction intensity, and (5) dividing interaction into the
three ideal-typical areas introduced in the description of “Softer”.

Integrating interaction. It refers to the need of integrating the digital and the
non-digital modes of interaction used by the individuals, teams and units of an
organization to communicate internally and externally in the pursuit of the firm’s
business objectives. The concept of interaction is indeed relevant in organization
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theory which uses different approaches to shed light on the question of coordination
and integration. Van de Ven et al. [33] tackle coordination mechanisms at the unit
level, interdependence and unit size to conclude that the use of group coordination
is higher and more effective when the unit size is smaller and uncertainty and
interdependence are higher. Grandori and Soda [11] state that repeated sequential
communications, decisions and negotiations need to take place in order to maintain
long-term cooperation. This emphasizes the crucial dimension of ‘interaction’ in
SMEs, the cornerstone for developing their relationships (based on cooperation and
trusting attitudes) with other organizations and individuals (partners, suppliers,
clients, institutions).

Marrying technology to the organization. The model marries technology to the
acts of organizing and communicating and, specifically, for the achievement of the
firm’s goals. That is, an existing business model can only be improved on if the
focus is “redirected away from ICT as an end in itself towards ICT as a means to an
end, i.e., realizing business opportunities, generating profits and creating wealth”
[32].

Newly defining e-business. Building the model on the view that technology is not
an end in itself but a complement to the business and organizational activities
allows for a redefinition of e-business as the pursuit by the relevant internal and
external actors of different levels of (digitally supported) interaction with the aim of
exchanging information and knowledge significant for improving the work prac-
tices engaged in the pursuit of the objectives of the organization.

Integrating interaction intensity. Taking into account potentially different levels
of technically feasible and organizationally rewarding interaction involving diverse
types of actors, the model emphasizes not only the number of actors and ‘areas’
involved in the interaction processes, but also the intensity of their interactions. For

Fig. 1 The interaction-based development model for e-business
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example, a ‘low’ level of interaction identifies a situation where only one party to
the exchange has access to the information or knowledge and has no or little power
to intervene on either the content or the method of interaction (as for example in
website brochures for customers). At the other end of the scale, the ‘complete’ level
of interaction encompasses most of the relevant actors (employees, suppliers,
customers, public administrations and so on) that a firm has to deal with in the
pursuit of its business and which might play an active role in its processes (as for
example in supply chain management systems when the firm is a link in the value
chain).

Dividing interaction into three areas. At this point of our discourse, we can
better specify the meaning of the three ideal-type areas introduced in section two
above to describe Softer’s e-business. The key interaction areas of the model are
defined as follows: the ‘input interaction area’ (where the SME relates to individ-
uals and organizations that supply intermediate goods and services); the ‘output
interaction area’ (the management of customer relations); and the ‘core interaction
area’ in which the firm’s processes transform the relevant inputs into significant
outputs. The higher the number of actors and the degree of active participation, the
more complex the technical and organizational implications become. Conversely, it
is not unusual to find that one individual (i.e. the owner) manages all supplier and
client activities of the smaller firms (i.e., both input and output interaction areas).

The five levels of the proposed model do not represent a sequence but the
interrelated actions undertaken by a firm to design and implement e-business. The
actions may be subject to change over time because entrepreneurs tend to change
their objectives, in line with the evolution of the business environment and
advanced ICT becoming available. The time factor and the non-sequential nature of
the interaction levels of the (non-linear) model better reflect how an SME may want
to go about its business. Typically, it maintains a flexible approach to adapt its level
of interaction to the opportunities that arise with different partners.

5 Concluding Remarks

The model proposed in this paper aims to facilitate the design and decision making
of SMEs concerning their level of involvement with e-business. It is a supportive
rather than a prescriptive model. According to Levy and Powell [19] ‘SMEs are
unlikely to follow a stages model’ because entrepreneurs decide to ‘adopt Internet’
on the basis of the expected business value rather than on a given maturity level.
With its interpretive and supportive design the proposed non-linear model aims at
guiding business owners and advisors in implementing an SME e-business strategy
that effectively meets business needs. Even though it is developed to better support
the design of the process of digitization of smaller firms, the proposed model is
actually an enterprise model for SMEs based on interaction levels: the main sup-
portive literature is cited in the subsection ‘integrating interaction’ above. In these
concluding remarks, its usefulness in complementing other approaches is briefly
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shown by reference to the work of Osterwalder and Pigneur [27] and to the Viable
System Model literature [3, 13]. The first authors are concerned with the identifi-
cation of the key components of a business model, which constitute their Business
Model Canvas, and with the iterative process that allows for an appropriate model
to be built. They warn entrepreneurs not to stop at their initial business model but to
“iteratively adapting [it] in response to customer feedback” (p. 71)—which indeed
underlines the role of the ‘output interaction area’ in this paper. Of the complex
architecture and evolution of systems that are viable, that is “capable of independent
existence” explained by Beer [3], one basic rule is of interest here: the way a
system, with its subsystems, interacts with its environment is key to his viability
(paraphrased, ibid p. 14). Within the systemic approach, Hoverstad and Ward [13]
highlight the interactive and generative character of organizations: “organisations
have multiple purposes which are emergent properties of the system. For us to
understand how the organisation works as a system, we need to be able to model
multiple purposes, how these interact and how they have been generated by the
system, are being generated currently and are likely to be created in the future.”
(p. 4). In this paper, the proposed model is non-linear exactly because it
acknowledges the fact that the interactions of the firm both within itself, among its
subsystems, and with its environment generate emerging needs and purposes; these
may give rise to novel levels of interaction and digitization. Finally, Hoverstad and
Ward (ibid. p. 5), drawing on the work of Humberto Maturana [22] on structural
coupling, underscore that the identity itself of a system (e.g. an individual, a firm)
can be viewed through the relationships it engages with other entities: “When one
system is an important part of the environment of another system and vice versa the
second system forms an environmental element for the first, clearly when one
system changes the other will tend to change too.”… “The definition of identity
then is by reference to the key relationships the system has with its environment.”
In the model proposed in this paper the importance of mutual influence among
actors (actually ‘systems’) is in fact acknowledged in the subsection ‘integrating
interaction intensity’ above depicting four possible interaction levels (low, medium,
high, and complete) in the relationships engaged by an SME.

In sum, the ‘levels of interaction’ of the proposed model are ‘markers’ that
enable an entrepreneur (and the designer) to make sense of prior experiences and/or
to design and select the e-business solution appropriate for an organization and its
objectives. Further, the model is not subject to a preconfigured set of technologies:
it is not dominated by the “how” and the “where” of infrastructure and application
management. Thus, the firm can adopt the kind of technology better suited to
support a chosen level of interaction. The successful management of the selected
technology is based on the identification of the appropriate mix of competences
either available in-house or to be contracted externally. Policy makers can use the
proposed model to sidestep the technological bias when assessing the current state
of play of e-business development in the SME universe and, hence, to aid the
formulation of the actions needed to support the SMEs in developing a digitally
oriented business.
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This paper has summarized the results of the first part of the research concerning
the design of e-business and SMEs. In the next steps the experience of other
enterprises from different industries will be collated and the make/buy alternatives
in digital technologies competences will be investigated.
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Different Strategies for Different
Channels: Influencing Behaviors
in Product Return Policies
for Consumer Goods

Ferdinando Pennarola, Leonardo Caporarello and Massimo Magni

Abstract One more time the online channel differs from the offline one. Our study
on the product return strategies in the retail industry shows that even if more
expensive for online retailers, product return policies are more generous and per-
ceived as lenient by consumers. Our measures were collected in the Italian jeans
retail industry, with a comparative study done on firms active on both channels and
representing more than 50% of the overall industry sales. The impossibility to serve
the customer at a distance and the need to strategically boost online sales are
becoming a serious trap for online retailers.

1 Introduction

After your shopping, either online or in store, seemingly pleased of your purchases,
you might experience something has gone wrong. Looking at the item bought, you
might realize that the color was not as expected, the size was not fitting well or you
simply recognize the fact the item was the result of an impulsive purchase. As
consequence, you could decide to return the good in order to re-invest your money
in something else. Doubtless, this is an important moment in the customer-retailer
relationship. This moment can be considered a real test for retailers, and its failure
can really make customers feel tricked and, as consequence, ruin the business.

As reported in many cases, and confirmed by scholars in the current debate on
return policies, the possibility to return a product is very important for customers.
Scholars demonstrated that product return policies can be perceived by consumers
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as positive quality signal of the retailers [28] and as a risk reliever during the
purchasing process [27]. Furthermore, Janakiramana, Syrdalb and Freling recently
[14] demonstrated that lenient return policies increase, at the same time, the con-
sumers’ attitude to purchase again and the customers’ attitude to return the product.
Nevertheless, the effect on the former seems greater.

Looking at how important return policies are for customers, a question rises
spontaneously: why should retailers put in practice restrictive return policies, with
the risk of losing customers and ruining their business? The answer is related to the
costs of these return policies. In fact, indulgent return policies can be very
expensive for retailers: a research on US offline mass merchandisers suggested that
negative profits are often associated to product return rates higher than 20% (of
what has been sold) [23]. These costs have been reported by the literature to be
associated to three main factors:

• high processing costs related to the reintegration of the returned product in the
companies’ stores or warehouses [14];

• the low-salvage value of the returned products [14];
• return frauds [11].

Moreover, it is important to underline that these costs are considerably greater
for online retailers than for offline ones [7, 10]. On one side, online retailers are
usually affected by higher processing costs for the reintegration of returned items
[10]. On the other side, also due to the impossibility to physically inspect the
product before the purchase [27], items bought online are returned more often
compared to items bought in offline stores. This difference is demonstrated by the
gap between the average product return rate (for the US market) in the online
business (33%) and in the offline one (8.9%). As consequence, online retailers end
up coping with higher processing costs related for the single return and more items
returned. This structural disadvantage for the online business related to product
return policies’ costs, uncovers a research gap in the current literature debate. This
gap concerns the difference in the nature of product return policies belonging to the
online and the offline channel. In this paper, we investigated the phenomenon by
looking at the case of the jeans manufacturing and retailing industry in Italy, with
both a desk and a field study.

2 Theory and Hypotheses

2.1 The Notion of Reverse Logistics

According to the definition given by the American Reverse Logistics Executive
Council, reverse logistics is “the process of planning, implementing, and controlling
the efficient, cost effective flow of raw materials, in process inventory, finished
goods and related information from the point of consumption to the point of origin
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for the purpose of recapturing value or proper disposal” [19, p. 17]. As a matter of
facts, the reverse logistics process starts from final customers. The products they
previously bought are returned and then recollected by the selling companies whose
purpose is to manage properly their end of life [9]. In order to so, companies can
apply different strategies and resort to different disposition channels:

1. they can undertake recycling actions in order to partially recover and reusing
some parts of products disposed;

2. they can do re-manufacturing or refurbishment in order to try to resell these
products to customers as brand-new;

3. they can repair these products for selling them in the second hand-market;
4. they can sell returned products by the pound and dispose them through liqui-

dation auctions, for example.

Tonanont [26] illustrates a generic scheme of closed loop supply chain (the
bundle of forward and reverse logistics processes of a company), which allows to
understand how reverse logistics is integrated in the value chain of a company
(Fig. 1).

In order to fully understand what the most important features of a closed loop
supply chain are, the definition given by Guide and Van Wassenhove [12] results
particularly useful. Based on this new definition, closed loop supply chain man-
agement is defined as “the design, control and operation of a system to maximize
value creation over the entire life cycle of a product with dynamic recovery of value
from different types and volumes of returns over time” [12, p. 10]. This definition is
particularly important since it explicitly underlines what are the advantages for a
firm in the implementation of an efficient closed loop supply chain (and conse-
quently, the implementation of an efficient reverse logistics). The main opportunity
for a company in this case, is to maximize the value of a product across its entire
lifecycle.

Raw Materials Distribuiton 

Recovery 
facilities

Disposal 

Manufacturing Reseller, 
Customer

Sales

Returns

Used products 

Waste 

Waste 

Return
evaluetion 

Forward

Reverse 

Fig. 1 A general scheme of closed loop supply chain
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2.2 Value of Product Returns for Customers

It has been demonstrated that the existence of product return policies (companies’
internal laws regulating products returns’ occurrences) has a concrete value for
customers. In particular, for those ones whose purchase of a certain product did not
come with the satisfaction expected. Different roles have been attributed to such
policies:

• they can be perceived by customers as a positive quality signal of the retailers
[28];

• they have an important role of risk relievers for customers, during the pur-
chasing process [27].

Concerning the latter, the possibility to give back the product once bought,
makes customers less stressed during the purchasing process, lowering their per-
ception of the financial and product risks associated to the purchase. This is par-
ticularly true for online transactions where customers are incapable to physically
inspect products. Dholakia et al. [7] suggested that return policies are part of the
overall value proposition provided by the retailer. In this sense, it is reasonable
assuming that the increasing restrictiveness of such policies would eventually
impact negatively this value proposition. This negative impact has, of course, its
own risks, the largest of which is losing unsatisfied customers. In 2016,
Janakiramana et al. [14] made an interesting study on the effectiveness of lenient
return policies. In their publication, they addressed the following research question:
“do lenient return policies increase product purchase more than product returns?”

In addressing the research question, they adopted a meta-analysis approach,
synthesizing data from previous studies on how return policy leniency affects two
main outcomes:

• purchase proclivity (the attitude of consumers to purchase);
• return proclivity (the attitude of consumers to keep or return the product

purchased).

As results, it was observed that, even if the effects of lenient return policies affect
both these two outcomes, the impact on purchase proclivity seems bigger. This
brought the scholars to conclude that lenient return policies affect positively the
purchase customer behavior. A high level of leniency in return policies tends to
affect the customers perception of the product purchased, too [13]. Using a “con-
strual level theory” was demonstrated that costumers buying products with longer
returning deadlines and lower returning efforts (like filling out forms, keeping
receipts or driving long distance for returning the products) are likely to focus more
on the benefits of products purchased rather than the costs. This different perception
leads eventually to a greater satisfaction of the product bought for the customers.
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2.3 Cost of Product Returns for Retailers

Moving towards restrictive return policies in order to try to curb returns and
drastically decrease returns rates is a big temptation for retailers. Returns can be
very expensive for them for two main reasons [14]:

• the high processing costs related to the reintegration of the product in the
companies’ warehouses or stores;

• the low salvage value associated with returned merchandise.

A recent research about US mass merchandisers and nationwide chains publicised
by Speights and Hilinski [23] suggests that product returns rates higher than 20% are
often associated with negative operating profits for these offline players. A returned
item causes the retailer to lose part of the profit margin on the original sales. The
reduced margin is both determined by a lower expected sales price of the returned
product (since, being the item not brand-new anymore, a markdown has been put
onto its original price) and additional costs (like additional sales staff time for
evaluating the conditions of the returned item, administrative and back office
expenses). Furthermore, additional costs are not just related to legitimate product
returns [11] but also to return frauds. In 2014, US retail Industry figures indicate that
the total amount of merchandise returned was $ BL 284 and that the 3.8% of this
figure ($ BL 10.8) can be estimated to be “return frauds” [25]. Speights and Hilinski
[23] classified the most common types of return frauds and abuse schemes, offering
also an overview of their estimated distribution in the US market [8, 15, 17].

2.4 Difference in Product Returns Facts Between
Offline and Online Retailers

There is some consensus that product return rates associated to online retailers are
higher compared to offline ones. In US, the average product return rate for online
retailers was reported as high as 33% of all the products ordered, which is even
more impressive if compared to the one of brick and mortar stores of 8.89% [25].
There is no evidence that the situation in Europe is radically different. As previously
mentioned, the impossibility to physically check the products in online retailing,
certainly contributes to this higher rate. Another big difference is the cost per item
returned, related to the processing of these returns. Yet, the evidence suggests these
costs are generally higher for online retailer than they are for brick and mortar stores
[7, 10]. The reason at the bottom of this difference is in part due to the fact that brick
and mortar stores can use existing physical sites to restock, quite immediately, the
items returned [10]. Online retailers instead, often need to set distinctive returning
facilities where temporarily restock returns, definitely increasing processing costs.
Given the great importance of returning products in the online business, more
restrictive return policies could negatively impact the ability to appeal and satisfy
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customers doing online shopping [18, 22]. An interesting fact is that, according to
Stock [24], in the early days of e-commerce 40% of retail shoppers were not keen
on buying online because of a higher perceived difficulty in returning the products.
Even in more recent time (2010), this rate was said to persist [2]. Nevertheless,
several factors among which web technologies [6], customers’ reviews [21] and
legislation (e.g. EU laws state that customers can return products for any reason
within 14 days from the purchase) have contributed to decrease this rate [1, 3–5].

2.5 Main Factors in Product Returns Policies

A study conducted by Janakiramana et al. [14], based on an extensive research
synthesis of the previous literature, described how return policies can be charac-
terized by the level of leniency (or restrictiveness) of 5 main factors:

• time leniency (depending on the length of the period eligible for returning the
product);

• monetary leniency (depending on whether the product is refund at 100% or less,
for example in presence of restocking fees or shipping fees);

• effort leniency (depending on the level of effort required to customers for
returning the product. For example: easiness of return process, original package
or receipt required, forms fulfillment required);

• scope leniency (depending on whether the return is accepted for items which
were in sale when purchased);

• exchange leniency (depending on whether the return is refunded through cash
back or store credit).

2.6 Research Questions

Return policies are important both in online and offline retailing. Besides, the
possibility to return a product bought online works as a financial risk reliever
against the impossibility to physically inspect the product before the purchase [27].
So, if two identical return policies (same level of time, monetary, effort, scope and
exchange leniency), belonging to two companies operating in different channels
(offline and online), are considered, the online retailer’s one should be even more
appreciated by customers.

Because of the higher costs incurred, the online retailer should be less indulgent
with his return policy. This might decrease that double digits product return rate
which characterized the business (Janakiramana et al. [14] suggested that there is a
positive correlation between a lenient return policy and customers’ return pro-
clivity). Nevertheless, this move could negatively impact the customer satisfaction
and its purchase proclivity (the attitude of customers to purchase again). With that
being said, the first research question surges spontaneously:
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HP1: Are product return policies of online retailers more lenient than offline ones,
even if the formers have higher returns-related costs?

Determining if online return policies are more lenient than offline ones will work
as an empirical test for the thesis of Janakiramana et al. [14], which claims the
existence of a positive correlation between return policy leniency and customer
return proclivity (and so higher product return rates). In case of positive answer, it
will mean that online retailers value more customers satisfaction rather than the
financial burden associated to lenient return policies. Nevertheless, in order to really
increase customers satisfaction and their purchase proclivity (the attitude of cus-
tomers to purchase again), lenient return policies need to be perceived as such by
customers, too. As consequence a second research question rises:

HP2: If product return policies of online retailers are more lenient than offline
ones, are they perceived as such by customers, too?

3 Method

3.1 General Framework

We investigated the case by looking at the jeans manufacturing and retailing
industry in Italy, selecting a sample of 4 companies that represent more than the
50% of items sold. All our sample companies operate both in the online channel
(through e-commerce websites) and the offline one (through proprietary and fran-
chised stores). We analytically compared the return policies of the two channels.

All the data regarding these companies’ product return policies have been col-
lected in different ways:

– for the online channel, the main sources of these information have been detailed
companies’ website pages, mystery shopping to test returns procedures and calls
to customer service departments.

– for what concerns the offline channel, mystery shopping, in site clerks’ inter-
views and calls to customer service departments have been used.

To answer the second research question, a general theory of measurement called
Analytic Hierarchy Process (AHP) was adopted. This model is a mathematical
framework, which “founds its widest applications in multi-criteria decision making,
planning, resource allocation and conflict resolution” [20]. Raw data (or in other
words, customers perceptions) were collected through an ad hoc web survey. The
questions asked in the survey had the double purpose of:

– Understanding what are the factors (among time, monetary, effort, scope and
exchange leniency) customers repute more important in a product return policy;
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– Understanding how customers evaluate the relative performance of a firm which
is performing differently from another with respect to each of the aforemen-
tioned factors.

AHP methodology allows you to take into account several factors at the same
time, making pairwise numerical tradeoffs in order to reach a conclusion [20]. We
used the AHP methodology at its full potential following a 3 steps approach:
(1) criteria weights determination, (2) alternative weights determination, (3) global
score calculation. These inputs were collected from customers using an ad hoc web
survey; we collected 986 valid answers out of a sample of 1385. Our answers
followed a stratification technique to ensure representativeness of company cus-
tomers according to Nielsen market surveys. Each interviewed was asked to
compare, pair-wise, each factor to the others and to assign a score from 1 to 9.

3.2 Sample Selection

We choose the jeans industry for three main reasons:

– The product return rate for the apparel category (grouping which includes jeans,
too) is higher than the average of all the other product categories, both in online
and offline channel;

– The jeans industry in Italy is a mature industry;
– The jeans industry in Italy (especially the economy segment) is not a fragmented

one.

In such shrinking environment, customers tend to start to focus less on the
benefit of the product alone and to move their attention on the price and services
associated to the product [16]. This could mean, for example, customers might put
more attention over product return policies. An industry breakdown including the
most important players, their market shares and their sales absolute value is pre-
sented in Fig. 2.

We then chose Carrera, OVS, H&M and Zara. These four companies can be
considered highly representative of the industry both in terms of market share and

Main players 
Carrera SpA
OVS SpA
Hennes & Mauritz Srl
Zara Italia Srl
C&A Moda Italia Srl
Others
Tot

Market Shares 2015 (%) Sales 2015 (EUR million)
15.2% 60.2
15.2% 60.2
13.4% 53.1
8.9% 35.4
1.3% 5.3

46.1% 183.0
100% 397.20

Fig. 2 Italian economy jeans industry breakdown: main players
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in terms of number. Altogether, their market share amounts up to 52.6% of the
industry and four is considered a number big enough to be illustrative of the
industry itself, and they all sell online and through stores.

4 Results

The following table summarizes the results (Fig. 3).
Two are the factors whose level of leniency is the same for the online and offline

channels: this is the case for “Time Leniency” and for “Scope Leniency”. In fact,
regarding the former, the four companies selected do not show any difference, in
terms of time period for returning the product, between the two channels. Carrera
offers a 14 days window for returning the product regardless of the purchasing
channel, while all the others offer 30 days. Concerning the “Scope Leniency” factor
instead, all the four companies give customers the possibility to return products
bought (online or offline) at discount or in sale. As far as the “Monetary Leniency”
factor is concerned, the offline channel seems to be more lenient than the online
one. This is due to the fact that two companies out of four require extra fees to
customers for returning products they bought online. Indeed, Carrera requires its
customers to pay the shipping fee for shipping back the online purchases they want
to return. At same time, H&M requires customers to pay a restocking fee of Euro
2.95 for returning their online purchases. In both these two cases the reimbursed
value to customers is less than 100% of the value of the product bought. This
discrepancy comes from the difference between the refunded cost of the product

Carrera OVS H&M Zara Carrera OVS H&M Zara

Time Leniency 14 days 30 days 30 days 30 days 14 days 30 days 30 days 30 days

Monetary Leniency Less than
100% 100% Less than

100% 100% 100% 100% 100% 100%

Effort Leniency
Possibility to return the

product even without
the original package or
price tags

No Yes Yes Yes No No No No

Need to contact
customer service before
returning the product

Yes Yes No Yes No No No No

Possibility to require a
pick-up service for the
product that has to be
returned

No Yes Yes Yes No No No No

Possibility to avoid to
specify the reason why
returning the product

Yes No No Yes Yes Yes Yes Yes

Possibility of easy and
immediate access to
companies’ product
return policies (e.g. links
in the companies‘
websites homepages) 

Yes Yes Yes Yes No No No No

Scope Leniency
Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Return for
discounted

items
accepted

Exchange Leniency Cash Cash Cash Cash Store credit Store credit Store credit Store credit

Same leniency level

Online

Online Channel Offline Channel  Most lenient 
policies 

(online/offline) 
Same leniency level

Offline 

Online 

Online

Offline

Online

Offline

Online

Fig. 3 Return policies comparison between the online and offline channels
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and the extra costs sustained to return it. Finally, concerning the last two factors
(“Effort Leniency” and “Exchange Leniency”) the online channel seems to be more
lenient than the offline one. Concerning the “Effort Leniency” factor instead, given
the complex nature of the factor itself, the comparison between the two channels is
made among its sub-factors:

– Possibility to return the product even without the original package or price tag:
for this sub-factor, the online return policies are more lenient than the offline
ones. None of the companies accept returning products bought offline without
the original price tag attached.

– Need to contact customer service before returning the product: regarding this
sub-factor, offline return policies are more lenient than online ones. In this case,
customers do not need to contact anybody for returning products bought in
offline stores: they just need to go directly to the store and drop the product.

– Possibility to require a pick-up service for product that has to be returned:
concerning this sub-factor, online return policies are more lenient than offline
ones. All these companies (except Carrera) provide this service for returning
online purchases (not offline ones).

– Possibility to avoid specifying the reason why returning the product: for this
sub-factor, offline return policies are more lenient than online ones. In fact, no
questions are usually asked about the return reason during the physical returning
process in offline stores. The same cannot be said for the online channel:
companies’ websites (except in the case of Carrera) explicitly ask customers the
reason why they are returning their online purchases.

– Possibility of easy and immediate access to companies’ product return policies:
regarding this sub-factor, online return policies are more lenient than offline
ones. As already specified in the previous chapter, no web page, booklet or
brochure specifying the offline product return processes exist.

Since three out of five sub-factors are more lenient for online product return
policies, the parent factor “Effort Leniency” can be said to be more lenient for the
online channel.

Summing up, the result of the comparison follows:

– in case of two factors (“Time Leniency” and “Scope Leniency”) the level of
return policies leniency is exactly the same in the two channels (online and
offline);

– for what concern one factor (“Monetary Leniency”), offline return policies are
more lenient than online ones;

– regarding two factors (“Effort Leniency” and “Exchange Leniency”) online
return policies are more lenient than offline ones.

Since “it takes two to tango”, it’s important to verify whether clients perceive the
same about the return policy. The inputs collected through the survey and elabo-
rated according to the AHP are illustrated below. For the purpose of this paper we
show the global scores only.
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Looking at the first matrix in Fig. 4, all companies’ “Global Scores” referring to
their online and offline channels can be observed. It is important to remember that
each alternative’s “Global Score” is the result of summing up all the alternative’s
marginal global score referring to the five different factors. Indeed, each marginal
global score depends both on the relative performance of the alternative considered
compared to the others and, at the same time, on the relative importance that
customers attribute to the factor to which the marginal global score refers. With that
being said, summing up all the “Global Scores” related to the companies’ online
channels against the offline ones (second small matrix at the bottom of Fig. 4), the
second research question (if product return policies of online retailers are more
lenient than offline ones, are they perceived as such by customers?) can be posi-
tively answered, too. Customers seem to perceive online product return policies as
more lenient than offline ones.

5 Discussion and Lessons Learned

The first interesting insight from the analysis is that, while the leniency of product
return policies of online retailers is higher than online ones, the difference in
customers’ perception about the relative level of return policies leniency is not as
large as one might think. Looking at the “Global Scores” for online and offline
channel in Fig. 4 (in the bottom left part of the figure), it can be immediately
noticed how online product return policies are perceived as more lenient compared
to offline ones, but not by a great extent (10.6% difference in terms of score).
Considering the much greater financial burden that online companies (compared to
offline ones) need to sustain to fuel customer satisfaction concerning product return
policies, a much greater difference in terms “Global Score” would be desirable for

Time
Leniency

Monetary 
Leniency

Effort
Leniency

Scope
Leniency

Exchange
Leniency

Final 
Score

Carrera Online 0.005 0.009 0.014 0.014 0.024 6.5%
Carrera Offline 0.005 0.057 0.012 0.014 0.003 9.1%
OVS Online 0.033 0.057 0.034 0.014 0.024 16.1%
OVS Offline 0.033 0.057 0.012 0.014 0.003 11.9%
H&M Online 0.033 0.007 0.062 0.014 0.024 13.9%
H&M Offline 0.033 0.057 0.012 0.014 0.003 11.9%
Zara Online 0.033 0.057 0.061 0.014 0.024 18.7%
Zara Offline 0.033 0.057 0.012 0.014 0.003 11.9%

Global Score
Online 55.3%

Global Score
Offline 44.7%

Fig. 4 AHP model: the “Global Score” calculation phase
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the online channel. This may be a hint for the existence of room for improvement in
return policies strategies; in particular, in terms of a better allocation of resources in
specific areas. With this regard, a second important take away of this analysis is
that, some “return policies optimization” strategies could be pursued by those
online retailers willing to increase the leniency level of their return policies as
perceived by their customers. In particular, online companies should understand
what are the most important factors in return policies for their customers. Then,
online retailers should understand if those factors that are less important for cus-
tomers are also those ones which triggers important costs and expenses for the
company. If this is the case, online players should modify their return policies in
order to achieve a policy which represents a greater value for the customers and
smaller financial burden for the company. The money saved from decreasing the
level of return leniency related to the “Exchange Leniency” factor, could be
potentially invested in other factors much more important for customers. Examples
are the “Monetary Leniency” factor (which of course implies potential important
financial burdens for the company as well) or the “Effort Leniency” factor.
Concerning the latter, in particular, a possible “return policy optimization strategy”
could be implemented. As a matter of facts, the presence of some of its sub-factors
(like the possibility to avoid specifying the reason why retuning the product or the
possibility not to contact customers service before returning the product), while it
has a great value for customers, it does not really represent a direct cost for the
company.

Limitations of our findings are linked to the nationality of the sample and the
industry choice we made. Nevertheless, two major universal insights from this
thesis can be pinpointed: (1) First, the awareness that different aspects of product
return policies are valued differently by customers. (2) Second, companies oper-
ating both online and offline, with a clear prevalence of sales coming from the
second channel, should really start thinking how to optimize their online return
policies in order not to negatively impact their profitability in the future.
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A Cross-National Analysis of E-HRM
Configurations: Integrating
the Information Technology
and HRM Perspectives

Eleanna Galanaki, Alessandra Lazazzara and Emma Parry

Abstract This study is based on a configurational approach and aims to provide
systematic knowledge on which configurations of e-HRM adoption actually exist at
the global level. We operationalised e-HRM configuration as a combination of the
actual degree of technological presence and the degree to which the technology is
used to enable HRM activities. The core research questions addressed in this paper
are: Which configurational types exist in e-HRM adoption?Which contextual factors
explain the emergence of a certain configurational type of e-HRM? We adopted an
exploratory cross-national research design and performed a cluster analysis among
5854 companies operating in 31 countries. According to our findings four types of
e-HRM configurations can be identified named “non-usage”, “HR primacy”,
“Integrated e-HRM”, and “IT primacy”. In particular, the lack of cooperation between
IT and HR departments generates hybrid e-HRM configurations and unsuccessful
adoption. Moreover, organizational size, SHRM and competing in international
markets contribute more to determine the actual type of e-HRM configuration. Our
results suggest also that the effect of national policies triggering innovation on e-HRM
configurations should be considered rather than broader geographical clusters.

1 Introduction

In recent years, advancements in electronic human resource management (e-HRM)
resulting from the rapid development of the Internet have focused attention on
e-HRM within the scholarly debate. The term “e-HRM” was first used in the 1990s
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to reference Human Resource Management “transactions” conducted via the
Internet [1] and refers to the “planning, implementation and application of infor-
mation technology for both networking and supporting at least two individual or
collective actors in their shared performing of HR activities” [2].

Although it is still a relatively new scholarly field, there is already a
well-developed knowledge on the quantitative adoption of e-HRM [e.g. 3–6]. One
of the drivers of the surge in the use of e-HRM over the past decades may be its
administrative and strategic benefits since the adoption of e-HRM is expected to
change the HRM configuration within companies [3, 7–10]. However, empirical
evidence for the actual attainment of expected benefits, especially in terms of
facilitating the strategic transformation of the HR function, is scarce [6, 10–12].
Therefore, several authors have questioned the appropriateness of a deterministic
view of e-HRM as causing organizational change and suggested that e-HRM is the
outcome of strategic choices on the part of HR functions [2, 13]. A large scale
adoption of e-HRM technology does not necessarily imply organizational e-HRM
effectiveness [14]. Recent literature suggests that the deployment of e-HRM can
both be a precursor of strategic HRM and be preceded by the HR strategy as the
successful implementation of IT solutions depends on strategic input of HRM.
However, the outcomes of E-HRM depend on the broader context in which orga-
nizations exist [c.f. 14]. Therefore, understanding how e-HRM is adopted is more
important than ever. In particular, research examining qualitative differences in
e-HRM adoption aiming at understanding differences in the nature of e-HRM
configurations is critical [16].

In order to answer the call for more empirical studies to inform the conceptu-
alization of e-HRM adoption [6] we operationalised e-HRM configuration as a
combination of the actual degree of technological presence and the degree to which
the technology is used to enable HRM activities. We based our study on a con-
figurational approach [e.g. 17, 18] in order to provide systematic knowledge on
which configurations of e-HRM adoption actually exist according to the informa-
tion technology and human resource management focus. Moreover, as recom-
mended by Strohmeier and Kabst [16] we determine which factors drive the
emergence of these configurations via our cross-national research design.
Therefore, our research questions are:

• Which configurational types exist in e-HRM adoption?
• Which contextual factors explain the emergence of a certain configurational type

of e-HRM?

Due to the embryonic state of the knowledge on this topic, we adopted an
exploratory perspective in order to generate hypotheses on different e-HRM con-
figurations. A cluster analysis among 5854 companies operating in 31 countries was
conducted.

The remainder of the paper is organized as follows. We begin with a definition
of key theoretical constructs and present types of e-HRM. Second, we describe the
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sample, the survey data and the analytical approach adopted in this study. Third, we
report our results, present the discussion, outline implications and limitations, and
describe possible next steps.

2 Theoretical Framework

2.1 E-HRM Typologies

E-HRM has traditionally been defined as an “umbrella term covering all possible
integration mechanisms and contents between human resource management
(HRM) and IT, aimed at creating value for targeted employees and managers” [19].

E-HRM may support particular HR activities and has a wide range of goals. In
order to explore the multidimensionality of the concept, e-HRM research has lead to
three main e-HRM typologies [16]. The oldest one is based on the criterion of
information systems functions [20] and distinguishes an automational and an
informational type [e.g. 21–23]. The first type aims to merely automate HR tasks
while the second one aims to support and increase the quality of HR-related
decision-making. The second typology distinguishes according to the corporate
significance of e-HRM and identifies an operative and a strategic type of e-HRM
[e.g. 24–26]. Operative e-HRM aims to improve administrative tasks by increasing
efficiency and reducing costs. On the opposite, strategic e-HRM supports HR tasks
with a direct impact on corporate strategic objectives and especially on firm per-
formance. Finally, the most dominant typology in the e-HRM literature has been
developed by Lepak and Snell [27], later followed by Parry and Tyson [11], which
classified e-HRM into a three types—operational, relational and transformational—
according to expected outcome. Operational e-HRM is aimed at improving effi-
ciency or reducing costs by automating administrative HR tasks. Relational e-HRM
allows managers and employees remote access to HR information, empowering
them to perform HR tasks themselves and extending their ability to connect with
other parts of the company and outside organizations. Lastly, transformational
e-HRM allows people to communicate across geographical boundaries and share
information, thereby playing a key role in supporting virtual teams and network
organizations [11].

The three categorisations above are all conceptually derived. Recently,
Strohmeier and Kabst [16] tried to advance systematic knowledge on different types
of e-HRM use by empirically gaining e-HRM configurations. A configurational
approach aims to identify patterns of characteristics and activities that occur
together on the basis of different contextual conditions [e.g. 17, 18]. In their study
Strohmeier and Kabst [16] acknowledged three types of e-HRM: (a) “non-users”,
not employing e-HRM; (b) “operational users”, which aim is to reduce adminis-
trative burden; (c) and “power users”, which combines operational, relational and
transformational e-HRM. Moreover, they identified a set of contextual variables
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that is systematically associated with the three e-HRM types and their contribution
to organisational success. However, this more advance taxonomy is based on HR
activities supported by information technology, but has neglected the role of IT
systems in realizing them not considering the concrete technologies and applica-
tions employed.

2.2 Information Technology and HRM Perspectives

Recently, a new definition of e-HRM as a set of ‘configurations of computer
hardware, soſtware and electronic networking resources that enable intended or
actual HRM activities (e.g. policies, practices and services) through coordinating
and controlling individual and group-level data capture and information creation
and communication within and across organizational boundaries’ [15] emerged.
This definition underlines the existence of multiple elements that need to be inte-
grated in order to understand e-HRM features and characteristics. In particular,
e-HRM has both an information technology and a human resource management
focus [28]. The technological focus is more related to the degree of the physical
presence of information technologies that allow HR activities, while the HRM focus
is the degree to which e-HRM is used to enable HR activities [15]. However, most
of the studies exploring e-HRM adoption have embraced the point of view of HRM
or IT separately, not considering how HRM and IT change in response to one
another or which e-HRM configurations emerge according to the prevailing focus.
Indeed, much of the research on e-HRM has been published in the management,
human resources, and industrial/organizational psychology literature [29] and often
the centrality of technology in deploying and delivering HR related tasks and
managing people has been overlooked. Moreover, the prevailing assumption is a
universalistic approach according to which the degree of adoption of IT systems
such as HRIS is an antecedent to the effective usage of e-HRM for HR purposes
[30]. In other words, for a company to effectively integrate e-HRM into multiple
HRM functions, a minimum level of e-HRM development is necessary. This
suggests that the level of e-HRM sophistication and embeddedness within HR
practices increases when the extent of e-HRM adoption (technical infrastructure)
increases. This linear and universally generalizable relationship among the extent of
e-HRM adoption and effective HRM usage does not take into account the variation
in e-HRM within organizations, which represents variation in organizational
capability to support “increasingly coordinated individual and group-level trans-
actions that capture HR data, creates HR information and provides HR data access
and information regardless of geographical constraints and organizational hori-
zontal and vertical differentiation” [15].

In order to disentangle the complex interaction between HRM and technology,
we propose a new configuration model based on the type of technology and HRM
activities performed by organizations.
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3 Method

3.1 Sample and Procedures

The data employed in this study stem from the Cranet survey, one of the most
representative large-scale international comparative surveys of HRM systems [31].
The survey provides comprehensive information about the HRM practices of
organizations and uses the participating companies’ HR directors as the key infor-
mants. Questionnaire back-translation, sampling criteria and data collection proce-
dures were overseen by partner business schools and universities operating in each
country (for a detailed description of the Cranet approach see [32]). Moreover,
Cranet data have been extensively used in e-HRM research [e.g. 4, 5, 15, 16, 26, 27]

The 2014–2015 dataset covers 5854 organizations across 31 countries, i.e.,
Australia, Austria, Belgium, Brazil, Croatia, Cyprus, Denmark, Estonia, Finland,
France, Germany, Greece, Hungary, Iceland, Indonesia, Israel, Italy, Latvia,
Lithuania, Philippines, Russia, Serbia, Slovakia, Slovenia, South Africa, Spain,
Sweden, Switzerland, Turkey, United Kingdom and the USA.

Of the companies examined, 3981(68% of sample) were in the trade and services
sector, 1639 (28% of sample) were in the manufacturing sector, and only 234 (4%
of the sample) were in the primary sector of the economy. The majority of the
organizations were private (4098; 70%) and 16 organizations (28% of the sample)
were multinationals. In 64% of the companies, the most senior person in HRM had
a seat on the Board of Directors. The majority of the companies also involved HR
people in business strategy development (Table 1).

Table 1 Descriptive statistics for the sample (N = 5854)

Variable Mean SD

IT for HRM 1.53 1.15

e-HRM usage 1.71 0.93

Organizational size (sizeln) 6.29 1.56

HRM position on the Executive Board 0.64 0.48

Strategic involvement of HRM 2.14 1.03

e-HRM outsourcing 1.02 1.35

Proportion of the workforce with a higher education 3.86 1.38

Global competition 3.26 1.35

Trend_market 3.38 1.02

Sector

Private 70.13%

Economic Sector

Primary 3.73%

Manufacturing 28.3%

Trade & Services 67.97%

Property

MNC 28.02%
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3.2 The Study Variables

E-HRM variables. For determining different types of e-HRM configurations a set
of binary categorical variables were employed. The first e-HRM variable, extent of
IT for HRM, was measured as a formative measure of the degree of physical
presence of information technologies that allow HR activities; it has a minimum of
0 and a maximum of 3. It was calculated by adding three categorical (yes/no)
questions from the CRANET questionnaire: (a) Human resource information sys-
tem or electronic HRM systems for HRM activities (HRIS); (b) manager
self-service for HRM activities (manager self-service); and (c) employee
self-service for HRM activities (employee self-service). The second e-HRM vari-
able, extent of e-HRM usage, is a formative measure of the penetration of e-HRM in
multiple HRM functions with a minimum of 0 and a maximum of 4. This variable
was calculated by adding four categorical (yes/no) questions from the CRANET
questionnaire: (a) the vacancy page on the company website as a recruitment
method (e-recruitment); (b) online selection tests as the selection method
(e-selection); (c) bottom-up or top-down electronic communication
(e-communication); and (d) the use of computer-based packages/e-learning for
career management (e-learning).

E-HRM configurations context. In order to contextualise e-HRM configura-
tions a set of variables that showed relevance in previous general e-HRM research
[cf. 6] was employed.

Organizational size was the natural logarithm of the total number of employees
in the organization. Global competition was measured by asking the respondents to
characterize the main market(s) for their organization’s products or services based
on a 5-point Likert scale (1 = “local”, 2 = “regional”, 3 = “national”,
4 = “continent-wide”, 5 = “worldwide”). A six-point scale was adopted to measure
the proportion of the workforce with a higher education/university qualification and
the proportion of young employees (1 = “0%”, 2 = “1–10%”, 3 = “11–25%”,
4 = “26–50%”, 5 = “51–75%”, 6 = “76–100%”). HRM position on the Executive
Board was measured via a categorical (yes/no) variable (“Does the person
responsible for HR have a place on the board or equivalent top executive team?”).
Moreover, the strategic involvement of HRM was measured via a 4-item Likert
scale answering the question: “If your organization has a business/service strategy,
at what stage is the person responsible for HRM involved?” (0 = “not consulted”,
1 = “on implementation”, 2 = “through subsequent consultation”, 3 = “from the
outset”). Finally, e-HRM outsourcing was measured via a 5-item Likert scale
(0 = “not outsourced”, 4 = “completely outsourced”). Company performance was
measured in terms of revenue (one question asking how gross revenue had been
over the previous three years on a 5-point scale ranging from 1- “So low as to
produce large losses” to 5-“Well in excess of costs”) and rate of service quality,
productivity, profitability, innovation stock market performance and environmental
matters compared to other organizations in the same sector (on a 5-point scale:
“Poor or at the low end of the industry”, “Below average”, “Average or equal to the
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competitors”, “Better than average”, “Superior”). We also asked respondents to rate
the growth of the market currently served by their organization (5-point scale
ranging from 1-“Declining to a great extent” to 5-“Growing to a great extent”).

3.3 Analysis

Consistent with an explorative configuration approach, cluster analysis with hier-
archical Ward’s distance was applied in order to see how companies are grouped
according to their e-HRM application. This analysis identified 4 clusters, in two
dimensions, IT for HRM and e-HRM usage (Fig. 1).

4 Results

According to the results of our analysis, four different e-HRM configurations
emerged (Fig. 1). The first cluster represented the lowest degree of digitalization of
the HR function. Of the companies examined, 26% (N = 1534) have not adopted
e-HRM at all or have very low adoption rate. The second cluster denoted an

Fig. 1 Cluster analysis results

A Cross-National Analysis of E-HRM Configurations: Integrating … 267



intermediate level of the HR function digital phenomenon with a greater emphasis
on the HRM aspects than on the IT itself. Indeed, about 27% (N = 1585) of the
sample denoted an HR primacy in the adoption of the e-HRM system. The third
cluster grouped the largest number of organizations (N = 1956) since about 1/3 of
the sample showed both an high emphasis on IT and HRM aspects in adopting
e-HRM. Finally, only 13% (N = 779) of the companies belonged to the fourth
cluster which is characterized by an IT primacy since the companies declared an
high investment in IT for HRM but a very low usage for HR activities.

Regarding the contextual variables associated with the respective e-HRM con-
figurations (Table 2), the “non-usage” configuration is characterized by a smaller
organizational size and a low strategic orientation of the HR function compared to
the other groups. Because of the low adoption rate the e-HRM outsourcing is very
low. Companies belonging to the non-usage group are characterized by a low
proportion of highly educated and young employees. In terms of performance and
efficiency they are mainly competing at the local level (no multinational companies)
and had the lowest stock market performance and in general worse performance
than cluster 3.

The second cluster denotes an intermediate level of the HR function digital
phenomenon with a stronger emphasis on the HRM side. The “HR primacy”
configuration seems to be related to medium organizational size. Although the large
extent of e-HRM adoption for HR activities, it is not characterized by a real HR
strategy in e-HRM adoption. Indeed, the configuration does not present higher rate
of SHRM especially compared to the “IT primacy” configuration. The e-HRM
outsourcing is medium to low and organizations present a wider openness toward
international markets. The proportion of the workforce with a higher education is
not very high but this cluster has the largest presence of young employees among
the four groups. This e-HRM configuration presents an higher revenue rate than the
IT primacy configuration but is less efficient than cluster 3 on all the firm perfor-
mance dimensions.

The third cluster stands for the comprehensive electronisation of HRM with an
integrated and synergic adoption of IT tools for a number of HR activities. The
“Integrated e-HRM configuration” is typical of large organization with a strategi-
cally oriented HR function. Employees’ level of education has been found to be the
highest and companies belonging to this group are competing on a global scale.
This configuration is also overall more successful in terms of revenue, and also of
profitability, innovation, stock market and environmental issues but only compared
to the “non-usage” and “HR primacy” configurations. This companies operate in
markets showing moderate growth compared to the non-usage configuration.

Finally, the fourth configuration represents firms more innovative from the IT
than the HR perspective. The “IT primacy” configuration is characterized by
medium organizational size and, despite the low extent of adoption for HR activ-
ities, denotes a strategic involvement of the HR function similar to the “HR primacy
configuration”. It presents also the highest e-HRM outsourcing rate (although not
significantly different from the “Integrated e-HRM” configuration). The proportion
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of the workforce with a higher education is medium to high but it has an older age
composition compared to the “HR primacy” type. This configuration is not serving
an international market and seems not to specifically contribute to firm performance
although it has the lowest stock rate among those adopting e-HRM and a lower
revenue rate compared to the third cluster.

With regard to cross-national differences (Table 3), “non-usage” configuration is
mainly located in Eastern Europe but also South Africa and Brazil while the
“Integrated e-HRM” configuration is predominantly present in Western countries
(i.e. Northern and Southern Europe, USA and Australia) and also some Asian
countries (i.e. Philippines and Indonesia). The two intermediate configurations
—“HR primacy” and “IT primacy”—do not show specific geographical differences
although Western countries reporting high level of “Integrated e-HRM” configu-
rations (e.g. Germany Switzerland, UK) and Eastern countries reporting high level
of “non-usage” (e.g. Latvia, Lithuania, Russia) present a penetration level of the
“HR primacy” configuration higher than 30%. In the same vein, Western countries
reporting high level of “Integrated e-HRM” configurations show also a penetration
level of the “IT primacy” configuration higher than 20% (i.e. Italy, Sweden and
USA).

5 Discussion and Conclusion

Relying on a configurational approach [e.g. 17, 18], this paper aimed to provide
systematic knowledge on e-HRM configurations according to the information
technology and human resource management perspectives. Summarising the find-
ings, the following propositions can be made:

P1: Four types of e-HRM configurations can be identified named “non-usage”, “HR
primacy”, “Integrated e-HRM”, and “IT primacy”.
P2: Organizational size, SHRM and competing in international markets contribute
more to determine the actual type of e-HRM configuration.
P3: The lack of cooperation between IT and HR departments generates hybrid
e-HRM configurations and unsuccessful adoption.
P4: The effect of national policies triggering innovation is more useful than broader
geographical clusters in analysing different e-HRM configurations.

Interestingly, one out of three organizations are fully adopting e-HRM: both
showing a high level of technological development and e-HRM usage for HR
activities. Confirming previous research [cf. 6, 16] adoption is more wide-spread
among large organizations and a strategic orientation of the HR function seems to
be a prerequisite for such types of configuration [cf. 9]. The participation of the
head of HR on the Board of Directors together with the involvement of the HR
function in the development of the business/service strategy enhance the link
between organizational and HRM goals. The alignment between IT investment and
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e-HRM effective usage in larger organisations with a clear strategic orientation
exceeds the contribution to organisational success of other configurations, espe-
cially the “non-usage” configuration and the one based on the HR initiative only.
Moreover, although a European-wide study found that employees’ level of edu-
cation neither furthered nor hindered e-HRM adoption [5], our study showed that

Table 3 The four clusters by country

Country Cluster 1
(%)

Cluster 2
(%)

Cluster 3
(%)

Cluster 4
(%)

Tota
(%)

Australia 15 23 47 16 100

Austria 31 29 27 14 100

Belgium 11 24 55 10 100

Brazil 40 29 18 13 100

Croatia 45 30 19 6 100

Cyprus 28 21 38 14 100

Denmark 20 34 35 11 100

Estonia 34 34 25 7 100

Finland 14 29 46 11 100

France 11 21 55 13 100

Germany 19 40 33 8 100

Greece 37 27 24 12 100

Hungary 40 28 25 7 100

Iceland 27 32 30 11 100

Indonesia 14 36 47 3 100

Israel 42 12 27 19 100

Italy 16 12 45 27 100

Latvia 40 31 15 13 100

Lithuania 32 44 16 8 100

Philippines 27 31 33 9 100

Russia 38 33 25 4 100

Serbia 50 25 19 6 100

Slovakia 37 31 19 13 100

Slovenia 44 22 16 18 100

South Africa 37 30 17 16 100

Spain 19 24 45 12 100

Sweden 8 19 52 21 100

Switzerland 20 35 38 7 100

Turkey 21 17 48 15 100

United
Kingdom

12 31 39 19 100

USA 15 20 42 23 100

Total 26 27 33 13 100

Total 1534 1585 1956 779 5854
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this has an impact especially for the integrated configuration but also for the “IT
primacy” one. E-HRM requires a certain degree of technical knowledge and skills
and higher education include basic IT skills and familiarization with electronic
tools. Therefore, since this has been found to be positively associated with HRM
innovation [33], IT skills of the employees are especially favourable to the full
integrated adoption of e-HRM. Finally, organizations displaying an “Integrated
e-HRM” configuration are usually operating in a global scenario whereas e-HRM
facilitates collaboration and information sharing across geographical boundaries.

Although in the last four decades organizations have increasingly adopted
e-HRM technology [6], one out of five organizations in the world are still dis-
playing a “non-usage” configuration. The contextual characteristics of such con-
figuration explain why for same organizations investing in e-HRM systems is not
worthwhile and so they are less likely to adopt them. Usually companies do not
adopt e-HRM when they don’t reach that ‘critical mass’ in terms of number of
employees, which would justify such a substantial investment by guaranteeing
return on it. This result is in line with Strohmeier and Kabst’ [16] findings,
according to which “non-user” was predicted just by organizational size. Moreover,
this configuration is characterized by a low level of strategic human resource
management. One possible explanation is that since the HR function is not involved
into the development of the strategic/business plan the value of e-HRM systems is
not adequately supported. Another explanation could be that those companies lack
an institutionalized HR function at all. In addition, these companies present low
level of higher educated and young employees, therefore employers may view a
potential lack of skills as a threat to successful implementation especially at the
beginning of e-HRM adoption [34, 35]. This configuration is also characterized by
very low organizational performance especially if compared to the “Integrated
e-HRM” one. This means that organizations belonging to this cluster may be
affected by budget limitations and lack the financial resources needed to invest in
e-HRM systems [6]. The configurational approach takes into account not only the
internal fit of configurational variables but also the external fit of configurational
variables with contextual variables [e.g. 17, 18]. In this case it is also clear that the
national business system affects the adoption of e-HRM since most of the countries
showing high non-usage rate are Eastern European, which are characterized by
lower gross domestic product and innovation rate. Surprisingly, a previous study by
Strohmeier and Kabst [5] revealed that the chance of adopting e-HRM is higher in
Eastern than Western business systems. However, that study addressed the overall
adoption of e-HRM as a dichotomous measure (e.g., questions asking whether or
not organizations have any e-HRM tools), so even if a certain degree of adoption
may be present in Eastern countries, this does not imply a higher level of e-HRM
sophistication or the extent of usage for HR activities. Consequently, the
“non-usage” configuration seems to fit very well with major contextual conditions.

The view of “non-usage” and “Integrated e-HRM” configurations being opposite
poles between not adopting or fully adopting e-HRM becomes slightly complicated
when adding other two hybrid configurations deviating from this underlying con-
tinuum. According to Kossek et al. [36] communication and collaboration between
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HR and IT units is crucial for successful e-HRM adoption nevertheless these units
often have different priorities, culture and visions. The “HR primacy” and “IT
primacy” configurations represent two intermediate level in e-HRM adoption—one
being more HR-function and the other more IT department focused—and constitute
an example of misalignment between the two units. Both configurations are char-
acterized by medium size in terms of number of employees and both present a
similar level of strategic orientation with the “IT primacy” configuration exceeding
the “HR-primacy” one. The “HR primacy” configuration seems therefore to be the
result of a kind of “bottom up” approach in e-HRM adoption whereas the HR
function implement web-based tools based on social media and user-friendly logic
in order to answer specific employees’ needs without an alignment with broader
organizational goals and the IT department. Indeed, given the higher level of
internationalization, it could be the case that specific groups of employees need to
communicate and share information across geographical boundaries, so e-HRM is
adopted in order to support virtual teams and network organizations [11]. Moreover
the highest presence of young employees which are more comfortable when
interacting through technological systems then older employees makes this con-
figuration particularly suited to meet the expectations of Gen Y employees [37]. On
the opposite, the “IT primacy” is characterized by the lowest level of young
employees but a higher employees’ education level and a mainly local focus. In this
case there seems to be incongruence between the needs of the HR function and the
IT department since the level of technological development of the e-HRM tools is
high but the actual usage for HR activities is low. Moreover, due to the highest
e-HRM outsourcing, this may allow smaller organizations to adopt e-HRM without
larger investments but may also represent a lack of resources and capabilities
in-house or that e-HRM adoption is not part of the business strategy [38]. One or
other configurations are also not successful in terms of performance, meaning that
without a close collaboration between the IT and HR departments e-HRM adoption
may not be successful.

In conclusion, despite several theoretical and practical limitations related to the
configurational approach and type of data employed, our study aimed to provide a
first exploration of e-HRM typology based simultaneously on the IT and HRM
perspectives in order to stimulate future deeper understanding of e-HRM adoption.
One reason for the lack of empirical evidence for the actual attainment of the
expected benefits of e-HRM adoption [6, 10–12] may be related to the failure to
consider different e-HRM configurations while analyzing the overall adoption.
Therefore, as a next step of this exploratory research we aim to explore factors
associated with the four e-HRM configurations in order to understand which factors
influence the deployment of e-HRM configurations within organizations and to
understand how companies may switch from one to the other. Moreover, according
to the results of this preliminary analysis, due to the lack of significant differences
among geographical cluster in e-HRM configurations (except for the non-usage one
which seems to be peculiar or Eastern European countries) we argue that the effect
of national policies supporting innovation should be analysed instead of considering
geographical clusters as homogenous in influencing e-HRM adoption.

274 E. Galanaki et al.



References

1. Lengnick-Hall, M.L., Moritz, S.: The impact of e-HR on the HRM function. J. Labour Res.
24, 365–379 (2003)

2. Strohmeier, S.: Research in e-HRM: review and implications’. Hum. Resour. Manag. Rev. 17,
19–37 (2007)

3. Florkowski, G., Olivas-Lujan, M.: The diffusion of human resource information technology
innovations in US and non-US firms. Pers. Rev. 35, 684–710 (2006)

4. Panayotopoulou, L., Galanaki, E., Papalexandris, N.: Adoption of electronic systems in HRM:
is national background of the firm relevant? New Technol. Work Employ. 25, 253–269
(2010)

5. Strohmeier, S., Kabst, R.: Organizational adoption of e-HRM in Europe: An empirical
exploration of major adoption factors. J. Manag. Psychol. 24, 482–501 (2009)

6. Bondarouk, T., Parry, E., Furtmueller, E.: Electronic HRM: four decades of research on
adoption and consequences. Int. J. Hum. Resour. Manag. 5192, 1–34 (2016)

7. Marler, J.: Making human resources strategic by going to the net: reality or myth? Int. J. Hum.
Reosurce Manag. 20, 515–527 (2009)

8. Ruel, H., Bondarouk, T., Looise, J.: E-HRM: innovation or irritation. An explorative
empirical study in five large companies on web-based HRM. Manage. Rev. 15, 364–381
(2004)

9. Marler, J.H., Fisher, S.L.: An Evidence-Based Review of E-HRM and Strategic Human
Resource Management. Hum. Resour. Manag. Rev. 23, 18–36 (2013)

10. Ruël, H.J.M., Bondarouk, T.V., Van der Velde, M.: The Contribution of E-Hrm to Hrm
Effectiveness. Hum. Relations. 29, 280–291 (2007)

11. Parry, E., Tyson, S.: Desired goals and actual outcomes of e-HRM. Hum. Resour. Manag.
J. 21, 335–354 (2011)

12. Hempel, P.S.: Preparing the HR profession for technology and information work. Hum.
Resour. Manage. 43, 163–177 (2004)

13. Haines, V.Y., Lafleur, G.: Information Technology Usage and Human Resource Roles and
Effectiveness. Hum. Resour. Manage. 47, 525–540 (2008)

14. Wright, P.M., Dunford, B.B., Snell, S.A.: Human Resources and the Resource-Based View of
the Firm. J. Manage. 27, 701–721 (2001)

15. Marler, J.H., Parry, E.: Human resource management, strategic involvement and e-HRM
technology. Int. J. Hum. Resour. Manag. 5192, 1–21 (2015)

16. Strohmeier, S., Kabst, R.: Configurations of e-HRM—an empirical exploration. Empl.
Relations. 36, (2014)

17. Meyer, A.D., Tsui, A.S., Hinings, C.R.: Configurational approaches to organizational
analysis. Acad. Manag. J. 36, 1175–1195 (1993)

18. Short, J.C., Payne, G., Ketchen, D.J.: Research on organizational configurations: past
accomplishments and future challenges. J. Manage. 34, 1053–1079 (2008)

19. Bondarouk, T., Ruel, H.: Electronic human resource management: challenges in the digital
era. Int. J. Hum. Reosurce Manag. 20, 505–514 (2009)

20. Zuboff, S.: Automate-informate: the two faces of intelligent technology. Organ. Dyn. 14, 5–
18 (1985)

21. Ball, K.S.: The usage of human resource information systems: a survey. Pers. Rev. 30, 677–
693 (2001)

22. Broderick, R., Bodreau, J.W.: Human resource management, information technology, and the
competitive edge. Acad. Manag. Perspect. 6, 7–17 (1998)

23. Kovach, K.A., Cathcart, C.E.: Human resource information systems (HRIS): Providing
business with rapid data access, information exchange and strategic advantage. Public Pers.
Manage. 28, 275–282 (1998)

24. Hussain, Z., Wallace, J., Cornelius, N.E.: The use and impact of human resource information
systems on human resource professionals. Inf. Manag. 44, 74–89 (2007)

A Cross-National Analysis of E-HRM Configurations: Integrating … 275



25. Strohmeier, S., Kabst, R.: Evaluating major design characteristics of human resource
information systems. Int. J. Bus. Inf. Syst. 9, 328–342 (2012)

26. Teo, T.S.H., Soon, L.G., Fedric, S.A.: Adoption and impact of human resource information
systems (HRIS). Res. Pract. Hum. Resour. Manag. 9, 101–117 (2001)

27. Lepak, D., Snell, S.: Virtual HR: strategic human resource management in the 21st century.
Hum. Resour. Manag. Rev. 8, 215–234 (1998)

28. Thite, M., Kavanagh, M.J., Johnson, R.A.: Human resource information systems: Basics,
applications, and future directions. Sage, Thousand Oaks, CA (2012)

29. Johnson, R.D., Lukaszewski, K.M., Stone, D.L.: Introduction to the Special Issue on Human
Resource Information Systems and Human Computer Interaction. AIS Trans.
Human-Computer Interact. 8, 149–159 (2016)

30. Teo, T.S.H., Lim, G.S., Fedric, S.A.: The adoption and diffusion of human resources
information systems in Singapore. Asia Pacific J. Hum. Resour. 45, 44–62 (2007)

31. Brewster, C., Mayrhofer, W., Morley, M.: New Challenges for European Human Resource
Management. Macmillan, Basingstoke (2000)

32. Brewster, C., Hegewisch, A., Mayne, L., Tregaskis, O.: Methodology of the Price Waterhouse
Cranfield Project. In: Brewster, C., Hegewisch, A. (eds.) Policy and Practice in European
Human Resource Management, pp. 230–245. Routledge, London (1994)

33. Kossek, E.E.: Human resources management innovation. Hum. Resour. Manage. 26, 71–92
(1987)

34. Panayotopoulou, L., Vakola, M., Galanaki, E.: E-HR adoption and the role of HRM: evidence
from Greece. Pers. Rev. 36, 277–294 (2007)

35. Lazazzara, A., Ghiringhelli, C.: Strategic HRM and e-HRM adoption: an empirical study. In:
Harfouche, A. and Cavallari, M. (eds.) The Social Relevance of the Organisation of
Information Systems and ICT. Springer International Publisher

36. Kossek, E.E., Young, W., Gash, D.C., Nichol, V.: Waiting for innovation in the human
resources department: Godot implements a human-resource information-system. Hum.
Resour. Manage. 135–159 (1994)

37. Bissola, R., Imperatori, B.: The unexpected side of relational e-HRM. Empl. Relations. 36,
376–397 (2014)

38. Insinga, R.C., Werle, M.J.: Linking outsourcing to business strategy. Acad. Manag. Exec. 14,
58–70 (2000)

276 E. Galanaki et al.



Company Reporting on Social Media:
A Content Analysis of the Albanian
Companies

Eldi Metushi and Andrea Fradeani

Abstract Social media represent an important tool for information dissemination
and companies have widely accepted the potential benefits associated with their
usage. In this regard, we analyze the social media reporting practices for a sample
of 200 Albanian companies during one year. In specific, we focus on the content of
the posts shared by the companies on their Facebook, Twitter and LinkedIn official
pages. Our main objective is to understand the purposes of social media reporting
activities of Albanian companies and whether there are differences in their dis-
closure practices compared to companies from the European Union (EU). This
article demonstrates that less than half of the companies of the sample have at least
one social media page and Facebook represents the social media most preferred by
companies for their reporting initiatives, while LinkedIn the least preferred. In
addition, we find that Albanian companies use social media mainly for marketing
activities. When analyzing if there are specific variables that could explain company
reporting activities on social media, we find that company sector, audience and
sales might explain its activity on social media. This study adds to the existing
literature by providing social media reporting activities from the perspective of a
developing country planning to be part of the EU and thus implementing its pro-
moted disclosure practices. In addition, our findings corroborate with previous
studies analyzing the social media reporting practices mainly for EU and US
companies.
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1 Introduction

Corporate use of social media represents a new means of communication to
stakeholders. Kaplan and Haenlein [1] define social media as “a group of
Internet-based applications that build on the ideological and technological foun-
dations of Web 2.0, and that allow the creation and exchange of User Generated
Content”. Nowadays these Internet-based applications have radically transformed
company reporting practices due to the several benefits associated with their usage.
In general, internet reporting has the advantages of lower costs, wider reach, fre-
quency and speed [2]. In the case of social media, improved transparency, increased
interactivity and information disclosed, and promotion of products and services are
some of the benefits associated to their use [3–6]. Furthermore, the different
characteristics of social media allow users to differentiate the type of communi-
cation and information. Stakeholders now can take an active part on social media by
sharing the information disclosed by companies, being part of discussions, giving
their opinions and sharing those with others, and consequently becoming important
factors for the company strategy formulation and implementation.

Scholars [7, 8] have highlighted that the reasons behind social media use by
companies are to be explained by the Stakeholder Theory, Legitimacy Theory, and
Reputation Risk Management. The Stakeholder theory suggests that managers
should consider the concerns of all the stakeholders in order to achieve their support
and in line with this, the organization’s management will undertake activities
deemed important by their stakeholders and also report to them on these activities
[9–11]. In this sense, the voluntary disclosure of financial, social and environmental
information may be considered an important tool to reduce the information
asymmetries existing between the organization and its stakeholders and thus
increase corporate transparency [12, 13]. In turn, Legitimacy theory points out the
existence of a social contract between company and society and managers will
adopt strategies and also widely disclose the information showing the company’s
willingness to comply with society’s expectations [14]. Finally, social media
reporting may be also considered as a consequence of Reputation Risk
Management [15]. The necessity to safeguard their reputation may push companies
to use social media for reporting to stakeholders to show that their expectations are
met. The failure of doing so, in turn, may have a negative impact on company’s
reputation and as a consequence manifest a decrease in revenues and ability to
attract financial capital, and also a reduced appeal to current and potential
employees [16].

Considering the benefits above mentioned and the increased use of social media
by companies worldwide in this study we focus our attention on social media
activities of the Albanian companies. In particular, the aim of this paper is to
analyze whether the Albanian companies use social media and what is their main
purpose of social media usage. To do this we use the metrics developed by Bonsón
and Ratkai [7] to analyze the reporting practices on Facebook, Twitter and LinkedIn
for a sample composed of 200 largest Albanian companies. We choose big
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companies because they may be more incentivized to increase their engagement on
social media because they may bear the costs associated with this activity and also
for the purpose to increase transparency and thus mitigate the information asym-
metries existing between managers and stakeholders. In addition, voluntary dis-
closure on social media may help these companies to have a better access to
funding opportunities, considering the issues related to the capital market in
developing countries such as Albania.

To the best of our knowledge, this is the first study analyzing social media
reporting activities from the perspective of a developing country such as Albania.
Analyzing this particular environment is of importance because the European
Commission is planning to further increase the number of states in the coming years
and member states from the Balkan region are expected to join it. In this regard
among the other requirements, companies need to adopt transparency practices
promoted in the EU, and voluntary disclosure on social media represents an
important mechanism for the transparency of the financial markets [17]. In addition,
the results of this study could further contribute to the existing literature analyzing
the companies’ reporting practices on social media for non-marketing purposes in
Europe and beyond [4, 18–21]. In fact, it is interesting to point out that all the
studies analyzing the companies’ use of social media consider companies from
developed countries. Thus, it becomes interesting to observe whether these results
will still hold for developing countries where it is expected that the capital market is
still not yet developed. Furthermore, the fact that our sample represents companies
from different industry sectors and data from three different social media makes our
results more representative.

In the following section we discuss the literature review while in Sect. 3 will
follow a description of our sample and the methodology used. In Sect. 4 we will
show our results on corporate use of social media and finally, in Sect. 5 we provide
the summary and conclusions.

2 Literature Review and Research Questions

2.1 Literature Review

Recently there has been an increasing focus by scholars on social media and they
are found to have positive effects on company performance, communication
effectiveness, stakeholder engagement, marketing strategies etc. A recent focus of
the literature has been considering the social media adoption for accounting and
auditing purposes [22]. Eschenbrenner et al. [23], focusing on Facebook and
Twitter messages posted by public accounting firms during 2012, suggest that these
firms mainly use social media to achieve business objectives such as Knowledge
Sharing, Socialization and Onboarding, and Branding and Marketing. The authors
when dividing the public accounting firms between Big 4 and second tier-firm find
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that the Big 4 firms pursue Knowledge Sharing objectives on Facebook and Twitter
to a greater extent compared to second-tier firms. On the other side, the second tier
firms pursue Socialization and Onboarding on Facebook and Branding and
Marketing on Twitter to a greater extent than the Big 4 firms. Other researchers
focus on the market impact of social media adoption by the S&P 1500 firms [5, 24].
They suggest that the trading volume increases after earnings news disclosed on
social media [24] and that firms that are active on social media are highly valued by
the market and have higher future financial performance [5]. In addition, Du and
Jiang [5] further show that when social media engagement is higher firms report
higher performance. Furthermore, social media represent an important tool for
investor relation purposes [25]. Trinkle et al. [26] point out that investors’ per-
ception of the news on social media and their reaction to these news are also
influenced by the comments attached to these news. The authors suggest that the
reactions to good and bad news are symmetrical when comments are attached to the
news disclosed and comments can change the valence of the news. Dorminey et al.
[27], analyzing the effect of SEC approval of the firms’ social media information
dissemination, suggest a positive association of social media use and market
reaction as measured by the trading volume and that this association is stronger
following the SEC’s guidance. Collecting the public tweets recorded between the
period from February 28 to December 19th during 2008 to analyze the public
mood, Bollen et al. [28] found a positive correlation with the Dow Jones Industrial
Average over time suggesting a positive relationship between public mood as
measure and the stock market. Furthermore, Blankespoor et al. [29] and Prokofieva
[20], by using different samples, find that Twitter dissemination of corporate
information help companies attract investors’ attention and lower information
asymmetries.

Thus far, scholars have widely analyzed the role of social media for marketing
purposes. Hence, social media Websites are becoming increasingly popular and in
the near future they are likely to evolve into primary online travel information
sources [30]. In addition, companies use social media especially to interact with
customers, increase brand awareness, customer engagement, promote sales and
acquire new customers [31]. Furthermore, customer participation in online brand
communities it is found to positively influence the customers’ purchase frequency
even though this is only true when the participation is moderate [32]. Similarly,
social media usage is found to have a significant impact on brand equity [33]. The
authors using a standardized online survey from three different industries suggest
that while traditional media has a stronger impact on brand awareness the social
media usage strongly influences brand image. Another interesting study that
demonstrates the importance of social media for marketing purposes is also the
study of Leung et al. [34], suggesting that when the customers’ attitude towards the
hotel’s social media page is positive they will in turn show a favorable attitude
towards the hotel brand. Social media activity is found to have also positive effects,
on users’ word of mouth and attitudinal loyalty Risius and Beck [35]. In addition,
Xu and Wu [36] suggest that the more interactive the communicative process on
Twitter has been during company crisis periods, the less crisis responsibility the
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company will bear and in addition, the more favorable the organizational reputation
and customers’ purchase intentions will be.

Furthermore, there is an extensive research focusing on the use of social media
for stakeholder engagement. A part of these studies [3, 37, 38] investigate the
reasons why stakeholders engage on social media activities. Lewis et al. [37] find
that subgroups defined by gender, race/ethnicity, and socioeconomic status show
different network behaviors and students sharing social relationships as well as
demographic traits share also a significant number of cultural preferences.
Analyzing the use of companies’ social networks sites in China, Men and Tsai [3]
find a medium level of public engagement with corporate social network pages and
find that internet users in China mainly use these sites as a primary source of
product, promotion and corporate information. In turn, considering only two types
of stakeholders in Switzerland, politicians and digital natives, Ruehl and Ingenhoff
[38] investigate their motives and level of engagement on corporate social media
pages. The authors find that the two stakeholder groups differ in their motivations
and behavior on using corporate social media pages. In fact, the authors point out
that the digital natives prefer using Facebook to interact with companies while
politicians prefer Twitter. YouTube is the social media platform less preferred by
both groups.

On the other side, other studies investigate how companies use social media to
engage stakeholders [6, 39, 40]. Schniederjans et al. [39] find financial performance
enhancement opportunities for firms using social media for Impression management
strategies. Similarly, Jiang et al. [6] suggest that communication managers recog-
nize the importance of social media in prior-crisis environmental scanning, creating
a credible on-line voice by providing timely accurate information to affected
communities, and adopting social media in crisis engagement. However, contrary to
the previous results, Manetti and Bellucci [40], when analyzing the use of social
media for engaging stakeholders in sustainability reporting, find only a small
number of organizations using social media for this purpose, and generally the level
of interaction was low. Porter et al. [41], differently from the above, mentioned
studies use two types of analysis, one to investigate the CEO’s Twitter engagement
and another one to explore their opinions about the social media. The authors find
that in general senior managers remain slow in accepting social media engagement
and legitimization and, contrary to the other studies mentioned above, they place a
low credibility and value to social media.

In this study the attention is focused on the companies’ reporting practices in
Albania by analyzing their activities on Facebook, Twitter and LinkedIn. Previous
studies have already analyzed the company reporting practices for European
companies [4, 19, 42]. In general, using a content analysis to investigate the social
media posts’ content, these studies suggest generally positive outcomes between
company activity on social media and stakeholder engagement. In addition they
point out that companies have widely accepted the benefits of social media com-
munication strategies and their importance for stakeholder engagement purposes.
To the best of our knowledge, for Albania there are no previous studies analyzing
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the company reporting practices on social media. We find only the studies of [43,
44] which mainly focus on Digital Accounting and banks Internet financial
reporting but no previous studies specifically focused on social media reporting
activities.

2.2 Research Questions

As mentioned previously there is an increasing attention towards social media
adoption as a communication tool for disclosure purposes by European companies.
In this study we focus our attention on the level of social media adoption by the
Albanian companies and try to understand how our findings compare with the
results of previous studies on European companies. In addition, we also investigate
the main purpose of social media usage for the companies of our sample and which
is their most preferred social media. In line with previous studies, we also try to
understand some of the determinants of company social media activity. Thus, we
analyze whether company sector may influence its reporting activities on social
media [17, 45, 46]. The reason is related to the fact that companies of specific
sectors (for example Media sector or Retail sector) may have higher interests to use
social media for their disclosure purposes compared to other sectors. In line with
this, their disclosure practices may influence also the social media activity of other
companies operating in the same sector. Thus, our first research question is as
follows:

RQ1: Is company activity on social media influenced by the company’s sector?

Moreover, according to [4, 19] company activity on social media may influence
its audience as measured by the number of likes and followers for Facebook, and
number of followers for Twitter and LinkedIn. It is expected that when the company
is active on social media this will help to get more likes, shares and comments from
its followers, and this in turn may influence others to follow the social media page
of the company leading to a higher audience. Hence, our second research question
is as follows:

RQ2: Is there any relationship between company social media activity and its
audience?

Finally, we also consider whether there is a correlation between company social
media activity and sales. Previous findings suggest a positive relationship between
social media activity and company sales [4, 5, 32]. These studies suggest that higher
social media activity will lead companies to achieve better stakeholder engagement
and thus higher customer loyalty and positive attitudes towards company’s product,
which in turn will lead to increased revenues for the firm. Our third research
question is the following:

RQ3: Does company’s social media activity influence its sales?
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3 Methodology

The sample chosen represents the 200 biggest companies operating in Albania as of
March 2016. We found the full list of the companies in an article published by
Monitor1 journal. In Albania, there is no mandatory rule demanding companies to
disclose their financial information, so for the sample chosen we had only the list of
companies and their total sales as published in the article above mentioned. The
number of companies distributed by sector is provided in Table 1. To classify the
companies according to their sector we used the Industry Classification
Benchmark.2 As we may observe, there is a considerable variability of the number
of companies per sector. The Retail, Construction and Materials, and Oil and Gas
sectors are those most represented in the sample while there are only few companies
from the sectors of Technology, Media, Basic Resources and Personal and
Household products.

To collect the data on social media reporting activities we manually analyzed the
official Facebook, Twitter and LinkedIn pages of the companies during a period of
one year starting from March 1st, 2016. We used a content analysis to categorize
the type of social media posts. For Facebook and LinkedIn posts, the metrics used
represent those proposed by Bonsón and Ratkai [7].

However, as suggested by the authors, for Twitter we made few variations to
these variables. Thus, for Twitter posts we analyzed the replies instead of the
comments. In their study, Bonsón and Ratkai [7] categorize social media posts in
Corporate Social Responsibility (CSR) information, marketing, customer support/
customer services and other. In turn, the CSR information is divided into four other
categories represented by, environmental, social, financial and governance. Thus,
we have a total of seven categories to divide our final social media posts.

4 Results

When analyzing the number of companies adopting a social media we find that 90
companies use at least one type of social media for their disclosure purposes. This
represents 45% of the companies of our sample, and considering the fact that the
social media used in this study are the ones mostly used by the companies for their
disclosure purposes [4, 29] we think that this number is considerably low. Facebook
(45% of the sample) is the social media mostly used, while for Twitter (22%) and
LinkedIn (17%) it seems that companies do not prefer them for their disclosure

1For the full list of the companies, refer to the following article link: http://www.monitor.al/200-
vip-e-2015-s-ekonomia-ne-udhekryq, last accessed 2017/09/14.
2Refer to the following link for the full structure of company sector classification: http://www.
icbenchmark.com/structure, last accessed 2017/09/14.
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purposes. It is interesting to point out that only 16 (8%) companies use all the three
types of social media, suggesting that for the Albanian companies using just one
social media is sufficient for their disclosure purposes.

4.1 Facebook

In Table 2 we report descriptive statistics on the content of the posts shared on
Facebook by the companies of our sample. As we may observe, there are consid-
erable differences in terms of how companies use Facebook for their disclosure
purposes and also on the type of posts they share. In fact, in Table 2 it seems that
companies use Facebook mainly for marketing activities. The second post content
mostly shared on the company social media pages represents the category “Other”.

As mentioned previously, this category includes every type of post content that
cannot be classified in the other six categories. For the specific case, these posts
represent pictures or quotes from well-known people that companies share on their
social media page, and for which there is a considerable attention by the followers
as measured by the posts’ likes and comments. Even though more information is
needed, we think that one explanation regarding the use of these posts is related
with the purpose to engage the audience and increase brand awareness.
Nevertheless, for both categories the median and the standard deviation suggest that
there is a considerable variability on the number of posts shared by the companies
for these two categories, and the results should be carefully interpreted. In addition,

Table 1 No. of companies
distributed by sector

Supersector No. of companies

Banks 12

Basic resources 3

Construction and materials 36

Financial services 5

Food and beverage 5

Health care 9

Industrial goods and services 7

Insurance 4

Media 2

Oil and gas 28

Personal and household products 3

Retail 62

Technology 1

Telecommunication 6

Travel and leisure 10

Utilities 7

Total 200
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interesting to point out is also the fact that according to the results in Table 2,
companies of the sample do not prefer to use Facebook for disclosing information
on their CSR activities. Another possible explanation could be also that companies
may not be involved in CSR activities at all.3

4.2 Twitter

When analyzing the posts content for Twitter, the results seem comparable to the
findings for Facebook. Thus, we still find that based on the posts average the
companies use Twitter mainly for marketing purposes. Compared to Facebook, for
Twitter the average of marketing posts by companies is higher. However, as it was
the case for Facebook, the values of the standard deviation and the median suggest
that these results should be carefully interpreted. In addition, the second largest post
content shared on Twitter is “Other”, the same as it was for Facebook (Table 3).

We think that in this case, another possible explanation could be related to the
fact that the companies influencing the category of “Other” for Facebook may be
the same for Twitter. Finally, only few companies share CSR activities on Twitter.
In fact, for Twitter we show that for specific categories the average number of posts
is zero, suggesting that these companies do not disclose any information for these
categories during the period of our analysis.

4.3 LinkedIn

Table 4 reports descriptive statistics results for LinkedIn. We still observe that the
highest average is for the marketing posts.

Table 2 Descriptive statistics of Facebook activity

Average SD Median Min Max

Governance 0.02 0.15 0 0 1

Environmental issues 0.32 1.4 0 0 13

Social/human res/career 1.22 4.7 0 0 35

Financial report/transparency issues 0.46 0.21 0 0 1

Customer supp/customer serv 0.93 1.58 1 0 15

Marketing/selling/products 115.05 926.5 1 0 8532

Other 11.2 81.05 1 0 730

3In this regard, we rapidly controlled some of the companies’ websites to see whether they disclose
this information on Internet and we found similar results suggesting that most probably these
companies do not involve in CSR activities.
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This is a surprising result considering the purpose of LinkedIn as a social media
aiming to facilitate professional networking. Compared to the other social media
presented previously, we show that for LinkedIn the number of posts on average is
considerably lower suggesting that Albanian companies are less active on LinkedIn.
In addition, different from the previous results, in this case the second largest
average is “Customer support/services”. In fact, this result in not surprising con-
sidering that this category is more related with the main purpose of LinkedIn as a
social media. Finally, in line with the above findings, LinkedIn seems to be not
preferred for CSR reporting activities.

4.4 Statistical Analysis

Below we report the results of statistic analysis for a set of variables that may
explain company activity on social media. The variables used were tested to assess
the normality of their distribution, and because the variables were not normally
distributed, as in [4, 19] we used non parametrical tests for our statistical analysis.
In Table 5 we report the relationship between company social media activity and its
sector to respond to our first research question. Based on the Kruskal-Wallis H-test
results, we find statistically significant results for Facebook and Twitter activity of
the companies suggesting that company activity on Facebook and Twitter is

Table 3 Descriptive statistics of Twitter activity

Average SD Median Min Max

Governance 0 0 0 0 0

Environmental issues 0 0 0 0 0

Social/human res/career 0.8 4.3 0 0 27

Financial report/transparency issues 0 0 0 0 0

Customer supp/customer serv 0.8 3.2 0 0 15

Marketing/selling/products 246.9 1370.2 0 0 8632

Other 11.4 50.08 0 0 265

Table 4 Descriptive statistics of LinkedIn activity

Average SD Median Min Max

Governance 0 0 0 0 0

Environmental issues 0.1 0.3 0 0 1

Social/human res/career 0.4 0.9 0 0 5

Financial report/transparency issues 0.03 0.2 0 0 1

Customer supp/customer serv 0.8 3.6 0 0 21

Marketing/selling/products 2.1 9.9 0 0 57

Other 0.2 0.9 0 0 5

286 E. Metushi and A. Fradeani



influenced by its sector. However, the same cannot be said for company activity on
LinkedIn. The results suggest that there is no relationship between company activity
on LinkedIn and its sector.

Furthermore, in Table 6 we report the results of our statistical analysis to
respond to the other research questions. For Facebook, the variable “Audience”
represents the sum of the number of followers and likes that the company’s
Facebook page has, while for Twitter and LinkedIn this represents the number of
followers of the company’s social media page.

As we may clearly observe, for all the three types of social media, the
Spearman’s correlation coefficient reports that the relationship between company
activity on social media and its audience goes from moderate (Facebook) to strong
(Twitter and LinkedIn). Thus, company activity on social media may help the
company increase its number of followers and thus achieve wider reach and
stronger engagement with its stakeholders.

Table 5 The relationship
between company activity
and its sector using
Kruskal-Wallis H-test

Dependent Independent v2

results
df Significance

Activity Sector

36.275a 14 0.0009*

34.569b 12 0.0005*

9.480c 11 0.578

Notes *Significant at p < 0.01, aFacebook, bTwitter, cLinkedIn

Table 6 The relationship
between company activity,
revenues and audience using
Spearman’s correlation

Variable Sales Activity Audience

Activity 0.273a

(0.009)*
0.136b

(0.403)
0.091c

(0.616)

Audience 0.411a

(0.0001)*
0.701b

(0.0000)*
0.617c

(0.0001)*

Sales 0.099a

(0.356)

0.167b

(0.305)
0.240c

(0.178)

Notes *Significant at p < 0.01, aFacebook, bTwitter, cLinkedIn
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For the third research question, we find a week to moderate Spearman’s cor-
relation coefficient (0.273) only for the relationship between company Facebook
activity and sales. In line with previous studies, the results suggest that Facebook
activity helps companies increase their sales. We find that the activity on Twitter
and LinkedIn does not influence company sales.

In addition, we tested whether there is a relationship between the number of social
media used and company sales. The result of the Spearman’s correlation coefficient
was 0.191 and significant at p < 0.01 (sig. 0.0068) level, suggesting a week to
moderate relationship. Thus, even the number of social media used by companies for
disclosure purposes and stakeholder engagement helps them increase their sales.

Overall, our results suggest that Albanian companies do not have a strategy for
social media communication and companies use social media mainly for marketing
purposes. As it is the case for other countries, Facebook and then Twitter are the
social media mostly used [4, 24, 29]. We also find some relevant differences when
comparing our results with those of previous studies in Europe [4, 19, 47]. Thus,
considering that our sample represents the biggest companies operating in Albania,
we find that less than half of the companies of the sample use at least one social
media. In addition, we observe considerably low average percentages for the other
posts contents compared to the findings of the studies previously mentioned.
However, when analyzing some of the variables that could explain the social media
communication strategies of the Albanian companies our findings, at least for
Facebook and Twitter, corroborate with those of previous studies.

5 Conclusions

In this study we assess the social media practices of the Albanian companies. Social
media represent an important tool for stakeholder engagement and in this study we
analyze whether Albanian companies recognize this benefit. We focus on
Facebook, Twitter and LinkedIn, and using a content analysis to evaluate the
content of the posts shared by the companies, we find interesting results.

Thus, despite the fact that social media benefits are widely recognized we find
that less than half of the Albanian companies have at least one social media page.
Moreover, we show that Facebook (45%) is the most widely used social media
followed by Twitter (22%) and LinkedIn (17%). In addition, only 8% of the
companies use all the three social medias, suggesting that usually one social media
fits the disclosure purposes of the companies. Furthermore, using a content analysis
to categorize the content of the posts shared by companies on their social media
pages, we show that the main purpose of social media usage is for marketing. This
becomes more interesting considering the fact that we report the same findings even
for LinkedIn, which represents a professional business social media and thus it is
used mainly for other purposes. Finally, when using statistical analysis to explain
the company activity on social media, we show that for Facebook and Twitter the
industry sector may explain company activity on social media. In addition, we also
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show that company activity on social media may play an important role for the
company in increasing its audience. In fact, using Spearman’s correlation coeffi-
cient we find that this relationship is significant and goes from moderate to strong
for all the three social medias analyzed. When analyzing the relationship between
company social media activity and sales we find that this relationship is significant
only for Facebook, suggesting that Facebook activities may help companies
increase their sales. We also find that the number of social medias used by com-
panies for their disclosure purposes positively affects also their sales, as showed by
the statistically significant Pearson’s correlation coefficient.

This study represents the very first study analyzing the social media disclosure
practices for the companies of a developing country such as Albania. Albania is
aiming to be part of the EU in the coming years, and for this purpose company
disclosure practices are expected to converge towards those of EU practices. We
show that Albanian companies use social media mainly for marketing purposes and
according to our descriptive statistics they do not have a communication strategy on
social media. Comparing our results with the findings of previous studies in Europe
[4, 19, 47], similarities are observed only with regard to the main purpose of social
media reporting, which we found that it was done for marketing purposes. In fact,
with regard to the number of companies with a social media and the CSR disclosure
activities on social media, we observe differences compared to the studies above
mentioned and thus, we suggest that companies should do more in this regard
considering the importance of social media as a communication tool and their role
in increasing firms’ transparency. Furthermore, this research extends the metrics
developed by Bonsón and Ratkai [7] to Twitter and LinkedIn. In line with the
authors’ suggestions, for Twitter and LinkedIn we made few modifications to these
metrics to better assess the company audience and activity. Finally, our findings
especially those related to the relationship between company activity, audience and
sales could be taken into consideration by companies for further planning to
increase their audience or sales through social media communication strategies.

As per the limits, we think that the main limitation is related to the considerable
variability of our results that do not allow us to have a final conclusion on the social
media disclosure practices of the Albanian companies. In addition, another limit of
the study is related to the few company data available for our statistic analysis. In
fact as we mentioned previously, there are no mandatory requirements for the
Albanian companies to publicly disclose their financial information. This obliged us
to limit our statistical analysis only to available data such as those related to
company sales and sector. We suggest that further research should focus on other
variables that could better explain company need for social media disclosure. In
addition, the sample represents also companies that operate in international markets.
It may be interesting in further studies to analyze whether there are differences in
the social media disclosure practices between these two types of companies.
Finally, another interesting research could be that explaining why the companies of
our sample use LinkedIn mainly for marketing purposes despite its different pur-
pose as social media. In this sense questionnaires sent to companies’ social media
managers could better explain their LinkedIn communication strategies.
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The Usage of Social Networking
Technology. The Case Study City
of Naples Facebook Account

Benedetta Gesuele and Alberto Celio

Abstract This study aim is to understand the diffusion of networking technologies
by Italian municipalities. Using the case study methods, we try to explore the
official Facebook page in order to highlight the municipalities Facebook activities
on social media to promote interconnectivity between government and its stake-
holders. Above all, we would answer to two research questions: (1) how the
municipalities use a social media? (2) What type of contents they disclosure using
these tools? During the research, we supervise the City of Naples Facebook account
to highlight the municipalities behavior on social media and the content mainly
disclosure by municipalities through the social media.

1 Introduction

In the last decades, the great diffusion of electronic government (e-government) and
of the information and communications technology (ICTs) tools help governments
in information provision and service delivery. New technologies, as social media,
promote interconnectivity between government and its stakeholders (citizens,
companies, employees, and others) as well as to encourage decentralization,
transparency, and internal and external accountability [1]. The alternative com-
munication tools become the growing force for public transparency and account-
ability key drivers for good governance [2]. The social media usage in the public
sector, especially in the municipalities, facilitate access to information, openness,
transparency, the engagement of citizens, and have been effective tools to promote
public goals and improve the public value creation [3–5].
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In Italy, during the last time, many municipalities have added to their official
websites (mandatory disclosure) also several social media to communicate with
citizens, as additional form of on line communication (such as Facebook, Twitter,
and YouTube).

Our study focuses on Web 2.0 applications, as Facebook, usage by municipal-
ities. This study aim to contribute to this research gap by investigating the Facebook
usage by a municipality in term of contents disclosed and impact of them on
citizens. Using the case study method, we explore the Facebook account activity of
Naples, a city in South of Italy.

In this case, we chose to investigate the behavior of Naples on Facebook because
Naples is one of the most populous cities in the South of Italy and, in line with
previous major studies, the face to face interaction between local administrators and
citizens could be very hard [6]. For this reason, the social networking technologies
could represent the good communication tools to reduce the distance between
municipalities and their stakeholders [7].

We focus on Facebook because is the social media that dominate the web and it
is commonly used applications by local governments.

The structure of this paper is as follows. In the next section, we introduce the
theoretical background on social media usage by municipalities. In Sect. 3, we
outline the research methodology and then we describe the analysis of the results
(Sect. 4). Finally, in Sect. 5 we discuss findings and present limitations, conclusion
and practical implication.

2 The Social Networking Technologies:
Theoretical Background

The development of social media is bringing new ways for government to com-
municate with citizens. These applications provide new possibilities for community
leaders, elected officials and government service providers to be in touch with each
other [8]. Social media refers to “a group of Internet-based applications that build
on the ideological and technological foundations of Web 2.0, and that allow the
creation and exchange of User Generated Content” [9]. At the simplest, Web 2.0 is
the technical platform where social media applications born to exchange
user-generated content [4]. These tools donate services like blogs, microblogs,
media (audio, photo, video, text) sharing, and social networking, promoting cre-
ation and support of social interaction, collaboration, and exchange of information
between users [9]. Today, there are several social media platforms different from
each other to achieve any goal relate to the successful communication [10] for
example Facebook, Pinterest, Instagram and Youtube allow people to share with
other users’ text, picture, video, and music (e.g., Facebook, Twitter, Youtube).

To date the number of users has increased and social media be transformed into
elements very important for public administrations to create synergies between
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government and people, for disseminating government information, and co-creation
value for citizens. The increasing of social media has led scholars to analyze the
social media’s impact on e-government, for more clarification see Magro’s work
2012 [11].

Magro’s [11] review pointed that in 2010 there was a large number of research
on social media and e-government and that the central themes in literature linked to
social media policy and strategy [4], case studies [12], and social media use in
disaster management [13]. Another key issue emerged from Magro’s review was
the relationship between success and social media in e-government [14], however
the utility of social media was mined usefulness in government [15]. In fact, Magro
shown that: “The ‘best’ way to use social media in government is a nebulous and
subjective problem that does not lend itself to a single set of guidelines for every
task, country, agency, citizen, and government” [11].

Many authors affirmed that the opportunities provided by Web 2.0 applications
for government are connected to transparency and accountability [2, 3, 7, 10, 22],
through dissemination information to the citizens [4]; improvement of policy
making [6], by increasing opportunities to participate and collaborate in decision
making or voting [4]; improvement of public services [6]. However social media
can increase management issues such as loss of control [14], low propensity
to citizen participation [10, 16], privacy and security issues [7], communication
issues [4].

Picazo-Vela affirms that government policies to ensure the success of social
media must aim for a proper updating of laws and regulations [4]. Development of
social media application is divided in three levels: central, regional, and local
government. We focused on social media usage by municipalities because their
rising diffusion as an additional form of e-disclosure. This analysis is based on
previous study like a survey of Norris and Reddick on social media adoption of
local governments (e.g., Facebook, Twitter, and YouTube) in the United States
[17]. It outlined that the social media have improved the relationship between
municipality and citizen and two-thirds of local governments had adopted at least
one social media.

Bonsón points out that most local governments use social media but the par-
ticipation of citizens is very limited [6].

Klang and Nolin studied the use of social media by Swedish political parties to
improve interaction between municipality and citizens [18].

3 Research Method

This study aim is to understand the diffusion of networking technologies by
municipalities. Therefore, the research questions that guided this study are (1) how
the municipalities use a social media? (2) What type of contents they disclosure
using these tools? Using the case study method, we try to explore the official
Facebook Municipality Account to highlight the its Facebook activities on social
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media to promote interconnectivity with principal stakeholders. During the
research, we supervise the City of Naples Facebook account to highlight the
municipalities behavior on social media and the mainly contents disclosure used its.
We choose this municipalities because it is one of bigger (in term of number of
inhabitants) in Italy. The years under investigation is 2015. Following we describe
the research context and then we focus our attention on the single research
questions.

3.1 The Research Context

In Italy, in the last decades, the regimentation about e-disclosure become more and
more complex and predominant, for e.g. the legislative decrees 150/2009 and
33/2013 are the laws related to mandatory public disclosure. At the same time, the
government regulation enhances the importance of external control and perfor-
mance goals, in fact the legislative decree 150/2009 proposed the extend control on
municipalities’ activities in order to improve performances. Starting from this
reform, the local government discloses some information on their activity, such as
objectives, organization, performance indicators and data about resources spent to
deliver public services. In 2013, the legislative decree 33 established the mandatory
disclosure to publish on the website by municipalities. At the same time, many
municipalities are starting to use the social media to improve the citizens-public
administration trust relationship. In particular, we focus our attention on Naples. It
is one of the most populous cities in the South of Italy and, in line with previous
major studies the face to face relation is very hard [5, 9, 13]. For this reason, the
social networking technologies could represent the good communication tools to
reduce the distance between municipalities and their stakeholders [10].

4 Data Analysis

In this section, we describe the analysis to explain the research questions.

4.1 How the Municipalities Use a Social Media?

To explore the Municipality activity using social networking we observe the City of
Naples Facebook account behaviors during the year under investigation. The City
of Naples is one of bigger city in Italy, for this reason the face to face interaction
between citizens and public manager is very complex [5, 6, 8]. The introduction
social networking tools, as Facebook, are getting facilitate the interaction and the
disclosure information. Thanks these instruments to enhance the relationship
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between the municipality manager and citizens, in fact citizens can receive more
type of information and, moreover, they can transfer their opinion about the
municipalities managers activities, above all in real time. During the 2015, the
Naples Official Account received 3560 number of like and its activity seem very
great, in fact it published 12,990 posts and 1594 users talking about it (Table 1).

In the second phase, we choose to analyze the basic Fb account activity in the
last six months of the year to comprehend the Account behaviors in term of post
frequency (Table 2). For Practical reasons, we choose to analyze the post published
only in the last six months of years.

According to previous studies [19]. We explore the municipality activity in order
to understand the regularity of post published and we analyze the timing of posts by
municipality as Posting Time. First of all, we identified the posts published during
the working days and in the off days. Secondly, defining the range of hours when
the posts are published, we consider four time slots: (1) from 8:00 to 12:00,
(2) from 12:00 to 16:00; (3) from 16:00 to 20:00 and (4) beyond 20:00. The
following table describe the Posting time for the municipality investigated during
the last six months of the 2015, the values are expressed as value % (Table 3).

The findings show that the great part of posts is published during the working
day (83.97%). During the second and the third slots time (from 12:00 to 16:00 and
from 16:00 to 20:00 there are the major number of post published. We underline
that there are posts published beyond the 20:00.

4.2 What Type of Contents They Disclosure
Using These Tools?

In the second research steps, we chose to analyze the type of contents disclosure,
considering the major previous studies [20, 21] we classified the content published
into 4 categories, such as co-design (1), local events (2), local public services (3),
and provision of information (4). Co-design category represents all content pub-
lished that refers the citizens’ participation to political municipalities life such as
municipality councils or city council meetings [21, 22]. Local events contain the
contents regarding on artistic, cultural and sportive events organized by munici-
palities or in the municipalities area by other organizations. The other category
Local public services regard the information on public services as transport,
security, energy etc.… all information can be considered “of public utilities”. The
last category regarding on the information, that is contents by which local

Table 1 Naples Facebook account basic activity

NLikes Post
published

Photo Post
with like

Comment
by users

Comment by
municipality

Talking
about

Fb
account

3605 12,990 41 11,636 1404 110 1594
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governments offer to citizens’ information such as weather forecast, traffic infor-
mation etc. [19, 20, 22]. The following table shows the categories identifies using
an excel application for account selected (Table 4).

The table shows that municipalities analyzed uploaded contents related to local
events (55.18%), local events (24.92%), local public services (14.38%), and
co-design (5.52%) categories.

4.3 Which Type of Impact the Social Media
Have on Citizens?

In order to observe the citizens’ perception about municipalities activities on
Facebook we use a survey and engagement metric system.

We construct a simply survey that is posted by Public Relation Office on
Facebook page on 25 March 2015. The survey was available only for one day on
Official Municipality Facebook page. Fifty persons responded to the survey.

Table 2 Naples Facebook account activity: posts

Month Days Total post Average post in a Day

December 31 138 4,322,580,645

November 30 105 3,323,457,797

October 31 120 3,612,903,226

September 30 107 3,433,333,333

August 31 70 2,161,290,323

July 31 95 2,967,741,935

June 30 126 3,966,666,667

Total 761

Table 3 Naples Facebook account: posting time

Month Posting time %

Off day/working day Time in a day

Total
post in
off day

Total post
in working
day

From
8:00 to
12:00

From
12:00 to
16:00

From
16:00 to
20:00

Beyond
20:00

December 10.14 86.96 9.42 42.03 45.65 2.90

November 12.38 81.90 7.62 49.52 37.14 5.71

October 0.00 93.33 5.00 39.17 49.17 6.67

September 8.41 87.85 3.74 55.14 37.38 3.74

August 21.43 74.29 10.00 54.29 31.43 4.29

July 20.00 76.84 7.37 50.53 38.95 3.16

June 13.49 80.95 15.87 33.33 45.24 5.56

Total 11.43 83.97 8.54 45.20 41.66 4.60
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Considering the exiguous number of replays, in the following research phase, we
observe the municipality’ Facebook activity considering its based activity.

4.4 The Survey

The survey is composed by 15 questions. They can be divided in two groups; from 1
to 7 they investigate about the profile of replays, the other part investigates about the
citizens perception of social media. During this study, we are chosen to focus our
attention on a group of questions regarding the consultation of Facebook page and
the citizens’ perception. The survey results show that: the 42% of replays consult
often (more 4 ways and less 8 in one day) the municipality Facebook page (the 8% of
replays consult the page more 8 ways in one day; the 20 consult the page from 2 to 4
ways and the 30% of replays consult the page less 4 ways in a week); the 66% of
replays consider the Facebook municipality page easy to consult (only 2% of replays
consider the page hard to consult and the other part of replays consider the page is
quite easy to consult). The replays perceive the official municipality Facebook page
as e-democracy instrument, namely the 48% of them. Only the 16% of replays don’t
perceive this tool as e- democracy instrument, the remainder of respondent has not
an opinion. Considering the poor information that we collect using the survey we
measure the ability of municipality to catch the citizens attention using three specific
engagement measure consolidate in previous major literature.

5 Findings, Conclusion, Limits and Practical Implication

The municipality investigated communicates with its stakeholders using the official
Facebook Account. Firstly, results have shown that the main communication topics
between local government and citizens are local events and provision of

Table 4 Post category

Post category solo status % value

(1) (2) (3) (4)

Month Co-design Local
events

Local public
services

Provision of
information

December 8.16 62.24 15.31 14.29

November 5.38 52.69 16.13 25.81

October 1.00 67.00 22.00 10.00

September 5.43 53.26 11.96 29.35

August 16.28 41.86 0.00 41.86

July 3.75 41.25 28.75 26.25

June 4.35 57.61 0.00 38.04

Total 5.52 55.18 14.38 24.92
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information. Local public service and co- design are less important. These results
are, in accordance with previous researches, that are investigated the same topic
[19, 20, 22]. Respect other previous researches we chose the topics identified are
smaller as number, we justified this type of results considering that we analyze only
one case study. The topic major discussed on line is local events, considering this
evidence we argue that in this way the local administration, (which manage the
account) can highlight the good made activities and in this way, enhance its social
image and improve the citizens participation. The co-design seems to have less
importance, we justified these results considering the cultural and political context.

Moreover, the time when the account usually used (not office time or in off day)
shows that it might be appropriate to have a staff who should devote exclusively to
interaction with citizens through Facebook.

The case study is able to describe only one fact and, considering the type of
phenomena, we aren’t able to generalize the results. For the second part of the
research, the number of replays is exiguous considering the number of fans of page
and the city population, but we justified this limit considering the exiguous time that
the survey was available online.
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