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1  IntroductIon

Small and medium-sized enterprises (SMEs) make up more than 99 per 
cent of all firms in the EU and account, on average, for about two thirds 
of total employment. Clearly, these firms are fundamental to the economy, 
and the ways in which SMEs are financed are a widely debated issue (see 
Navaretti et al. 2015 for a recent summary of public and academic argu-
ments with regard to SME financing). This chapter deals with one of the 
key channels of SME funding, namely, the bank lending channel (see 
Berger and Udell 1998; Bolton and Freixas 2000; López-Gracia and 
Sogorb-Mira 2008; Vera and Onji 2010; Moro et al. 2012), and particu-
larly with how stricter capital regulations affect bank lending to SMEs.

While there are certainly strong arguments in favour of stricter capital 
regulations for banks (BCBS 2010; Admati et al. 2013), concerns have 
been raised that these requirements may have adverse effects on the econ-
omy (Allen et al. 2012; Francis and Osborne 2009; Mésonnier and Monks 
2015), especially SMEs (Saurina and Trucharte 2004; Humblot 2014). 
One of the key concerns is whether the comparative informational disad-
vantage normally attributed to SMEs (Berger and Udell 1998; López- 
Gracia and Sogorb-Mira 2008) will result in banks being less willing to 
lend to them in the face of stricter capital requirements. This is an area of 
great political importance and several policy measures have been taken in 
the European Union (EU) to mitigate such adverse effects, including (1) 
a capital requirement rebate for banks on SME lending (‘the supporting 
factor’), (2) specific government-funded facilities directly investing in 
SMEs, and (3) liquidity windows that increase the viability of packaging 
and securitizing SME loans (Navaretti et al. 2015).

Despite such measures, SMEs continue to express an experienced 
funding gap between their needs and the actual availability of funds. 
Furthermore, the 2017 Safe survey1 shows that SMEs in Europe are in 
fact experiencing deteriorating access to bank lending. The extent to 
which market failure can explain this ‘experienced funding gap’ resides 
in a multitude of complementary (and sometimes ambiguous) theoreti-
cal arguments (see Calomiris and Kahn 1991; Hughes 1999; Diamond 
and Rajan 2001; Calem and Follain 2007; Acharya et  al. 2016). For 

1 SAFE (2017) is a survey of financing conditions faced by SMEs, run jointly by EC DG 
Internal Market, Industry, Entrepreneurship and SMEs, and the European Central Bank. 
The survey has been conducted seven times since 2007.
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instance,  regulation may have negative effects on bank efficiency, bank-
ing competition, the monitoring capacity of banks, the pricing of loans, 
and firm access to loans. Both Allen et al. (2012) and Humblot (2014) 
argue that the most bank-dependent agents, such as SMEs, will be 
adversely affected by the recently introduced Basel III requirements. 
This is in line with claims that banks will reduce relatively risky lending 
such as lending to SMEs. Other explanations with similar implications 
for SMEs include (1) crowding out, that is, banks de-lever rather than 
raise new equity when faced with stricter capital requirements (Stein 
1998; Aiyar and Jain-Chandra 2012; Wehinger 2012), (2) less reliance 
on soft in favour of hard information in bank monitoring (Grunert and 
Norden 2012), and (3) bank use of regulatory arbitrage, which means 
that regulation can lead to a comparative advantage or disadvantage 
depending on the relationship between actual risk and the risk estimated 
for capital purposes (Willesson 2017).

With theories in conflict and scant empirical evidence on the spillover 
from regulation—via banks—to clients, further research is motivated. One 
of the key empirical challenges is identification, because of the difficulty of 
distinguishing loan supply and demand shocks from each other (Ashcraft 
2006). Controlling for demand, we empirically investigate the supply 
effects of capital regulation on the bank lending channel on data associ-
ated with higher risk and/or higher asymmetric information than average, 
that is, loans to SMEs. More specifically, drawing on a sample of Swedish 
SMEs as our laboratory, we test a number of hypotheses based on the 
conflicting theories of how capital requirements affect bank lending to 
SMEs. The remainder of the chapter is organized as follows. First, we 
introduce the channel and the various theoretical explanations for why and 
how changes in capital regulation could affect bank lending to SMEs. We 
then introduce our methods and empirical strategy, after which we present 
our results. Finally, we offer some concluding remarks.

2  theoretIcal Framework

We draw on the intermediate approach in banking (Sealey Jr and Lindley 
1977) to analyse the possible spillover from regulation to firms via the 
banking system. In its simplest form, this approach holds that a bank 
accepts deposits from the public and invests it in risky assets. The bank 
adds value by offering efficient monitoring services that reduce the impact 
of information asymmetries. This means that banks should maintain 
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 control over both credit risk and liquidity on behalf of depositors, who 
would not accept depositing money unless proper risk management pro-
cedures were in place (Black 1975; Diamond 1984; Fama 1985). Within 
this framework, firms have access to loans which generate a positive net 
present value (NPV) for the bank and prices are adjusted according to the 
risk, so that riskier borrowers pay a premium.

Based on this general framework, there are numerous potential expla-
nations for the expected reaction from banks when capital requirements 
change. Several studies build on the Modigliani and Miller (1958) (MM) 
theorem, which states that a company’s value is independent of its capital 
structure. From the banking perspective, Mehran and Thakor (2011) 
argue that capital regulation affects the systemic risk of the financial system 
but does not spill over as a regulatory cost to the bank’s owners or credit 
holders. Increased costs from a higher weight of more expensive equity 
financing versus loans are neutralized due to lower risk premiums. The 
weighted average cost of capital (WACC) is not affected and does not spill 
over to investors or creditors, because the investor’s risk is similarly 
reduced and the value of a bank is the NPV of the investment opportuni-
ties from its assets. In essence, this means that capital regulation affects the 
risk premium of loans and equity, while access to new investment oppor-
tunities may be financed by additional loans or equity. Moreover, more 
capital reduces the risk of moral hazard and public bail-out.

Contrary to the MM approach (i.e. that reduced return requirements 
counterbalance the use of more expensive equity), Diamond and Rajan 
(2000) argue that regulation is inefficient and impacts profitability nega-
tively when regulation increases. We call this the ‘negative NPV effect’, 
which is the focus of a series of studies that have identified additional 
explanations as to why NPV would be impacted by capital regulation. On 
the debt side, there are studies on changed credit worthiness due to regu-
lation. For instance, regulation of deposits (deposit insurance) reduces 
incentives for bank monitoring (Demirgüç-Kunt et al. 2015) and spill over 
to the cost of funding (Hughes 1999). Moreover, capital regulation could 
also have an impact on the value of equity and hence the value of the 
assets. First, banks require consideration of their function as a liquidity 
provider to the financial markets, which should require additional risk pre-
mium from investors (Berger and Bowman 2013). Second, efficiency is 
influenced by regulatory requirements (Zhao et al. 2010). Third, expo-
sure to risk is not necessarily linear with respect to bank capitalization. 
Hence, banks with higher capital levels could also be forced to take on 
higher risks in their loan portfolio. Several empirical studies support this 

 V. ELLIOT AND M. WILLESSON



 283

view, reporting a U-shaped relationship between capitalization and risk 
(Haq and Heaney 2012; Lindblom and Willesson 2012), and many of the 
worst performing banks in the recent financial crisis were among the high-
est capitalized (Lindblom and Willesson 2012). A number of observations 
on NPV following regulation are positive to the bank, but negative to its 
clients. Pelzman (1976) suggested that regulation increases entry barriers, 
which spill over to clients through lower competition and higher prices. 
Furthermore, the study by Beck et al. (2004) on competition and loan 
access in 74 countries suggests that more concentrated financial markets 
influence the availability of firm financing, but that for larger size firms, 
with access to capital markets, this effect is smaller.2

These arguments are linked to the pro-cyclical nature of banking. 
During good times, when NPV is higher (i.e. more projects are profit-
able), risk-taking increases, which could be exacerbated by the nature of 
the capital regulations in effect (see Athanasoglou et  al. (2014), for a 
review). This may also be explained by signalling, that is, high-quality 
banks signal their quality monitoring capacity by increasing the risk of 
their asset portfolio (Lucas and McDonald 1992), or reaching for yield, 
that is, increasing the risk of their asset portfolio to cover losses from regu-
lation, which is beneficial for banks that are not risk averse (Kahane 1977: 
Koehn and Santomero 1980). The latter increases the probability of fail-
ure despite higher capital requirements and can further be linked to the 
previous observations that highly capitalized banks tend to adopt high 
risk/return strategies.

Based on the seminal paper by Diamond and Dybvig (1983), there is also 
a stream of literature that links capital regulation to deposit insurance, argu-
ing that deposit insurance has a negative impact on depositors’ incentives for 
monitoring and hence reduces the pressure on banks to maintain prudent 
capital levels (Santos 2001; Demirgüç-Kunt et al. 2015). However, recent 
regulatory discussions are mainly concerned with the moral hazard prob-
lem, in which banks take on excessive risk because tax payers are expected to 
cover the downside risk (Calomiris and Kahn 1991). Risk-sensitive capital 
requirements (the Basel Accords) limit risk-taking by imposing higher capi-
tal requirements on riskier assets (Chorafas 2011: 8–10). The effect is that 
banks may favour (or invent new) less risky assets (as defined by the Basel 
Committee) over more risky assets such as SME lending.

2 However, well-capitalized banks may also hold an additional capital buffer because they 
anticipate a downturn in the economy or have resources available to invest in future invest-
ment opportunities.
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Access to debt by SMEs can also be explained by what Stein (1998) calls 
the ‘Crowding out effect’. The crowding out effect differs from the posi-
tive NPV effect in that capital restrictions force banks to turn down loans 
regardless of whether they would positively contribute to firm value. Stein 
(1998) argues that this adds a dimension to ‘market frictions’ through 
adverse shocks by exogenous factors (falling profits, decline in collateral 
value (real estate prices), or rising interest rates). Due to capital require-
ments, banks cannot access short-term funding without further increasing 
equity in order to qualify for the minimum capital requirements. 
Accordingly, VanHoose (2008) argues that capital regulation may affect 
individual bank lending in the short term because capital requirements ties-
up risk-based capital. A bank must consequently increase its equity levels 
(reinvest profit or issue new shares) to be able to attract additional loans. It 
is not only the growth opportunities (new loans) that could be negatively 
impacted by capital restrictions. Due to the increasing risk of bank losses 
during a recession, the requirement for additional funding is also depen-
dent on reduced supply of loans, not only growth opportunities. To mini-
mize this risk of pro-cyclicality, the Basel III requirements include a 
‘countercyclical buffer’ that varies depending on economic conditions.

Banks may aim to avoid regulation by changing parts of their business 
profile, which results in regulatory arbitrage. According to Willesson 
(2017: 71ff), regulatory arbitrage may be a strategy or transactions 
arrangement for the purpose of avoiding effects of regulation, by utilizing 
regulatory inconsistency. Thus, if the expected effects on the loan portfo-
lio are not materialized, this would imply that regulatory arbitrage is at 
work. However, regulation can have an impact on the loan portfolio as a 
consequence of regulatory inconsistency above and beyond the nature of 
the portfolio’s risk profile. Firstly, as observed by Calem and Follain 
(2007), banks involved in real estate activities before Basel II was intro-
duced found they were better off adopting the new regime, which resulted 
in early adoption of the new regulations. Secondly, observed differences 
between accounted and real (monitored) risk may result in regulatory 
arbitrage (Blaško and Sinkey 2006; Calomiris and Mason 2004). 
Accordingly, specific bank products may be favoured not for economic 
profitability reasons but because of regulatory compliance and the bank’s 
maximization of profit given certain regulatory restrictions.

Finally, bank monitoring of risk also includes a set of theoretical explana-
tions for regulatory spillover effects. Here the focus is placed on the role of 
asymmetric information in creating frictions that allow banks to differenti-
ate their lending strategies. Having a long-term relationship leads to better 
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understanding of the client’s risk and historical data that can be used to 
monitor clients more accurately. As noted by Berger and Udell (1995), the 
optimal type of lending depends on the level of information asymmetry of 
the firm and the extent to which hard information is available or not. Moro 
et al. (2012) argue that, because most SMEs lack pledgeable equity and are 
also considered to be information opaque, they are forced to rely on rela-
tionship-based lending. The reliance on soft information accessed through 
the relationship mitigates information opaqueness and allows SMEs access 
to bank lending (see Berger and Udell 1995, 2002; Baas and Schrooten 
2006; Van Caneghem and Van Campenhout 2012).

Many authors have sought to empirically assess the impact of stricter 
capital requirements on bank behaviour. Reviewing the empirical research 
on the design and impact of bank regulation, Jakovljević et  al. (2015) 
conclude that ‘[E]mpirical results on the effects of microprudential regu-
lation (in terms of banks’ capital level and performance) have been far 
from conclusive’. These authors go on to note that empirical research fails 
to provide definitive answers to whether regulatory policies affect banks’ 
risk-taking and lending behaviour. This is consistent with Wilson et  al. 
(2010), who refer to the variation in the business cycle and the pro-cyclical 
nature of bank capital, with the inherent implication that borrower access 
to finance also varies pro-cyclically. As addressed by the VanHoose (2007, 
2008) literature surveys, there is a great deal of controversy regarding the 
channels through which bank lending is affected by stricter capital require-
ments. Although it is quite clear that a short-term effect does actually 
exist, it is much less clear whether the effects continue to exist in the lon-
ger term. In a recent study by Bridges et al. (2014), the short-term effect 
is confirmed and shown to be strongest for commercial real estate fol-
lowed by corporate lending. Most loan growth recovers within three years. 
Accordingly, it seems highly relevant to continue investigating the empiri-
cal problem of the extent to which capital regulation has an impact on 
bank lending to SMEs. Hence, in the next section, we present our 
 methodological approach aimed at addressing the multiple theoretical 
explanations outlined above.

3  research methodology

In accordance with our theoretical framework, we can identify four strat-
egies, with implications for the lending channel, that banks may pursue 
in order to adapt to a change in capital regulation: (1) change in risk, (2) 
change in price, (3) change in volumes, and (4) change in portfolio 
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composition. As changes in these factors may not only be a result of 
regulation but also reflect the bank’s risk profile, competition (between 
banks and access to non-bank funding opportunities), or economic con-
ditions (interest rate levels and GDP), we require an analytical frame-
work that allows us to control for demand-side effects.

Our main determinant is the use of bank loans by Swedish SMEs. In 
the pecking order of equity, non-bank loan, and bank loan, there is ample 
support for the claim that bank lending is in fact the cheapest source of 
long-term funding. Based on the framework developed above, we seek to 
identify changes in the lending channel due to regulation, based on the 
banks’ regulatory responses. If these hypotheses cannot be rejected, this 
would be indicative of a disparity between the intended effect of the regu-
lation and the actual effects on the distribution of loans. This would imply 
that there is a spillover in the value chain from regulation to the real econ-
omy through access to bank lending.

Regulation and banking responses could affect both the supply and 
demand of loans. The supply of loans can be traced through changes in 
volumes or in prices. The latter also affects the demand for loans, but 
demand factors are also associated with the supply of other funding 
sources, such as equity and non-bank loans. The four hypotheses each deal 
with possible changes to supply and demand.

Methodologically, our study is inspired by previous research investigat-
ing various determinants of bank lending supply, both in terms of loan 
volumes and lending rates. For example, Francis and Osborne (2012) 
study asset and liability changes arising from regulation. To identify 
changes in assets, they use changes in total assets, risk-weighted assets, and 
loans.3 These relationships are estimated using fixed effect regressions and 
the generalized method of moments (GMM). Burgstaller and Scharler 
(2010) use an integrated approach to assess the impact of interest rate 
changes on loan rates. The loan rate is a function of the changes in interest 
rates. These results are controlled by using the capital ratio (to control for 
possible spillover on the loan supply) and volumes (to control for infinitely 
elastic loan supply). The (absolute) loan volume is estimated by economic 
activity, inflation, and interest rate changes.

We concentrate on one country, Sweden, for which we have more 
detailed and broader datasets for banks and SMEs than the cross-country 

3 The determinants are delta GDP, prices, and general credit conditions (measured as pro-
vision to total assets and charge offs to total assets).
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databases available for similar purposes. There are several benefits in 
restricting our analysis to Sweden. First, part of the data we have access to 
on a national basis cannot be observed from the cross-national dataset. 
This means that we can draw on a broad spectrum of SMEs and achieve 
higher accuracy. Second, we can analyse a sample of firms that is only lim-
ited by time and selection constraints. In doing so, we partly limit the 
possibility of more general analyses related to banking environments. In 
the rest of the world, we would benefit from being able to identify each 
firm and bank relationship. However, Swedish legislation (the Bank 
Secrecy Act) limits the availability of doing so as well as the possibility of 
testing the association between SMEs and their respective bank/s. Finally, 
Sweden has moved ahead of many other EU countries in terms of imple-
menting stricter capital regulations at a faster pace, which means that the 
Swedish case may be used as an example of what is to be expected when 
other EU countries follow suit.4

3.1  Data

We draw on three different sets of data, focusing our analysis on the period 
2006–2016. Panel A is composed of two of these datasets. The first part of 
the panel contains a number of nonstationary country variables assumed to 
affect the pricing of loans and access to loans provided by banks and a 
measure of regulatory changes. The key variable here is the regulatory 
measure, which is calculated on the basis of both changes in risk weight 
and capital requirement given the risk weight. The time period under study 
covers three regulatory frameworks for capital, Basel I, Basel II (from 
2007), and Basel III (from 2013). In Sweden, Basel II became effective as 
of February 2007, whereas Basel III gradually became effective from 
January 2013 onwards. Based on the standardized approach for credit risk 
in Pillar I of the Basel Accords, Basel II allowed greater diversity in terms 
of the number of risk-weight categories. The risk-weight categories were 

4 In terms of previous empirical literature analysing the importance of loan infrastructure, 
Sweden is generally considered a country with good access to finance and solid financial 
stability, as well as one where SMEs fund themselves partly through bank lending. According 
to the World Bank statistics, 6.7 per cent of the firms find access to finance to be their biggest 
obstacle, while 35.5 per cent of the firms in the country use bank loans as part of their financ-
ing. These factors imply that the results are not influenced by financial and infrastructure 
development. Unlike many other countries, Sweden’s banking system experienced limited 
disturbances during the 2007–2008 financial crisis (Elliot 2016).
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kept constant in the Basel III standardized approach, the actual capital 
requirement being gradually increased instead. The regulatory variable is 
based on non-disclosed compliance data from one of the big four banks. 
The remaining variables are used to control for opportunity costs of capi-
tal, an issue that is addressed in previous literature. In addition, we control 
for changes in the corporate tax rate during the period under study, as it 
may impact the opportunity cost between loans and equity financing. In 
2009, the corporate tax rate was reduced from 28 per cent to 26.3 per cent 
and in 2013 was further reduced to 22 per cent. We also control for nega-
tive interest rates, because these may affect the banks’ intermediation, fun-
damentally because deposit rates are higher than the market interest rate. 
Additional country-level data come from IMF (GDP/capita) and the 
Riksbank (market interest rates averages).

The second part of the panel is mainly obtained from annual entity-level 
balance sheet data, collected through the SNL database for the period 
2006–2016. From SNL, we collected total assets, total net loans, total 
equity, Tier 1 common capital (CET1), capital adequacy method, total 
risk-weighted assets, interest income, interest expense, net interest income, 
operating income, fee and commission income, fee and commission 
expense, net income before taxes, and net income. As there are large num-
bers of missing values for the smaller banks, we complement the SNL data 
with non-public data from the Swedish Savings Banks Association for the 
period 2006–2016. This dataset contains a large number of balance sheet 
and income statement variables which we used to manually compile a 
comparative data sample for Swedish savings banks. As all Swedish savings 
banks are small, their corporate lending goes almost exclusively to SMEs.5 
It is worth noting that the figure for corporate lending by banks is an 
aggregate number and not limited to SMEs.

The firm-specific data are collected from Business Retriever and include 
detailed balance sheet and income statement information for all Swedish 
joint stock firms. Consistent with the EU definition of SMEs, we collect 
data on all firms with less than 250 employees, less than €50 million in 
turnover, and less than €43 million in total assets.6 We exclude micro-firms 

5 The Savings Bank data covers all the savings banks but is unbalanced due to a number of 
mergers among the banks during the period under study.

6 For the sake of simplicity, we use a SEK-to-EUR ratio of 10-to-1. The EURO/SEK spot 
price has varied between a lowest value of 8.20 and a highest value of 11.64, presenting an 
average value of 9.33 during the period under study (currency data from the Riksbank).
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(firms with less than 10 employees) leaving us with a sample of 33,820 
firms for which we have 2007–20167 data on number of employees, return 
on equity, liability interest, debt/equity ratio, turnover, operating profit/
loss (EBIT), external interest costs, profit/loss for the year, cash and bank 
balances, total assets, total equity, long-term liabilities to credit institu-
tions, total current liabilities, granted bank overdraft, and used bank over-
draft. We also collected industry characteristics, which results in 29 
different industries.

3.2  Empirical Strategy

We approach our hypotheses by determining access to bank funding and 
prices as separate regressions. Each hypothesis observes a change in bank-
ing strategy followed by a separate analysis of changes in the SME data due 
to SME characteristics. We identify the spillover from regulation via the 
assumption that regulatory cost shows up in the banks’ prices, cut-offs, or 
increased collateral and in SME access to bank loans, prices, or their risk 
profile. This implies that regulation has an impact on the price or volume 
of loans either through (1) a reduction in bank lending as a share of total 
lending, (2) higher lending rates, or (3) changing attitudes towards risk. 
We identify the determinants on the basis of the changes in bank charac-
teristics and regulatory changes. The bank characteristics include controls 
for risk, loan pricing, and loan supply.

We expect to determine the SMEs’ share of bank loans (BANKSHARE) 
and their prices paid for the loans (LOANPRICE), which we expect to be 
interrelated. Our main determinant is the indication of regulatory impact, 
together with a set of variables to determine the characteristics of banks 
(BANK_CHAR) associated with different regulatory responses. Finally, 
we control for these results against different SME characteristics (SME_
CHAR) and variables reflecting economic development (ECON).

 
BANKSHARE f

LOANPRICE SME CHAR BANK

CHAR REGULATION ECON
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7 Data for medium-sized firms for 2016 is not included because of database restrictions.
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Endogeneity concerns are likewise taken into consideration. We use 
random effect regressions as the primary econometric approach. The 
results are also checked using alternative statistical test methods. Each of 
the four hypotheses focuses on different aspects of why and how regula-
tion influences bank lending to SMEs. The study also benefits from the 
characteristics of the banking sector. The Swedish banking market is domi-
nated by four big banks, accounting for approximately 75 per cent of the 
market in terms of deposits and lending (Elliot 2016). We focus the analy-
sis on these banks, as SMEs are more likely to take loans from these banks. 
The remaining banks operating on the corporate market comprise a few 
commercial banks and a number of smaller savings banks. We use insights 
from savings banks to deepen the analysis of regulatory responses, espe-
cially those associated with monitoring capacity. We address each of the 
regulatory responses employing the following strategies. Details of the 
strategies, the tests, and the variables used to analyse the strategies are 
presented together with the results.

3.3  The Negative NPV Effect

The analysis of the NPV effect is based on the assumption that supply and 
prices are affected by regulatory changes, being the result of a change in 
cash flow or discount rate in order not to reduce the value of the bank’s 
assets. We address this regulatory response by analysing corporate lending, 
risk, and prices by banks as a first step. The NPV effect is observed if we 
identify changes in the capitalization of banks and loan assets associated 
with regulatory costs. The spillover of the bank response is observed if we 
can find support from regulation to both the SME borrowing and pricing. 
This implies there is a general impact on the bank from the regulatory 
variables, after controlling for firm characteristics and risk. We further 
identify spillover from regulation via the assumption that the impact on 
banks also affects SME lending, that is, increasing capital requirements 
may impose regulatory costs on banks that are passed on to SMEs via a 
reduction in bank loans as a share of total lending, the charging of higher 
prices, or changing risk attitude.

3.4  The Crowding Out Effect

The crowding out effect builds on the same relationship as the NPV effect 
but is affected by short-term restrictions in capital access. The crowding 
out effect is identified as an impact on SME lending when capital is 
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restricted due to economic conditions, regulations, or bank capitalization. 
The latter reflects the ability to absorb short-term effects. More precisely, 
SMEs are forced to postpone investments if capital is a restriction of mak-
ing profitable, risk-adjusted investments or search for other investment 
opportunities with a different risk profile. We use the financial crisis as a 
separate case and consider capital restrictions and GDP over the full time 
period. The banking stage of this analysis compares the development of 
corporate lending with respect to capitalization in order to distinguish 
between reduced demand for loans and supply restrictions following 
crowding out. The spillover of the crowding out effect is analysed on the 
basis of differences between small and medium-sized firms in terms of 
economic and regulatory conditions.

3.5  The Regulatory Arbitrage Effect

The regulatory arbitrage effect implies that banks make adjustments in 
order to maintain their level of risk, while minimizing the effect of regula-
tion. We focus on strategic regulatory arbitrage, which is closely related to 
the NPV effect. The conceptual difference lies in the attention given to a 
gap between actual risk and capital requirement for that risk. This implies 
that banks adjust to avoid possible regulatory costs rather than adjusting 
their assets to cover these regulatory costs. We study this from a bank per-
spective by looking at changes in the ratios of in risk-weighted assets to 
loan assets and to equity. The spillover to SMEs is analysed by identifying 
the regulatory impact on prices and bank lending together with differ-
ences between firms based on industry and risk. The former assumes that 
bank loans are more attractive to some industries that will then supposedly 
have a lower gap between regulation and risk. The latter—which can be 
seen as a combination of reaching for yield and regulatory arbitrage strate-
gies—assumes that banks emphasize risk that yields a higher return on 
equity capital.

3.6  The Monitoring Effect

The monitoring effect response is approached from a relationship banking 
versus formal decision models perspective. We expect banks that are more 
involved in relationship banking to manage their loan asset risks differently 
from banks using formal decision models. The difference will lie in how 
the banks analyse information asymmetries. The relatively higher level of 
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information asymmetries of SMEs will consequently lead to lower aggre-
gate probability of getting loans, or they will likely pay higher risk premi-
ums. We approach this question by comparing the volumes of the banks’ 
corporate lending, loan prices, and loan risk between savings banks and 
the four big banks. Savings banks in Sweden have a history of relationship 
banking, are distributed within limited geographical regions, and have his-
torically been involved in the development of local society. The spillover of 
their possible monitoring capacity is approached to analyse existing infor-
mation asymmetries. Consequently, we should not only identify changes 
in SME lending but also differences between small and medium-sized 
firms arising from regulation in terms of bank lending and prices.

4  results

4.1  Regulatory Responses by Banks

The descriptive analysis of the banking data reveals some changes in bank 
strategies that may be related to the gradually increasing capital require-
ments between 2006 and 2016. Although short-term interest rates 
increase initially, after the financial crisis, they first fall and then gradually 
continue at negative levels during the last two years of observation.

GDP grows steadily over the period, as does bank capitalization. The 
banks use more equity to finance their assets during the period, and the 
ratio of loans to total assets is consistent over time, except during the finan-
cial crisis (2007/2008). The regulated riskiness of the banks’ assets is 
reduced and moves in the opposite direction to the regulations. Nonetheless, 
prices increased over the period under study.8 At the same time, we observe 
that the banks present more homogenous pricing and risk. The trend for 
the savings banks follows the market leaders, except for regulated risks, 
where savings banks show stable and consistent regulated risk over time.

Complementing these trends with analysis of the four regulatory 
response theories, we find support for three of the four regulatory 
responses. We observe attributes related to the NPV effect. There is a dif-
ference in prices, risks, and loans, while corporate loans tell the same 
story: a lower ratio of equity to RWA and lower levels of lending. From 

8 A significant drop is observed under and directly after the financial crisis, which may 
indicate a lag from the significant interest rate decrease. However, it could also be related to 
the fact that borrowers had to implicitly fund bank losses after the financial crisis (see 
Lindblom et al. (2011) for an assessment of Swedish banks’ changing risk and return strate-
gies during the financial crisis).
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this perspective, the lower ratio of RWA to total assets is surprising, but 
could reflect the banks’ initial attempts to reduce regulatory requirements. 
Changing the focus from the assets to the liability side, the observation 
may be a result of regulatory arbitrage, in which banks are trying to avoid 
having to raise additional capital. The crowding out effect is indicated by 
the capital requirement and GDP. The data do not allow us to observe 
differences in corporate lending, as they do not separate aggregate corpo-
rate lending from specific SME lending. As to monitoring capacity, we do 
observe a difference in the ratio of risk-weighted assets to total assets, 
which varies more for the big four as well as decreasing more for these 
banks. There is also a difference in terms of the financial crisis that affects 
the big four more than the savings banks. The latter observation com-
prises the essence of the monitoring effect. However, we cannot distin-
guish this potential monitoring effect as it is not related to regulation and 
could also correspond to the risk-weighted assets of the loan portfolio. 
Lending to the corporate sector is found to decrease more for the big four.

4.2  Regulatory Spillover from Banks to SMEs

The spillover from the banks’ responses is analysed via the SMEs. In line 
with the motivation of our study, we observe that firm size is a key deter-
minant of the share of banking loans used to finance the firm. This factor 
is observed both for the full sample and when the sample is split into small 
and medium-sized firms. The basic model shows this factor, as well as 
additional endogenous firm characteristics, including risk. The model cap-
tures the model assumptions, although the overall determination is only 
17 per cent. Overall, this means that we manage to determine part of the 
differences among firms, but these are not very predictive in the full sam-
ple. The basic model for loan prices shows that the price is higher for firms 
lending more and lower for larger firms. The overall determination on the 
full sample is 5 per cent, but higher for the smaller firms. Although we 
identify the determining impact of firm differences, firm characteristics do 
not determine the changes in either the share of bank loans or prices.

4.3  The NPV Effect

The analysis of the NPV effect is based on a determination of loan access 
and return affected by regulation. We find that regulation has a (statisti-
cally) positive effect on both the level of bank loans and prices, supported 
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by the spillover from banks. Furthermore, lending supply (loan to total 
asset) affects the share of bank capital. This is in line with the expectations 
and can be argued to be a spillover from regulatory costs.

The ratio of equity to risk-weighted assets is seen to negatively affect 
the share of bank capital. This may be an indication of reaching for yield. 
Consequently, banks strive to increase the gap between regulated risk and 
actual risk, and increase the return on each share of equity. The effect is 
more significant for small firms. The results also show that equity does 
not affect the share of loans for medium-sized firms. This is an opportu-
nity for smaller firms to access bank lending. From a banking response 
perspective, regulatory arbitrage is a possible complementary response 
(see more below).

We find that the banking variables have an impact on prices. Loan prices 
are positively influenced by lending supply, but are negative on risk. Both 
of these effects could arguably be related to spill over from regulation: 
assuming that the banks spill over regulatory costs to their assets. Once 
again, smaller firms are better determinants. However, we find no evi-
dence that this is caused by regulation. The results of both of these depen-
dent variables suggest that an NPV effect is a possible response strategy 
that impacts banks and spills over to SMEs, although the results are not 
very robust (Table 13.1).

4.4  Crowding Out

The analysis of the crowding out effect considers the prevailing eco-
nomic conditions. We did not observe any such effect on the banking 
industry responses. However, SME lending may possibly be treated dif-
ferently by banks from other types of corporate lending, which means 
that it is not showing up in the aggregated banking data. For instance, 
banks could rearrange their corporate loan portfolio to larger firms in 
which they have higher stakes if these firms face liquidity shortages or if 
banks are declining new business opportunities. However, we find no 
evidence for any impact of the crowding out effect on the analyses of the 
SME data. We do find that economic conditions have an impact on lend-
ing to smaller firms, but not to medium-sized firms. Nonetheless, we 
find no evidence for the opposite conditions, which comprises the 
essence of the hypothesis.
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4.5  Regulatory Arbitrage

The lower ratio of equity to RWA by banks, despite higher equity levels, 
indicates the use of strategic regulatory arbitrage as a regulatory response 
strategy. Furthermore, the risk adjustments made by banks may be related 
to avoidance of regulatory capital restrictions that affects funding costs 
rather than asset margins.

We analyse the consequences for corporate lending in the event of 
regulatory arbitrage. This exercise is somewhat tricky, as overall corporate 
lending decreases and the bank lending channel simultaneously becomes 
less important over the period under study. Bank competitiveness appears 
to be affected. It is not possible to analyse within the scope of this chapter 
whether this is because of regulation or whether it reflects a general trend. 
However, in terms of regulatory arbitrage, we are able to identify a 
change in risk as measured by SME returns and return risk. The relative 
proportion of bank capital decreases less over time for the quartile of 
SMEs with the greatest returns and greatest risks. This implies that, even 
if SMEs with a larger risk/return potential have been looking for alterna-
tive sources of funding, they are on average better off than firms included 
in the other risk and return categories in terms of access to bank lending. 
Furthermore, loan prices can be described as being consistent over time. 
These observations are possible additions to regulatory theory and regu-
latory responses defined as regulatory arbitrage: a general interest to 
observe the balance between capital requirements and risk. However, 
further analyses are required in order to distinguish more clearly between 
reaching for yield strategies and regulatory arbitrage considering regula-
tory loopholes in the management of overall risk levels. We are not able 
to perform these analyses with the existing data. Nonetheless, we wish to 
address this issue as a possible line of further research related to regula-
tory responses, banking intermediation, and how regulation affects the 
lending channel.

We find support for a possible regulatory arbitrage strategy reliant on 
differences between regulated risk and actual risks. Banks that wish to 
adjust their risk without additional capital can consequently increase loans 
to sectors that have a higher risk than the regulator suggests, and vice 
versa. Although we cannot link industry risk to the risk capital require-
ment, we find that regulation has a different outcome in the determina-
tion of loan share and prices depending on industry.
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4.6  Monitoring

The fourth regulatory response affects bank monitoring. Regulatory 
responses differ between savings banks and the big four banks in terms of 
corporate lending. We analyse spillover from these monitoring differences 
assuming that formal risk assessment models are more important after 
regulation. The results indicated by our analysis of regulatory arbitrage 
contradict the assumption that monitoring capacity spills over to SME 
financing. Contrary to the assumption relating to the monitoring hypoth-
esis, we find that the decrease in bank lending is lower for smaller banks 
than for medium-sized banks. However, the trend also includes the overall 
decreasing use of banks as a source for SME lending, which means that 
this result could be an artefact of competition from non-bank actors. Loan 
price differences are consistent with the regulatory regime, although the 
spread between prices is smaller for the smaller banks when faced with 
stricter regulation. Comparing small and medium-sized firms, we find no 
significant differences in terms of pricing between the two sets of firms. 
We cannot state that monitoring capacity has an impact on lending for 
SMEs due to regulation. The higher cost for the smaller banks is revealed 
under the NPV effect as part of the risk premium. However, regulatory 
factors influence the prices for smaller firms statistically, but not those for 
medium-sized firms.

To sum up these findings, we can state that the results are neither 
straightforward nor consistent with respect to the monitoring capacity of 
banks. Having said this, the analysis is limited to the banks’ lending 
 channel and those loans that are actually granted by the banks. Outside of 
the banks, increasing reliance on formal risk assessment models may be a 
reason why there is a lower level of lending to SMEs and why SMEs seem 
to find other funding sources to a greater extent.

5  conclusIons

This chapter discusses and analyses bank intermediation by studying the 
impact of regulation on the lending channel. The study is built upon alter-
native theories to analyse regulatory responses and spillover to firms’ loan 
financing on a set of Swedish banks and Swedish SMEs over a ten-year 
period. Contrary to the MM theorem and arguments stating that banks 
have buffers that absorb changes in the external environment, the results 
of this study show that banks respond to regulatory changes in a way that 
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increases profitability over regulatory costs. The empirical results provide 
support for two alternative theories: (1) the NPV effect, which assumes 
that costs associated with regulation are transferred to clients leading to 
restrictions from some unprofitable loans, and (2) regulatory arbitrage, 
which suggests that banks use regulatory loopholes to avoid costs related 
to regulation. Furthermore, we find no evidence for the crowding out 
effect and very mixed results with respect to the monitoring effect.

This chapter shows that policy makers require more comprehensive 
approaches in order to gain a better understanding of the need to consider 
alternative regulatory responses by banks in banking system analyses. 
There is a risk of not considering regulatory costs if the analyses are based 
solely on the MM theorem, which excludes regulatory responses. In this 
study, we find empirical support for the spillover of higher prices, a lower 
degree of bank loans, and possibly competition from non-bank sectors in 
order to finance SMEs. The last finding is contrary to the understanding 
that the smallest firms that are provided loans will partly benefit from 
regulation. This could have an impact on regulatory efficiency (regulatory 
deadweight loss), financial stability (higher risk in the financial world), and 
economic growth (higher funding costs should lead to lower investment 
volumes).
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