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v

The great financial crisis has left a large imprint on investment manage-
ment. The combination of (1) a fragile recovery in the major economies 
and its spillover effects on global growth, (2) increased pressures on estab-
lished patterns of global trade, and (3) uncertainty about the effect of an 
eventual unwinding of accommodative monetary policies intended to pro-
vide support to the financial system has created new challenges for invest-
ment managers, from divergent policy responses across countries to shifts 
in the joint dynamics of asset prices across geographies. In this environ-
ment, asset managers are challenging their commonly-accepted invest-
ment paradigms.

In particular, public investment managers are navigating the challenges 
posed while taking into account their unique investment rationales, risk 
preferences, and governance structures. For example, public investors 
have been called upon to re-evaluate their investment universe and the 
benefits of active trading strategies to be able to achieve the returns that 
would help meet their obligations. Further, they are also rethinking their 
governance structures as well as their human and technical resources to 
keep pace with changing management practices.

This book covers some of the latest advances in the practice of public 
investment management, which were presented at the 6th Public Investors 
Conference, jointly organised by the Bank for International Settlements, 
the World Bank, and the Bank of Canada. The papers presented in this 
edition of the premier biennial conference for public investment manage-
ment, hosted at the headquarters of the World Bank in Washington, DC, 
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vi  PREFACE

contain some of the most up-to-date developments in the research and 
implementation of public asset management.

This book is relevant to four categories of readers: (1) practitioners of 
public investment management, (2) investment consultants advising pub-
lic managers, (3) academics/researchers, and (4) regulatory and oversight 
bodies of public investors. By familiarising readers with both the state-of- 
the-art research dealing with, and policies adopted by, public investors, 
this book aims to provide the context to current public investment 
practice.

The book is organised into four parts, each covering one of the four 
major topics of interest to public investment managers. In part one, four 
chapters deal with the implementation, performance, and governance of 
foreign reserves. The first two chapters address fundamental questions of 
whether (and how) foreign reserves should be managed to hedge liabilities 
and whether a mix of active or passive investing is optimal. This is a peren-
nial question for foreign reserves and sovereign wealth funds alike. The 
next two chapters deal with the governance of public investors, including 
a unique measure to help benchmark fund managers’ performance.

The second part of the book proposes quantitative tools to tackle 
uncertainty in the interest-rate and credit-risk environment. The first two 
chapters propose frameworks to actively manage sovereign bond portfo-
lios of (1) one country using macro variables for predicting zero-coupon 
yield curves and (2) multiple countries based on their exposure to interest- 
rate differentials across countries. The next two chapters analyse the short- 
term and long-term drivers of credit risk.

Part three discusses portfolio construction paradigms. The first chapter 
shows a method to conditionally optimise portfolios based on the prevail-
ing macroeconomic regime. The next two chapters discuss the relative 
merits of the well-established paradigms of benchmark-relative, absolute- 
return, factor-based, and industry-based portfolio construction.

The final part of the book dives deeper, emphasising the dynamics of 
the major asset classes in which public investors have a significant pres-
ence. Two chapters demonstrate the effect of benchmark investors and 
investor clienteles on asset flows and prices, and a third analyses sources of 
possible diversification in asset markets that are increasingly correlated.

Taken together, we believe that the advances in the practice and theory 
of public investment management highlighted in this volume could not 
just serve as a reference to readers but could also prove to be a launchpad 
for future advances in the field.
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CHAPTER 1

Hedging Potential Liabilities of Foreign 
Reserves Through Asset Allocation

Daniel E. Diaz, Julián David García-Pulgarín, 
Cristian Porras, and Marco Ruíz

1.1  IntroductIon

The purpose of this chapter is to explore further the topic of asset-liability 
management (ALM) for foreign reserves. Although several central banks 
use ALM to determine the asset allocation of the foreign reserves, mostly 
they do so in order to cover defined liabilities such as government or cen-
tral bank debt. However, most countries hold foreign reserves as a buffer 
for a substantial shock to the balance of payments, which includes private 
and public sector flows. For instance, foreign reserves may help reduce the 
impact of large, potentially disruptive portfolio outflows from the equity 
and bond market on the rest of the economy. Therefore, in our opinion, 
ALM for foreign reserves should take into consideration all of the relevant 
macroeconomic vulnerabilities that might affect the balance of payments.

This chapter proposes an approach to quantify and to hedge those lia-
bilities, using data from Colombia as an illustration. The chapter seeks to 
contribute to the ALM discussion by defining the liabilities of foreign 

D. E. Diaz • J. D. García-Pulgarín • C. Porras • M. Ruíz (*) 
Banco de la República, Bogotá, Colombia
e-mail: mruizgil@banrep.gov.co

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90245-6_1&domain=pdf
mailto:mruizgil@banrep.gov.co


4 

reserves and their volatility, not only to determine the size of the liquidity 
tranche but also to find the portfolio that most appropriately hedges those 
liabilities. As a result, both the currency composition and the allocation of 
the portfolio across different asset classes depend on their ability to hedge 
the unique liabilities of each country. In the same fashion as Bonza et al. 
(2010) and Alhumaidah (2015), this chapter proposes a two-tranche 
approach. For the asset-liability tranche, a country-specific reserve ade-
quacy measure is used to proxy for the liabilities of reserves, and the objec-
tive of portfolio construction is to hedge those liabilities. Hence, the size 
of the asset-liability tranche should be roughly the same as that of the lia-
bilities. For the long-term investment tranche, whose size is determined 
by the excess of total reserves over liabilities, a traditional asset-only 
approach aims for wealth maximization, given that the likelihood of liqui-
dating this tranche in the short term is theoretically low.

The next section summarizes relevant literature on ALM for interna-
tional reserves portfolios. The third section reviews the work on reserve 
optimality and reserve adequacy and explains in detail the measure chosen 
to quantify the liabilities of foreign reserves. The fourth section explains 
the methodology and the fifth section describes the data and the sources. 
The sixth section shows the results. The seventh section concludes.

1.2  Asset-LIAbILIty MAnAgeMent In InternAtIonAL 
reserves PortfoLIos

The last two decades have seen a growing trend in international reserve 
accumulation in most countries around the world (Berkelaar et al. 2010), 
which has caused a great interest in strategic asset allocation (SAA) for 
international reserve portfolios, considering that SAA is the main source 
of return and risk for any kind of portfolio (Brinson et al. 1986).

There are two widely-used approaches to asset allocation: asset-only 
optimization (AO) and ALM. In the former, the purpose is to obtain the 
highest possible return for an acceptable level of risk, regardless of the 
liabilities (outflows of future money, both expected and unexpected, if 
they exist). By contrast, the ALM approach explicitly takes into account 
future cash flows or obligations and constructs portfolios that reduce the 
volatility of the difference between the present value of the liabilities and 
that of the assets.
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Cash flow matching is the most traditional and conservative ALM 
methodology (Fabozzi 2007). It attempts to match liability cash flows 
with coupon and principal payments of fixed income assets in the portfo-
lio. Risk matching or immunization is the other traditional ALM method-
ology. Its objective is to match the interest rate and liquidity risks of 
liabilities with those of the assets. Immunization outperforms cash flow 
matching when it is not possible to find assets in the financial market that 
pay cash flows identical to those of the liabilities.

The ALM approach is extensively used in defined-benefit pension plans, 
whose objective is to cover future pension cash flows through contribu-
tions and returns from the pension portfolio and to maximize the surplus 
once the projected liabilities are funded. Banks also apply ALM to con-
struct a portfolio that replicates the duration of their liabilities.

In the case of foreign reserves management, the choice between AO 
and ALM depends on the specific objective of the central bank. When a 
central bank has a broad mandate such as reducing the probability of 
occurrence of balance of payments crises or when the liabilities are difficult 
to estimate, the AO approach is preferred. On the other hand, when the 
central bank has well-defined liabilities that it wants to hedge, for instance, 
government or central bank debt, the preferred approach is ALM.

In recent years, there have been a number of studies applying ALM to 
the construction of foreign reserve benchmarks and an increasing number 
of countries have adopted this approach. In the case of Canada (Rivadeneyra 
et al. 2013), international reserves are managed using an ALM framework 
that requires currency and duration matching of international reserves and 
foreign currency liabilities issued. The model jointly optimizes the mix of 
assets and liabilities across currencies, instruments, and tenors that maxi-
mize the return of the portfolio subject to duration and currency match-
ing. Canada’s foreign exchange reserves are financed by the federal 
government. Further, the primary objective of foreign reserves in Canada 
is to help to promote orderly conditions for the Canadian dollar in cur-
rency exchange markets and provide foreign currency liquidity to the gov-
ernment. Thus, the appropriate liability is defined by the debt instruments 
issued to finance the reserves account. As a result, applicability of the ALM 
approach is straightforward.

According to Bhattacharya et al. (2010), the Reserve Bank of India 
incorporates an ALM model that consists of a balance sheet for each 
currency separately, allowing for currency transfers and incorporating 
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transaction costs. The market prices of the assets come from a dynamic 
stochastic optimization model with a tree-based uncertainty structure, 
where the central bank can hold or sell the assets in any future rebalanc-
ing period. The model also incorporates the liabilities and risk prefer-
ences of the central bank as Conditional Value-at-Risk (CVaR) 
constraints. The liabilities are factored into the optimization problem 
by including (1) a lower limit on the size of reserves, (2) a lower limit 
on the ratio of Net Foreign Assets (NFA) to the sum of NFA and Net 
Domestic Assets (NDA), (3) an upper limit on the percentage fall in 
value of reserves in any period, (4) a lower bound on the expected 
mark-to-market value of reserves, (5) an upper limit on the Liquidity at 
Risk1 of the assets, (6) a constraint that foreign currency assets should 
exceed the amortization of external debt over the next 12  months 
(Greenspan-Guidotti rule), and (7) a constraint that the ratio of short-
term external debt to reserves should not exceed a pre-set level.

For the Latin American case, Bonza et  al. (2010) approach SAA by 
balancing short-term liquidity needs and real capital preservation for cen-
tral banks, considering robust optimization techniques. A contingent 
claim analysis is used to estimate short-term liquidity needs. They also 
estimate a distance-to-liquidity-crisis indicator. The SAA attempts to pre-
serve real capital, assuming that reserve requirements will grow at the 
same rate as real GDP. Under this proposal, the investment objective of 
excess liquidity reserves is to obtain a real return equal to the growth rate 
of real GDP, considering that the estimated probability of a liquidity event 
is quite low.

Alhumaidah (2015) proposes the standard two-tranche approach for 
reserve management for the Saudi Central Bank, which separates the port-
folio into liquidity and investment tranches. He defines the level of the 
liquidity tranche as the equivalent of predicted reserve outflows, exoge-
nously derived from a forecasting equation. The proposal allocates excess 
reserves to an investment tranche, which is managed with the objective of 
maximizing a utility function that incorporates the amount and likelihood 
of stochastic outflows as a liability, while also allowing for variable trade 
sizes by specifying that liquidation costs grow in a non-linear way. Although 
this chapter takes into account the liability by including the liquidation 
costs in the investment tranche’s utility function, its aim is not directly to 
hedge potential outflows through asset allocation.
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1.3  MeAsurIng reserve AdequAcy

The liquidity required during periods of balance of payments crises repre-
sents the potential liabilities of foreign reserves. Academic approaches on 
the liquidity needs of central banks have had two methodological perspec-
tives: the optimal level of reserves and the indicators of reserve adequacy.

Calculating an optimal level of reserves requires a cost-benefit analysis. 
Among the benefits of maintaining international reserves is the reduction 
in the probability of an external crisis, which is costly due to foregone 
production or consumption. In this sense, an optimal level of reserves 
makes the economy more stable and less vulnerable to external crises 
(Gerencia Técnica 2012). On the other hand, there is an opportunity cost 
of holding foreign reserves, which comes from the fact that they are 
invested in low-risk liquid assets which have a lower expected return than 
other alternatives such as developing local infrastructure or, in the case of 
emerging markets, paying down external debt. The models used to deter-
mine the optimal level of international reserves have followed this sort of 
analysis since the pioneering work of Heller (1966). Ben-Bassat and 
Gottlieb (1992) formulated a model where international reserves reduce 
the probability of a balance of payments or a currency crisis. In this frame-
work, the level of international reserves is optimal when the accumulation 
of additional foreign currency reduces the expected cost to a lesser extent 
than the opportunity cost incurred to hold them. Jeanne (2007) and 
Calvo et al. (2013) have proposed the most recent methodologies on opti-
mal levels of reserves. Jeanne proposes a model for a small open economy, 
where a sudden stop prevents access to international financing to meet 
payments on foreign debt. International reserves mitigate the negative 
impact on output and stabilize the consumption pattern of households. 
Meanwhile, Calvo et al. (2013) propose a similar model to that of Ben- 
Bassat and Gottlieb (1992), including the possibility that reserves can 
reduce both the likelihood of a foreign crisis and its cost.

Despite their enormous contribution to the academic literature, the 
application of optimal reserves models has several limitations (García- 
Pulgarín et al. 2015). The most obvious are the sensitivity of the results to 
small changes in the parameters and the assumption of constant external 
liabilities. These limitations undermine the utility of optimal reserves 
models to guide policymaking (Gerencia Técnica 2012).

Unlike the optimal reserves approach, reserve adequacy measures seek 
to determine an appropriate level of reserves, using several  macroeconomic 
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variables that might explain the outflows of the balance of payments during 
a crisis. The International Monetary Fund (IMF) was the first to conduct 
a study on reserve adequacy (International Monetary Fund 1953). The 
IMF staff argued that reserve adequacy was not a matter of a simple arith-
metical relationship but rather that it depended on the efficiency of the 
international credit system, the realism of the existing pattern of exchange 
rates, the appropriateness of monetary and fiscal policies, the policy objec-
tives, and the stage of development of countries. Five years later, the IMF 
(1958) proposed a less qualitative approach, arguing that reserves should 
be compared with a country’s trade figures, as foreign trade was the largest 
item in the balance of payments. The data analysis showed that countries 
in general appeared to achieve annual reserve-to- imports ratios between 
30 and 50%. This ratio was a preliminary indicator of adequacy. Triffin 
(1961) criticized this minimum benchmark (30% or 4 months of imports), 
arguing that it would be too low given the specific economic circumstances 
of countries. Triffin found that the ratio of monetary gold to imports in 
1957 was the same as it was in 1913 and 1928 but, at 35–36%, this ratio 
was low relative to historical standards. From an examination of the distri-
bution of the ratio between reserves and imports across countries and over 
time, Triffin (1961) concluded that a 40% reserve-to-import ratio could be 
deemed adequate for the stability of the balance of payments.

In a similar way, Greenspan (1999) cites the proposal of Pablo Guidotti, 
the then-Deputy Finance Minister of Argentina, who suggested that coun-
tries should manage their external assets and liabilities in such a way that 
they are always able to live without new foreign borrowing for up to one 
year. That is, usable foreign exchange reserves should exceed scheduled 
amortizations of foreign currency debts during the following year. This is 
the famous Guidotti-Greenspan rule, which states that a country’s reserves 
should equal short-term external debt, implying a ratio of reserves to short-
term debt (STD) of one. The rationale is that countries should have enough 
reserves to resist a massive withdrawal of short-term foreign capital.

Since these measures of reserve adequacy are unaffected by a set of 
strong assumptions, they become a reliable and robust indicator (García- 
Pulgarín et al. 2015) and therefore they are preferred by central banks for 
the design of economic policy (Gerencia Técnica 2012). Despite their 
advantages, the most important challenge raised by standard reserve ade-
quacy measures is that an adequate level of reserves depends on rules of 
thumb (e.g., one in the Guidotti-Greenspan measure) and not necessarily 
on the particular characteristics and vulnerabilities of each country.
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The IMF (2011), aware of the limitations of optimality models and the 
issues that arise when considering isolated indicators of reserves based on 
individual metrics (e.g., GDP or M2), proposed a methodology that iden-
tified four sources of vulnerability for the balance of payments. First, 
exports could diminish severely due to an unexpected drop in foreign 
demand or due to a negative terms-of-trade shock. Second, a reduction in 
external financing may hinder debt roll over. Third, foreign investors 
might retreat from domestic capital markets. Finally, there might be 
unforeseen domestic capital outflows from residents.

Having determined the sources of risk and vulnerability of the balance 
of payments, the IMF takes four variables to quantify each of those risks: 
exports, STD, portfolio liabilities (net international investment position 
minus foreign direct investment and STD), and money supply. The IMF 
(2015a, b) estimates a formula that takes into account all of these variables 
and their relative importance. To this end, they calculate the distributions 
of changes in each variable in periods of stress in the foreign exchange 
market. To identify these periods, the IMF used the methodology pro-
posed by Eichengreen et al. (1996). The adequate level of reserves is the 
sum of the tenth-percentile drop in each variable over periods of stress. 
The IMF estimates two standard formulas whose application depends on 
the exchange rate regime of each country (fixed or flexible).

Gomez-Restrepo and Rojas-Bohorquez (2013) acknowledge the mer-
its of the IMF methodology but argue that using standard weights for all 
countries may not accurately capture the importance of each variable for 
any specific country. For instance, countries that depend heavily on for-
eign trade and have a relatively closed capital account may need to place a 
higher weight on exports than on portfolio liabilities. The authors esti-
mate the weights of the specific variables using Colombian data and find 
that the optimal weights for Colombia are different from those under the 
standard IMF formula.

García-Pulgarín et al. (2015) improve the country-specific approached 
proposed by Gomez-Restrepo and Rojas-Bohorquez (2013), taking into 
account the correlations between the variables in the formula. They incor-
porate the calculation of implied correlations among the variables consid-
ered, which typically results in a less conservative measure, since the 
worst-case scenario of each variable does not materialize simultaneously in 
a period of pressure in the foreign exchange market. In addition, 
 García- Pulgarín et al. (2015) discuss some changes that could enhance the 
calculation of the metric. First, they replace M2 by M3, since it is a broader 
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monetary aggregate that includes information that M2 might not capture, 
such as increase the risk of a bank run. Second, the authors include foreign 
direct investment as an additional variable because those inflows might 
suffer in the middle of an external crisis. Finally, they consider the depen-
dence on remittances of some Latin American economies and include this 
variable to improve the calculation of the metric for the Colombian case. 
This methodology is explained below in more detail.

The first step is to calculate the index of pressures in the foreign 
exchange market according to the methodology proposed by Eichengreen 
et al. (1996). Accordingly, the changes of the following variables during 
periods of pressure in the foreign exchange market are calculated: STD, 
other portfolio liabilities (OPL), M3, exports (X), foreign direct invest-
ment (FDI), and remittances. The percentage of each variable that could 
be needed during periods of stress is estimated according to the following 
equation:

 

ω ρ
ρ

t jt

j jt

=   ∗
=∑
1

1
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(1.1)

where ωt is the vector with the percentage of each variable that could be 
needed in times of crisis at time t, where ρjt is the value of each variable j. 
j = 1 corresponds to STD, j = 2 to OPL, j = 3 to X, j = 4 to M3, j = 5 to 
FDI and j = 6 to remittances.

With this, a product of the associated vectors to the percentage of each 
variable and the percentage changes in each variable during periods of 
market pressure (M P) is computed (this is done for each period consider-
ing the same sample periods of pressure), as shown below:

 %NARI MPt t
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%NARIt is the ratio of adequate international reserves to total reserves 
for period t. After this, the percentiles for each period (of the resulting set 
product vectors) are calculated, and then multiplied by the aggregate level 
of the variables for each period:
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NARIt represents the adequate level of reserves. This methodology takes 
into account the implicit correlations between the variables in periods of 
pressure, making it less conservative compared to the IMF methodology 
(which is of linear combination of the value of each variable needed in 
times of stress).

In this chapter, the contingent liabilities of foreign reserves are defined 
through the reserve adequacy measure, proposed by García-Pulgarín et al. 
(2015). This measure defines the liquidity that a central bank should hold 
against possible shocks that affect the outflows of the balance of payments. 
Additionally, based on historical information, it is possible to estimate the 
past behavior of this measure and, more importantly for the purpose of 
this chapter, its volatility.

It is worthwhile to notice that the required level of foreign reserves 
changes over time. Factors such as financial development, greater access to 
capital markets, a greater degree of openness of the capital account, and 
growth of world trade have resulted in higher reserve requirements, reach-
ing annual growth rates above 12%. From an ALM perspective, it is not 
possible to construct a portfolio that achieves that level of return consis-
tently. As shown in Fig.  1.1, most traditional asset classes have returns 
lower than 12% in the long term. Consequently, the asset-liability exercise 
in this chapter focuses on the variability of the potential liabilities and not 

Fig. 1.1 Average annual growth of adequate level of reserves and returns of vari-
ous asset classes
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on their absolute level. When SAA is not sufficient to cope with increases 
in the level of the liabilities, it is necessary to accumulate foreign reserves, 
for example, by intervening in the domestic foreign exchange market, or 
by liquidating part of the long-term investment tranche. Building an opti-
mal intervention rule that is consistent with the asset allocation of the 
portfolio is beyond the scope of this chapter.

1.4  MethodoLogy

In order to determine the asset allocation that is most appropriate to 
hedge the liabilities of foreign reserves, it is important to understand what 
explains the behavior of the liability. Therefore, the first step in this process 
is to use a multi-factor risk model in order to identify the systematic factors 
that explain the liability. Although it is possible to work directly with asset 
classes in order to find the asset allocation that approximates most closely 
the behavior of the liability, the use of a multi-factor risk model allows the 
identification of the most important themes or macro variables that need 
to be considered when building a portfolio under this approach.

The multi-factor risk model used for fixed income is Wilshire’s Axiom. 
This model provides historical factor returns for yield curve movements, 
sector allocations, inflation, and currency, among others, in the most 
important fixed income markets. The Appendix shows the list of factors 
from Axiom used in this analysis. For equity and commodity, some widely 
used indices are included. Through cross-sectional regression, it is possi-
ble to identify the factors with the best explanatory power.

Once the most relevant market factors are identified, the asset classes to 
construct the portfolio are chosen. For factors with positive coefficients, 
the related asset classes are included. Conversely, for factors with negative 
or non-significant coefficients, the related asset classes are excluded.

With the choice of eligible asset classes, portfolio construction is pos-
sible through the minimization of the squared error of the difference 
between the liabilities and the portfolio. Thus, portfolio construction 
attempts to find a linear relationship between the liabilities and various 
asset classes. Two portfolio alternatives were evaluated, unrestricted, and 
restricted. The former alternative permits a portfolio with leverage and 
short exposures. The latter intends to find a portfolio that is both invest-
ible and liquid. For both of them, a n asset and T periods system was used.

Year-on-year changes of liabilities and annual returns were used. The 
problem to solve is to find a coefficient vector w, such that:
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where rt
L  refers to annual factor returns at period t. The solution to this 

problem is a coefficient vector w. Under this approach, each coefficient wi 
represents the weight for asset class i in the portfolio. Equation 1.5 
ensures that the entire portfolio is fully invested.

Without additional restrictions, the solutions to the problem are able to 
take any value in ℝ. A value above one for one asset class in vector  w 
requires leverage either through derivatives or short exposures in other 
asset classes. By contrast, a negative value for a specific allocation implies a 
short position either through derivatives or by borrowing and selling the 
securities. Although both leverage and short positions can in theory con-
tribute to replicate better the volatility of the liabilities, it may be infeasible 
to do so, because of either the non-existence of certain derivatives or the 
unwillingness of counterparties to trade in the amounts required, particu-
larly considering the average size of international reserves portfolios. 
Moreover, it is important to note that some asset classes might be rela-
tively illiquid for large allocations, which requires the inclusion of a liquid-
ity constraint in order to make the portfolio investible. Thus, the second 
portfolio alternative evaluated includes the following restrictions, where cj 
is the maximum allocation to currency j:
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Here, nj represents the number of assets in currency j included in the 
exercise, superscript j in the coefficient characterizes each currency, and 
m denotes the number currencies included. Equation 1.7 is the liquidity 
constraint, which imposes an upper limit on the participation of the port-
folio in the government fixed income assets of currency j. For this chapter, 
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the maximum participation allowed in the government fixed income mar-
ket of any given currency is 3%, since it may be difficult to liquidate a 
larger allocation in a short period. The government fixed income market 
was used to proxy for total liquidity in a given currency, considering that 
it is the largest asset class available in most cases.

For the long-term investment tranche, which represents the tranche of 
the portfolio that aims to maximize returns, asset-only optimization is a con-
venient choice. The optimization allows for a broader range of asset classes 
and a longer investment horizon. García-Pulgarín et al. (2015) developed a 
methodology to create the benchmark of the long-term investment tranche. 
The methodological approach follows the Black and Litterman (1991) 
framework with enhancements in the estimation of the covariance matrix.

The main purpose of the optimization of the long-term tranche is to max-
imize a utility function that considers the first two moments of each portfolio 
return distribution, as well as the specific risk aversion of the investor. García-
Pulgarín et al. (2015) allow a broad asset space, representing most of the 
market, which provides a good estimate of Black- Litterman equilibrium 
returns. Besides, they define a non-linear constraint, which restricts the port-
folios within the efficient frontier to those that do not result in losses with a 
95% confidence level in a time horizon of ten years, which corresponds to the 
approximate period in which a crisis event happens, assuming a time homo-
geneous Poisson process and a sudden stop probability of 10%.

1.5  dAtA descrIPtIon

As described in Sect. 1.2, the variables used to estimate the liquidity needs 
of international reserves are M3, exports, STD, OPL, FDI, and remit-
tances. The goes back to December 2003. Data periodicity is monthly and 
the variables are denominated in US dollars. The data source for the cho-
sen Colombian macroeconomic variables is Banco de la Republica.

The source of factor returns for fixed income and currency is Axiom 
(Wilshire Associates). For equity and commodity indices, the source is 
Bloomberg.

The assets classes evaluated for portfolio construction were:

 1. Government bonds from one to ten years from the United States, 
Germany, the United Kingdom, Switzerland, Sweden, Canada, 
Japan, Australia, New Zealand, and Norway. A bond index of other 
developed countries is also included.
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 2. Inflation-linked government bonds from one to ten years from the 
United States, Germany, and the United Kingdom.

 3. Corporate bonds from one to ten years in the United States and Europe.
 4. Supranational bonds of developed markets from one to ten years.
 5. US mortgage-backed securities.
 6. Equities from the United States, from developed countries exclud-

ing the United States, and from emerging markets.
 7. The following currencies: Euro, British Pound, Swiss Franc, Swedish 

Krona, Canadian Dollar, Japanese Yen, Australian Dollar, and New 
Zealand Dollar.

The returns of fixed income assets are obtained from the Intercontinental 
Exchange (ICE) Data Indices. Data on the returns of stocks and curren-
cies are obtained from Bloomberg. All of the series start in December 
2003 and end in December 2015, since all the data necessary to estimate 
the liabilities are only available from the last month of 2003  onwards. 
Price and return data of the selected assets are denominated in US dollars, 
because the liability is also denominated in that currency as intervention 
from central bank of Colombia is always made in US dollars.

1.6  estIMAtIon And resuLts

Figure 1.2 shows the set of factors from Axiom’s multi-factor model that 
best explains the liabilities of Colombia’s foreign reserves.

The factors with the highest positive coefficients are European corpo-
rate and duration in Australia and in the United States. It is important to 
remember that, since we are dealing with factors and not with asset classes, 
in the case of the European corporate factor, it is necessary to hold expo-
sure to this type of debt isolated from European duration, which it may be 
difficult to implement in practice. In the case of the exposure to United 
States duration, it shows that interest rates in the United States move in 
the opposite direction of the liabilities. One possible explanation of this 
observation is that increases in interest rates in the United States cause 
outflows from emerging markets, which could cause decreases in mone-
tary aggregates such as M3 or OPL, thus decreasing the reserve adequacy 
measure used in this chapter. This finding is consistent with the high par-
ticipation of US Treasuries in foreign reserves portfolios.

Additionally, in order to hedge the liability better, it would be necessary 
to take short positions in duration in Japan and Switzerland and in inflation 
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in the United Kingdom and in the United States. Although it may be dif-
ficult to implement short positions in those markets, particularly in the case 
of the inflation factors, the results indicate that certain traditional reserve 
assets may not be the best choice for the investment of foreign reserves of 
certain countries, once its correlation with the liabilities is considered.

One limitation of the current approach is that it is not possible to 
understand all of the reasons that explain the positive and negative rela-
tionships between the liabilities and the market factors, which should be 
the subject of further study. Notwithstanding, the factor analysis of the 
liabilities allows the identification of asset classes that are related to foreign 
reserves from an ALM perspective.

Figure 1.3 shows a comparison between the liabilities (reserve adequacy 
measure) and the combination of factors shown in Fig. 1.2. Both series 
have a similar behavior, with a 68% coefficient of determination.

Although the information on the most relevant market factors helps in 
portfolio construction, it is difficult to come up with an investible portfo-
lio that has exposures to the factors matching those in presented in 
Fig. 1.2. Nonetheless, the information obtained from the exposure to fac-
tors is useful to narrow the universe of eligible assets to those that best 
explain the behavior of the appropriate level of reserves.

Fig. 1.2 Explanatory factors for the liability (reserve adequacy measure)
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Figure 1.4 shows the unrestricted portfolio that minimizes the squared 
error of the difference between the liability and the portfolio; in other 
words, it is the solution to Eqs. 1.4 and 1.5. Ten asset classes are signifi-
cant in the model with a 72% R2. The asset with largest allocation in the 
portfolio is US mortgage-backed securities with 242% of the portfolio 
invested and the asset with the most negative allocation is US corporate 
bonds, with −391%.

There are five asset classes with an allocation over 100% in this portfolio 
and there are six asset classes with negative allocations. Figure 1.5 shows 
the currency allocation of the unrestricted portfolio. The largest allocation 
(271%) is to the US dollar and the most negative allocation is to the 
Australian dollar (−87%). This unrestricted portfolio has such large 
requirements in terms of leverage and short exposures that it is infeasible 
for a foreign reserve portfolio worth billions of dollars.

In order to obtain an investible portfolio, the restrictions in Eqs. 1.6 and 
1.7 maintain the allocation to any asset class in a range from 0% to 100% 
and avoid concentrations in relatively illiquid currencies. Figure 1.6 presents 
the asset allocation of the investable portfolio, which invests mostly in gov-
ernment bonds of the United States, Canada, and Australia. Nonetheless, 
it is a portfolio with a high level of diversification, considering that there 
are various instruments and countries in the rest of the portfolio.

Fig. 1.3 Liabilities (reserve adequacy measure) and combination of factors with 
highest explanatory power (in US dollars million)
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Figure 1.7 shows the currency composition and the sector allocation of 
the investable portfolio. This portfolio includes 11 asset classes in three 
different sectors, denominated in seven different currencies. Despite this, 
the portfolio has high concentration in government fixed income securi-
ties, which results in low market risk (Fig.  1.7b). Finally, the portfolio 
achieves the objectives set out, as shown by the fact that the correlation 
between the investible portfolio and the liabilities is 0.73.

Fig. 1.4 Unrestricted portfolio

Fig. 1.5 Currency composition of unrestricted portfolio
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Figure 1.8 shows the portfolio’s risk and return in the mean-variance 
space in comparison with the efficient frontier obtained from an asset-only 
optimization using the same asset classes. As shown in Fig. 1.8, the ALM 
asset allocation is not risk-efficient from an AO perspective since the portfolio 

Fig. 1.6 Investable portfolio asset allocation

Fig. 1.7 Investable portfolio currency composition (a) and sector allocation (b)
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Fig. 1.8 ALM portfolio versus asset-only efficient frontier

Table 1.1 Descriptive statistics of the deviations of each portfolio returns from 
the adequacy level of reserves

ALM portfolio Optimal portfolio (AO)

Mean 0.43% 0.58%
Standard deviation 1.80% 2.50%
Maximum 5.21% 9.36%

Source: Authors’ estimates

is located under the efficient frontier. This sub-optimality may be interpreted 
as the cost of meeting the objective of holding foreign reserves. As the statis-
tics in Table 1.1 show, the ALM portfolio’s annual returns deviate less from 
the annual variation of the liability (adequacy level of international reserves) 
than those obtained from the asset-only optimal portfolio.
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Figure 1.9 presents the asset allocation of the long-term investment 
tranche constructed with the García-Pulgarín et al. (2015) methodology. 
The portfolio is allocated mostly to US Treasuries and global equity. The 
portfolio has high diversification, considering its allocation in different 
instruments and countries, and it is more diversified in terms of sector 
allocation than the asset-liability tranche.

The portfolio in Fig. 1.9 does not have significant restrictions in terms 
of asset classes. For an implementation phase, a central bank should con-
sider its operational, legal, risk aversion, and knowledge constraints before 
deciding what kind of assets and particular constraints are included in the 
portfolio construction.

1.7  concLudIng reMArks

This document presents a methodology for the SAA of foreign reserves that 
takes into account the liabilities of each country. Since foreign reserves are a 
buffer for the entire economy and not only for the government or the cen-
tral bank, the definition of liabilities is broad in order to encompass the pos-
sible sources of reserve requirements facing a balance of payments crisis.

A reserve adequacy measure proposed in García-Pulgarín et al. (2015) 
was used to estimate the liabilities. Unlike most standard reserve adequacy 
measures that are based on rules of thumb, the metric used takes into 
account all of the possible vulnerabilities of the balance of payments and 
the specific characteristics of each country.

Fig. 1.9 Long-term investment tranche asset allocation
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After estimating the liabilities, a multi-factor analysis allows a better 
understanding of how to build an ALM portfolio. That analysis identifies 
which asset classes are the most appropriate to replicate the liabilities. 
Further restrictions were included, in order to obtain an investible and 
liquid portfolio.

This chapter presents a preliminary approach to enhance the role of 
foreign reserves to prevent and to confront external crisis, and therefore 
does not address certain issues that require further analysis. First, it would 
be desirable to have a better understanding of the relationship between 
liabilities, risk factors, and asset classes. Although the methodology 
achieves the goal of building a portfolio whose return hews closely to that 
of the liabilities, adjusting this portfolio over time requires an understand-
ing of the relationships between all of the vulnerabilities of the balance of 
payments and each of the asset classes that are either excluded from (or 
included in) the final portfolio. Second, considering that certain relation-
ships might change over time, it would be interesting to include a dynamic 
approach that allows for varying correlations and take into account the 
time-varying probability of interventions. Third, it is desirable to build 
larger samples of the macroeconomic variables used in the reserve ade-
quacy measure so that it is possible to estimate a more robust indicator 
and include forward-looking estimations of assets and liabilities. Finally, it 
would be interesting to find out whether there are non-linear relationships 
between the liabilities and the asset classes or whether it is possible to use 
non-parametric estimators that are insensitive to outliers, in order to find 
portfolios with a better fit.

Additionally, there also remain challenges from an institutional perspec-
tive. Asset-only portfolio construction and ALM with a clearly defined set 
of liabilities, such as government debt, are more straightforward for policy 
makers from an accountability perspective. When a central bank considers 
a broader definition of liabilities, it may be more difficult to explain 
whether it has met the investment objectives. Moreover, ALM is easier to 
implement when assets and liabilities are in the same balance sheet. With 
the approach proposed here, the assets remain in the central bank balance 
sheet but the liabilities do not. Therefore, a central bank reports account-
ing losses where there is an absolute decrease in both assets and liabilities. 
As a result, this approach requires that policy makers take full ownership 
of the objectives and disclose them sufficiently.
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APPendIx: seLected fActors froM WILshIre’s AxIoM 
used to exPLAIn reserves LIAbILItIes

Factor Country

Duration United States
Europe
United Kingdom
Switzerland
Sweden
Canada
Japan
Australia
New Zealand
Norway
Emerging Markets Investment Grade

Currency Europe
United Kingdom
Switzerland
Sweden
Canada
Japan
Australia
New Zealand
Norway

Inflation United States
Europe
United Kingdom

Corporate United States
Europe

Mortgages United States
Supranational All the World
Equity United States

Developed excluding United States
Emerging Markets

Commodities All the World

note

1. A Liquidity at Risk rule takes into account the foreseeable risks that a country 
can face. This approach requires that a country’s foreign exchange liquidity 
requirement can be calculated under a range of possible outcomes for relevant 
financial variables such as exchange rates, commodity prices, credit spreads.
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CHAPTER 2

Setting the Appropriate Mix Between Active 
and Passive Management in the Investment 

Tranche of a Foreign Reserves Portfolio

Daniel Vela Barón

2.1  IntroductIon

In their evaluation of central bank practices, Morahan and Mulder (2013) 
find that 56 of 67 foreign reserves managers report having deviation limits 
around the benchmark, 86% of which are with the purpose of active manage-
ment. This indicates that central banks believe that there are opportunities to 
earn “alpha” that can be captured through active management strategies, 
either with external managers or with an internal active management pro-
gram. Central banks see in active management a tool by which they can react 
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to potential financial market inefficiencies to enhance returns, which is often 
the least important objective of foreign reserves managers.1 Furthermore, 
some central banks set an active management framework in order to gather 
market intelligence. As shown by Jeffery et al. (2016), one of the main rea-
sons central banks conduct gathering of market intelligence is to improve the 
information they can use for foreign exchange reserves management opera-
tions. Particularly, they seek information related to money markets, sovereign 
rates, currencies, and commodities, among others.

Many institutional investors, including central banks, believe that alpha 
is achievable on a sustainable and scalable basis, as mentioned in Berk and 
van Binsbergen (2016). However, there also exists a vast literature arguing 
for the efficiency of financial markets and the difficulty of finding and 
exploiting arbitrage opportunities leading to sustainable and scalable 
active management returns, as shown in Fama and French (2010). Merton 
(2014) introduces three sources of alpha (financial services, dimensional, 
and traditional alpha), partly explaining the contradiction between the 
empirical and the theoretical research, and describes which of them are 
sustainable and scalable and which are not. In this chapter, his analysis is 
viewed through the perspective of a central bank in order to identify the 
availability and the sources of alpha opportunities.

If a central bank identifies its competence to assess any of the sources of 
alpha, then it has to determine the proper amount it will invest in these 
strategies. The approach taken in this chapter for traditional alpha is con-
trary to the usual mean-variance approximation which is regularly used in 
the definition of strategic asset allocation. The suggested approach follows 
the Kelly criterion, which maximizes terminal wealth through a maximiza-
tion of the portfolio’s geometric mean return.

The intuition behind using the Kelly criterion for setting the appropri-
ate mix between active risk and benchmark risk relies on the positive fea-
tures of the methodology, as risk of ruin is eliminated and the final wealth 
of the seemingly sustainable and scalable alpha is maximized. Given that it 
is almost certain that the wealth generated with this approach is higher 
than the wealth generated with a risk-adjusted return approach in a long- 
time horizon, the Kelly criterion approach is suitable for a tranche invested 
for a long-term horizon and whose main objective is to maximize returns. 
For central banks, this is the case for an investment tranche, where excess 
foreign reserves are invested once all the main liquidity and safety goals 
have already been accomplished (as shown in García Pulgarín et al. 2015).
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It was Daniel Bernoulli in the eighteenth century who first used a loga-
rithmic utility function to solve the St. Petersburg paradox.2 Later, Kelly 
(1956) reviewed its properties to define an optimal fraction that a gambler 
should bet when she or he has noisy private information and is betting for a 
substantial amount of time. Among the properties that Kelly discovered 
were that under this technique the gambler never risks ruin, and that the 
terminal wealth is very likely to be the highest among all strategies. The 
strategy may have high volatility, and betting more (less) than the optimal 
fraction increases (decreases) the growth of capital. Subsequently, as men-
tioned in Thorp (2006), both Claude Shannon and Edward Thorp used the 
Kelly fraction to obtain the series of blackjack bets that maximizes the 
expected value of the logarithm of wealth for a gambler with a probability of 
success higher than one half. Afterwards, they used the Kelly fraction in 
order to find the appropriate percentages invested in different market stocks.

Furthermore, Thorp (2006) links the fundamental problem of a gam-
bler and an investor. For him, the former seeks positive expectation in 
betting opportunities and the latter tries to find investments with excess 
risk-adjusted expected rates of return. Both assess the probabilities of 
accessing the favorable opportunities and decide how much capital to bet 
in those strategies. The analogy can also be made with a portfolio manager 
seeking to set the amount of capital to be invested in a traditional alpha 
strategy.

This chapter is structured in five sections. The first one is this introduc-
tion. The second section overviews Merton’s definitions of the sources of 
alpha and analyzes whether they are available to central bank foreign 
reserves managers. Afterwards, the third section describes and discusses 
the Kelly criterion. The subsequent section shows a simulation that com-
pares the Kelly criterion methodology to a traditional risk-return perspec-
tive to set the optimal mix between active and passive management, as 
suggested by Violi (2010) following the Treynor and Black model. Finally, 
the fifth section gives some concluding remarks.

2.2  SourceS of AlphA

Merton (2014) defines the super-efficient maximum Sharpe ratio portfo-
lio of risky assets as the combination of the passive benchmark market 
portfolio, which holds an efficient diversification, and the active manage-
ment strategies that can be incorporated in the portfolio, given the alpha 
resulting from the failure of the standard Capital Asset Pricing Model 
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(CAPM) to fit the data. The active components encompass bottom-up 
strategies, top-down strategies, and efficient market timing. Given this 
structure, Merton (2014) considers the possibility of higher Sharpe ratios 
over the passive benchmark as a consequence of the failure of CAPM.

He defines three distinct sources of alpha, two which he outlines as 
sustainable and scalable, and one that is not. The sustainable and scalable 
options are the financial services alpha and the dimensional alpha. The 
former is the result of market frictions arising from regulations and the 
interaction between financial intermediaries and the market. The latter is a 
result of risk premiums available from dimensions of risk different from 
market beta, considering the fact that the CAPM fails as not all investors 
hold the same portion of risky assets and the market portfolio is not mean- 
variance efficient. The neither-sustainable-nor-scalable source of outper-
formance is the traditional alpha earned by asset managers who are faster, 
smarter, or with better models or inputs.

The financial services alpha is a result of market participants that can 
take advantage of the setbacks and constraints of other more regulated 
and controlled market participants. The impediments and restrictions 
include (1) leverage inefficiencies or borrowing constraints; (2) short-sale 
restrictions; (3) institutional rigidities from regulation restrictions or 
requirements; and (4) taxes and accounting rules. A class of investors with 
the ability to take advantage of this type of alpha are hedge funds with 
lighter regulations and that can identify rigidities that are binding. Other 
institutions can also take advantage of this type of alpha, particularly if they 
have (1) a strong credit standing, (2) a long investment horizon, (3) flex-
ible liquidity needs, (4) a large pool of assets, or (5) significant reputa-
tional capital. Such financial intermediaries can follow trading strategies 
that ease the impact of market frictions that affect other institutions, 
thereby earning outsized returns. However, earning this alpha requires 
first identifying securities that are impacted by the market rigidities dis-
cussed above.

A central bank has very limited access to financial services alpha since it 
is not a financial intermediary and its usual risk constraints prevent it from 
investing in institutions that gain from light regulations. Although central 
banks in developed countries may have long investment horizons, larger 
pool of assets, and flexible liquidity needs, they may still be curtailed in 
accessing financial services alpha to safeguard their reputational capital and 
abide by their risk aversion standards. In the case of most central banks in 
emerging and frontier countries, the risk aversion constraints demand 
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high amounts of liquidity that are usually invested under a short-time 
horizon. Nonetheless, some central banks could have access to this type of 
alpha if they took advantage of their large pool of assets, although this is 
more often perceived as a disadvantage as they invest most of the times in 
very liquid markets. Another source of this type of alpha for central banks 
can be through asset substitution, where liquid on-the-run US treasury 
bonds are replicated with less liquid off-the-run US treasuries or agency 
bonds, to take advantage of liquidity premiums.

Dimensional alpha3 exists as a result of uncertainty about the future 
investment opportunity set, uncertainty about liquidity, uncertainty about 
inflation and consumption goods in the future, and the hedging roles for 
securities in addition to diversification. Merton (2014) indicates that the 
existence of this type of alpha is consistent with an efficient financial mar-
ket, since this type of alpha is earned from exposure to risks that investors 
are willing to pay to avoid. Thus, institutions can earn this alpha if their 
valuation of exposure to the additional dimensions of risk (other than the 
market risk factor) differs from the market price of such risks. Typically, 
institutions that can do this are hedge funds, long-term investment funds, 
and private equity firms.

According to Merton (2014), the following conditions should be met 
for identifying a dimension of risk with a premium: (1) there is a priori 
reasoning supported by economic theory; (2) it is persistent through time; 
(3) it is pervasive across different geopolitical borders; (4) it is monoto-
nously increasing in the exposure of the security to the risk factor; (5) the 
exposure to the risk factor is not sensitive to precise parameter estimates; 
and (6) the exposure can be scalable in a cost-effective way. Some exam-
ples of recognizable dimensions different from the market that are scalable 
are the size of the company, the ratio of book to market value, the ratio of 
profits to market value, and liquidity (see Fama and French 1996; Pastor 
and Stambaugh 2003).

Limitations on the asset space of foreign reserves of central banks place a 
constraint on central banks’ ability to gain dimensional alpha. According to 
Morahan and Mulder (2013), from a sample of 64 central banks, only two 
report investing in real estate investment trusts (REITs), both of them 
advanced countries, while only nine report investing in equities. Most central 
banks invest exclusively in traditional foreign reserves asset classes (govern-
ment bonds, credit-related fixed-income securities, and gold). Nonetheless, 
there are a few empirical dimensions of risks with additional risk premiums, 
which a central bank can take advantage of, particularly if the central bank 
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has enough foreign reserves to set an investment tranche, with a longer time 
horizon and with the objective of maximizing returns. One of the dimen-
sions that can be considered under this scenario is liquidity.

Finally, the last source of alpha, the traditional alpha, is the only one 
described by Merton (2014) as neither sustainable nor scalable. Some con-
ditions that allow for the existence of this alpha are market participants with 
access to non-public information or the ability to time the market. Like 
many academic studies, Merton (2014) stresses the unavailability of this 
type of alpha. Fama and French (2010) indicate that active investment is a 
zero-sum game; therefore, if some active investors have positive alpha 
before costs, it is at the expense of other active investors. They also point 
out that most active management returns do not compensate for the fees 
charged by such managers. French (2008) elaborates on the negative net 
returns of active management, and estimates that the typical investor would 
increase her or his average annual return by 67 basis points from 1980 to 
2006 if she or he switched to a passive market portfolio. Furthermore, 
Bernile et al. (2014) present an argument for the lack of sustainability of 
the traditional alpha by showing that institutions on  average are not skilled 
and their superior intra-quarter performance reflects only possible oppor-
tunistic access to short-term local information. Given this evidence, Foster 
and Warren (2013) explain the puzzling prevalence of active management 
as reflecting investors’ beliefs in their ability to dynamically manage their 
allocations to external managers based on their investment performance. 
They provide evidence that investors believe that they have an above-aver-
age ability to select good managers, and they also believe in their ability to 
pursue an efficient dynamic strategy to replace bad-performing asset man-
agers. They also show that some retail investors are impaired by behavioral 
biases, and use available information rather poorly.

It is important to point out, however, that there exists a contrarian 
strand of opinion about the ability of active management to generate tra-
ditional alpha. Andonov et al. (2012) note that institutional investors add 
value through active management, although some alpha may be attribut-
able to momentum. Berk and van Binsbergen (2016) find sustainability of 
traditional alpha for as long as ten years into the future; additionally, inves-
tors seem to be able to identify and reward these skillful asset managers, 
given that better-performing funds collect higher aggregate fees. Likewise, 
in the fixed-income space, Aglietta et al. (2012) show that active manage-
ment accounts for a substantial portion of performance, when aggregated 
with two other sources of return (market return and return from the asset 
allocation policy).
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Therefore, there is no consensus on whether traditional alpha is achiev-
able in a sustainable and scalable basis. The large number of central banks 
with an active management program seems to indicate belief in their abil-
ity to find highly skilled asset managers. We believe that the lack of aca-
demic consensus on the benefits of active management may suggest that 
central banks may find it more profitable to pursue sustainable and scalable 
sources of outperformance.

2.3  AddIng the SourceS of AlphA to the MArket 
portfolIo

Whether a central bank has access to financial services or dimensional 
alpha, or supports the premise of traditional alpha, selecting the risk allo-
cation of these strategies should not be a subjective matter.

Financial services alpha should be added to the maximum allowed by 
the portfolio constraints, as this type of alpha is a result of market regula-
tions and intrinsic advantages that should be maximized by any investor.

The easiest way to add dimensional alpha to the mix of the super- 
efficient maximum Sharpe ratio portfolio of risky assets is through a mean- 
variance framework that allows the inclusion of new beta sources. A central 
bank with a long investment horizon that has the ability to access dimen-
sional alpha linked to liquidity strategies can follow Lo et al. (2003), and 
optimize over the mean-variance-liquidity frontier to account for the 
liquidity factor. They construct liquidity indices of each asset from five 
dimensions of liquidity, viz., trading volume, logarithm of trading volume, 
turnover, percentage bid-ask spread, and Loeb price impact function. 
A linear form of the aggregated liquidity metric—that depends on the 
portfolio weights—is then additively introduced into the mean-variance 
objective function.

Lastly, one possible approach to add traditional alpha is by setting an 
optimal fraction of allocation to alpha-generating strategies by maximiz-
ing the expected value of the logarithm wealth, as done with the Kelly 
fraction by gamblers and investors.4 Contrary to the usual maximization of 
risk-adjusted returns, measured by the Sharpe ratio, the Kelly criterion 
relies on the maximization of the terminal wealth. More concretely, the 
criterion maximizes the portfolio’s geometric mean return. Generally, this 
optimized portfolio is not the same one that maximizes the risk-adjusted 
returns. Although the Kelly criterion may result in the maximum expo-
nential growth rate of wealth, the solution is not the most efficient in 
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terms of minimizing short-term risk. Given this caveat, when is it relevant 
to use this metric to select the appropriate mix between active and bench-
mark strategies?

The logic behind implementing the Kelly criterion for setting the appro-
priate mix between active risk and benchmark risk relies on the fact that the 
investment tranche is managed with the return-maximization perspective. 
The manager of this tranche is unaffected by short-term risks and seeks to 
maximize long-term returns. Such a manager seeks active investment strat-
egies under the assumption that she or he has additional information that 
increases the odds of a positive alpha, following the constraint of avoiding 
financial ruin (the size of the investment tranche reducing to zero).5

The optimal Kelly fraction, which avoids ruin, can be estimated as fol-
lows. Assuming an investor (gambler) with N investments (bets) to place 
at each time invests (gambles) a fixed portion k of available capital. If there 
are n successful investments and N − n losses, then the capital is:
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(2.1)

where Rw is the reward when the investment is successful and RL is the loss 
when the investment is unsuccessful. The growth rate is given by:
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where p stands for the probability of a successful outcome and q for the 
probability of an unsuccessful one. When this log wealth is maximized, the 
resulting optimal Kelly fraction is:
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Under these conditions, as shown by Thorp (2006), the log wealth is 
maximized with a unique number k∗. Values lower than that level result in 
a positive expected growth coefficient, where the expected final wealth will 
be higher than the initial wealth. However, values above the optimal Kelly 
fraction start showing a decrease in the expected growth coefficient, even 
at one point making the coefficient negative (see Fig. 2.1).
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The previous solution assumes a very simple scenario, where the invest-
ments behave as a flip of a biased coin with uneven payments. It follows a 
discrete probability distribution. However, the solution can be generalized 
to continuous outcomes and non-linear payoffs by estimating the numeri-
cal solution of:

 
V V kRN

n

N

n= +( )
=
∏0

1

1
 

(2.4)

For selecting the appropriate mix between active and passive manage-
ment with a single asset manager or when taking into account the whole 
amount of the active management program, Eq. 2.4 is solved assuming a 
stochastic distribution. Once the problem is expanded to more investment 
sources or bets, more optimal Kelly fractions are estimated. The growth 
rate for a discrete problem with two bets with uneven payments is given by:
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Fig. 2.1 Expected 
growth coefficient versus 
the Kelly fraction
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When the problem of selecting the appropriate mix between active and 
passive management is extended to a set of asset managers, the problem is 
expanded to various optimal fractions. The following section describes a 
simulation that models different types of asset managers and compares the 
Kelly criterion results with the ones obtained with the Treynor and Black 
(1973) model.

The solution of the Kelly criterion is simple and intuitive. Moreover, in 
terms of leverage, the Kelly fraction depends on the product  kR. 
Additionally, the risk of ruin is null and terminal wealth is maximized, prop-
erties that align with the objectives of an investment tranche. Furthermore, 
short-term volatility is not a pertinent issue when the problem is limited to 
defining only one fraction, the percentage allocated to the overall active 
management program. As no diversification benefits are considered, the dif-
ference with a Sharpe ratio-based model should not be substantial. An addi-
tional and possibly more important caveat is that the stability of profitability 
depends on knowing the correct parameters, which, in the context of this 
chapter, are the expected return distributions of asset managers.

2.4  SIMulAtIon

This section evaluates three distinct methodologies for setting the appro-
priate mix between active asset managers and a passive portfolio in the 
investment tranche of a foreign reserves portfolio. The passive portfolio is 
assumed to be composed by US Treasuries with a maturity between one 
and three years. The three methodologies to be considered are (1) Kelly 
criterion, maximization of the portfolio’s geometric mean return; (2) the 
Treynor-Black model, mean-variance optimization; and (3) the alternative 
C, the option that assigns an arbitrary constant value of 90% to the strat-
egy to the active asset managers. Alternative C is included in order to 
examine the outcomes when a significant portion is assigned to an active 
management strategy, without taking any leverage, constant values around 
90% are expected to deliver similar results.

Violi (2010) describes the Treynor and Black (1973) model as a solu-
tion that allows an investor to set the mix of active and passive portfolio by 
maximizing the active Sharpe ratio. He treats the active and passive por-
tions as two separate assets to then set a security selection framework. 
Hence, the problem is set with a quadratic utility function that considers 
the first two moments of the excess return distributions.

The simulation first considers three different asset managers, with the 
same expected alpha, but with distinct return distributions. The three are 
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tested independently with the methodologies mentioned above to find the 
proper amount to be invested when they are mixed with the passive  portfolio. 
In other words, we find the optimal allocation to the active portfolio sepa-
rately for each of the asset managers following the three mentioned meth-
odologies. Then, the Kelly criterion framework is tested for a portfolio that 
includes the three asset managers in the same portfolio. Thus, the weights 
are assigned considering the interaction between the three managers.

In order to set the distributions of the excess returns of the asset manag-
ers, this chapter follows Berk and van Binsbergen (2016). They use a sam-
ple of 5974 funds, gathered from the Center for Research in Security Prices 
survivorship bias-free database. The distribution of active returns has a 
positive mean value added, the percentage with less than zero is 57% and 
the distribution is positively skewed. In this chapter, this type of asset man-
ager is represented with a gamma function, as shown in Fig. 2.2, identified 
as asset manager 1. Asset manager 2 is assumed to have the same expected 
value as asset manager 1, but its distribution is given by a t- student 

Fig. 2.2 Asset managers’ excess returns distributions. The units of the Y-axis are 
number of funds
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distribution. Finally, asset manager 3 is assumed to have the inverse mar-
ginal density function of asset manager 1, and therefore, it is negatively 
skewed, but the expected value is the same as the other distributions.

Table 2.1 shows the optimal fractions estimated independently under 
the three different methodologies for the various managers. The return 
distributions do not affect the amount allocated in the mean-variance 
model, as the methodology analyzes only the first two moments of the 
distributions (mean and variance). The amounts allocated with the Kelly 
criterion are large, but are somewhat limited by the risk of loss included in 
the distributions of the excess returns of the asset managers.

Figure 2.3 depicts the distributions of the terminal portfolio value 
when selecting the Kelly criterion as the methodology to set the mix 
between active and passive management. In a short-6 and long-time hori-
zon,7 it can be seen that the methodology eliminates the probability of 
ruin. Nonetheless, the volatility and the probability of loss are high.

Table 2.2 summarizes the statistical analysis of the results of the three 
methodologies for the three asset managers—estimated separately. The 
Treynor and Black (1973) model shows a lower standard deviation; this is 
expected as the variance is one of the considerations within this  framework. 
In the short-term horizon, the average cumulative excess returns are maxi-
mized with alternative C, which invests more in the asset managers com-
pared to the other two options.

However, this option shows the highest volatility, the highest probabil-
ity of loss and has a probability of ruin higher than zero for all the asset 
managers. The option that uses the Kelly criterion gives the highest aver-
age cumulative excess returns in a long-term horizon. This option and also 
the Treynor-Black optimization show a probability of ruin equal to zero 
and their probability of loss is very close.

As mentioned in the previous section, the methodology of the Kelly cri-
terion can be expanded to include more than one asset manager. Figure 2.4 
depicts the allocation of the portfolio once the three asset managers are 

Table 2.1 Amount allocated to active asset managers

Kelly criterion Treynor-Black Alternative C

Asset Manager 1 42.52% 33.24% 90%
Asset Manager 2 50.03% 32.50% 90%
Asset Manager 3 57.53% 33.13% 90%

Source: Author’s calculations
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Table 2.2 Results for allocation for the overall active management program

Standard 
deviation 
(excess 
returns)

Average 
cumulative 
excess returns 
(long term)

Average 
cumulative 
excess returns 
(short term)

Probability 
of ruin

Probability 
of loss

Kelly criterion
  Asset Manager 1 0.74% 53.02% 0.17% 0.00% 41.16%
  Asset Manager 2 0.86% 63.69% 0.19% 0.00% 40.94%
  Asset Manager 3 1.00% 76.21% 0.17% 0.00% 40.90%
Treynor-Black
  Asset Manager 1 0.58% 39.43% 0.15% 0.00% 38.21%
  Asset Manager 2 0.56% 37.54% 0.14% 0.00% 38.70%
  Asset Manager 3 0.57% 38.70% 0.18% 0.00% 38.59%
Alternative C
  Asset Manager 1 1.56% 45.27% 0.19% 0.65% 57.77%
  Asset Manager 2 1.55% 47.69% 0.22% 0.79% 58.40%
  Asset Manager 3 1.56% 43.18% 0.31% 0.98% 58.50%

Source: Author’s calculations

Fig. 2.4 Allocation of the asset managers within the same portfolio
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considered for the same portfolio. In this case, the portion with no active 
management is reduced to 17%, while the rest is distributed almost equally 
among the three asset managers.

Table 2.3 shows the summary of the statistical analysis of the previous 
portfolio. The average cumulative excess returns increase both in the 
short-term and long-term horizons when compared with the options that 
considered every asset manager individually. The probability of loss 
decreases as in this case the negative outcomes of some active asset manag-
ers can be compensated with positive outcomes of the other active asset 
managers. The probability of ruin remains zero. However, the standard 
deviation increases compared to the options when the asset managers were 
considered individually.

2.5  concluSIon

This chapter reviews the three sources of alpha (dimensional, financial ser-
vices, and traditional alpha) that are available for different types of inves-
tors, according to Merton (2014). The ability to access to each particular 
alpha relies on each investor’s intrinsic characteristics; such is the case of 
central banks, which should consider their reputational capital and their 
risk aversion in order to gain exposure to them. The literature review 
shows contradictory conclusions as to whether a sustainable and scalable 
traditional alpha is feasible. Thus, to take advantage of traditional alpha 
strategies, a thorough analysis should be performed.

If a central bank believes that the traditional alpha is achievable, this 
chapter suggests setting the appropriate mix between active and passive 
management in the investment tranche of a foreign reserves portfolio with 
the Kelly criterion. The latter, considering that the behavior of an active 
investor resembles that of a gambler, who assumes an intrinsic advantage 
that gives higher probabilities of success and occasional uneven payments 

Table 2.3 Results for allocation of the asset managers within the same portfolio

Standard deviation (excess returns) 0.83%
Average cumulative excess returns (long term) 126.52%
Average cumulative excess returns (short term) 0.37%
Probability of ruin 0.00%
Probability of loss 27.91%

Source: Author’s calculations
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with higher rewards for successful outcomes and lower potential losses for 
unsuccessful events. Additionally, the characteristics of the Kelly criterion 
match those of an investment tranche of foreign reserves; more emphasis 
is on long-term returns than on short-term volatility.

Nonetheless, if short-term volatility is a crucial concern, the Kelly crite-
rion can at least be considered to set an appropriate range in which the 
portion assigned to the active management program will fluctuate. As 
lower values of the Kelly fraction will still provide a positive expected 
growth coefficient, higher values might result in a positive probability of 
ruin, as shown in the empirical simulation done in this chapter. MacLean 
et al. (2010) show that security can be traded for lower growth by using a 
negative power utility function of applying a fractional Kelly strategy. 
Additional, it is important to note that the Kelly criterion can be extended 
to an active management program with various asset managers or sources 
of alpha.

Besides these benefits, it is important to highlight several shortcomings 
of the Kelly criterion. This strategy maximizes exclusively the expected 
logarithmic utility and ignores other possible utility functions. Furthermore, 
stability of the results relies on a priori knowledge of the excess return 
distributions of the asset managers. Moreover, despite the long-run 
growth properties of the strategy, it can be subject to low return outcomes 
and high impacts of short-term volatility.

noteS

1. The investment objectives of the foreign reserves of central banks are safety, 
liquidity, and return. Some central banks consider either safety or liquidity 
the first priority. Return is often given less importance than the other two 
objectives.

2. As explained by Hayden and Platt (2009), in the St. Petersburg paradox, the 
house offers to flip a coin until it comes up heads. The house pays $1 if 
heads appears on the first trial, otherwise the payoff doubles each time tails 
appears. The game stops, as well as the compounding, when the coin results 
in the first heads and the payment is given. By definition, the St. Petersburg 
gamble has an infinite expected value. However, most people share the intu-
ition that no more than a few dollars should be offer to play.

3. It is feasible to link the dimensional alpha with Lo’s (2012) Adaptive 
Markets Hypothesis (AMH). Lo suggests that the following assumptions of 
the relationship of risk and return are not likely under the current market 
conditions: (1) there is a linear relationship; (2) the relationship is constant 
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through time; (3) the relationship can be estimated with robust parameters; 
(4) all investors have rational expectations; (5) returns are stationary; and 
(6) markets are efficient. He recognizes that human behavior is not guided 
only by logical reasoning, and therefore, AMH seeks to explain how behav-
ior is affected by the changing market conditions. One of the implications of 
AMH is that market efficiency is a function of the degree to which market 
participants have adapted to the market environment. Thus, the alpha con-
verge to the beta as the degree of adaptability increases; investors that take 
advantage of this transition are investing in dimensional alpha.

4. The use of the Kelly criterion can be expanded to the other two sources of 
alpha; however, the scope of this chapter is to the scenario when the central 
banks believe to have additional information or timing abilities than the 
average market investor.

5. Another crucial point of the discussion is also the ability of the central bank 
to set an investment tranche; a rigorous analysis of the main liquidity needs 
should be done before going forward and setting this tranche.

6. The short time horizon is exemplified with a one-year horizon.
7. The long time horizon is considerably large, in order to represent the ben-

efits of the Kelly criterion.
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CHAPTER 3

A New Fixed-Income Fund Performance 
Attribution Model: An Application to ECB 

Reserve Management

Francesco Potente and Antonio Scalia

3.1  IntroductIon1

Portfolio managers’ results can be analyzed from different perspectives. 
The first approach is used by empirical studies that aim to detect the 
market- timing ability of portfolio managers when granular data on portfo-
lio composition, benchmark composition, and risk factors are not avail-
able. While in principle portfolio holdings would be best suited to infer 
the (ex-ante) managers’ bets, given the data limitations, researchers 
 generally resort to (ex-post) return-based tests, where assumptions have to 
be made about the relevant benchmark index.
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According to the literature on fixed-income portfolio management: (1) 
on average bond fund managers exhibit negative or neutral timing ability 
(Blake et al. 1993; Elton et al. 1995; Boney et al. 2009); (2) conditional 
performance adjusted for risk is slightly negative (Lam 1999; Ferson et al. 
2006); (3) adjusting for non-linear effects, there is no evidence of positive 
performance after costs (Chen et al. 2010). The studies that employ mea-
sures of bond portfolio holdings show a similar picture with some nuances. 
In particular, Moneta (2015) finds that, on average, portfolio managers 
display neutral timing ability, with only a subgroup of funds exhibiting 
successful timing ability; Cici and Gibson (2012) show that conditional 
performance adjusted for risk is slightly negative; Huang and Wang (2014) 
find that fund managers specializing in Treasury securities show better 
market-timing ability in comparison with managers investing in portfolios 
including mortgage-backed and agency securities—however, after con-
trolling for public information, ability becomes neutral.

A second approach, more oriented toward practitioners, includes per-
formance attribution studies that seek to identify sources of outperfor-
mance based on granular data on the composition and risk exposure of 
portfolios. Compared with return-based tests, performance attribution 
models allow for pinpointing the skills of portfolio managers by linking 
return decomposition to specific portfolio strategies. For example, a man-
ager’s ability in terms of duration management could be offset by the lack 
of skill in spread management, or vice versa. In such cases, the economet-
ric estimate of market-timing ability would be the result of two opposite 
forces, which might cancel each other in statistical terms. Performance 
attribution models overcome this problem.

Two main families of performance attribution models have been devel-
oped in the literature and in the financial industry: sector-based models 
and factor-based models. The first group tries to identify the contribution 
of each strategy via a comparison between the portfolio sector weights and 
returns, and the benchmark sector weights and returns. These models are 
usually applied to equity funds and identify three sources of performance 
variation from the benchmark (see e.g. Brinson et al. 1986): asset alloca-
tion, stock selection, and interaction. It is inappropriate to adapt this 
approach to fixed-income portfolios in order to identify the contributions 
of typical fixed-income portfolio strategies (e.g. Campisi 2011).

In factor models, the return on each asset is viewed as a function of 
specific risk factors (duration, convexity, carry, spread component, etc.). 
As a first step, the exposure to each risk factor is computed for each asset 
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included in the portfolio. By aggregating individual asset exposure to each 
risk factor, it is possible to build the overall portfolio exposure to each fac-
tor vis-à-vis the benchmark. The specific risk factor’s contribution to the 
extra performance is obtained as the interaction between the exposure to 
a specific risk factor and the measured change in that risk factor. In gen-
eral, each risk factor can be considered as the constituent of a specific 
strategy. For instance, the contribution to extra returns coming from port-
folio manager exposure to the risk factor ‘parallel shift’ can be viewed as 
the contribution of duration positions. These models provide a richer 
description of the performance contribution than sector models. However, 
the quality of the results of factor models may be affected by the presence 
of a non-negligible residual term as a component of the return.

This chapter presents a new performance attribution model to identify 
the main performance drivers of fixed-income portfolio managers. We 
develop an alternative approach that tries to preserve the richness of factor 
models without incurring in the drawback of a large residual term. The 
approach resembles that of sector models; however, we modify the actual 
portfolio weights in such a way that they can be viewed as the result of 
exposures to the risk factors related to specific strategies. The proposed 
model disentangles the contribution of each strategy in order to detect 
specific portfolio manager skills: (1) duration contribution, (2) curve con-
tribution, (3) spread contribution, and (4) security selection. The pro-
posed framework thus provides a clear interpretation of results of 
fixed-income portfolio managers.

As an empirical application of the model, we analyze the performance 
of a group of foreign exchange reserve managers that carry out the invest-
ment of the European Central Bank’s (ECB) official reserves in US dol-
lars, worth around USD43  billion,2 using a new dataset that includes 
detailed portfolio holdings from 2006 to 2010.

We find that, first, the bond portfolio managers investing the ECB 
reserves in US dollars on aggregate outperform the active benchmark by 
around 10 basis points on a yearly basis net of transaction costs. This 
amounts to EUR39 million per year, which, based also on confidential 
data available to the authors, is well above management costs. It is worth 
mentioning that the governance structure of the ECB reserve manage-
ment framework is based on a three-layer structure: a strategic bench-
mark, a tactical benchmark, and the actual portfolio managed by the 
national central banks (NCBs) involved in the active reserve management 
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(see Sect. 3.3 for further details). Also, the tactical layer, implementing 
security selection strategies at each rebalancing date, allows for active 
management vis-à-vis the strategic benchmark, thus exploiting sources of 
excess returns and contributing to the overall alpha generation. If we 
measure the alpha of the aggregated portfolio vis-à-vis the strategic 
benchmark, it turns out to be positive and significant at the 1.6% signifi-
cance level. On the other hand, if we measure the alpha of the aggregated 
portfolio vis-à- vis the tactical benchmark, it turns out to be positive, but 
is only significant at the 13% significance level. These two results, taken 
together, indicate that a component of security selection is absorbed by 
tactical choices.

Second, we attribute the extra performance to the ECB managers’ spe-
cific strategies based on our performance attribution model, which 
employs portfolio holdings as well as the ‘true’ benchmark holdings. For 
this, we use weekly return data for the eight portfolios and the benchmark, 
plus the individual asset holdings. We have a specific interest in time peri-
ods shorter than one month, since the active benchmark is revised on a 
monthly basis. Under the hypothesis that portfolio managers have market- 
timing and selection skills, these should be revealed at very short time 
intervals. The analysis shows that, in the period under analysis, in the 
aggregate the main source of extra performance is related to security selec-
tion, followed by spread contribution. This approach also allows us to 
pinpoint the diversity of different investment styles across managers.

Overall our analysis shows that reserve managers adopt different invest-
ment styles and make a diversified use of the risk budget, which presumably 
results in a high number of independent bets on the aggregate portfolio. 
Our findings seem consistent with the ‘law of active management’ (Grinold 
1989), according to which a high number of independent bets improves 
the information ratio of the aggregate portfolio. These results seem note-
worthy, in consideration of the tightness of the portfolio contest.

Section 3.2 presents the methodology of the performance attribution 
model. Section 3.3 shows the main features of the ECB reserve management 
framework. Section 3.4 reports the empirical results. Section 3.5 concludes.

3.2  the Methodology

In this section, we present the methodological building blocks of the pro-
posed performance attribution model. We develop an approach that tries 
to preserve the richness of performance attribution factor models without 
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incurring the drawback of a large residual term. The approach resembles 
that of sector models; however, we modify the actual portfolio weights in 
such a way that they can be viewed as the result of exposures to the risk 
factors related to specific strategies. The proposed model disentangles the 
contribution of each strategy in order to detect specific portfolio manager 
exposure to (1) duration contribution, (2) curvature contribution, (3) 
spread contribution, and (4) security selection. The proposed framework 
thus provides a clear interpretation of results from a portfolio manager’s 
perspective.

The total excess return is described by the following expression:

 r r r r rp
d
p

c
p

a
p

s
p= + + +  

where, rp is the total portfolio return in excess of the benchmark, rd
p  is the 

duration contribution, rc
p  is the curve contribution, ra

p  is the spread con-
tribution, and rs

p  is the security selection contribution.
The duration contribution rd

p  captures the part of the  excess return 
stemming from portfolio duration exposure different from that of the 
benchmark. The curve contribution rc

p  provides the result of the portfolio 
manager’s choices in weighting the time buckets3 differently from the 
benchmark without taking any duration exposure. The selection contribu-
tion ra

p  stems from strategies in weighting asset classes (indexed by i; e.g. 
Treasuries vs Agencies) within a specific time bucket j differently from the 
benchmark. The security selection contribution rs

p  is due to the activity of 
picking securities within a specific sector.

We start by building a sequence of virtual portfolios the weights of 
which represent the relevant strategies. As a first step, we build a virtual 
portfolio A, reflecting all the strategies implemented by the portfolio man-
ager with the exception of security selection choices. By comparing the 
total return of the actual portfolio with that of portfolio A, we can isolate 
the security selection contribution rs

p . Second, we build a virtual portfolio 
B the  weights  of which include only the portfolio manager’s spread 
choices. By comparing the benchmark total return with that of the virtual 
portfolio B, we can thus disentangle the spread contribution ra

p . Third, 
starting from the virtual portfolio B, we rearrange the weights in order to 
build a virtual portfolio C including also the curve exposure. By compar-
ing the virtual portfolio B return with that of portfolio C, we obtain the 
curve contribution rc

p . Finally, comparing the portfolio A with portfolio 
C, we obtain the duration contribution. By construction, this model pres-
ents no residual term.

 A NEW FIXED-INCOME FUND PERFORMANCE ATTRIBUTION MODEL… 



50 

We introduce the following definitions:

wij
b  is the weight of sector i in time—bucket j of the benchmark;

Rij
b  is the return of sector i in time—bucket j of the benchmark;

MDij
b  is the modified duration of sector i in time—bucket j in the 

benchmark;
pdij

b is the partial duration (or duration contribution) of sector i in time—
bucket j in the benchmark; it is obtained as the product of benchmark 
weight wij

b  times the modified duration of sector i in time—bucket j, 
MDij

b ;
wij

p  is the weight of sector i in time—bucket j in the actual portfolio;
Rij

p  is the return of sector i in time—bucket j in the portfolio;
MDij

p  is the modified duration of sector i in time—bucket j in the 
portfolio;

pdij
p is the partial duration of sector i in time—bucket j in the portfolio; it 

is obtained as the product between the actual portfolio weight wij
p  and 

the modified duration of sector i in time—bucket j, MDij
p .

The total excess return of the portfolio is given by:

 
r w R w Rp

ij
p

ij
p

ji
ij
b

ij
b

ji

= −∑∑ ∑∑
 

(3.1)

First, we build a virtual portfolio A which, by construction, has for each 
sector i in time—bucket j the same internal composition, modified dura-
tion, and return of the benchmark, while making sure that it has the same 
sector and time-bucket partial durations as the actual portfolio. This vir-
tual portfolio includes all the choices of the reserve manager with the 
exception of the security selection component. Therefore, if we subtract 
the overall return of this portfolio from the overall return of the actual 
portfolio, we obtain the security selection contribution to the overall extra 
returns.

We compute the weights of the virtual portfolio as:

 

w
pd

MDij
A ij

p

ij
b

=
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Since the sum of the rearranged portfolio weights is not necessarily 
equal to 100%, we assume that we can use a cash account as an additional 
asset class in order to finance the position (if the sum of weights is larger 
than 100%) or to invest the cash (if the sum of weights is lower than 
100%). We assume that the return on this cash account is equal to the 
overnight unsecured rate rO/N. The weight of this cash account is equal to:

 
w wA

ij
A

ji
cash = − ∑∑1

 

The overall extra returns can be split into two components.

åååååååå −+++−=
i j

ij
b

ij
b

NO
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i j
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ij
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A
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i j
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p
ij

pp RwrwRwrwRwRwr //

This term represents the security 
selection component p

sr
This term represents the sum of spread 
contribution, curve and duration 
contribution  p

a
p
c

p
d rrr ++

 

The asset class selection choices depend on the relative asset weighting 
(e.g. Treasury vs spread products) within each time bucket in terms of 
partial duration; the partial duration for each time bucket of the actual 
portfolio and the benchmark can be expressed by:

 
PD pdj

p
ij
p

i

= ( )
=
∑

1

portfolio
 

 
PD pdj

b
ij
b

i

= ( )
=
∑

1

benchmark
 

The relative asset class weight αij
p  of the actual portfolio in terms of 

partial duration exposures for each asset class i and time bucket j is:

 

αij
p ij

p

j
p

pd

PD
=
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Second, we build the weights of the virtual portfolio B, having the same 
time-bucket partial duration exposure as the benchmark, expressed by 
PDj

b , but an exposure for each asset class i, in relative terms, equal to the 
one of the actual portfolio, as:

 

w
PD

MDij
B j

b
ij
p

ij
b

=
α

 

Starting from Eq. 3.1, we add and subtract the overall return of the 
virtual portfolio B. As previously discussed with the virtual portfolio A, 
the sum of the rearranged portfolio weights is not necessarily equal to 
100%; therefore, we introduce an additional cash account:

 
w wB

ij
B

ji
cash = − ∑∑1

 

Again, we assume that the return of this cash account is equal to the 
overnight unsecured rate rO/N. If we subtract the overall return of the 
benchmark from the virtual portfolio B return, we obtain the spread con-
tribution to the overall extra returns. The difference between the return of 
portfolio A and the return of portfolio B represents the sum of the curva-
ture and duration contribution.
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a
p
c

p
d RwrwRwrwRwrwRwrrr ijij ///

This term represents the sum of curve 
and duration contribution to the overall 
extra–performance p

c
p
d rr +

This term represents the spread 
contribution to the overall extra-
performance p

ar  

Third, in order to disentangle the contribution stemming from expo-
sure to curvature, we assume that the duration exposure is targeted 
through securities included in the time bucket with the highest duration 
exposure in the same direction (long or short) as the overall exposure. We 
note that the split among curve and duration is not unique; different 
assumptions may lead to different results. However, we believe that our 
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choice is the most intuitive and suitable from a portfolio manager’s per-
spective. The attribution of the overall duration exposure to the sector 
with the largest duration exposure is easier to understand compared to 
more sophisticated algorithms (for instance, based on principal compo-
nent analysis), which might spread the duration exposure over different 
time buckets, sometimes also in a counter-intuitive manner. Therefore, we 
compute the differential time-bucket exposures (portfolio vs benchmark) 
in terms of partial duration; for illustrative purposes, assume that

• the portfolio exposure in terms of partial duration for the different 
time buckets is as given in Table 3.1;

• the benchmark exposure is as given in Table 3.2;
• then the differential exposure would be as given in Table 3.3.

Table 3.1 Portfolio

1–3 3–5 5–7 7+

Weights 19% 25% 31% 25% 100%
Modified duration 2 4 6 9 5.49
PD 0.38 1 1.86 2.25 5.49

Table 3.2 Benchmark

1–3 3–5 5–7 7+

Weights 25% 25% 25% 25% 100%
Modified duration 2 4 6 9 5.25
PD 0.5 1 1.5 2.25 5.25

Table 3.3 Differential exposure

1–3 3–5 5–7 7+

PD −0.12 0 0.36 0 0.24
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We identify the time bucket j  with the largest exposure in the same 
direction as the overall exposure; in the example, the overall exposure is 
equal to 0.24 and the bucket with the largest exposure in the same direc-
tion as the overall exposure is the 5–7 time bucket.

Starting from the portfolio exposure, we assume that we sell or buy the 
overall exposure by means of the time bucket identified in the previous 
step in order to re-instate the benchmark overall exposure; we therefore 
compute

PD PD j jj
p

j
p∗ = ∀ ≠

PD PDj
p

j
p∗ = ± overall exposure

and, with regard to the time bucket j ,  we re-compute the asset class par-
tial durations pd PDij ij j

p∗ = ±α overall exposure  in such a way as to pre-
serve the actual portfolio proportion to the overall time-bucket partial 
duration.

In the example, the partial duration of the 5–7 time bucket is adjusted 
accordingly (Table 3.4).

Notice that this portfolio has the same overall duration as the bench-
mark, but a different combination of partial duration exposure among 
different time buckets; therefore, it conveys only a curve exposure 
(Table 3.5).

We compute the weight of the virtual portfolio C including only curve 
and spread exposure in the usual way:

w
pd

MD bij
C ij

ij

=
∗

also including the cash account

w wC

i j
ij
C

cash = −∑∑1

In the example, considering only the total time-bucket weights and the 
cash account adjustment, the result is the following (Table 3.6):
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This term can represents the curve 
contribution p

cr
This term represents the duration 
contribution component p

dr  

3.3  MaIn Features oF the ecB reserve 
ManageMent FraMework

Foreign exchange reserves worldwide are worth USD10.9 trillion4 and are 
mainly invested in government bonds and other liquid instruments. For 
comparison, the global net assets of bond- and money-market funds is 
worth around USD14.5  trillion.5 While the management and perfor-
mance of private bond portfolio managers is the subject of a vast empirical 
literature, relatively little is known about the investment of foreign 
exchange reserves, owing mainly to confidentiality reasons.

The recent surveys on central bank reserve management mainly deal 
with strategy issues, such as the use of an ALM approach, and with gover-

Table 3.4 Portfolio adjusted—partial durations

1–3 3–5 5–7 7+

Modified duration 2 4 6 9 5.25
PD 0.38 1 1.62 2.25 5.25

Table 3.5 Differential exposure adjusted

1–3 3–5 5–7 7+

PD −0.12 0 0.12 0 0

Table 3.6 Portfolio adjusted—weights

0–1 1–3 3–5 5–7 7+

Weights 4% 19% 25% 27% 25% 100%
Modified duration 0 2 4 6 9 5.25
PD 0 0.38 1 1.62 2.25 5.25
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nance issues (e.g. Borio et al. 2008a, b; Johnson-Calari et al. 2007; Nugée 
2012). The composition of US dollar official holdings has been examined 
in some detail (McCauley and Rigaudy 2011). Not surprisingly, due to the 
prevalence of institutional reasons for the management of official reserves, 
their investment performance is rarely the subject of publicly available 
research (exceptions include Hu 2010; Vesilind and Kuus 2005).

The ECB reserve management framework is based on a three-layer 
structure: (1) a strategic level, which defines the strategic benchmark; (2) 
a tactical level, which sets up the tactical benchmark; and (3) the portfolio 
managers of NCBs involved in the active management of the reserves.

The strategic benchmark addresses the ECB’s long-term risk-return pref-
erences, the tactical benchmark seeks to exploit medium-term market move-
ments, and portfolio managers attempt to outperform the tactical 
benchmark. It is important to highlight that the tactical level also seeks to 
generate portfolio outperformance by searching for strategies with positive 
alpha. At each rebalancing date, the tactical level defines a tactical bench-
mark composition with the goal of outperforming the strategic benchmark. 
In particular, the tactical layer tries to exploit market and security selection 
opportunities by deviating from the strategic benchmark within a defined 
risk budget by choosing a specific composition of eligible asset classes. In 
turn, portfolio managers try to outperform the tactical layer with active 
strategies that deviate from the tactical benchmark within specific limits. 
Consequently, a share of exploitable alpha is absorbed by the tactical level. 
The ECB sets a common tactical benchmark, thus generating competition 
among managers (Koivu et al. 2009; Manzanares and Schwartzlose 2009). 
Every month their individual performance is computed and made known by 
the ECB to all managers. An annual general report on the investment activi-
ties and risks is transmitted to the Governing Council of the ECB, including 
the individual performance figures and rankings of the NCBs. The assets 
under management reflect the share of each NCB in the ECB’s capital.

The ECB reserves in US dollars must be invested in highly liquid fixed- 
income instruments. The eligible asset classes and the composition of the 
strategic benchmark, the tactical benchmark, and the actual portfolios man-
aged by the NCBs reflect the objective of the ECB’s foreign reserve portfolio 
to ensure that, whenever needed, the Eurosystem has a sufficient amount of 
liquid resources for its foreign exchange policy operations involving non-EU 
currencies. Indeed, for the ECB’s foreign reserves, the portfolio manage-
ment objective is to maximize returns through prudent portfolio manage-
ment, subject to the stringent security and liquidity requirements that derive 
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from the portfolio purpose. The eligible investment universe includes gov-
ernment bonds, agencies with government support, BIS instruments, bonds 
issued by supranational organizations, and deposits. No currency exposure 
and short selling of securities is allowed within this framework. The portfolio 
management framework reflects the idea that, within the tight constraints 
imposed by the framework, portfolio managers can add value to the portfo-
lios over time.

Some factors make the investment contest of the ECB’s reserve manag-
ers extremely challenging (Scalia and Sahel 2012). First, while private 
bond funds often lack formal benchmarks, in our case, the benchmark is 
tailor-made by the ECB to reflect its risk-return preferences and is actively 
managed, since the ECB may revise it based on the flow of new informa-
tion on a monthly basis.6 Second, the investment set is relatively small and 
risk limits are quite severe in comparison with the private sector. Third, 
reserve managers monitor each other’s performance and ranking at 
monthly frequency. In practice, the ECB’s reserve managers compete for 
a handful of basis points of performance in a tight competition. With 
reduced risk-taking opportunities, the market-timing ability of reserve 
managers plays a key role in securing extra returns.

In the sample period 2006–2010, the owner of the reserves delegated 
their investment to a group of managers located at eight NCBs of the 
Eurosystem, namely those of Belgium, France, Germany, Greece, Ireland, 
Italy, Luxembourg, and Spain.7

In the following section, we show the results of the application of the 
model of Sect. 3.2 to the aforementioned portfolio managers, treated 
anonymously and denoted by a random code ranging from M1 to M8.

3.4  results

We apply the above model to a dataset of portfolio manager performance 
and positions related to the fixed-income portfolios of US dollar reserves 
managed by the NCBs.

The net asset value of the ECB US dollar tactical benchmark and aggre-
gate portfolio during 2006–2010 is shown in Fig. 3.1. The return on the 
portfolio has exceeded the benchmark return in each year, and at the end 
of the period, the portfolio cumulative return was about 46 basis points 
above that of the benchmark.

The above figures are net of transaction costs, which are accounted for 
in the portfolio management system at each trade. The money equivalent 
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of the yearly average extra performance is about EUR39 million. This fig-
ure is arguably well above the management costs (staff salaries, IT equip-
ment, overhead) that are involved in the ECB reserve management 
framework, hence we have a case of positive net outperformance.

Owing to the weekly data frequency, security selection actually reflects 
not only the activity of ‘pure’ selection among different bonds, but it cap-
tures also the result of all the other positions (duration, curve, and spread) 
opened and closed in the same week, without altering the weights from 
one week to another. Furthermore, it includes the component of excess 
return that comes from the carry of deposits and repo market activity.8

We first examine the contribution to the excess return that accrues from 
duration management (Fig. 3.2).

It is interesting to notice that only one portfolio manager (M8) achieved 
a non-negligible positive result in duration management, while the other 
portfolio managers obtained negative results (M3, M4, and M7) or almost 
nil (M1, M2, M5, and M6).

Portfolio managers also show different styles in the use of risk budget, 
as can be argued by looking at the average and volatility of duration expo-
sure for each portfolio manager (Fig. 3.3).

Fig. 3.1 Cumulative returns, ECB’s US dollar reserves, 2006–2010: benchmark 
versus aggregated portfolio. On the y axis, cumulative returns are expressed as an 
index
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Fig. 3.2 Duration contribution to outperformance

We observe a relatively low exposure to duration bets, with the excep-
tion of a couple of portfolio managers (M3 and M4). However, we note 
that M4 shows a more active duration management only after 2008. The 
peaks of duration exposure of the other portfolio managers are of the 
order of 10 basis points only.
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Fig. 3.3 Duration exposure
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The curve contribution analysis shows a similar picture. Even in this 
case, only M8 achieved a sizeable excess return by loading on curvature 
(Fig. 3.4).
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Fig. 3.4 Curvature contribution to outperformance
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Fig. 3.5 Curvature exposure

M1 shows a slightly positive performance loading on curvature, with 
the other portfolio managers not taking appreciable curvature risk (M2, 
M3, and M4) or shorting curvature (M6, M5, and M7). Figure 3.5 illus-
trates a more diversified use of the risk budget in curve bets than in dura-
tion bets. In particular, some portfolio managers seem not to place curve 
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bets (M2 and M3), and other managers take only moderate curve expo-
sures (M1, M4, M5, and M7), while M8 (with exposure peaks at around 
50 basis points) and M6 (with maximum exposure at around 30 basis 
points) show a very active curve management.

Spread exposure proved to be the most important active layer in terms 
of results and exposures along the sample period. Almost all portfolio 
managers achieved positive results, with the exception of M8, which was 
substantially aligned with the benchmark (Fig. 3.6).

In general, an important source of spread-related outperformance is 
related to the carry component. This component represents the yield pick-
 up earned by replacing government securities with spread products. The 
yield pick-up was very high during the financial crisis of 2007–2008, when 
swap spreads in the two-year tenor peaked at about 165 basis points. 
However, portfolio managers seem to have achieved these results not only 
by maintaining a long exposure to spread products, but also by actively 
trading spreads on both sides, long and short. The best performer in 
spread management are M1 and M6, which obtained an outperformance 
of around 40 basis points. M6 also showed an active style, by changing 
intensity in the usage of the risk budget (Fig. 3.7); M2, M4, M5, and M7 
show a result of around 20 basis points, while the other managers obtained 
a slightly positive outperformance. Again, different styles can be traced: 
low active spread players (M2, M3, and M4), moderate active spread play-
ers (M5, M7), and strong spread players (M6 and M8) can be clearly 
identified (Fig. 3.7).

The most important source of outperformance proves to be security 
selection (Fig. 3.8).

The best performer is M6, which achieves an excess return of close to 
60 basis points, followed by M7 (around 50 basis points) and M5 (40 
basis points); M2 and M4 achieve around 20 basis points, while the results 
of M1 and M3 are close to zero. The only manager that reports a negative 
result is M8 (−20 basis points).

All the managers contribute to the outperformance while showing dif-
ferent skills or different ways to pursue returns in excess of the benchmark. 
Some portfolio managers prove to be more successful in duration bets, 
while others obtain better results in curve management, or loading on the 
spread component, or exploiting carry opportunities. Figures  3.3, 3.5, 
and 3.7 clearly show a different use of the risk budget among portfolio 
managers and a different attitude in changing it over time.
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Portfolio managers’ also styles prove to be different in terms of some 
important indicators that may help to better qualify the attitude toward 
risk and the specific ability of portfolio managers to preserve capital. To 
illustrate this point, we selected a group of indicators: (1) the information 
ratio, measuring risk-adjusted performance; (2) the tracking error, giving 

Fig. 3.6 Spread contribution to outperformance
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Fig. 3.7 Spread exposure
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the dispersion of extra returns; (3) the hit ratio, that is, the percentage of 
winning bets over total bets; and (4) the max drawdown, measuring the 
largest cumulative loss from peak to trough over a period of time.

The ranking across these performance qualifiers sheds some light on the 
preferences of portfolio managers toward returns (high information ratio) 

Fig. 3.8 Security selection contribution to outperformance
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or capital preservation (low drawdown risk). The hit ratio helps understand 
if the extra returns reflect a combination of a large number of winning bets 
(with low profits) and a small number of losing bets (with a higher loss) or 
a combination of a few winning bets (with high profits) with many losing 
bets (with low losses). The tracking error provides a  useful indication about 
the confidence interval of returns around the mean, which may help distin-
guish whether the results depend on solid skills.

Tables 3.7 through 3.10 show a low degree of overlap among the rank-
ing of portfolio managers across performance qualifiers and active layers, 

Table 3.7 Duration exposure synthetic indicators

M1 M2 M3 M4 M5 M6 M7 M8

Duration
  Information 

ratio (yearly 
basis)

0.02 −0.30 −0.35 −0.87 −0.36 −0.20 −0.56 0.40

  Ranking 2 4 5 8 6 3 7 1
  Tracking error 

(yearly basis)
0.03% 0.03% 0.10% 0.06% 0.03% 0.04% 0.05% 0.08%

  Ranking 1 2 8 6 3 4 5 7
  Hit ratio 45% 51% 49% 48% 47% 50% 56% 49%
  Ranking 8 2 4 6 7 3 1 4
  Max drawdown −0.09% −0.09% −0.30% −0.30% −0.11% −0.09% −0.14% −0.09%
  Ranking 4 1 8 7 5 2 6 3

Table 3.8 Curve exposure synthetic indicators

M1 M2 M3 M4 M5 M6 M7 M8

Curve
  Information 

ratio (yearly 
basis)

0.35 0.05 −0.18 0.09 −0.71 −0.33 −0.27 0.36

  Ranking 2 4 5 3 8 7 6 1
  Tracking error 

(yearly basis)
0.04% 0.02% 0.01% 0.03% 0.03% 0.10% 0.04% 0.15%

  Ranking 5 2 1 4 3 7 6 8
  Hit ratio 51% 53% 51% 50% 48% 49% 49% 54%
  Ranking 3 2 3 5 8 7 6 1
  Max drawdown −0.09% −0.04% −0.04% −0.09% −0.14% −0.34% −0.08% −0.18%
  Ranking 5 2 1 4 6 8 3 7
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thus supporting the idea of heterogeneous investment styles. The time 
horizon for active bets chosen by portfolio managers qualifies the 
 investment style, discriminating between portfolio managers that prefer a 
low number of bets with a longer time horizon from those oriented toward 
a higher number of bets with a shorter time horizon.

Finally, Table 3.11 shows the average time horizon, in terms of weeks, 
for each single strategy across portfolio managers.9 Portfolio managers are 
more resilient in changing positions of spread trades. This is in line with 
the idea that managers seek to fully exploit the carry component of spread 

Table 3.10 Security selection indicators

M1 M2 M3 M4 M5 M6 M7 M8

Security selection
  Information 

ratio (yearly 
basis)

0.04 0.77 0.18 0.68 1.13 0.76 1.21 −0.32

  Ranking 7 3 6 5 2 4 1 8
  Tracking error 

(yearly basis)
0.11% 0.05% 0.07% 0.07% 0.08% 0.16% 0.09% 0.13%

  Ranking 6 1 2 3 4 8 5 7
  Hit ratio 52% 55% 60% 51% 55% 55% 54% 44%
  Ranking 6 2 1 7 2 2 5 8
  Max drawdown −0.19% −0.09% −0.09% −0.25% −0.07% −0.23% −0.09% −0.28%
  Ranking 5 3 2 7 1 6 4 8

Table 3.9 Spread exposure synthetic indicators

M1 M2 M3 M4 M5 M6 M7 M8

Spread
  Information 

ratio (yearly 
basis)

0.55 0.47 0.40 0.77 0.57 0.50 0.36 −0.01

  Ranking 3 5 6 1 2 4 7 8
  Tracking error 

(yearly basis)
0.14% 0.03% 0.03% 0.06% 0.06% 0.16% 0.12% 0.18%

  Ranking 6 1 2 4 3 7 5 8
  Hit ratio 57% 61% 57% 54% 55% 55% 61% 53%
  Ranking 3 2 4 7 6 5 1 8
  Max drawdown −0.28% −0.07% −0.06% −0.17% −0.08% −0.33% −0.33% −0.27%
  Ranking 6 2 1 4 3 7 8 5
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Table 3.11 Active positions—average time horizon (weeks)

M1 M2 M3 M4 M5 M6 M7 M8

Duration 4 10 5 5 6 6 6 6
Curve 11 6 4 6 7 10 7 9
Spread 24 13 2 15 24 22 13 18

products, which involves a preference for long spread positions and a bias 
toward a longer time horizon of spread strategies. The average holding 
period for curve strategies is shorter, and it ranges between four and eight 
weeks, showing mixed preferences in terms of holding period among 
portfolio managers. The time horizon for duration strategies is even 
shorter than that of curve strategies. The duration positions show a time 
horizon of slightly over one month, thus indicating that the monthly 
rebalancing represents a kind of ‘catalyst’ for duration bets.

These results confirm the idea that portfolio managers adopt different 
investment styles. The more diversified the investment styles of portfolio 
managers are, according to each active layer, the more likely it is that, in 
the aggregate portfolio, a higher number of independent bets are carried 
out. According to the ‘law of active management’ (Grinold 1989), other 
things being equal, the higher the number of independent bets, the higher 
the information ratio of the aggregated portfolio. In particular, the infor-
mation ratio is defined as:

 IR IC= √∗ BR  

where IC is the information coefficient, a measure of the level of skill, or 
the ability to forecast each asset residual return. It is defined as the correla-
tion between the forecasts and the returns; BR represents breadth, or the 
number of independent bets in the managed portfolio. According to this 
formula, one way to improve the information ratio might be given by an 
increase in the number of independent bets, assuming a comparable level 
of skills. More independent positions among portfolio managers in terms 
of duration, curve, and timing may actually lead to a decrease in the abso-
lute and relative risk of the aggregated portfolio, while the aggregate 
return can be expected to increase, hence improving the risk-return profile 
of the aggregate portfolio.
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3.5  conclusIons

We develop a simple performance attribution model that has some advan-
tages in comparison with existing factor models: it identifies the contribu-
tion of the key portfolio managers’ strategies, it offers a clear interpretation 
of results from a portfolio manager’s perspective, and it presents no resid-
ual term.

Applying our methodology to the managers of the ECB’s foreign 
reserves, we find that  among the active layers (duration, curve, and 
spread), the spread contribution seems the most relevant. Curve and dura-
tion bets, with some exceptions, have generally provided modest value 
addition. The analysis of the use of risk budget and the ranking across 
‘performance qualifiers’ supports the view that portfolio managers adopt 
diversified investment styles. This may explain the non-negligible result of 
the aggregate reserve portfolio, averaging 10 basis points on an annual 
basis net of transaction costs. The more diversified the investment styles 
are, the more likely it is that portfolio managers place independent bets, 
which in turn may positively affect the risk-adjusted return of the aggre-
gate portfolio.

notes

1. Helpful comments by Christophe Beuve, Narayan Bulusu, Gioia Cellai, 
Francesco Daini, Maurizio Ghirga, Giuseppe Grande, Johannes Kramer, 
Philippe Muller, Franco Panfili, Tommaso Perez, Dario Ottaviani, Antonio 
Rossetti, Andrea Santorelli, Roberto Violi, and  seminar participants at 
the  Sixth BIS-World Bank-Bank of  Canada Public Investors’ Conference 
in Washington, ECB and Banca d’Italia are gratefully acknowledged.

2. At the end of 2010.
3. Bonds included in the benchmark can be grouped in pre-defined buckets, so 

called ‘time buckets’, according to their maturities (just for illustrative pur-
poses, bonds with maturity ranging from zero to one year can be included 
in an hypothetical time bucket ‘0–1 year’, and so on).

4. At first quarter 2017 (IMF COFER statistics: http://data.imf.
org/?sk=E6A5F467-C14B-4AA8-9F6D-5A09EC4E62A4)

5. At first quarter 2017 (International Investment Funds Association: https://
www.iifa.ca/files/1503579002_IIFA%20-%20Worldwide%20Open-
End%20Fund%20Report%20-%20Q1%202017.pdf).

6. ‘Virtual’ trades for rebalancing the tactical benchmark are carried out at 
actual trading prices (including transaction costs).
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7. The ECB’s official reserves include also assets denominated in Japanese yen 
and gold. The other Euro-system NCBs were involved in the active manage-
ment of the yen reserve portfolio. We refer to each central bank’s desk 
involved in the management of the ECB reserves as a ‘portfolio manager’. 
In practice, a small team usually works on the ECB reserves desk, compris-
ing, for example, one manager and one or two dealers, in some cases devot-
ing part of their work time to the ECB reserves and the remainder to the 
management of the foreign exchange portfolio owned by the NCB.

8. The extra return that comes from the carry of deposits is included in the 
security selection and not in the spread contribution, because deposit instru-
ments are not classified as spread products.

9. The average time horizon is obtained by counting the number of inversions 
of sign of partial duration exposures related to each single strategy.
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CHAPTER 4

Sovereign Wealth Fund Investment 
Performance, Strategic Asset Allocation, 

and Funding Withdrawal Rules

Michael G. Papaioannou and Bayasgalan Rentsendorj

4.1  IntroductIon

In the past decade, we have observed shifts in the strategic asset allocations 
(SAAs) of many sovereign wealth funds (SWFs), manifested by a rather 
significant reduction in the share of public-market assets (publicly traded 
equity and fixed income) at the expense of an expansion of riskier private- 
market assets (alternatives, infrastructure, private equity, real estate, and 
so on). This trend has mainly been the result of SWFs’ search for higher 
returns. The investment value chain has further evolved from the tradi-
tional asset owner and manager relationships to a business model of closer 
partnerships. This business model has gradually been adopted by tradi-
tional, mostly conservative SWFs, which have preferred a passive- benchmark 
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replication strategy over high-risk active asset management. In particular, 
newer SWFs’ governance arrangements tend to be more receptive to higher 
risk and adopt in-house, active asset management approaches.

The change in many SWFs’ risk appetite has primarily been triggered by 
a heightened observance of their fiduciary duty to build intergenerational 
equity—that is, a mandatory obligation to provide positive returns over a 
specified future period. Most SWF governance structures require careful 
consideration when adopting an enhanced role in the investment value 
chain in private markets by playing a more active general-partnership role 
rather than a limited-partnership role. Also, the search for higher returns 
leads to a more comprehensive governance map for SWFs, suggesting a 
more flexible operational framework than a traditional rule-based asset 
management framework. In turn, these developments imply that SWFs 
will likely become more active participants in the management of corpo-
rate businesses around the world by being directly involved rather than 
being silent or distant investors.

Although the number and size of established SWFs have increased dra-
matically over the past ten years, surpassing 90 in number at the end of 
2015, with combined assets exceeding $7 trillion,1 the adequacy of their 
operational independence is still in question. In particular, 14 SWFs have 
been set up in Africa, with a total of $114 billion in assets under manage-
ment (ADB 2013); 11 in hydrocarbon (oil and gas)-exporting Arab coun-
tries; 12  in northern hemisphere countries, including Colombia and 
Panama; and 18 in Asian countries, including Thailand and Vietnam. This 
increase in the establishment of SWFs enhances the need for legitimacy 
(including the adoption of appropriate legal structures) and for assurances 
of sufficiently independent operational rules and relationships.

Our analysis suggests that many SWFs still lack coordinated, sustain-
able, and independent operational structures, as well as fiscal frame-
works that support a comprehensive investment value chain that could 
enhance their return performance. Specifically, various perspectives have 
recently been offered for setting up “hybrid” SWFs, with multiple goals 
and a range of policy purposes, such as  to attract strategic long-term 
investors for large-scale infrastructure or developmental projects, draw 
more foreign direct investment (FDI), enhance economic competitive-
ness, attain portfolio diversification, serve financial stability consider-
ations, all while avoiding integrated budget implications. However, 
these designs often contradict some fundamental prerequisites and basic 
principles in establishing an SWF, including the establishment of clear 
objectives (such as stabilization, intergenerational savings, or explicit 
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liability coverage (pensions) and/or development purposes, adoption of 
a well-defined governance structure, and implementation of transparent 
investment and risk management frameworks). These shortcomings in 
design do not only open the door to misappropriations of initial policy 
purposes and management ineffectiveness in the respective SWFs but 
also often complicate the execution of fiscal rules.

In general, our findings indicate that SWFs with a comprehensive gov-
ernance structure that is in line with the SWF owner country’s macrofiscal 
policy framework are better able to determine their dynamic asset alloca-
tions and experience investment performances closer to their strategic 
policy/benchmark target compositions. Suitable SWF funding and with-
drawal rules are found to be critical components of an effective SWF gov-
ernance structure. Also, a strong institutional development and risk 
management framework is typically required to ensure an appropriate tim-
ing and frequency of SAA changes, especially in periods of high or inten-
sifying market volatility.

The chapter is organized as follows: Sect. 4.2 presents some stylized 
facts relating to changes in SWF SAAs over the period from 2008 to 2015, 
Sect. 4.3 outlines some determinants of SWF investment performance, 
Sect. 4.4 discusses some broad implications of the investment value change 
on SWFs’ strategic asset allocation and investment performance, and Sect. 
4.5 provides some concluding remarks on current challenges in SWF gov-
ernance structures and their effects on investment performance.

4.2  ShIftS In SWf StrategIc aSSet allocatIonS 
durIng 2010–15

As long-horizon investors, many SWFs are positioned to invest in ways 
that many short- and medium-horizon investors cannot. As such, certain 
investments and risk premia that are efficiently priced from the perspective 
of other long-term investors may also present value opportunities for 
SWFs. In principle, active ownership should not undermine the selection 
of the investment universe and, thus, the performance of the respective 
SWFs. However, SWFs should be resilient and able to overcome interna-
tional and local business cycle challenges, including broad macroeconomic 
volatilities.

Figure 4.1 illustrates the percentage changes in allocation to asset 
classes for select SWFs between end-2015 (or latest available data) and 
end-2010 (or June 2011). Figures 4.2 and 4.3, respectively, contain the 
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Fig. 4.1 Selected SWF SAA changes, 2015 versus 2010. The units of the Y-axis 
are %

Fig. 4.2 Selected SWF SAAs, 2015. The units of the Y-axis are %

allocation by asset class at the end and beginning of the sample. Although 
the evidence is limited, the observed changes indicate, in general, that 
pension reserve and reserve investment funds have experienced more 
changes in their SAAs compared to stabilization funds.

 M. G. PAPAIOANNOU AND B. RENTSENDORJ



 77

Fig. 4.3 Selected SWF SAAs, 2010. The units of the Y-axis are %

Although there is no uniform approach in selecting an SAA for an SWF, 
it is worth noting that multiple policy purposes or lack of clarity in objec-
tives have been found to adversely affect the selection process of assets 
within the permissible investment universe. This usually leads to the choice 
of suboptimal and inconsistent instruments, which undermine investment 
performance. Also, the performance of SWFs tends to respond in accor-
dance with the selection and implementation of SAAs (Hammer et  al. 
2008; Bodie and Briere 2013).

Further, an increasing number of newly established non-natural- 
resources-based strategic funds, mainly from indebted developing 
 countries, now accounting for about half of all SWFs, are found to be 
vulnerable to respective country budget rules. This broad consideration of 
lack of independence or close macrofiscal integration should further be 
analyzed from the sovereign asset and liability management framework. 
Das et al. (2009) provide a comprehensive set of international good prac-
tices in setting up and managing SWFs, utilizing broad recommendations 
and guidelines outlined in the Santiago Principles.2

As indicated in Figs. 4.4 and 4.5, SWFs’ asset allocations, and conse-
quently their investment performance, depend mainly on their type. Also, 
their asset allocation trends indicate that they are largely leaning more 
toward private markets, which includes higher-yielding private equity and 
alternative investment vehicles, as part of their performance enhancement 
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strategies. However, a higher proportion invested in long-horizon assets 
entails bearing the risk of significant within-horizon drawdowns. It is thus 
critical for SWFs not only to measure and manage these risks, but also to 
communicate them clearly to stakeholders in advance. The increased need 
to better align with fellow institutional investors calls for closer partner-
ships in the changing investment-value-chain landscape.

Although SAAs depend on the SWF type, changes in SAAs have been 
observed across all types. SWFs, as long-horizon investors, have an advan-
tage in that they require less liquidity than other investors. To the extent 
they invest in illiquid asset classes, SWFs should expect to earn a premium. 
Based on their unique liquidity profile, it is essential for SWFs to estimate 
the illiquidity premium they should demand to determine the appropriate 
exposure to illiquid investments. At any particular time, the risk premia         
of certain asset classes may represent better value opportunities than oth-
ers for long-horizon investors.
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Pension Reserve Funds Reserve Investment Funds
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Fig. 4.4 SAAs by type of SWF, end-2015 (or latest available data)
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4.3  SWf InveStment Performance over the 
laSt decade

Arguably, the performance of an SWF should be compared against its 
objectives, often based on the persistent pursuit of its long-term invest-
ment beliefs. Although the overall trajectory is mostly determined by 
global financial market volatility, persistent long-term benchmarking along 
with an ability to operate independently of government fiscal fluctuations 
are also associated with high rates of investment returns. As indicated in 
Fig. 4.6 and Table 4.1, representative savings and pension reserve funds 
performed significantly better than other types of SWFs.

Well-defined SWF funding and withdrawal rules are critical for invest-
ment performance. In principle, these rules should depend on the indi-
vidual SWF’s objectives and the owner country’s legal framework and 
general macroeconomic setting. While many established SWFs have fairly 
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Fig. 4.5 SAAs by type of SWF, end-2010 (or June 2011)
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Fig. 4.6 Annualized (five-year) returns of selected SWF portfolios

transparent rules, our analysis shows that some newly-established SWFs 
need to strengthen their respective funding and withdrawal rules. Not 
implementing such rules may leave funds vulnerable to various macrofis-
cal shocks as well as common principal-agent problems between the gov-
ernment and the asset manager, where each would like to act in its own 
interests. Common examples include sudden fiscal shocks (i.e., to fulfill 
liquidity shortages), volatility in global commodity prices (i.e., sudden 
shortness in budget revenues—a gap-filler role), uneven financial market 
conditions (i.e., owing to government borrowing, cost increases, and/or 
currency short selling), and domestic macroeconomic pressures (i.e., 
exchange rate movements, Dutch-disease effects), which could adversely 
affect the  realization of initial SWF objectives and policy mandates, as 
well as the intended accumulation of assets and investment performance) 
(Fig. 4.7).
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Fig. 4.7 Historical returns of selected SWFs 

Especially for intergenerational savings SWFs, better prospects for 
investment performance can be established through well-defined gover-
nance, operational transparency, and independence in investment deci-
sions. Our findings indicate that only a handful of sovereign funds have 
adopted comprehensive funding and withdrawal frameworks in line with 
their policy purposes, thus illustrating their high degree of vulnerability to 
potential government interference and consequent risks to their invest-
ment management sustainability (see Fig. 4.8).

An absence of these rules tends to hurt SWFs’ long-term investment 
performance, which, along with maintaining their integrity and credibility 
within the country’s fiscal regime, is typically their objective. Sustainable 
intergenerational wealth building requires primarily a commitment to a 
long-term investment horizon, which needs to take into consideration the 
country’s macrofinancial conditions and the establishment of well-rounded 
funding and withdrawal frameworks that are well aligned with the coun-
try’s fiscal management (Ang et al. 2009; Rozanov 2007).
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Fig. 4.8 Selected SWF owner countries’ budget balances (annualized, five years)

4.4  SWf InveStment value chaIn and ImPlIcatIonS 
for SaaS and InveStment Performance

4.4.1  Policy Objectives and Funding and Withdrawal 
Frameworks

The policy objectives of SWFs typically determine their funding and with-
drawal frameworks and rules, which are often defined in their relevant 
legislations. Mixed policy objectives may undermine the clarity of incen-
tives and, as a result, support inconsistent macroeconomic policies. In 
general, funding and withdrawal rules are connected to the main types of 
SWFs in the following ways:

• Stabilization funds usually have funding and withdrawal frameworks 
that are closely linked to the state of the fiscal policy through clearly 
predetermined rules.

• Reserve investment funds, often following the global diversification 
and high-return mandates of central bank reserves, have funding and 
withdrawal frameworks that are quite independent of the owner 
country’s fiscal and/or other macroeconomic policies.

• Savings and pension funds have funding and withdrawal frameworks 
that reflect their respective objectives. In the case of pension funds 
with increasing uncertainty of future liabilities, the fund’s manage-
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ment becomes more complicated. In particular, a target obligation 
of higher returns in order to meet a predetermined pension fund 
value frequently leads to higher risk-taking than for stabilization 
funds.

• Development and strategic funds’ funding and withdrawal frame-
works tend to be simpler than those for other SWF types, as in many 
cases, they involve one-off state funding for specific strategic devel-
opmental purposes.

As can be seen in Table 4.2, hybrid-type funds have become increas-
ingly popular. According to the IFSWF (2014), many SWFs have declared 
two or more mandates and policy purposes. Although this flexibility 
enhances the owner country’s ability to maneuver in certain global and 
local economic conditions, it could also become a source of economic 
instability if funding and withdrawal rules are not strictly adhered to or are 
easily modified.

4.4.2  Enhancing the Investment Value Chain 
Through Appropriate Funding and Withdrawal Rules

A principal-agent problem may arise and the investment value chain may 
be undermined when SWFs do not have publicly disclosed mandates and 
operational independence of funding and withdrawal rules. Lack of well- 
defined and transparent rules could compromise SWFs’ objectives by 
allowing governments’ ad hoc policies to overrule SWFs’ institutional 
mandate to act independently. Such institutional conflicts of interest may 
lead to moral-hazard issues. Sovereign funds may not act in the best inter-
est of the country regarding value maximization of public assets, but may 
rather act in the service of other government aspirations, such as parking 
SWF assets for short periods of time and using them for the government’s 
political and social agendas. To this end, the complexity of global financial 
markets and asymmetry of information may be used by different govern-
ments as excuses to make biased policy decisions on SWF SAAs so as to 
accommodate politically motivated SWF portfolio compositions. To avoid 
such challenges, governments need to institute operational independence 
of sovereign funds, with publicly disclosed fiscal, funding, and withdrawal 
rules. On this front, Chile (Fiscal Stability Law and Fiscal Rules) and 
Norway (Government Pension Fund Act) lead the way. Table 4.3 presents 
the fiscal rules of a selected group of countries with SWFs.
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Table 4.3 Fiscal rules in selected countries with SWFs

Country Expenditure 
rule

Revenue 
rule

Budget balance 
rule

Debt 
rule

Total rules 
in effect

Australia 1 1 1 1 4
Botswana 1 1
Canada 1 – 1 1 3
Chile 1 1
Ireland – – 1 1 2
Italy – – 1 1 2
Mexico 1 – 1 – 2
Mongolia 1 – 1 – 2
New Zealand – – 1 1 2
Norway – – 1 – 1
Panama – – 1 1 2
Russia 1 – – – 1
Singapore 1 – 1 – 2

Source: Budina et al. (2012)

Lack of disciplined fiscal policy and budget management during natural 
resource booms often results in Dutch-disease effects due to the possible 
undertaking of procyclical and inefficient public investments, as such 
spending often distorts the economy by generating capital flow imbal-
ances, exchange rate disparity, overheating of public investment, and con-
sequent overcrowding of productive private sector. Although SWF funding 
and withdrawal rules vary across countries due to different macroeco-
nomic objectives, fiscal systems, and legal frameworks, it is widely accepted 
that SWFs should embody the following macrofinancial characteristics:

• Avoidance of procyclical behavior and promotion of countercyclical 
policy actions through careful design and definition of the rules.3

• Consistency with the respective country’s macroeconomic policy 
agenda through assessment of the long-term macroeconomic and 
stability implications of the funding and withdrawal rules (for 
instance, SWFs should not interfere with the country’s macroeco-
nomic policy agenda, including inflation targeting).

• Provisions for proper accounting of the budget surplus and sover-
eign fund transfers.

• Operation and implementation of these rules should be done 
within a well-established SWF framework, guarded by special laws 
and decrees to (1) ensure a clear definition of SWF objectives, 
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appropriate governance structure, prudent investment and risk 
management frameworks, and adequate reporting systems; (2) pro-
tect its operational independence (through an independent board 
and executive team); and (3) properly identify the implementation 
steps, including selection of investment managers, global financial 
markets, and asset classes that will be invested in.

For commodity-based SWFs, funding and withdrawal rules should be 
designed to fit the type and policy mandate of the specific SWF. Common 
types of arrangements typically include designs that allow predetermined 
transfers to budget from stabilization funds in the event of commodity 
declines and accumulation of assets for both stabilization and savings 
funds in case of commodity price increases. Table 4.4 provides an over-
view of the main types of funding and withdrawal arrangements for stabi-
lization, savings, reserve investment, pension reserve, development, and 
strategic SWFs.

To establish long-term, sustainable macroeconomic growth and a bud-
get framework that avoids principal-agent problems, countries need to 
ensure the development and institutionalization of strong budget gover-
nance and sound rules of intergenerational wealth creation—that is, by 
adopting proper SWF funding and withdrawal rules. In this context, it is 
critical that SWFs improve their investment value chain by adopting strong 
governance and an institutional framework that enhances the optimal 
strategy for natural resources, with the following general characteristics:

 1. Set up a transparent, accountable budget governance (government) 
and institutional (SWFs) framework through the adoption of a spe-
cific budget law (fiscal responsibility law) or specific regulation (fiscal 
rules) to ensure open and fair funding and withdrawal relationships.

 2. Publicly disclose government guidelines. The purpose and set pri-
orities of SWFs can help to define a transparent investment strategy 
that meets explicit liabilities and other responsibilities as well as 
avoid procyclical bias in budget expenditures. Thus, they help better 
preserve natural resource revenue for future generations with the 
highest potential of return possible.

 3. Adopt market-responsive, cyclically adjusted funding and with-
drawal rules with adequate calculation formulas to optimize the sta-
bility and enhance the credibility of government fiscal policy.

 M. G. PAPAIOANNOU AND B. RENTSENDORJ



 89

T
ab

le
 4

.4
 

T
yp

es
 o

f f
un

di
ng

 a
nd

 w
ith

dr
aw

al
 r

ul
es

T
yp

e 
of

 S
W

F
C

om
m

on
 ty

pe
 o

f f
un

di
ng

C
om

m
on

 ty
pe

 o
f w

it
hd

ra
w

al
E

xa
m

pl
es

St
ab

ili
za

ti
on

 F
un

d
C

ou
nt

er
cy

cl
ic

al
 in

 c
on

st
ru

ct
, d

es
ig

ne
d 

to
 o

ff
se

t 
m

ac
ro

ec
on

om
ic

 v
ol

at
ili

ty
 fo

r 
bo

th
 b

ud
ge

t 
an

d 
ov

er
al

l e
co

no
m

y
C

on
se

rv
at

iv
e 

in
ve

st
m

en
t 

be
ha

vi
or

 w
ith

 
sh

or
t-

 t
o 

m
ed

iu
m

-t
er

m
 h

or
iz

on

D
ep

en
ds

 o
n 

bu
dg

et
 s

ur
pl

us
/

de
fic

it,
 in

 li
ne

 w
ith

 b
ud

ge
t 

pr
oc

es
s 

an
d 

sp
ec

ifi
c 

fis
ca

l 
ru

le
. I

nfl
ow

s 
co

m
e 

fr
om

:
– 

E
xc

es
s 

re
ve

nu
e

E
xc

ee
di

ng
 m

ar
ke

t 
pr

ic
e 

of
 a

n 
ex

po
rt

ed
 c

om
m

od
ity

 fr
om

 it
s 

re
fe

re
nc

e 
pr

ic
e 

le
ve

l

T
o 

fin
an

ce
 b

ud
ge

t 
de

fic
it 

st
em

m
in

g 
fr

om
:

– 
Sh

or
tf

al
l o

f r
ev

en
ue

– 
Sp

ec
ia

l f
un

di
ng

 r
eq

ui
re

m
en

t
C

om
m

od
ity

 p
ri

ce
 d

ro
p 

be
lo

w
 

“s
tr

uc
tu

re
d”

 p
ri

ce
 u

se
d 

to
 

ca
lc

ul
at

e 
bu

dg
et

 e
xp

en
di

tu
re

s

C
hi

le
an

 F
is

ca
l S

ta
bi

lit
y 

Fu
nd

Sa
vi

ng
s F

un
d

In
te

nd
ed

 t
o 

sa
ve

 p
ro

ce
ed

s 
fo

r 
in

te
rg

en
er

at
io

na
l p

ur
po

se
s,

 a
dd

re
ss

in
g 

fu
tu

re
 e

xp
lic

it 
lia

bi
lit

ie
s,

 m
ar

ke
t 

un
ce

rt
ai

nt
ie

s 
an

d 
po

te
nt

ia
l 

m
ac

ro
fin

an
ci

al
 v

ul
ne

ra
bi

lit
ie

s

M
os

tly
 b

ud
ge

t 
su

rp
lu

s 
(e

xp
ec

te
d 

or
 u

ne
xp

ec
te

d)
St

at
e 

en
te

rp
ri

se
 r

ev
en

ue
C

ur
re

nt
 a

cc
ou

nt
 s

ur
pl

us

C
an

 b
e 

de
si

gn
ed

 t
o 

al
lo

w
 t

he
 

w
ith

dr
aw

al
 o

f p
ar

t 
or

 w
ho

le
 

of
 t

he
 fu

nd
’s

 r
et

ur
ns

, r
ev

en
ue

 
or

 d
iv

id
en

ds
 t

o 
su

pp
or

t 
th

e 
bu

dg
et

• 
A

us
tr

al
ia

n 
Fu

tu
re

 F
un

d
• 

N
or

w
eg

ia
n 

G
ov

er
nm

en
t 

Pe
ns

io
n 

Fu
nd

 G
lo

ba
l

R
es

er
ve

 I
nv

es
tm

en
t F

un
ds

Si
m

ila
r 

fu
nc

tio
n 

to
 F

X
 r

es
er

ve
s

D
iv

er
si

fie
d 

po
rt

fo
lio

, b
ut

 p
re

fe
re

nc
e 

fo
r 

“s
af

et
y,

 li
qu

id
ity

 a
nd

 r
et

ur
n”

; v
er

y 
lim

ite
d 

us
e 

of
 d

er
iv

at
iv

es
 o

r 
le

ve
ra

ge
 

m
ay

 b
e 

al
lo

w
ed

U
su

al
ly

 fr
om

 e
xc

es
s 

of
fic

ia
l 

FX
 r

es
er

ve
s

C
an

 b
e 

a 
sp

ec
ia

l t
ru

st
-

ac
co

un
t 

ar
ra

ng
em

en
t

D
ur

in
g 

m
ar

ke
t 

tu
rm

oi
l o

r 
w

he
n 

of
fic

ia
l r

es
er

ve
s 

de
pl

et
e 

un
ex

pe
ct

ed
ly

C
an

 a
ls

o 
be

 d
es

ig
ne

d 
to

 
w

ith
dr

aw
 t

he
 fu

nd
’s

 r
et

ur
ns

, 
re

ve
nu

e 
or

 d
iv

id
en

ds

• 
K

or
ea

 I
nv

es
tm

en
t 

C
or

po
ra

tio
n

Pe
ns

io
n 

R
es

er
ve

 F
un

ds
Se

ek
 t

o 
fu

lfi
ll 

fu
tu

re
 e

xp
lic

it 
lia

bi
lit

ie
s

A
 lo

ng
-t

er
m

 in
ve

st
m

en
t 

ho
ri

zo
n 

w
hi

le
 

ke
ep

in
g 

a 
hi

gh
ly

 d
iv

er
si

fie
d 

po
rt

fo
lio

M
os

tly
 b

ud
ge

t 
su

rp
lu

s
W

he
n 

th
e 

m
ar

ke
t 

pr
ic

e 
of

 a
n 

ex
po

rt
ed

 c
om

m
od

ity
 e

xc
ee

ds
 

its
 s

tr
uc

tu
ra

l p
ri

ce

T
o 

co
ve

r 
fu

tu
re

 p
en

si
on

 
ob

lig
at

io
ns

• 
C

hi
le

an
 P

en
si

on
 R

es
er

ve
 

Fu
nd

• 
N

ew
 Z

ea
la

nd
 

Su
pe

ra
nn

ua
tio

n 
Fu

nd (c
on

ti
nu

ed
)

 SOVEREIGN WEALTH FUND INVESTMENT PERFORMANCE, STRATEGIC… 



90 

T
yp

e 
of

 S
W

F
C

om
m

on
 ty

pe
 o

f f
un

di
ng

C
om

m
on

 ty
pe

 o
f w

it
hd

ra
w

al
E

xa
m

pl
es

D
ev

el
op

m
en

t F
un

ds
Fo

cu
s 

on
 fi

na
nc

in
g 

lo
ca

l i
nf

ra
st

ru
ct

ur
e 

in
ve

st
m

en
ts

; t
yp

ic
al

ly
 t

ry
 t

o 
av

oi
d 

D
ut

ch
 d

is
ea

se
, c

ur
re

nc
y 

ap
pr

ec
ia

tio
n,

 
an

d 
lo

ca
l a

ss
et

 b
oo

m

B
ud

ge
t 

or
 o

th
er

 fo
rm

s 
of

 
pr

iv
at

iz
at

io
n 

pr
oc

ee
ds

Fu
nd

in
g 

th
ro

ug
h,

 fo
r 

ex
am

pl
e,

 c
o-

in
ve

st
m

en
t,

 
w

hi
ch

 is
 h

ig
hl

y 
de

si
ra

bl
e

W
ith

in
 t

he
 g

ov
er

nm
en

t 
bu

dg
et

 fr
am

ew
or

k,
 c

on
si

st
en

t 
w

ith
 lo

ca
l d

ev
el

op
m

en
t 

pr
io

ri
tie

s

• 
Fu

nd
o 

So
be

ra
no

 d
e 

A
ng

ol
a

• 
M

or
oc

ca
n 

T
ou

ri
sm

 
D

ev
el

op
m

en
t 

Fu
nd

• 
N

ig
er

ia
 S

ov
er

ei
gn

 
In

ve
st

m
en

t 
A

ut
ho

ri
ty

St
ra

te
gi

c 
Fu

nd
s

Sp
ec

ifi
ca

lly
 fo

cu
se

d 
on

 s
tr

at
eg

ic
 

pr
io

ri
ty

 s
ec

to
rs

 a
nd

 n
at

io
na

l i
nt

er
es

ts
D

es
ig

ne
d 

to
 le

ve
ra

ge
 a

nd
 t

o 
at

tr
ac

t 
in

te
rn

at
io

na
l i

nv
es

tm
en

ts
, 

co
-i

nv
es

tm
en

ts
 a

nd
 s

im
ila

r 
pa

rt
ne

rs
hi

p

U
su

al
ly

 o
ne

-o
ff

 t
yp

e 
of

 
go

ve
rn

m
en

t/
pu

bl
ic

 fu
nd

in
g

C
on

tin
uo

us
 r

es
tr

uc
tu

ri
ng

, a
s 

ne
ed

ed

R
es

tr
ic

te
d 

w
ith

dr
aw

al
Po

te
nt

ia
l b

en
efi

ts
 in

cl
ud

e 
th

e 
de

ve
lo

pm
en

t 
of

 lo
ca

l s
tr

at
eg

ic
 

se
ct

or
s,

 r
at

he
r 

th
an

 fu
tu

re
 

di
re

ct
 w

ith
dr

aw
al

s 
fr

om
 t

he
 

SW
F

• 
Fo

nd
o 

St
ra

te
gi

co
 I

ta
lia

no
• 

Ir
el

an
d 

St
ra

te
gi

c 
In

ve
st

m
en

t 
Fu

nd
• 

R
us

si
an

 D
ir

ec
t 

In
ve

st
m

en
t 

Fu
nd

So
ur

ce
: A

ut
ho

rs

T
ab

le
 4

.4
 

(c
on

tin
ue

d)

 M. G. PAPAIOANNOU AND B. RENTSENDORJ



 91

Although adopting hybrid policy objectives is common in some 
recently established SWFs, the following broader macroeconomic analytics 
should be taken into account for their optimum management, regardless 
of whether they concern stabilization, savings, development, or reserve 
investment funds:

• Macroeconomic uncertainties and stress test variations in response to 
market volatilities

• Different capital flows, FDI, exchange rate, and global interest rate 
variations

• Global commodity price trends and forecasts
• Countercyclical policy measures
• Developmental priorities and policy changes, such as expansionary 

fiscal or loose monetary policies
• Modifications in response to unforeseen economic events, seasonal 

adjustments, and/or changes in the owner country’s medium-term 
budget projections and contingent liabilities

Our analysis of selected SWFs indicates that operational independence 
and adherence to Santiago Principles increase their accountability to both 
the owner country and external stakeholders. Also, institutional indepen-
dence and efficient governance structures are found to determine to a 
large degree differences in SWF performance. This, in turn, depends on 
the clarity of the funding and withdrawal rules, as described in their legal 
frameworks (“organic” laws). Typically, SWFs are governed by their spe-
cial legal frameworks, with different government bodies, such as the min-
istry of finance or a special board, exercising an ownership and/or 
supervisory role.

In line with their remarkable growth, SWFs’ role in fiscal management 
has increased dramatically. Especially in economies dependent on natural 
resources, clear funding (asset accumulation) and withdrawal rules need to 
be developed in the early stages of SWF establishment as part of the owner 
countries’ objectives for stable and countercyclical budget planning. In 
particular, SWF funding and withdrawal rules could be an integral part of 
well-defined fiscal rules that can positively affect sustainable budget plan-
ning and ensure sound macroeconomic policy. For example, in Kuwait, 
like in many other Arab countries with SWFs, a predetermined part of oil 
revenues is deposited in its SWF, the Kuwait Investment Authority. In 
Chile, funding accumulation (and withdrawal) in its SWFs, the Economic 
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and Social Stabilization Fund and the Pension Reserve Fund, is based on 
a reference copper price determined annually by the authorities. Norway’s 
SWF, Government Pension Fund Global, receives the net central govern-
ment receipts from petroleum activities and transfers to the budget the 
amounts needed to finance the non-oil deficit. Thus, the net allocation to 
its SWF reflects predominantly the budget’s overall balance.

Funding and withdrawal rules should also be consistent with the owner 
country’s debt sustainability and be decided in a sovereign asset and liabil-
ity management (SALM) framework (Das et al. 2012). Such a determina-
tion would evidently depend on the adopted type of SWF arrangement 
and its objectives.

Some common types of SWF funding sources and withdrawal rules, 
along with their relations to the budget, are outlined below (Fig. 4.9).

4.4.3  A Stylized Framework of Macrofiscal Linkages 
and Funding and Withdrawal Rules

The permanent income hypothesis (PIH) can be used to provide an ana-
lytical framework to identify the extent of the needed SWF accumulation 
and its performance to help maintain an overall sustainable budget. The 
PIH shows that while a non-resource primary balance can be in deficit 

• Royalty payments and mining related corporate tax and license 
fees

• Mining profit dividend and natural resource revenue transfer
• Difference between cyclically adjusted balance and actual 

government budget
• Excess tax revenue, after identifying temporary versus 

permanent revenue variables
• Excess international reserves, after determining international 

reserve adequacy for monetary/exchange rate policy purposes

Funding
sources

Withdrawal
motives • Intertemporal budget constraints

• Non-mining component of revenues falling short
• Various shocks to government budget
• Various effects from commodity price volatility 
• Government liability increases above a sustainable level
• Meeting other liabilities, such as pension obligations

Fig. 4.9 Typical funding sources and withdrawal motives
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(which can incorporate an expenditure growth cap, restrictions on 
 out-of- budget spending, and so on), the country can accumulate funds and 
maximize their returns for an overall fiscal balance (Baunsgaard et al. 2012):

 
Fiscal balance resource non resource= + ( ) + ( )− − −R R E i A i Da

t
d

t– –1 1  

Or, the fiscal balance is the sum of the resource revenue (Rresource), the 
non- resource primary balance (Rnon-resource − E), and the net interest earned 
on the country’s sovereign portfolio (ia At−1 − id Dt−1). That is, the overall 
fiscal balance is expressed as the change in a country’s net financial assets 
(∆(A − D)).4

Further, to satisfy intertemporal budget constraints, the sustainable 
long-term budget balance (in present value terms) should be higher or 
equal to the inflation-adjusted return on net wealth (the difference 
between the return on wealth and debt, or just debt in non-resource- 
abundant countries) (Montiel 2009).

To avoid overcrowding of the private sector and ignition of Dutch- 
disease effects (declines in non-resource output), as well as consequent 
inflationary pressures and exchange rate instability, resource-induced pri-
mary surpluses should preferably be kept in a separate external account 
(creation of an SWF). The respective funding (or saving) rules should take 
into account the country’s specific development priorities (growth tar-
gets), related monetary policies (inflation targets), and sustainable budget 
frameworks. For example, Norway’s non-oil central budget deficit cap is 
set at the long-term real rate of return of its SWF (4 percent). Other 
SWFs’ funding and withdrawal frameworks can be found in Table 4.4.

As fiscal credibility and long-term budget sustainability require adop-
tion of transparent SWF funding and withdrawal rules and robust policy 
frameworks, many resource-abundant countries have considered the PIH 
rule, within a comprehensive framework that limits current spending 
(expenditure rule) and determines proper accumulation for future genera-
tions (revenue rule) (Baunsgaard et al. 2012). Recent country experiences 
with SWFs offer some stylized facts on budget rules that are closely related 
to appropriate SWF funding or accumulation frameworks and ensure 
counter-cyclicality (see Table 4.5).

As countercyclical fiscal-policy tools, the fiscal rules mentioned above 
have proven to be effective, when enacted, in setting fiscal discipline and 
credibility. In particular, resource-abundant developing countries that 
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tend to experience procyclical fiscal policy could benefit by adopting such 
rules for clear SWF funding and withdrawal. In this connection, the PIH, 
along with a comprehensive fiscal sustainability structure, could help 
ensure long-term fiscal solvency and provide a basic framework for sustain-
able SWF management.

4.5  concludIng remarkS

There are several challenges in carrying out SAA optimization to enhance 
performance, including the decisions about admissible asset classes, selec-
tion of benchmarks, determination of risk-tolerance levels for different 
asset classes, performance measurements, application of accounting stan-
dards, accepted rating(s) for investment instruments, and related market 
predictions. SWFs’ mandates, given adopted fiscal rules, restrict the expan-
sion of their investment value chain as well as the flexibility of shifts in their 
active asset management framework that could lead to ensuring higher 
returns over time. The adoption of a comprehensive framework for timely 
portfolio rebalancing is another challenge in managing a diversified global 
portfolio. A risk-return adjusted portfolio rebalancing would depend on 
the individual SWF’s characteristics, including its asset size and risk- 
tolerance level (Papaioannou and Rentsendorj 2014, 2015).

Table 4.5 Typical fiscal rules and SWF funding and withdrawal frameworks

Fiscal 
frameworks

Policy Implications

Expenditure 
Rule

Sets benchmark limits for public 
expenditures in various forms

Necessary to prevent excessive 
withdrawals from SWFs

Revenue 
Rule

Sets limits for budget allocation and SWF 
accumulation for future generations

Regulates funding and 
procyclical accumulation 
of SWFs

Budget 
Balance Rule

Structurally regulates the general budget 
balance and sets a budget deficit limit, which 
is directly linked to the SWF accumulation 
framework and aims to avoid fiscal boom 
and bust cycles (and Dutch-disease effects)

Connected to both SWF 
funding and withdrawal 
frameworks

Debt Rule Regulates public debt, with set limits based 
on budget or macrofinancial indicators

Sometimes associated with 
SWF withdrawal frameworks 
through budget regulation

Source: Baunsgaard et al. (2012)
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Differences in SWF performance could illustrate the possibility of 
enhancing overall returns with a lower risk level, through (for example) a 
more comprehensive governance framework that is in line with the respec-
tive country’s macrofiscal rules. Such independence and flexibility directly 
determine dynamic asset allocations that allow funds to perform in line 
with their strategic policy/benchmark target compositions. To ensure the 
appropriate timing and frequency of asset weight changes, especially in 
response to intense market volatility, a strong institutional development 
and risk management framework is required. For SWFs, which are long 
term in nature, changes in asset allocation that increase the equity compo-
sition over time are expected to pay off in the long term, by, for instance, 
harvesting illiquidity premia in the market that often yield higher returns.

Over time, we have observed shifts in strategic asset allocation trends 
within SWFs. Stabilization funds largely concentrate in fixed income, 
while reserve investment, pension, and future-generation savings funds 
actively explore new asset classes, particularly in alternative asset classes 
such as private equity, real estate, and infrastructure, after the current 
global macrofinancial developments.

As SWFs are a heterogeneous group, their funding and withdrawal 
rules reflect individual performance priorities that necessitate different 
SAAs. Intertemporal budget constraints and the PIH could be used to 
argue that a sustainable long-term budget balance should be equal to or 
higher than the inflation-adjusted return on net wealth. In this framework, 
the SWFs’ performance should also be higher than the owner country’s 
debt payments in order to satisfy the fiscal balance. In particular, it should 
be required that SWF funding and withdrawal rules be integrated within 
the respective country’s fiscal frameworks with a clear mandate, but with 
less flexibility, and therefore adopting robust, preset rules to help sustain a 
long-term, high SWF performance.

With the accession of SWFs to a main institutional investor class in global 
financial markets, their role in the stability of both local and global markets 
has increased significantly. In this context, the development of proper SWF 
funding and withdrawal rules that ensure operations at an arm’s length from 
the government is essential for their efficient build-up and is particularly 
important for the long-term stability of the fiscal and financial systems in 
which they function, as well as for global financial stability.

Our analysis shows that several savings and superannuation funds that 
adopt much stricter governance structures and stronger regulatory frame-
works, as well as support the adoption of more diversified and expanded 
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asset classes, perform generally better than stabilization, strategic, and 
other reserve investment funds. For example, the annualized returns of 
some SWFs, such as the New Zealand Superannuation Fund, the Australian 
Future Fund, and the Alaska Permanent Fund Corporation (which 
requires amendments to the Alaskan constitution, with substantial major-
ity of house vote, to change existing funding and withdrawal frameworks) 
(APFC 2001) have generated returns well above 10 percent during the 
last five years.

Without publicly disclosed SWF funding and withdrawal rules, 
principal- agent problems and associated moral-hazard issues may arise 
that could undermine the integrity of the frameworks that they are part of. 
Inconsistent policy purposes, hybrid objectives, and a broad or flexible 
coverage in withdrawal and funding frameworks may undermine the 
SWFs’ performance and operations. Specifically, natural-resource-based 
reserve investment and savings funds are far more at risk than the stabiliza-
tion and pension reserve funds, with regard to certainty of funding and 
withdrawal rules that may affect the long-term efficiency (performance) of 
those respective types of funds. For example, the withdrawal mandates of 
the SWFs of Azerbaijan (SOFAZ) and Angola (FSDEA) are rather narrow 
and leave ultimate discretion to the president. This may adversely affect 
their long-term investment beliefs and increases the risk of an inappropri-
ate SAA selection.

Furthermore, an increasing focus on enhancing the SWF owner coun-
try’s strategic global positioning has been observed in recent years. For 
example, some pension reserve funds have started shifting their focus to 
supporting strategic investments. Notable examples include the Ireland 
National Pension Reserve Fund, which is changing its focus and is now 
reorganized as the Ireland Strategic Investment Fund. Italy’s Cassa 
Depositi e Prestiti (CDP) decided to set up the Fondo Strategico Italiano 
to support Italy’s private sector involvements globally. Such positioning 
enables strategic funds to focus on long-term strategic investments and 
ensures operational independence from the government that, from a theo-
retical SAA point of view, can assure a higher performance over longer 
periods (provided that private equities are a higher risk/return asset class 
than fixed-income or public equities). In this regard, operational indepen-
dence of SWFs with transparent, publicly disclosed funding and with-
drawal rules could help build long-term intergenerational equity, although 
it could undermine the ability of governments to access large pools of 
funds when they may be urgently needed.
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Finally, our examination of different SWFs’ funding and withdrawal 
rules indicates that there are inconsistencies and in some cases improper 
integrations with the owner countries’ fiscal regimes. In particular, if the 
withdrawal rule is completely detached from the non-natural-resource fis-
cal deficit, the country could end up in a situation with a suboptimal man-
agement of the sovereign balance sheet. Some studies have shown that 
procyclical fiscal policy is quite common in natural-resource-exporting 
countries, including many oil-exporting countries during the 2008 oil- 
price boom (Villafuerte and Lopez-Murphy 2010). This budget procycli-
cality often relates to weak general and SWF institutional development, 
with short-sighted fiscal formulation and low integration of macroeco-
nomic policies. In these cases, revamping the institutional structure of 
SWFs with well-integrated funding and withdrawal rules in the domestic 
macrofiscal policy setting and independent frameworks will help avoid 
domestic fiscal and financial fragilities and cope more effectively with 
international trade and financial market shocks.

noteS

1. Sources include the International Forum of Sovereign Wealth Funds 
(IFSWF) Secretariat and ESADEgeo SWF reports.

2. The Santiago Principles are a set of voluntary principles on the establish-
ment and management of SWFs. These principles were prepared and 
adopted by member SWFs of the IFSWF in 2008, with the collaboration 
and coordination of the IMF.

3. For a documentation of pro-cyclical behavior of SWFs, as well as of other 
institutional investors, during the recent financial crisis, see Papaioannou 
and others, 2013.

4. For an exposition of the macro-financial linkages of the SAAs of commod-
ity-based SWFs, see Brown and others, 2009.
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CHAPTER 5

A Macro-Based Process for Actively 
Managing Sovereign Bond Exposures

Jacob Bjorheim, Joachim Coche, Alex Joia, 
and Vahe Sahakyan

5.1  IntroductIon

The success of any active management approach, that is, any approach that 
aims at generating outperformance relative to a benchmark, depends cru-
cially on the quality of expectations about the excess returns (the return 
over and above the short rate) of the managed assets. Only if expected 
excess returns are fair estimates of subsequently realised excess returns, is 
added value from active management possible.

To derive expectations on the excess returns of sovereign bonds of dif-
ferent maturities, we propose a macro-based yield-curve model in which we 
assume that current bond yields are determined—amongst other factors—
by expected macroeconomic developments and their future values can be 
estimated by projecting these macro expectations forward. The link 
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between macroeconomic variables and bond yields is evident by decompos-
ing the yield into two components:

• The short-rate expectations component. This part of the yield on a 
long-dated bond reflects the expected return from rolling invest-
ments in the short rate through to the maturity of the long bond. As 
argued below, this component is closely related to macroeconomic 
conditions; and

• The term premium component. This part is the remainder, or the 
actual yield on the long-dated bond less the short-rate expectations 
component. The term premium reflects the additional return that 
investors demand for investing in the long-dated bond over and 
above the expected return from rolling investments in the short rate.

The sovereign short rate is assumed to be the monetary policy rate of 
the central bank, which in turn is assumed to be set in reaction to prevail-
ing and expected macroeconomic developments. The central bank sets its 
policy rate based on its policy objectives, for example, full employment 
and price stability for the US Fed. Policy makers would tend to reduce the 
rate if consumer price inflation or employment is expected to undershoot 
their targets and increase the rate if inflation or employment is expected to 
overshoot. The conduct of monetary policy therefore ensures a link 
between the yields of long-dated bonds (notably the short-rate expecta-
tions component) and macroeconomic developments. We model this link 
through a modified Taylor (1993) rule.

In the aftermath of the Great Financial Crisis, the so-called zero lower 
bound, which describes the situation in which the central bank is unwill-
ing or unable to set a negative policy rate, resulted in the policy rate being 
maintained at a level above where it would ideally be based purely on the 
inflation and employment objectives of the central bank. This introduces 
an additional challenge in the modelling of the policy rate as the policy 
rate is insensitive to improvement/deterioration in macroeconomic vari-
ables in the short run. This challenge is addressed by the introduction of 
a shadow short rate that can be negative while the actual policy rate 
remains above or at zero. The shadow short remains responsive to changes 
in macroeconomic conditions, while the actual monetary policy rate 
remains at its lower bound. Eventually, after sufficient improvement in 
macroeconomic conditions, the shadow short rate will increase sufficiently 
to allow the actual policy rate to “lift-off” from its lower bound.
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Over the past few years, a rich literature on zero-lower-bound model-
ling has emerged; see among others Bauer and Rudebusch (2016), 
Christensen and Rudebusch (2014), Feunou et  al. (2015), Krippner 
(2013, 2014, 2015b), Wu and Xia (2016) for the US market, and Lemke 
and Vladu (2016) for the Euro area. Loosely speaking, this literature 
adopts the concept of a shadow short rate, in the spirit of Black (1995), as 
an unconstrained random variable that maps to the observed short rate via 
a static truncation function. These approaches are static with regard to the 
applied truncation function that does not depend on the state of the econ-
omy. This has often led empirical studies to uncover a somewhat counter-
intuitive time-series trajectory for the shadow short rate process on US 
data (see, e.g. Krippner 2014, 2015a). For example, the estimated US 
shadow short rate path has been difficult to reconcile with survey- and 
market-based expectations of the policy rate path generally agreed among 
investment professionals, where the Fed eased or tightened policy stance 
through unconventional programmes (i.e. forward guidance and large- 
scale asset purchase programmes). These discrepancies motivated Krippner 
(2014) to advocate the use of two-factor models, instead of the more 
commonly applied three-factor models (Wu and Xia 2016).

We use a flexible three-factor model proposed by Coche et al. (2017b) 
that produces an economically intuitive shadow short rate path before, 
during, and after the zero-lower-bound period. This approach rests on a 
flexible truncation function, where the mapping from the unobserved 
shadow short rate to the observed short rate depends on the state of the 
economy, via the term structure of the yield curve.

The remainder of this chapter is organised as follows. Section 5.2 intro-
duces the model set-up and Sect. 5.3 presents the data and discusses the 
estimation technique. A detailed assessment of the model’s excess return 
predictability is presented in Sect. 5.4. Section 5.5 discusses the relevance 
of possible sources of excess return predictability and offers some thoughts 
on the application of the proposed model for real-world portfolio man-
agement. Section 5.6 concludes.

5.2  Model Set-up

The macro-based yield-curve projections are based on a variation of the 
widely used dynamic Nelson-Siegel model proposed by Diebold and Li 
(2006), with three modifications. First, instead of the factor-loading 
structure of the original model of Nelson and Siegel (1987), we use a 

 A MACRO-BASED PROCESS FOR ACTIVELY MANAGING SOVEREIGN BOND… 



106 

rotated version with the first factor being the short rate. Second, in order 
to better capture the dynamics of this factor near the effective lower 
bound, we use a shadow rate concept. Third, we model the dynamics of 
the shadow short rate factor using a modified version of the Taylor rule. 
These modifications are discussed below in detail.

Equation 5.1 shows the rotated loading structure for yield-curve fac-
tors βt as proposed by Nyholm (2015). Consequently, the estimated fac-
tors proxy the short rate, slope, and curvature of a yield-curve structure yt 
at a time t opposed to the long-term rate, slope, and curvature in the 
classical Nelson-Siegel loadings. We deviate from Nyholm (2015), in 
assuming the functional relationship between factors and yields in the 
shadow rate space rather than in the observed-rate space. Thus yields yt  
and factors βt  represent shadow values. τ denotes maturity, and we 
set parameter λ to 0.71:

 



  yt t t t
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e
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e
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(5.1)

The link between the observed space and the shadow space is provided 
by the flexible truncation function in Eq. 5.2, with parameter A depen-
dent on the curve’s slope and curvature. Here yt τ( )  denotes the esti-
mated observed yields and yL is the assumed effective lower bound.
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(5.2)

We base our model choice of A on the premise that once the observed 
rate is close to the effective lower bound, the shadow rate goes deeper into 
negative territory with a flattening of the observed curve as longer- 
maturity yields get pushed down against the lower bound in the expecta-
tion that the short rate will remain at the zero bound for an extended 
period (factor βt, 1 decreasing) and lower observed curvature (βt, 2 decreases) 
and vice versa. This premise is reflected in Eq. 5.3 using the product of 
two hyperbolic tangent functions. Consequently, parameter A is allowed 
to fluctuate between K and K + 4 as a function of slope and curvature as 
illustrated in Fig. 5.1. The exact nature of the dependence is controlled in 
addition by parameters p1, p2, q1, and q2.
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(5.3)

In Eq. 5.3, the observed slope is proxied by the sum of the lower-bound 
constrained shadow short rate and the shadow slope (  β βt t Ly, ,min ,1 0 0+ −( ) ).

The set-up in Eqs. 5.1 to 5.3 follows closely the model proposed in 
Coche et al. (2017b), which provides the arbitrage-free version of the above 
specifications, and also shows that the implied shadow rate dynamics are 

Fig. 5.1 Illustration of parameter A

Illustration of how parameter A fluctuates as a function of observed slope and cur-
vature given p1 = 1, q1 = 3, p2 = 1, and q2 =  − 3. The x-axis shows possible values of 
the observed slope in the range between −2 and 8, and the y-axis values for the observed 
curvature in the range between −8 and 4. Different pairs of slope and curvature val-
ues, in combination with the short rate being anchored to the effective lower bound, 
imply different yield-curve shapes, four of which are depicted in inset figures. In addi-
tion, the coloured areas indicate the values that parameter A takes as a function of 
slope and curvature. The corresponding numerical values can be read from the legend 
on the right
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broadly in line with the rate dynamics of the Krippner (2014) two-factor 
model as long as the rates are close to the effective lower bound but that 
under normal yield-curve environments, the three-factor Nelson-Siegel 
specification has a superior fit to observed yields.

With regard to the time-series dynamics of the shadow short rate, we 
deviate from the autoregressive specification in Diebold and Li (2006) by 
assuming a modified Taylor rule (Eq. 5.4 below) with a contemporaneous 
dependence of the short-rate factor on inflation expectations π t

e−  relative 
to a target inflation π∗ and output gap xt as well as a policy inertia term 
( d t0 1 0
β − , ).

 
 β βt
US

t
e

t t
US

ta b c x d, , ,0 0 0 0 0 1 0 0= + −( ) + + +∗
−π π 

 
(5.4)

While Eq. 5.4 represents the choice of the short-rate dynamics for the 
US market (with a similar specification for Japan), the US shadow short 
rate is introduced as an additional explanatory variable in the short-rate 
dynamics of the German and UK markets.

 
 β βt t

e
t t t

US
ta b c x d e, , , ,0 0 0 0 0 1 0 0 0 0= + −( ) + + + +∗

−π π β 
 

(5.4a)

where superscripts UK and EA are omitted for simplicity.
For the slope factor, we assume an autoregressive model with exoge-

nous variables (ARX) specification with the output gap xt as an explana-
tory variable (Eq. 5.5), and for the curvature factor, we assume it follows 
a simple autoregressive process (Eq. 5.6).

 
 β βt t t ta c x d, , ,1 1 1 1 1 1 1= + + +− 

 
(5.5)

 
 β βt t ta d, , ,2 2 2 1 2 2= + +− 

 
(5.6)

As there are contemporaneous relationships between the first two fac-
tors and the output gap and inflation, projections of these macro variables 
are required. Either judgement-based or model-based projections for these 
macro variables can be used. The model-based projection of inflation is 
based on an autoregressive process of order p on monthly inflation rates 
from which expectations on year-on-year inflation rates π t

e−  are derived.
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The model-based projection of the output gap xt = GDPt/PGDPt − 1 
assumes separate processes for the growth rates of GDP and potential 
GDP. That is, we assume that the GDP growth rate follows again an 
autoregressive process of order p. The growth rate of potential output 
Rt,PGDP is modelled as an exponentially smoothed average of actual 
realised GDP growth rates Rt-1,GDP and the previous period’s output gap 
(Eq. 5.7).

 
R w R w R v xt PGDP t PGDP t GDP t, , ,= −( ) + +− − −1 1 1 1  

(5.7)

An illustration of this stepwise approach to the projection of yield-curve 
factors is provided in Fig. 5.2.

Fig. 5.2 Illustration of factor projection
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5.3  data and eStIMatIon

Table 5.1 summarises the data sources for growth, inflation, and the yield 
curve used for the model estimation. In order to obtain long data histo-
ries, various sources are combined for some of the series. Combined series 
are in particular used for the euro area where German inflation and growth 

Table 5.1 Data sources

Country Type Source and start dates

United 
States

Sovereign 
bond yields

US Federal Reserve Board (H.15) from 03/1953 and 
Bloomberg Curve I111 from 01/2000

Inflation US PCE Personal Consumption Expenditures Ex Food and 
Energy Deflator SA (US Bureau of Economic Analysis)

GDP Real Gross Domestic Product, Billions of Chained 2009 
Dollars, Seasonally Adjusted Annual Rate (US Bureau of 
Economic Analysis)

Industrial 
Production

Industrial Production Index (Board of Governors of the 
Federal Reserve System)

United 
Kingdom

Sovereign 
bond yields

Bank of England from 01/1970 and Bloomberg Curve I22 
from 01/2012

Inflation UK CPI EU Harmonized NSA (UK Office for National 
Statistics)

GDP UK Real GDP Seasonally Adjusted (UK Office for National 
Statistics)

Industrial 
Production

UK Industrial Production SA Real (UK Office for National 
Statistics)

Euro area Sovereign 
bond yields

German government bond yields based on Bundesbank data 
from 08/1974 and Bloomberg Curve I16 from 01/2012 
onwards

Inflation ECB Harmonised Consumer Price Index SA, prior to 1995 
German CPI (ECB, Eurostat, BBK, German Statistics Office)

GDP Euro area Real GDP SA, prior to 1995 German GDP 
(Eurostat, Bundesbank), German Statistics Office)

Industrial 
Production

Eurozone Industrial Production ex Construction SA 2010 
Prices, prior to 1995 German Industrial Production 
(Eurostat, Bundesbank, German Statistics Office)

Japan Sovereign 
bond yields

Ministry of Finance (Japan) from 09/1974 and Bloomberg 
Curve I18 from 01/2012

Inflation Japan CPI Nationwide General (Ministry of Internal Affairs 
and Communications)

GDP JP Real GDP Seasonally Adjusted (Economic and Social 
Research Institute Japan)

Industrial 
Production

Japan Industrial Production SA Real (Ministry of Economy 
Trade and Industry Japan)
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data are used as proxies prior to 1995. Furthermore, the German govern-
ment yields are used as proxy for euro-area yields.

As the model is estimated on the basis of monthly data, frequency 
adjustment of quarterly GDP data is performed using industrial produc-
tion as an instrument variable. As shown in Eq. 5.8, the proxied monthly 
GDP growth rates rGDP

M  correspond to the monthly growth rates of indus-
trial production rIP

M  plus an adjustment term which ensures that the aggre-
gated monthly GDP growth rate corresponds to the observed quarterly 
growth rate rGDP

Q .

 
r r

r r
GDP
M

IP
M GDP

Q
IP
M

= +
−∑
3  

(5.8)

The shadow rate curves (Eqs. 5.1 to 5.3) are estimated statically—thus for 
each month individually—by minimising the sum of squared deviations of 
estimated yields yt τ( )  from observed yields yt(τ). For this, we assume a fixed 
set of parameters p1 = 1, q1 = 3, p2 = 1, q2 =  − 3 and K = 0. The effective 
lower bound yL is set to the minimum observed short rate minus 0.25. The 
resulting estimates of shadow rate factors are shown in Fig. 5.3.

The model equations governing the time-series dynamics (Eqs. 5.4 to 
5.6) are estimated individually using maximum likelihood estimation on 
the full data history. For the estimation of the modified Taylor rule (Eqs. 
5.4 and 5.4a), we omit the explicit policy targets π∗, which thereby are 
assumed to be reflected in the estimated intercepts. Table 5.2 provides the 
estimated parameters.

5.4  exceSS return predIctabIlIty

In this section, we perform an assessment of the model’s excess return 
predictability, which goes beyond the standard criteria typically used for 
the assessment of yield-curve models such as root-mean-squared errors 
and mean absolute deviations (e.g. Diebold and Li 2006; Johannsen and 
Mertens 2016). Notably, we first analyse predictability over time, that is, 
the extent to which a signal St derived from the model at time t predicts a 
bond’s excess return realised over the subsequent 12 months. Second, we 
analyse the model’s cross-sectional properties by constructing portfolios 
of US, German, UK, and Japanese bonds using bond rankings based on 
the model signals.
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Two signals are extracted from the model. The first is the expected 
return for different (constant) maturity zero-coupon bonds calculated 
based on the projected evolution of the yield curve.1 The second is the 
term premium estimated from the prevailing yield at a given maturity and 
the projected short rate over the maturity. We compare the predictive 
power of these signals to the carry signal, which has been shown to imply 
predictive power for a number of markets including government bonds 
(e.g. Koijen et al. 2016). Carry is calculated as the yield plus the return 
component from rolling down an unchanged yield curve.

Table 5.2 Coefficient estimates governing the time-series dynamics (Eqs. 5.4  
to 5.6)

Intercept π t
e− xt

βt
x
−1 0,

βt
US
,0 R2

US
  βt

US
,0 −0.019 0.048*** 0.019*** 0.969*** 0.98

(0.030) (0.013) (0.005) (0.007)
  βt

US
,1 0.099*** −0.023*** 0.948*** 0.95

(0.026) (0.005) (0.010)
  βt

US
,2 −0.020 0.903*** 0.82

(0.043) (0.016)
UK
  βt

UK
,0 0.100** 0.027*** 0.031*** 0.902*** 0.091*** 0.97

(0.057) (0.010) (0.011) (0.016) (0.017)
  βt

UK
,1 0.075** −0.039*** 0.929*** 0.91

(0.038) (0.011) (0.015)
  βt

UK
,2 −0.338*** 0.833*** 0.70

(0.094) (0.023)
Euro area
  βt

EA
,0 0.080** 0.053*** 0.061*** 0.899*** 0.064*** 0.98

(0.041) (0.020) (0.012) (0.014) (0.009)
  βt

EA
,1 0.021 −0.032*** 0.965*** 0.95

(0.029) (0.011) (0.010)
  βt

EA
,2 −0.311*** 0.860*** 0.74

(0.074) (0.022)
Japan
  βt

JP
,0 0.066*** 0.011 0.016*** 0.953*** 0.99

(0.021) (0.017) (0.004) (0.011)
  βt

JP
,1 0.140*** −0.008*** 0.921*** 0.94

(0.028) (0.003) (0.015)
  βt

JP
,2 −0.346*** 0.841*** 0.71

(0.072) (0.024)

***p<0.01, **p<0.05, *p<0.1
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The model performance is analysed under two macro assumptions: 
first, that inflation and GDP growth are mean reverting, and second, 
under the assumption of perfect foresight on these macro variables. For 
the mean-reverting macro assumption, inflation and GDP growth revert 
to equilibrium values in an autoregressive process. For the perfect fore-
sight macro assumption, we use the subsequently realised 12-month- 
ahead inflation and GDP growth.

We backtest asset-return predictability both in sample and out of sam-
ple. For the in-sample backtest, we use a long data history going back to 
1953 for the US and to 1970 for the German, UK, and Japanese markets. 
Subsequently, we assess the bias of the in-sample results by successively 
re-estimating model parameters in an out-of-sample setting starting in 
1990.

5.4.1  In-Sample Backtesting

For the in-sample assessment of the model, we estimate the parameters 
making use of the full data history.

To analyse the model properties with regard to predicting the excess 
return over time, we present regression statistics in Table 5.3. For this, a 
regression of signal Si, t  —either the term premium or expected excess 
return—for bond i is performed on the excess returns Ri, t → t + k earned by 
the bond over the subsequent k = 12 months.

 
R a b Si t t k i t t t k, ,→ + → += + × +

 
(5.9)

In the calculation of t-statistics, the Hansen and Hodrick (1980) cor-
rection is applied to account for overlapping data windows. In addition, 
accuracy and F1 score measures are reported to assess the quality of the 
approach to correctly predict the sign of excess returns. Accuracy is defined 
as the ratio of correctly forecasted signs (i.e. forecasted and realised excess 
return either both positive or both negative) to total observations. The F1 
score (Rijsbergen 1979) considers both the forecast precision P (defined 
as true positives as a percentage of predicted positives) and recall R 
(defined as true positives as a percentage of actual positives). Based on 
this, the F1 score is defined as 2PR/(P + R).2

Table 5.3 shows the regression statistics for both macro assumptions. 
Under the assumption of mean-reverting macro, the expected return signal 
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produces R2s in the range between 4% and 21%. The weakest results are 
observed for the German curve and the strongest results for Japan. The 
regression coefficients are statistically significant for the UK and Japan 
curves, weakly significant for the US curve, and not significant for the 
German curve. Switching the signal to term premium implies generally 
higher R2s and higher significance levels.

Under the assumption of perfect macro foresight, the model shows 
substantially increased explanatory power and statistical significance. The 
regression coefficients are significant at high confidence levels consistently 
across maturities and markets, and R2s increase to between 11% and 53%. 
Also accuracy and F1 scores improve for all maturities. Under this assump-
tion, the term premium and expected return signals show broadly compa-
rable characteristics.

Table 5.4 offers a comparison of the model’s properties to the carry 
signal. Over the full period and across all markets and maturities (left panel 
of Table  5.4; period consistent with the in-sample period used for 
Table 5.3), carry has a signal quality comparable with the model under the 
mean-reverting macro assumption. However, under the perfect macro 
foresight assumption, the model clearly shows superior properties in terms 
of significance levels and R2s. Also the model shows generally better 
Accuracy and F1 scores (with the exception of Japan). It is noted here that 
the results for the model are subject to in-sample bias, while the model- 
free carry signal is not. To correct for this, we perform below (see 
Table 5.7) a proper out-of-sample analysis, to be compared with the right 
panel of Table 5.4.

To test the model’s cross-sectional properties and the model’s fitness to 
serve as a basis for portfolio construction, we assess the effectiveness of a 
number of duration-neutral strategies. To this end, the model is used to 
choose from 10 bonds, with maturities ranging from one to ten years for 
each of the four government bond markets, a universe of 40 bonds in 
total. In each month over the full sample, the 40 bonds are ranked using 
one of the term premium, the expected return, or the carry signal. On the 
basis of this ranking, five portfolios—representing distinct investment 
strategies—are constructed:

• Three quantile portfolios that comprise the lower third of the ranked 
bonds (Portfolio P1), the middle third (P2), and the upper third 
(P3).3 The bonds within each quantile portfolio are equally weighted. 
As the bonds are duration adjusted, each quantile portfolio has dura-
tion equal to one.
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• One long-short difference portfolio of the highest signal quantile 
portfolio (P3) minus the lowest signal quantile portfolio (P1). This 
long-short portfolio has zero duration.

• One long-short factor portfolio similar to Asness et al. (2013), where 
the weight wi, t of bond i is determined according to its signal rank. 
With this portfolio, the sum of the long positions is 1 and the sum of 
the short positions is −1 and the sum of all weights is zero. This 
long-short portfolio has zero duration.

 

w
rank S rank S N

rank S rank S N
i t

i t i ti

i t i ti

,

, ,

, ,

/

/
=

( ) − ( )
( ) − ( )




∑
∑ ∑ / 2

i  

(5.10)

Bonds in these portfolios are duration adjusted to have duration equal 
to one. For example, the duration-adjusted two-year bond has a 50% 
weight to the two-year bond and a 50% weight to cash, while the duration- 
adjusted five-year bond has 20% weight to the five-year bond and an 80% 
weight to cash. As a result, and noting that cash has zero excess return, the 
excess return on (say) the five-year duration-adjusted bond is 20% of the 
excess return on the five-year unadjusted bond.

Each portfolio is re-constructed on a monthly basis based on signals for 
the 40 bonds at the end of each month. Based on the re-constructed port-
folios at the end of the month, the returns for the five portfolios/strate-
gies is determined for the subsequent month.

The performance of the five portfolios/strategies is compared with an 
equally weighted benchmark of all 40 bonds. The benchmark is also used 
to estimate the portfolio’s alphas and betas and to calculate tracking error 
and the information ratio. For the monthly rebalancing of the five portfo-
lios as well as the benchmark, transaction costs of 2.5 basis points are 
assumed on each round trip (buy and sell).

Each portfolio is comprised of bonds denominated in different curren-
cies. Assuming hedging costs reflect short-rate differentials, the excess 
return a bond earns over the short rate in its domestic currency is the 
excess return that a foreign exchanged (FX)-hedged investment in that 
bond will earn reflected in any base currency. The excess returns presented 
below reflect FX-hedged returns.

There is evidence of excess return predictability across all signals. Tables 
5.5 and 5.6 show increasing excess return with signal strength, with the 
mean excess returns of P3 portfolios consistently higher than those of P2 

 J. BJORHEIM ET AL.
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portfolios that in turn are consistently higher than those of P1 portfolios. 
At the same time, the P3 portfolios appear to be riskier with higher vola-
tilities, Sharpe ratios, and higher betas in regressions of excess returns on 
the benchmark. The quantile portfolios based on the expected return sig-
nal show the greatest spread in betas with 0.7 for the P1 and 1.3 for the 
P3 portfolio. The P3 portfolios based on the term premium signal (under 
both the mean reverting and perfect macro foresight scenarios) and 
expected return signal (under the perfect macro foresight scenario) show 
significant positive alphas.

Also the results for long-short portfolios, the difference portfolios 
(P3 − P1) and the factor portfolios, indicate excess return predictability, 
with statistically significant mean excess returns and significant, positive 
alphas. At the same time, despite these being zero-duration portfolios, all 
long-short portfolios show significant, positive betas. Compared with the 
carry signal, the term premium signal with mean-reverting macro variables 
implies higher levels of alphas and betas and higher significance levels.

Results under the perfect macro foresight assumption indicate the 
scope for further improvements in alpha and risk-adjusted returns based 
on accurate macroeconomic forecasts. The alphas of the difference portfo-
lio are higher by 12 and 16 basis points, respectively, for the expected 
return and term premium signals. The information ratios increase from 
0.28 to 0.44 and from 0.48 to 0.58 for the expected return and term pre-
mium signals, respectively.

Figure 5.4 shows the evolution of the cumulative excess return of the 
factor portfolio over time. This portfolio shows a meaningful increase in 
the cumulative excess return after 1970 (the point in time when data on 
all four markets is available; prior to this, only US data is available). In 
contrast, the cumulative return of the carry-based strategy shows a con-
tinuous increase only from the early 1980s onwards, possibly coinciding 
with start of the secular decline in interest rates (see Coche et al. 2017a).

5.4.2  Out-of-Sample Backtesting

To better assess the suitability of the model to support real-world decision- 
making, we repeat the analysis of time-series properties by successively 
re-estimating model parameters in an out-of-sample setting. That is, start-
ing in January 1990, monthly re-estimations of the model parameters are 
performed, and expected returns and term premia are calculated on the 

 A MACRO-BASED PROCESS FOR ACTIVELY MANAGING SOVEREIGN BOND… 
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basis of market information available at that point in time.4 As before, the 
projection horizon to derive the return expectations is the subsequent 
12 months. Results of this analysis are shown in Table 5.7.

The properties of the term premium signal in the out-of-sample setting 
are broadly in line with the in-sample forecasts over the same period. 
Comparing Tables 5.7 and 5.8 of the Annex with in-sample statistics start-
ing in 1990, we find that the level and significance of coefficients in the 
regressions of the term premium on excess returns are of similar magni-
tude, both for mean reverting and perfect foresight macro. Further, R2s, 
accuracy numbers and F1 scores are comparable. However, the statistical 
significance and explanatory power of the expected return signal appears 
to be weaker in the out-of-sample setting.

Compared with the carry signal (right panel of Table 5.4), the expected 
return and the term premium signals both under the mean reverting and 
under the perfect foresight macro scenarios show higher significance levels 
and higher explanatory power.
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5.5  dIScuSSIon

Asset prices are driven by a wide range of factors. The role of the active 
portfolio manager is to develop a good understanding of these return driv-
ers in order to understand and manage the risks embedded in the portfolio 
and to seek to add value (outperformance) relative to the benchmark.

Macroeconomic cycles—with fluctuations in inflation and the output 
gap—and future prospects for the economy have a fundamental influence 
on bond prices. Data relating bond prices to the macroeconomic state of 
the economy is available over many decades—and this relationship is cap-
tured by the model we have presented.

We have shown that with perfect foresight on macro developments, the 
model can generate statistically significant excess returns. Nevertheless, 
the model also generates significant excess returns with a naïve (AR1) 
projection of macro variables—this is less expected and while the back-
tested results of the model are very encouraging, we need to guard against 
being overconfident in the ability of generating excess returns solely on 
the basis of a model. We should recognise that financial markets in gen-
eral—and G7 government bond markets in particular—are likely to be, to 
a high degree, informationally efficient, with a large number of sophisti-
cated players seeking to maximise profit. Thus, there should be no easy 
opportunities to outperform. This leads us to question the excess return 
generated by the model in our out-of-sample backtesting. We contemplate 
three possible explanations:

 (1) Data mining—that is, we have changed the model specification 
until we found one that “works”;

 (2) The model has identified risk factors that can be exploited for gen-
erating higher return by earning the risk premiums associated with 
these factors; and

 (3) The model has identified inefficiencies in the market that can be 
exploited for generating excess return without additional risk.

A model that only works because of data mining is a useless model as it 
will stop working going forward. The economic rationale underpinning 
the model specifications adopted in this chapter (e.g. a Taylor rule 
approach for the short rate) and the fact that the “no-model” carry signal 
also generates excess return provide considerable confidence that data 
mining is not the dominant source of excess return predictability.
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It is healthy to be sceptical of the suggestions that we have found a 
formula to generate excess returns without assuming additional risk in the 
very efficient government bond markets we are analysing. We would 
therefore lean towards the suggestion that the model exploits one or mul-
tiple risk premiums in generating excess returns.

Risk premiums are time-varying and not perfectly correlated across dif-
ferent markets. A signal (such as carry or the model expected return) that 
picks up on the size of the risk premium can then be used to take on addi-
tional (duration) risk when such risk is most rewarded and shed risk when 
it is poorly rewarded. We note the counter-cyclical nature of this strategy 
as more exposure is taken at a time when other investors shy away from 
assuming such exposure.

The results of backtesting the model show that excess returns could 
have been generated if we had had perfect foresight on macroeconomic 
developments. This is reassuring as it confirms that macro fundamentals 
are one driver of bond prices. Unfortunately, real-world portfolio manag-
ers do not have perfect foresight, and accurately forecasting the future 
state of the economy may be as challenging as accurately forecasting future 
bond prices. While portfolio managers will have developed their own view 
on the evolution of the economy, the market will already have “priced-in” 
some form of consensus view of future macroeconomic development into 
current bond prices, making outperformance difficult even with a well- 
informed outlook on the macro economy.

In using the model, we also need to recognise that the relationship 
between the state of the economy and bond prices may have evolved over 
time. Over the past 30 years we have witnessed a dramatic fall in yield levels 
in developed markets, it is believed that the real neutral rate has also fallen 
over this period.5 Furthermore, the recovery following the 2007–2008 
financial crisis has been particularly shallow and government bond markets 
have been distorted by large-scale purchases of longer- maturity bonds, 
with the specific objective of reducing long-term financing costs (i.e. reduc-
ing long-term yields and compressing the term premium).

For the above reasons, the model will always remain only one input to 
our active investment decision-making process—with the final decision 
ultimately being a judgement call made by the portfolio manager.6 While 
model signals are not automatically implemented, the model signal pro-
vides a valuable indicator of current over- or under-valuation of bonds in 
a historical context and serves as a cornerstone for the financial market 
discussion and the investment decision-making that follows.
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Beyond forecasting the return on bonds of different maturity, the 
shadow short rate modelling framework can provide the portfolio man-
ager with some insight into the normalisation or “lift-off” of the policy 
rate, as progress towards the central bank’s macroeconomic policy 
 objectives results in the shadow short rate approaching the lower bound 
(from below) and eventually in an increase in the actual policy rate.

In this chapter, we focused on the application of the macro-based yield- 
curve model to support active decision-making within and across govern-
ment bond markets. For the cross-market positions, we assumed that 
currency hedging costs are closely matched by short-rate differentials. The 
model could be extended to account for deviations from the covered 
interest rate parity in which the currency hedging cost differs from short- 
rate differential. The model could also be extended to model currency 
movements—which are in part conditioned by the evolution of short-rate 
differentials that is already modelled.

5.6  concluSIonS

Active portfolio management is a difficult task, in particular, if it aims at 
outperforming a benchmark of securities in deep, liquid, and well- 
researched fixed-income markets. While current bond prices are observ-
able, their future values are not. Expectations about the horizon value of 
bonds are thus required. In this chapter, we propose a model that estimates 
these future values by connecting a modified Taylor rule with a rotated 
Nelson-Siegel yield-curve model. This set-up evaluates a central bank’s 
interest rate target in response to economic and inflation developments. 
Furthermore, the chosen approach allows for modelling a negative “shadow 
short rate” even when the actual policy rate is restricted by the zero lower 
bound. From the estimates of the monetary policy rate, the yield-curve 
model dynamically constructs the level, slope, and curvature of future term 
structures. By comparing the current bond prices with the future projec-
tions of these prices, return and term premium estimates are developed.

We show that there is value to be had from using the model’s expected 
return and term premium signals to guide portfolio construction even 
under the naïve mean-reverting macro data assumption. The value of using 
the model to guide portfolio construction increases significantly with per-
fect foresight on the evolution of macro data. This result supports the inte-
gration of macro forecasts into the investment decision-making process.
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Table 5.8 In-sample backtest (1990 to 2016)

Instrument Mean-reverting macro Perfect foresight macro

b t(b) R2 Accuracy F1 
score

b t(b) R2 Accuracy F1 
score

Expected return
US 2Y 1.61 (3.16)*** 0.19 0.78 – 1.82 (7.97)*** 0.50 0.82 0.24
US 5Y 1.56 (3.42)*** 0.18 0.75 0.31 1.98 (6.68)*** 0.41 0.81 0.32
US 10Y 1.51 (3.76)*** 0.20 0.66 0.45 1.73 (4.61)*** 0.29 0.79 0.44
DE 2Y 0.77 (1.53) 0.08 0.47 0.38 1.17 (5.78)*** 0.57 0.83 0.68
DE 5Y 0.98 (2.85)*** 0.11 0.58 0.31 1.60 (7.09)*** 0.51 0.83 0.56
DE 10Y 0.83 (2.39)** 0.10 0.61 0.44 1.33 (4.58)*** 0.27 0.79 0.58
UK 2Y 1.23 (4.08)*** 0.28 0.60 0.51 1.01 (3.71)*** 0.40 0.68 0.50
UK 5Y 1.06 (3.73)*** 0.22 0.66 0.53 1.15 (5.63)*** 0.37 0.74 0.43
UK 10Y 0.90 (4.26)*** 0.19 0.58 0.52 0.91 (6.12)*** 0.20 0.75 0.55
JP 2Y 1.29 (4.85)*** 0.51 0.75 – 1.41 (5.91)*** 0.58 0.83 –
JP 5Y 1.04 (5.31)*** 0.44 0.70 – 1.12 (6.30)*** 0.49 0.79 0.09
JP 10Y 0.77 (5.17)*** 0.32 0.63 0.31 0.80 (5.30)*** 0.35 0.69 0.28

Term premium
US 2Y 1.36 (1.85)* 0.11 0.76 0.14 2.05 (3.83)*** 0.27 0.81 0.23
US 5Y 2.31 (2.92)*** 0.18 0.76 0.16 3.24 (7.62)*** 0.42 0.79 0.20
US 10Y 2.84 (3.23)*** 0.16 0.73 0.29 3.18 (3.90)*** 0.28 0.78 0.30
DE 2Y 0.84 (1.22) 0.07 0.56 0.40 2.19 (6.58)*** 0.40 0.69 0.50
DE 5Y 1.53 (2.77)*** 0.12 0.52 0.35 2.79 (7.98)*** 0.56 0.80 0.57
DE 10Y 1.46 (1.90)* 0.07 0.57 0.44 1.97 (4.25)*** 0.25 0.75 0.52
UK 2Y 1.28 (4.16)*** 0.33 0.66 0.43 1.50 (6.22)*** 0.52 0.69 0.46
UK 5Y 1.66 (4.15)*** 0.26 0.66 0.50 1.80 (6.14)*** 0.40 0.75 0.54
UK 10Y 1.88 (3.45)*** 0.16 0.61 0.53 1.56 (4.54)*** 0.17 0.71 0.49
JP 2Y 2.15 (5.01)*** 0.56 0.74 0.02 2.41 (5.98)*** 0.66 0.75 –
JP 5Y 1.86 (5.50)*** 0.47 0.70 – 2.09 (6.48)*** 0.54 0.75 0.07
JP 10Y 1.71 (5.10)*** 0.32 0.66 0.15 1.89 (5.12)*** 0.35 0.75 0.24

***p<0.01, **p<0.05, *p<0.1

annex

noteS

1. Determined by geometrically linking monthly returns of zero-coupon 
bonds of the target maturity (from one- to ten-year) at the start of the 
month.

2. The F1 score is applied to distinguish the assessed approaches from a simple 
strategy, which always assumes a positive excess return. The latter strategy 
would actually show good accuracy in an environment where negative excess 
returns are less frequent than positive excess returns, as this was the case for 
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the major bond markets since the early 1980s. However, the F1 score of 
such strategy would approach zero due to poor recall performance.

3. More precisely, P1 comprises bonds ranked 28 to 40 (13 bonds), P2 com-
prises rank 15 to 27 (13 bonds), and P3 comprises the first 14 ranked bonds.

4. The out-of-sample backtest is based on GDP data as available at the time. As 
GDP estimates are regularly revised and today’s GDP estimates differ from 
estimates available at the time of decision-making, the out-of-sample back-
test may be biased in this respect. However, the perfect foresight scenario is 
anyway seen as hypothetical ceiling analysis aimed at assessing improvements 
in the model’s excess return predictability from having better macro 
forecasts.

5. In the practical application of the model presented in this chapter, we revise 
the estimated parameters of the modified Taylor rule to lower the implied 
real neutral rate of interest below historical values.

6. Having said this, we note that at some asset managers, investment decisions 
are almost entirely rule based, with, for example, the portfolio systematically 
tilted to higher carry instruments.
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CHAPTER 6

Carry On?

Joachim Coche, Mark Knezevic, and Vahe Sahakyan

6.1  IntroductIon

For institutional investors, factor-based investing has become a significant 
innovation in recent years. Factor-based investing aims at improving risk- 
adjusted returns, and it can be applied with a systematic approach at vari-
ous levels in the investment decision-making process. For instance, a 
factor-based approach can be applied at the Strategic Asset Allocation 
(SAA) level and at the Tactical Asset Allocation (TAA) level. At the strate-
gic level, a factor-based approach replaces, in the allocation decision, asset 
classes by risk factors. The value of this is that, as illustrated during the 
Great Financial Crisis in 2008–2009, asset class returns have been seen to 
be driven by common risk factors, so that portfolios traditionally consid-
ered to be diversified (based on an analysis at the asset class level) may not 
be as diversified as we might like to believe. Meanwhile, correlations across 
risk factors could be somewhat lower than across asset classes. Diversification 
derived at the risk factor level should therefore be more robust to market 
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turbulence compared to diversification derived by looking at the asset class 
level only (Page and Taborsky 2011).

Ang et  al. (2009), when reviewing the performance of the external 
active managers of the Norwegian Government Pension Fund (NGPF) 
with particular reference to the volatile period associated with the Great 
Financial Crisis, found that a significant part of the total NGPF returns 
represented by the external active managers is actually explained by a num-
ber of well-known risk factors. One consequence for the institutional 
investor is that rather than relying on external active managers to provide 
alpha, who in practice actually may just implement what amounts to some-
thing like factor-based investment strategies anyway (albeit for an active 
management fee), the institutional investor could more simply and trans-
parently invest in (or, for the sufficiently sophisticated investor, construct 
for themselves) rules-based portfolios or index products with factor tilts.

At the tactical level, the factor-based approach implements rules that 
are used to build portfolios by choosing and/or sorting assets based on 
whether they exhibit particular characteristics. The idea of developing and 
implementing a rules-based approach that provides a premium to a classic 
passive weighting scheme—say market capitalization—by way of exposure 
to a particular factor, or suite of factors, clearly has some attraction for the 
tactical investment process; although to harvest the factor premiums, a 
long-term investment horizon may be needed (Blitz 2012). In any event, 
many studies, cited below, have shown that factor-based investing can pro-
duce excess risk-adjusted returns.

A key question then is whether there are factors that can provide an 
improvement to risk-adjusted returns and that can be applied on a system-
atic basis (whether at the strategic or tactical level). The question of 
whether such factors exist originally was of academic interest after research-
ers found factors that were anomalies in the framework of the classic asset 
pricing models (and so appeared to question the validity of such models). 
These factors—variables that had no special standing in classic asset pric-
ing theory—appeared to be systematically and persistently associated with 
excess returns. Much work has gone into trying to explain their existence 
including the following: (1) that an asset pricing model is simply not cap-
turing a component of systematic risk, (2) that they do in fact represent 
compensation for risk consistent with the Efficient Markets Hypothesis 
(EMH), or (3) they represent behavioural aspects of agents operating in 
markets (Moskowitz 1999).

As Koedijk et al. (2016) discuss, typical factors can be classified as eco-
nomic (e.g. inflation, GDP growth), stylistic (e.g. value, growth momen-
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tum, term premium, volatility, and liquidity), or strategic (e.g. carry, 
trends, and calendar anomalies). A large body of research has been devoted 
to the topic over the last few decades. The above-mentioned factors, 
 particularly value and momentum, seem to be mainstays in the literature, 
but the amount of research dedicated to uncovering new factors has 
expanded dramatically over the last decade, underlying its importance and 
interest from academics and practitioners alike. The meta-study by Harvey 
et al. (2016) catalogues 316 factors (in equity markets) and includes many 
“non-traditional” concepts, relying on novel proxy data, such as “com-
pany media coverage”, “investor sentiment”, and “fraud probability”. Not 
surprisingly, the above study points out that the supposed significant 
results for such factors may be a spurious result of data mining.

At the tactical level, equity portfolios have received a lot of research 
focus, but the literature on bond markets still goes back some decades. It 
originated with tests of the Expectations Hypothesis (EH) of the term 
structure (Fama and Bliss 1987; Campbell and Shiller 1991). Evidence of 
return predictability, based on a factor, could be construed as violating 
theory (or require a reworking of the theory). By the late 1990s, the line of 
research seemed to suggest that there was widespread agreement that the 
EH model was deficient, implying risk premiums are time-varying. The 
focus shifted to determining what, and to what extent do, factors drive 
premia (Deaves 1997) and provide meaningful economic returns. To cite 
some recent research, several studies have looked at macroeconomic factors 
and the US Treasury market (Rezende 2015; Ludvigson and Ng 2009; 
Piazzesi and Swanson 2004; Ghysels et al. 2014). Other studies conduct 
analysis across markets looking at factors such as the ratio of past wealth to 
current wealth, a bond’s relationship to the stock market, the term pre-
mium, the real bond yield (Ilmanen 1995; Silva et al. 2003), and value and 
momentum (Asness et al. 2013). Finally, many studies test a range of fac-
tors including forward spreads and macroeconomic variables (Gargano 
et al. 2014; Engsted et al. 2013). Lin et al. (2014) look at liquidity and 
credit spread factors, among others, in the US corporate bond market; 
Greenwood and Vayanos (2014) find that bond supply appears to predict 
long-term bond returns even after controlling for other factors.

6.1.1  Carry

In this study we aim to assess at a tactical level the quality of carry as a fac-
tor for bond market portfolios. The fundamental question is whether 
adopting carry investment strategies could improve portfolio performance 
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in terms of both risk and returns. The attraction of carry—given its broad 
definition that it is the return on the forward if the spot price of the asset 
stays the same over the holding period—is that it has the benefit of being 
a model-free signal so there is no uncertainty on model parameters and no 
dependence on macroeconomic data, so that we may be more confident 
about back-testing a carry strategy rather than for more complex strategies 
and models. It also has a straightforward application to fixed income assets 
as detailed below. We acknowledge that the concept of carry as a factor is 
not particularly new, but would point at that its application has historically 
been limited largely to carry trades in foreign exchange markets.1 
Moreover, recently carry has received some renewed attention as evidence 
shows it can be a successful strategy for a number of asset classes, in addi-
tion to the currency carry trade.

One recent study is Koijen et  al. (2018), in which carry is analysed 
across markets and asset classes (bonds, equities, currencies, commodities, 
credit, and equity index options). Ten sovereign bond markets are studied 
for the ten-year maturity. The authors find that carry strategies show evi-
dence of excess returns and provide properties that are not explained by 
other factors (such as value and momentum). Furthermore, carry strate-
gies (across all asset classes analysed) appear to coincide with deteriorating 
aggregate states of the global economy and periods of higher volatility, so 
that returns to carry strategies may be compensation for time-varying risk 
premia. The authors find that this appears to be a global phenomenon, so 
there may be a common risk faced by all carry strategies across all asset 
classes.

Ahmerkamp and Grant (2013a) examine carry and momentum across 
markets and asset classes. Both factors separately, and combined, show 
evidence of return predictability across asset markets. Their analysis for 
bonds looks at only five of the largest bond markets but for several maturi-
ties. The authors show that returns on carry strategies cannot be explained 
by other risk factors; momentum strategies are highly co-moving with 
carry strategies; and a combination of carry, momentum and long-only 
strategies appears to explain a significant proportion of variability in 
returns for a number of hedge fund index strategies.2 In a follow-up paper 
by Ahmerkamp and Grant (2013b), the authors find that the segmented 
markets thesis3 may explain the success of carry, where carry-strategy 
returns are related to hedge fund capital flows—and future expected 
returns tend to decrease as hedge funds’ funds under management, 
assumed to be deployed for the purposes of the related strategy, increase.
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Baz et al. (2015) show that carry is a meaningful signal for range of 
asset classes. This study uses interest rate swap markets, but examines ten 
developed markets and, interestingly, four emerging market economies 
(Hungary, Poland, South Africa, and the Philippines).

6.1.2  Our Research

We examine carry in sovereign bond markets of developed economies and 
attempt to add to recent studies for this particular asset class. The focus on 
a single asset class allows a deeper and more specialized investigation. We 
utilize a larger data set spanning a longer time period (for periods encom-
passing both increases and decreases in general interest rates) across a wide 
number of government bond markets. We also construct yield curves to 
be able to calculate carry signals for a larger number of maturity points for 
the markets in question. In addition, we take into account the effect of 
transaction costs, a variable which previous studies have generally not 
examined, but one that is obviously key when considering the economic 
effectiveness of an investment strategy.

The rest of this chapter is set out as follows. Sect. 6.2 summarizes the 
methodology and data applied. Sect. 6.3 provides the empirical findings and 
draws out some implications and interpretations of the results. Sect. 6.4 
concludes this chapter.

6.2  Methodology and data

To assess the carry strategy (taking into consideration concepts of con-
tinuousness, time-persistence, and pervasiveness4), we break down our 
analysis into three parts: cross-market, cross-curve, and cross-market and 
cross-curve. We first conduct a cross-market analysis for all markets (the 
USA, Germany, the UK, Japan, Canada, Switzerland, Australia, Sweden, 
Norway, and New Zealand) for two-year, five-year, and ten-year maturi-
ties. In this case, a portfolio is constructed based on the relative carry of 
markets, though the portfolio can only invest in one bond maturity in 
each market.5 Second, for four major bond markets that have the longest 
time series data available (the USA, Germany, the UK, and Japan), we 
examine carry strategies across the curve (from the one-year to the ten- 
year maturity at yearly increments) within each market. This setting 
restricts a portfolio to a single market, but within each market the portfo-
lio invests in bonds across the curve according to a bond’s carry signal. 
Third, for the same four major bond markets, we conduct a cross-market 
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and cross-curve analysis. In this most unconstrained setting, a portfolio is 
constructed on the basis of the relative carry of bonds across the curve and 
across markets.

6.2.1  Data

The data sources are shown in Table 6.1. The yield data, on a monthly 
basis, for the ten markets is obtained from central bank websites, where 
available, and Bloomberg Valuation Service (BVAL) where necessary. Four 
major markets have data availability going back several decades, with the 
US Treasury market having the longest history. Using the yield data we 
utilize the Nelson–Siegel approach to construct the full-term structures 
of Zero Coupon (ZC) yields for all markets in the analysis.6 The studies 
that calculate carry for fixed income usually utilize bond futures data 
where available, or construct synthetic futures data using ZC curves for 
markets that do not have large or liquid bond markets. Our approach 
enables us to calculate carry for any maturity point in the term structure. 
The analysis in terms of maturity points in bond markets, then, is not lim-
ited by the limited maturity points for bond futures markets (where even 
for the largest bond markets, at most, liquid bond futures are available for 
two-year, five-year, and ten-year maturity points). Table 6.2 provides sum-
mary statistics including returns, volatility (standard deviation), probabil-
ity of loss, and VaR returns at the 99% confidence interval for the ten-year 
maturity of the markets used in the analysis, with the sample period begin-
ning in 1975 for the four markets with data going back this far, and for the 
respective starting dates for the other markets (e.g. 1982 for Canada). The 
sample period ends in May 2016.

Table 6.1 Data sources of sovereign bond yields

Country Starting date Source

United States June 1953 US Federal Reserve Board (H.15)
United Kingdom January 1970 Bank of England
Germany August 1974 Bundesbank
Japan September 1974 Ministry of Finance (Japan)
Canada June 1982 Bank of Canada
New Zealand March 1985 Reserve Bank of New Zealand
Norway December 1994 Norges Bank
Sweden December 1995 Bloomberg (BVAL)
Australia December 1995 Bloomberg (BVAL)
Switzerland January 1998 Swiss National Bank
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6.2.2  Calculating Carry

Carry corresponds to the bond’s income plus the capital gain that arises 
from the slope of the curve when a bond rolls down the curve through 
time. Yield curves historically slope upwards, although the steepness of the 
slope undergoes significant change through the business cycle. As shown 
below, all things equal, the steeper the yield curve, the greater the carry.

Carry can be calculated from current spot and futures prices as shown 
in Koijen et al. (2018). The total return on an asset over a particular time 
period is given by
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where rTR
t+1 is the total return from the current period, t, to the next period, 

t + 1, Ft, t + 1 is the current (t) price of a futures contract that expires in the 
next period (t + 1), Xt is the amount of capital that finances the investment 
in each futures contract, and rt

f is the current risk-free rate. Ft +1, t +1 is then 
the next-period price of the futures contract that expires next period (i.e. the 
price of the futures contract at its expiry). The excess return is thus the total 
return over the risk-free rate, that is, subtracting rt

f from (6.1) gives
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Table 6.2 Summary statistics for ten-year zero coupon bonds (annual basis)

Average return (%) Volatility (%)

USA 6.5 11.7
Germany 8.9 9.2
UK 10.8 11.9
Japan 6.6 7.9
Canada 11.1 11.1
New Zealand 10.8 11.9
Norway 6.9 7.3
Sweden 5.9 7.4
Australia 6.6 8.6
Switzerland 4.6 5.7

Start date of samples for markets according to data availability shown in Table 6.1
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The broad definition of carry provides that spot prices remain constant 
over the investment holding period. This implies that
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(6.3)

As a result, carry Ct is calculated7 as
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A fully collateralized position provides that Xt = Ft,t + 1. We now apply this 
general formulation to bond markets. In our setting we examine monthly 
data so the holding period, t to t + 1, will be one month. The current price 
of a bond futures contract, expiring in one month, for a bond maturing in 
τ-years is given by
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Substituting this into Eq. 6.4, where 1 m represents one month, we get
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This approximates (through Taylor series expansion) to a more intuitive 
expression
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Ultimately, as Eq. 6.7 shows, carry can be decomposed into the slope 
of the yield curve, the difference between the bond yield maturing in 
τ-years and the short-term risk-free rate, and, as mentioned above, the 
price change from the bond rolling down the yield curve. As Eq. 6.7 
shows, carry will be bigger when the slope is steeper.

For cross-curve comparability, we adjust position sizing of investments 
in different maturities so that all bonds have similar risk profiles. This is 
done by adjusting for duration, dividing the carry return for each maturity 
bucket by each bucket’s duration.

Table 6.3 shows summary statistics (mean and volatility) of the carry 
signals for each of the markets in the analysis for all maturity points at 
yearly increments. Generally speaking, the carry signal strength increases 
for longer maturities across all markets.

Table 6.3 Summary statistics of excess carry signals by country and maturity

1Y 2Y 3Y 4Y 5Y 6Y 7Y 8Y 9Y 10Y

USA 0.52 0.98 1.22 1.35 1.42 1.46 1.48 1.49 1.49 1.49
(0.62) (0.93) (1.16) (1.36) (1.49) (1.58) (1.63) (1.66) (1.67) (1.68)

DE 0.09 0.61 1.08 1.41 1.62 1.75 1.82 1.86 1.89 1.90
(0.81) (1.22) (1.48) (1.67) (1.80) (1.88) (1.92) (1.95) (1.96) (1.97)

UK −0.34 0.00 0.36 0.64 0.82 0.93 0.99 1.02 1.04 1.05
(1.55) (1.75) (1.77) (1.93) (2.13) (2.27) (2.37) (2.43) (2.46) (2.48)

JP −0.31 −0.03 0.32 0.60 0.79 0.91 0.98 1.02 1.04 1.05
(0.85) (1.18) (1.33) (1.43) (1.49) (1.53) (1.56) (1.57) (1.58) (1.58)

CA 0.60 1.22 1.37
(1.20) (1.59) (1.70)

CH −0.18 0.55 0.80
(1.43) (1.74) (1.80)

AU 0.03 0.48 0.62
(1.45) (1.58) (1.58)

NO 0.12 0.72 0.90
(1.06) (1.45) (1.55)

NZ −0.38 −0.15 −0.08
(1.67) (2.15) (2.24)

SE 0.74 1.53 1.73
(0.78) (0.91) (0.96)

Start date of samples for markets according to data availability shown in Table 6.1
Full-sample mean and standard deviation (in brackets), percentages
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6.2.3  Constructing Carry Strategy Portfolios

We back-test the performance of the carry strategy by constructing port-
folios whose composition reflects the relative strength of the carry signal 
(in the three settings as outlined above). We follow the scheme set out in 
Asness et al. (2013). Securities are ranked according to the strength of the 
carry signal. In the case of cross-market analysis, this means ranking across 
markets only for each bond maturity; for the cross-curve analysis, ranking 
occurs for bonds across the curve only, within each market.

For the portfolios, we construct three long-only portfolios or quantiles: 
a “high” carry quantile portfolio (designated P3), a “middle” carry quan-
tile portfolio (P2), and a “low” carry quantile portfolio (P1). Assets falling 
in the high quantile demonstrate greater carry than assets in the other two 
quantiles. However, once assigned to a particular quantile, the assets in 
each quantile are equally weighted. The cut-off points, based on the carry 
signal, for the quantiles are assigned so that there are the same number of 
assets in each quantile (i.e. a lower third, a middle third, and an upper 
third, so the lower third assets will exhibit the lowest carry signal, and the 
upper third assets exhibit the highest carry signal). If carry is meaningful, 
the high-carry quantile portfolios should outperform the others. The 
quantile portfolios are rebalanced monthly on the basis of the relative 
carry between assets.

In addition to these long-only carry quantile portfolios, we construct a 
carry “factor portfolio”, which is a long/short neutral portfolio, effectively 
to encapsulate a portfolio strategy that funds investments in  high- carry 
assets by shorting low-carry assets. The factor portfolio takes a position in 
all assets (from i = 1, …, N) weighted (and invested in or shorted) accord-
ing to each asset’s carry ranking relative to the average carry signal rank; so 
long positions are taken in high-carry-ranked assets, and short positions 
are taken in low-carry-ranked assets, as given by Eq. 6.8
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(6.8)

where i denotes the particular asset, at time t, for the signal C (carry). A 
scaling factor ct is included to scale the portfolio to one dollar long and 
one dollar short. Summing across all the weights wit

C( )  results in zero at 
each point in time (thus, long-short neutral). The return for the factor 
portfolio is then just the sum of the return of each security scaled by the 
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weight provided by Eq. 6.8. The factor portfolio, being long-short neu-
tral, should have no explicit directional exposure to the underlying asset 
but only exposure to the factor itself. Following the formula above, the 
cut-off point between high-carry assets and low-carry assets will effectively 
be the mid-point in the asset ranking, so the factor portfolio, for each 
analytical setting, will be long in half of the assets (with higher carry sig-
nals) and short the other half. It may therefore be considered more of a 
“pure play” exposure to the signal. In addition to this long-short factor 
portfolio, we also construct a differential portfolio, which is defined as the 
highest carry quantile portfolio minus the lowest carry quantile portfolio 
(i.e. P3 − P1). The differential portfolio should have results similar to the 
long-short factor portfolio. Again, the factor portfolios and the differen-
tial portfolio are rebalanced monthly.

If carry “works”, high carry strategies and the carry factor portfolio 
should outperform low-carry portfolios and the benchmark. For the 
benchmark, we construct an equally weighted long-only portfolio—that 
is, all the assets are equally weighted regardless of carry signal. The bench-
mark is also used to estimate the carry portfolios’ alphas and betas and to 
calculate tracking errors and information ratios. The benchmark calcula-
tion will differ for each analytical setting. That is, for example, for the 
cross-curve setting, the benchmark comprises only the assets, equally 
weighted, in that particular market (so ten instruments from the one-year 
to the ten-year maturity equally weighted), whereas the benchmark for the 
cross-curve cross-market will equally weight 40 instruments (across the 
four countries for the ten assets in each country).

6.2.4  Transaction Costs

The bond markets we examine are mostly large and relatively liquid, but 
the impact of transaction costs (arising from the requirement to rebalance 
portfolios each month as relative carry between assets changes) still needs 
to be considered to get a true sense of the economic extent of potential 
excess returns from a carry-based strategy. As such, we impose a round- trip 
(buy and sell) transaction cost of 2.5 basis points for the most liquid mar-
kets (the USA, Germany, Japan, and the UK) and 5 basis points for the 
other, less liquid, markets. The transaction costs are applied for the monthly 
rebalancing for all portfolios. Given the equal application of the round-trip 
cost for all portfolios, overall transaction costs for each portfolio will then 
depend on the turnover. For the carry portfolios, this would largely reflect 
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the relative change in the carry signal between the securities in the analysis. 
For instance, the high-carry quantile portfolio in the cross- curve analysis 
would likely incur more trading activity (and therefore higher trading costs) 
than the equal-weighted benchmark.

6.3  results

The results are provided below in the three sub-sections for the (1) cross- 
market, (2) cross-curve, and (3) cross-market and cross-curve analysis. For 
each analytical setting, we calculate cumulative returns over the sample 
period and regress the returns of the carry portfolios on the market bench-
mark to estimate the relationship of returns between the strategy and the 
market (beta), any excess returns (alpha), and compare measures of risk- 
weighted returns, the Sharpe ratio, and information ratio. As a cross-check 
to the factor portfolio results, we construct a long-short portfolio from 
the high- and low-carry quantiles, which invests in the high-carry quantile 
and shorts the low-carry quantile. We construct a cumulative return series 
of the factor portfolio net of modelled benchmark returns to visualize the 
extent of the impact of benchmark returns for the carry investment strat-
egy. Finally, we examine fluctuations in the correlation of the returns of 
carry strategies with benchmark (or market) returns to provide some 
insight into what may be driving compensation for carry.

6.3.1  Cross-Market

Figure 6.1 shows the cumulative returns for cross-market investment strat-
egies for two-year, five-year, and ten-year maturities. Table 6.4 provides the 
related statistics for the three quantile portfolios, the P3 − P1 portfolio, the 
factor portfolio, and the benchmark. We present the strategy statistics both 
for the full data available and for a subset of the data starting from 1983 in 
Table 6.5 to facilitate a comparison to the analysis by Koijen et al. (2018).

According to Fig. 6.1, the high-carry quantile portfolios, namely P3, 
consistently outperform the lower quantile portfolios and the benchmarks 
for all three maturities. However for the portfolios P1 and P2, the order-
ing of the performances is not completely continuous. That is, over the 
full sample P1 outperforms P2 for the five-year and ten-year maturities, 
but for the five-year maturity the mean return of the P1 portfolio exceeds 
that of the P2 portfolio. Table 6.4 shows for portfolio P3 positive and 
significant alphas for the two-year and five-year maturities, but alpha is 
insignificant for the ten-year maturity. Beta is close to one for the two-year 
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Fig. 6.1 Cross-market carry strategies: cumulative returns indices
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and five-year maturities and is slightly higher than one for the ten-year 
maturity. The alphas for P1 and P2 are negative across all maturities, but 
mostly insignificant. Beta is at least one or greater for P2, but consistently 
less than one across all maturities for P1. Sharpe ratios increase progres-
sively from P1 to P3 for the ten-year maturity. The performance of the 
long-short portfolios is somewhat mixed across all maturities. The alphas 
are only significant for the two-year maturity for both, the alpha for the 
factor portfolio is statistically significant for the five-year maturity, and for 
the ten-year maturity, none of the alphas is significant.

The sub-sample results using data for 1983 and onwards, shown in 
Table 6.5, are more encouraging, and more in line with what is reported 
in the literature. Moving from P1 to P3 across the three maturities, the 
information ratios, Sharpe ratios, and alphas increase, generally moving 
from negative alpha for the low-carry portfolio P1 to positive (and more 
significant) alpha for the high-carry portfolio P3. Betas for all maturities 
are slightly higher for P3 (particularly for the two-year and ten-year matur-
ities where beta is 1.1). The long-short portfolios also show improved 
statistics. Alpha is positive and significant for the P3 − P1 and the factor 
portfolios across all maturities, with the alpha estimates appearing to get 
larger as the maturity increases. Meanwhile, the beta estimates are not 
statistically significantly different from zero. The stronger results for this 
sub-sample appear to be more in line with the findings from Koijen et al. 
(2018) despite a few methodological differences, a data-set ending in 
September 2012, and no application of transaction costs in the Koijen 
study.

Figure 6.2 focuses on the performance of the factor portfolio versus the 
benchmark. The upper panel of Fig. 6.2 compares the monthly returns 
from the factor portfolio to the benchmark for the full data sample. There 
appear to be periods in which the returns tend to co-move—for instance, 
in the early 1980s—but then other periods when returns appear to be 
independent. In line with this observation, the middle panel shows fluc-
tuations in the 36-month rolling correlation between returns from the 
factor portfolio and the benchmark (averaged over the three maturities). 
The correlation fluctuates alongside changes in the global carry signal, 
which is measured as the average carry across the three maturity points for 
all ten markets and using a 36-month rolling window. The relationship 
between the correlation of returns and the carry signal looks to be particu-
larly strong up until the mid-1990s and again from the early 2000s. We 
observed similar phenomena for different time horizons.

 CARRY ON? 
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Fig. 6.2 Cross-market carry strategies: factor portfolio returns and correlations
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The bottom panel of Fig. 6.2 compares the cumulative returns of the 
factor portfolios for the three maturities to the factor portfolios net of 
benchmark returns to assess the extent to which the return of the factor 
portfolio can be explained by benchmark returns. Essentially stripping out 
benchmark returns in this way, we find there is little impact on overall 
cumulative returns for the factor portfolios for two-year and five-year 
maturities. However, stripping out benchmark returns does have an impact 
on overall cumulative returns for the ten-year maturity. That is, for this 
maturity bucket, a significant portion of the factor portfolio’s returns can 
be actually explained by the benchmark.

6.3.2  Cross-Curve

The top panel of Fig. 6.3 shows the cumulative returns of the factor port-
folios for the cross-curve investment strategies for the USA, Germany, 
Japan, and the UK, starting from 1975. The UK factor portfolio shows 
the highest cumulative return of 15.4% over the period, but most of this 
return occurs in the first two years. For the USA and Germany, the strat-
egy implies only modest total cumulative returns of 2.4% and 4.7%, respec-
tively. Only for Japan does the strategy show significant and relatively 
steadily increasing cumulative returns for an overall return of 10.4%.

The statistics provided in Table  6.6 are consistent with this visual 
inspection. The alphas of the factor portfolios are only statistically signifi-
cant for the UK and Japan. These markets also show significant betas 
(although negative in the case of Japan). For the USA and Germany, the 
alphas and betas of the factor portfolios are not statistically significantly 
different from zero and for the USA the low-carry P1 portfolio shows a 
higher mean return than P2.

The bottom panel of Fig. 6.3 shows, for each market, the 36-month 
correlation between returns from the factor portfolio and the related 
country benchmark, compared to the 36-month average carry across all 
maturities. Much like in the comparative results in the previous section, 
there is substantial variation in the correlation between benchmark and 
factor portfolio returns in the four markets over time, and, this coincides 
with the carry signal in each market (as shown in the lower four panels of 
Fig.  6.3). The relationship appears weaker in Japan (particularly from 
1990 onwards) and there appears to be a structural break in Germany 
from around 2013 and onwards where the carry signal declined while cor-
relation increased.
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Fig. 6.3 Cross-curve carry strategies: cumulative returns and correlations
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6.3.3  Cross-Market and Cross-Curve

For the cross-curve, cross-market setting (again using the USA, Germany, 
Japan, and UK markets), portfolio P3 outperforms and the other portfo-
lios, P1 and P2, underperform the benchmark as shown in the top panel 
of Fig. 6.4. From 1975 to the end of the sample period, P3 had a cumula-
tive return of 31.4% compared to P1 and P2, which returned 5.9% and 
18.1%, respectively. The factor portfolio returned 20.6%. Table 6.7 shows 
that moving from P1 to P2, mean returns, information ratios, and Sharpe 
ratios increase progressively. The betas for the three quantiles are positive 
and close to 1, with only the high quantile demonstrating positive alpha 
that is mildly statistically significant, with a beta of 1.1. The alphas also 
increase progressively, moving from negative to positive. The factor port-
folio demonstrates a positive and highly significant alpha, high Sharpe 
ratio, and significant beta of 0.27. The bottom panel of Fig. 6.4 shows 
that after a sideways movement up to 1983, there is a fairly continuous 
increase in the cumulative returns of the factor portfolio. The cumulative 
returns of the total factor portfolio over the sample period are around 24% 
as compared to the returns of the factor portfolio net of benchmark 
returns, which are around 19%.

The second panel of Fig. 6.4 again shows significant fluctuation in the 
correlation between the factor portfolio and benchmark returns. For 
instance, the correlation touches cyclical lows in February 1980, July 
1991, November 1998, and December 2007 and reaches cyclical peaks a 
few years after the lows in July 1984, December 1995, October 2004, and 
December 2011. Correlation has remained high in the years since 2011. 
The global carry signal touches cyclical lows in May 1982, October 1991, 
May 2001, and June 2008 and made cyclical peaks in January 1979, 
November 1985, December 1996, September 2004, and most recently in 
November 2011. While correlation has remained at an elevated level since 
2011, the carry signal has declined somewhat, ranging around 0.24% since 
2013.

6.3.4  Time-Varying Fluctuations and the Carry Signal

The fluctuation in rolling 36-month correlation between benchmark and 
factor portfolio returns was observed in each analytical setting. Mostly the 
fluctuations are large and coincide with changes in the carry signal (with 
the main exception of Japan in the cross-curve analysis).

 J. COCHE ET AL.
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Fig. 6.4 Cross-curve and cross-market carry strategies: cumulative returns and 
correlations
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We provide an interpretation of this as follows. The variations in 
monthly benchmark returns are mostly driven by changes in broad market 
yields. If this is the case, a reasonable assumption, positive correlation 
between the benchmark (as a proxy for broad market yields) and the factor 
portfolio implies that changes in yields of high-carry assets are larger than 
changes in yields of low-carry assets. So during the positive correlation 
phases, when benchmark yields are rising (and returns are negative), yields 
of high-carry assets will rise by more than yields of low-carry assets and the 
carry strategy would show weaker returns. Similarly, during periods when 
benchmark yields are falling (and returns are positive), yields of high-carry 
assets will fall by more than yields of low-carry assets and the carry strategy 
would show stronger returns. So, generally in times of positive correla-
tion, the return of high-carry instruments tends to be more volatile than 
low-carry instruments. During times of negative correlation, the reverse 
would hold, and the return of high-carry instruments would tend to be 
less volatile than low-carry instruments.

We observed that the correlations between factor portfolio returns and 
benchmarks fluctuate through time. The observation that these fluctua-
tions move alongside the strength of the carry signal may provide some 
insight into the sources of the strategies’ excess returns. Correlations tend 
to be high when the carry signal is high (where high-carry assets appear to 
be more volatile) and correlations tend to be low (where high-carry assets 
appear to be less volatile) in times of low carry. We interpret this as indicat-
ing that the riskiness of carry strategies varies with its compensation—that 
is, as an indication of time-varying risk premium. That is, when the carry 
signal is high, it is high for a reason: to compensate for additional risk, for 
instance, the potentially greater losses accruing to a carry strategy, com-
pared to the benchmark or low carry strategies, in the event that general 
market interest rates rise.

6.4  conclusIon

Our objective has been to analyse the properties of carry as a possible signal 
for a factor-based portfolio investment strategy. While carry has been anal-
ysed for a range of asset classes in several recent studies, in this chapter we 
have focused on carry strategies for sovereign bonds of developed econo-
mies. We split our analysis into three settings: (1) cross-market, (2) cross-
curve, and (3) cross-curve and cross-market. For each setting, we used 
longer data histories than previously employed in the related literature and 
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assessed the degree to which carry strategies result in performance that is 
continuous, time-persistent, and pervasive (across markets). We also took 
transaction costs into account.

In terms of the assessment of carry in relation to the criteria of continu-
ity, persistency, and pervasiveness, to a large extent, though with some 
exceptions, we find continuity in all three settings where it is shown that 
risk/return attributes generally improve when progressively moving from 
the low-carry portfolios to the high-carry portfolios. The average return 
differences between low- and high-carry portfolios are mostly statistically 
significant. The evidence for the other two criteria, time-persistency and 
pervasiveness, is less supportive for carry. Extending the data history to the 
mid-1970s—thereby including a period of broadly increasing yields—we 
find sideways movements in cumulative excess returns. In particular, with 
the cross-market as well as the cross-curve and cross-market analysis, 
cumulative excess returns show steady increases only from the mid-1980s 
onwards, that is, during the period of a broad decline in interest rates. 
There are also marked differences for the cross-curve strategy for different 
markets with only modest, not statistically significant, performances for 
the USA and Germany.

Further, in contrast to Koijen et al. (2018) we report, for a number of 
strategies, significant betas for the factor portfolios. Again, this observa-
tion is made when the data history is extended to the mid-1970s. As a 
result, some of the reported performance of the factor portfolio might be 
a result of exposure to the market benchmark. The strategies also exhibit 
considerable fluctuations in the correlation between returns on the factor 
portfolio and the benchmark returns. These fluctuations co-move with the 
size of the global carry signal, so that correlations are high when the global 
carry signal is high and vice versa. Our analysis and conclusion here is 
based on the carry factor only with respect to the long-only passive bench-
mark and does not take into consideration a broader set of factors, as in 
other studies, such as for instance value and momentum. Our purpose for 
this study has been to focus on carry alone, but we would look to augment 
our analysis in future studies to look at the impact of other factors.

Overall, to the question “is carry on?” we answer a conditional “yes” in 
the sense that over long horizons and across markets there is some evi-
dence of excess returns of carry strategies, and there is some indication of 
time-varying compensation for the related risks. But as highlighted above, 
there are important caveats to bear in mind. Our results, for instance, 
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depend on the prevailing yield environment. During the period of rising 
interest rates in the late 1970s and early 1980s, carry strategies under-
whelmed. In environments when the carry signal is high—likely when the 
yield curve is steep—some of the performance of carry strategies may be a 
result of exposure to the market risk factor. Overall, we might need to 
carry on with our research. It could be interesting to apply our methodol-
ogy with a combination of factors with carry, such as momentum, value, 
the term premium, and other macroeconomic variables, as well as conduct 
further analysis into the underlying drivers of carry.

notes

1. The carry trade in foreign exchange markets relates to borrowing a low-
yielding currency and investing in a high-yielding currency. According to 
uncovered interest parity (UIP) gains from the interest rate differential (the 
carry) should be offset by a depreciation in the investment (high yielding) 
currency. However empirically, the reverse seems to hold true and the 
investment currency tends to appreciate a little (Brunnermeier et al. 2008).

2. This may be consistent with the broader analysis of factor-based investing 
relative to active investment management as provided by Ang et al. (2009).

3. The segmented markets thesis states that changing availability of capital that 
can be deployed for arbitrage trades (i.e. hedge fund capital) can impact the 
profitability of related trading strategies. This may arise, for instance, because 
investors are active in different markets and have limited risk bearing abilities 
(Shleifer and Vishny 1997).

4. Merton (2014) provides an overview of what constitutes a quality factor. A 
strategy is continuous if the relative strength of the strategy signal translates 
to the relative size of returns, so that, for instance, the more positive the 
signal, the more positive the return. The strategy is time-persistent if the 
strategy works through time, and thus in potentially different market condi-
tions. The strategy is pervasive if the signal works in different markets, for 
instance, across geopolitical borders (or indeed across different asset classes). 
Consistency refers to whether and to what extent a strategy is supported by 
theory. If not underpinned by some rationale, the strategy could merely be 
a statistical artefact and more a result of data mining.

5. As the properties of the carry portfolios are assessed on the basis of their 
returns in excess of the respective short rates, the cross-market strategies 
imply the assumption that any exchange rate risk is fully hedged whereby the 
costs of the hedge correspond to the short-rate differentials between the 
markets (i.e. the covered interest rate parity holds).
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6.  The Nelson–Siegel formula is given by 
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where the observed spot 

rate y for maturity τ years at t is explained by three parameters, the level ( βt
1 ), 

slope ( βt
2 ), and curvature ( βt

3 ) as well as λ. λ is fixed at 0.7173 calculated in 
terms of years (0.0609 calculated in months) across countries and across time 
following a standard estimation technique (Diebold and Li 2006). All quanti-
tative work in this study, including calculation of zero coupon yields using the 
Nelson–Siegel approach and calculation of returns to carry-focused portfolios, 
is undertaken using the BIS Asset Management Asset Allocation Module 
(BAAM), a Matlab-based module developed jointly by the BIS Asset 
Management and Banco Central do Brasil.

7. Koijen et al. (2018) show how this equation is consistent even when calcu-
lating carry for assets denominated in different currencies, where the 
assumption, consistent with unchanging market conditions, is that the 
exchange rate stays the same from one period to the next.
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CHAPTER 7

Short-Term Drivers of Sovereign  
CDS Spreads

Marcelo Yoshio Takami

7.1  IntroductIon

Given the size of the sovereign credit default swaps (CDS) market (cur-
rently at $1.6 trillion) and the valuable information it reveals about market 
expectations on the probability of default, there is great need for gaining 
understanding the  determinants of CDS spreads  (Alsakka and Gwilym 
2010). CDS contracts are particularly useful for a wide range of investors, 
either for hedging existing exposures or for speculators who wish to take 
positions without the need to maintain the reference obligation on their 
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books. This is one reason why the market of sovereign CDS is, in some 
cases, more liquid than the underlying sovereign bond market itself.1 
Moreover, CDS spreads may be monitored for gauging the market per-
ception of the debt sustainability of specific governments, as they provide 
more timely and, arguably, within periods of crisis, more accurate, distress 
assessment than rating agencies, as conveyed by long-term ratings. Timely 
measures of credit risk are important, for example, to central banks con-
cerned with the risk of their foreign reserves portfolios.

To account for model uncertainty, I fit all possible linear models using 
the chosen independent variables (which include both global and local 
factors), and choose the model specification with the best fit for 35 devel-
oped and emerging economies’ sovereign CDS spreads (please see 
Table 7.1 for the full list). Identifying the best model separately for each 
country might prove useful for risk assessment and, eventually, for fore-
casting purposes. This procedure also allows us to gain insights about the 
relative importance of each of the factors considered. The most important 
result I find is that the S&P 500 index is contemporaneously negatively 
related to the CDS spreads for most of the countries. Further, the coeffi-
cients of the S&P 500 are higher for emerging markets than they are for 
advanced economies. I also conduct multiple robustness checks, all of 
which confirm the main result of this chapter.

It must be stressed that the proposed framework is not necessarily 
meant to either predict crises or enhance financial investment efficiency; 
however, it might prove useful for supporting short-term sovereign risk 
assessment. This chapter is closely related to Westerlund and Thuraisamy 
(2016) and Longstaff et al. (2011), but differs from these studies in the 
following aspects: (1) focus on the short-term relationship between 
spreads and drivers, and (2) comparing the drivers of CDS spreads in 
developed and emerging economies.

This chapter is organized as follows: Sect. 7.2 revises the related litera-
ture; Sect. 7.3 presents a short description of the CDS market; Sect. 7.4 
describes the data; Sect. 7.5 provides the empirical strategy, the results, 
and the robustness assessment; and finally Sect. 7.6 concludes this 
chapter.
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Table 7.1 Classification of sovereigns according to investment class

Investment class Countries Rating

SDR (Special Drawing Right) basket Germany Aaa
France Aa2
Italy Baa2
Spain Baa2
Belgium Aa3
Netherlands Aaa
Austria Aa1
Portugal Ba1
Ireland A3
Finland Aa1
Japan A1

Other G20 countries Australia Aaa
China2 Aa3
Korea Aa2
Turkey Ba1
Indonesia Baa3
Russia Ba1
South Africa Baa2
Brazil Ba2
Mexico A3

Other highly rated countries Denmark Aaa
Sweden Aaa
New Zealand Aaa
Hong Kong Aa1
Chile Aa3

Other emerging markets Israel A1
Poland A2
Czech Republic A1
Hungary Ba1
Peru A3
Slovakia A2
Philippines Baa2
Malaysia A3
Thailand Baa1
Colombia Baa2

Source: Moody’s, Sep/2016
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7.2  related lIterature

In the spirit of Westerlund and Thuraisamy (2016), I test many models 
with different combinations of multiple drivers, instead of solely testing a 
specific model, for each sovereign. Applying a bootstrap-based panel 
 predictability test, Westerlund and Thuraisamy (2016) find that the global 
drivers are the best predictors. In line with this analysis, I find that the 
S&P 500 is statistically significant across the board.

This chapter’s results are also closely in line with Longstaff et al. (2011), 
who find that sovereign credit spreads are primarily driven by global mac-
roeconomic forces and that the risk premium represents about a third of 
the credit spread.3 Sixty-four per cent of the variations in sovereign credit 
spreads are accounted for by a single principal component which primarily 
loads on USA stock, high-yield markets and volatility risk premium (prox-
ied by the VIX index). Instead of using principal components, this chapter 
tries to find the subsets of explanatory variables that can best explain short- 
term CDS spreads for each of the countries considered.

While this chapter focuses on the short-term determinants of sovereign 
risk, Remolona et al. (2008) are concerned with pricing mechanisms for 
sovereign risk and propose a framework for distinguishing market-assessed 
sovereign risk from its risk premia. They use a dynamic panel data model 
with a sample covering 16 emerging countries’ sovereign CDS spreads. In 
contrast, I believe that this chapter provides a more comprehensive under-
standing of the determinants of credit risk, since this chapter’s sample 
covers not only emerging countries but also advanced economies, sum-
ming up to 35 countries.

7.3  descrIptIon of the cds Market

The sovereign CDS market grew from $0.17 trillion (in terms of notional 
amounts outstanding) in December 2004 to almost $2 trillion in December 
2015.4 During the same period, the credit derivatives market increased 
from $6 trillion to $15 trillion. Fig. 7.1 shows that positions in sovereign 
contracts have become an increasing part of the CDS market since 
December 2004, while total notional amount outstanding in the credit 
derivatives market as a whole has been declining markedly since 2007.5

CDS spreads indicate the cost of buying protection against the default 
of a reference entity. The protection buyer pays a premium or spread on a 
periodic basis and in exchange, upon the occurrence of a credit event 
(defined within the terms of a CDS contract), has the right to sell the 
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bond to the protection seller at face value. CDS contracts are generally 
considered by market participants to be efficient and liquid instruments to 
mitigate credit risk. Further, they enable credit providers to diversify expo-
sure and expand lending capacity. The protection seller, on the other 
hand, can take credit exposure over a customized term and earn the pre-
mium without having to fund the position. The spread is related to the 
expected loss of the bond: the higher the expected loss, the higher the 
spread. Since trades by market participants are more frequent than ratings 
(re)assessments by ratings agencies, CDS spreads are a more timely, 
though not necessarily a more accurate, way of gauging the market per-
ception of credit conditions of specific entities.

Triggers for sovereign CDS contracts may be a failure-to-pay, a mora-
torium, or a restructuring. A failure-to-pay occurs when a government fails 
to pay part of its obligations in an amount at least as large as the payment 
requirement after any applicable grace period. A moratorium occurs when 
an authorized officer of the reference entity disclaims, repudiates, rejects, 
or challenges the validity of one or more obligations. A moratorium that 
lasts a pre-defined time period triggers a failure-to-pay event or a restruc-
turing. Restructuring occurs when there is a reduction, postponement, or 
deferral of the obligation to pay the principal; when there is a change in 

Fig. 7.1 Notional amount of CDS contracts outstanding: total versus 
sovereigns
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priority ranking causing subordination to another obligation; or when 
there is a change in currency or composition of interest or principal pay-
ments to any currency which is not a permitted currency.

Upon default, there are two types of settlement: physical or cash. Both 
of them cause the termination of the contract. In the case of the physical 
settlement, the protection buyer delivers to the protection seller one of a 
list of bonds with equivalent seniority rights and the protection seller pays 
to the protection buyer the face value of the debt. In the case of cash set-
tlement, the protection seller pays to the protection buyer the difference 
between the face value of the debt and its current market value.

7.4  data

The dependent variable for each of the 35 investment-class markets listed 
in Table 7.1 is the change in its five-year CDS spreads, with the reference 
obligation being a deliverable senior dollar-denominated external debt of 
the sovereign. Table 7.2 shows descriptive statistics for the sovereign CDS 
spreads of the 35 selected countries.

I select the set of global and local explanatory variables that could 
potentially be used by investors and risk-managers who take short-term 
views on sovereign risk. The focus of this chapter is on establishing statisti-
cal relationships, and not on identifying the economic content of the vari-
ables considered. The slope, for example, not only provides an  indirect 
indication of future tax revenues, as they are related to growth prospects 
through the business cycle, but also captures the risk premia embedded in 
long-term yields. Alternatively, it could convey information about the 
state of the economy with respect to growth prospects, risk aversion, 
banking system vulnerability, and business cycle. In this chapter, I do not 
take a stand on which of these interpretations matters more for the results.

In the following, I use sp500, vix, Slope, and oil, respectively, to refer to 
the S&P 500 index, VIX index, USA slope factor, and Brent oil price 
index. The local factors that I consider as presumably providing informa-
tion on specific aspects related to debt sustainability or overall risk pre-
mium are the local stock index level (stocki), exchange rate (xri), local 
two-year yield (localTYi), local slope factor (localSlopei), and the average of 
banks’ CDS spreads (when available) of the banking system of the corre-
sponding jurisdiction (banki). Given the reasonable assumption of persis-
tence of CDS spreads, I include the lagged dependent variable in the 
regression. The description of the variables, the economic reasoning 
behind their inclusion, and data sources are described in detail in Table 7.3.

 M. Y. TAKAMI



 167

Table 7.2 Descriptive statistics for CDS spreads

Mean Standard deviation Minimum Median Maximum # obs

Germany 38.6 26.1 12.2 28.2 112.4 317
France 81.1 53.1 25.4 67.2 241.3 317
Finland 34.2 18.0 18.1 26.9 87.4 317
Netherlands 47.7 29.8 15.5 40.5 130.1 317
Austria 64.0 51.3 21.2 39.2 228.2 317
Belgium 107.0 83.0 31.8 62.2 381.6 317
Slovakia 100.0 70.2 38.2 81.3 315.0 317
Spain 222.0 136.0 58.6 217.7 613.1 317
Italy 222.1 126.9 85.3 173.1 566.6 317
Ireland 285.5 274.9 40.3 145.7 1207.3 317
Portugal 468.2 347.4 119.3 350.4 1615.0 317
Denmark 43.5 35.8 14.1 26.8 152.4 317
Sweden 27.4 16.4 13.1 20.6 80.8 317
Poland 116.2 61.1 53.7 87.6 318.8 317
Czech Rep. 74.0 33.2 38.5 59.7 189.8 317
Hungary 286.0 134.3 117.6 271.1 699.2 317
Turkey 204.3 49.5 112.9 200.6 327.7 317
Russia 227.5 94.8 120.3 198.8 615.5 317
Australia 48.7 15.4 28.2 45.0 103.5 317
New Zealand 52.5 20.1 27.7 45.6 117.8 317
Japan 67.7 26.9 32.5 63.4 152.0 317
Hong Kong 52.7 13.8 35.6 47.5 103.8 317
Korea 83.5 32.0 46.3 69.9 214.2 317
China 95.0 24.4 54.5 89.5 191.6 317
Philippines 121.4 30.5 79.9 113.5 255.1 317
Indonesia 174.8 37.5 121.6 165.0 296.9 317
Thailand 121.9 26.7 81.7 118.4 237.5 317
Malaysia 114.6 35.4 66.7 106.9 232.4 317
South Africa 190.8 55.1 109.6 180.6 376.3 317
Israel 115.9 39.3 64.7 114.7 209.0 317
Brazil 191.9 100.2 94.2 155.9 498.6 317
Mexico 120.2 30.3 66.1 114.8 221.1 317
Peru 131.5 30.1 77.6 129.6 221.6 317
Chile 90.7 21.1 57.5 84.9 156.8 317
Colombia 138.1 47.8 75.5 123.6 312.7 317

Source: Capital IQ

To avoid potential problems of non-stationarity of the variables in our 
study, I analyse the first differences of all the variables at the weekly fre-
quency from July 2005 to July 2016. I perform the analysis at the weekly 
frequency to get a sufficient sample size. This, however, has the drawback 
of making it infeasible to use other macroeconomic sovereign credit- related 
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factors, such as deficit/GDP, debt/GDP ratios, or foreign reserves, as 
explanatory variables. These variables are available at best at a monthly 
frequency. I test as many as possible econometric models for a time period 
encompassing the period July 2005 to October 2012. The last 45 months 
(from November 2012 to July 2016) are set apart for calculating out-of- 
sample goodness-of-fit statistics.

7.5  eMpIrIcal strategy and results

First, in order to mitigate potential multicollinearity issues, I orthogonal-
ized the variables most usually associated to the general economic condi-
tions (vix, oil, and stock) to the S&P 500.

I begin the empirical analysis by attempting to narrow down the set of 
variables that could be included in the regressions, by means of the 
Granger-causality test (Granger 1969). This step is useful to reduce the 
computational time required for the analysis. I limit the set of eligible local 
explanatory variables to only endogenous and weakly exogenous ones, as 
given by the Granger-causality test. I narrow the set of variables because 
when estimating models with contemporaneous independent variables, a 
primary concern is the endogeneity of the regressors. For example, while 
weekly changes in the exchange rate may anticipate changes in CDS 
spreads, it could also be argued that currency changes might arise as a 
consequence of changes in CDS spreads. When associated with a negative 
outlook of government debt sustainability, increases in CDS spreads might 
lead currency depreciation as net capital outflows ensue. In order to miti-
gate such endogeneity issues, I run Generalized Method of Moments 
(GMM) estimations with instrumental variables for the endogenous vari-
ables. When the variable is set as exogenous a priori (this is the case for the 
global variables and the lagged dependent variable), I simply use it as 
instrument for itself; for the endogenous ones, I use their first lags as 
instruments. Non-exogenous and non-endogenous variables are not con-
sidered in the model specification. Therefore, by constraining the testable 
model specifications to a subset of only endogenous and exogenous vari-
ables, I can save computational cost. Parts A and B of Table 7.4 show 
chi- squared statistics for the Granger-causality test, respectively: (1) 
whether local variables anticipate changes in CDS spreads, and (2) whether 
the opposite holds true. A variable is deemed eligible when it is weakly 
exogenous or endogenous. Table 7.5 shows the subset of eligible variables 
for each country, that is, the weakly exogenous and endogenous variables 

 M. Y. TAKAMI
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Table 7.5 Set of eligible explanatory variables

Global variables Local variables

sp500t vixt Slopet oilt spreadi, t − 1 stocki, t xri, t localTYi, t localSlopei, t banki, t

Germany (*) (*) (*) (*) (*) * & *
France (*) (*) (*) (*) (*) * &
Finland (*) (*) (*) (*) (*)
Netherlands (*) (*) (*) (*) (*) & & &
Austria (*) (*) (*) (*) (*) & * &
Belgium (*) (*) (*) (*) (*) * & &
Slovakia (*) (*) (*) (*) (*)
Spain (*) (*) (*) (*) (*) & &
Italy (*) (*) (*) (*) (*) * * &
Ireland (*) (*) (*) (*) (*) &
Portugal (*) (*) (*) (*) (*) & & &
Denmark (*) (*) (*) (*) (*) & &
Sweden (*) (*) (*) (*) (*) & & * &
Poland (*) (*) (*) (*) (*) * * *
Czech Rep. (*) (*) (*) (*) (*) * &
Hungary (*) (*) (*) (*) (*) & * &
Turkey (*) (*) (*) (*) (*) & & * &
Russia (*) (*) (*) (*) (*) * & * * &
Australia (*) (*) (*) (*) (*) & * & &
New 
Zealand

(*) (*) (*) (*) (*) *

Japan (*) (*) (*) (*) (*) *
Hong Kong (*) (*) (*) (*) (*) & & &
Korea (*) (*) (*) (*) (*) & & * &
China (*) (*) (*) (*) (*) & & &
Philippines (*) (*) (*) (*) (*) &
Indonesia (*) (*) (*) (*) (*) & & & &
Thailand (*) (*) (*) (*) (*) & *
Malaysia (*) (*) (*) (*) (*) & * * *
South Africa (*) (*) (*) (*) (*) & * & *
Israel (*) (*) (*) (*) (*) *
Brazil (*) (*) (*) (*) (*) & &
Mexico (*) (*) (*) (*) (*) & & *
Peru (*) (*) (*) (*) (*) * &
Chile (*) (*) (*) (*) (*) * * & &
Colombia (*) (*) (*) (*) (*) * * *

(*) stands for exogeneity by assumption

* and & stand for weak exogeneity and non-weak exogeneity, as for the Granger-causality test, at 10% 
significance level, respectively

Blank accounts for non-significance at 10% significance level; in this case, the corresponding variable is not 
part of any estimation model for the corresponding country
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marked with the labels “*” and “&”, respectively. Let’s take the case of 
Italy. Their eligible variables are the global variables (sp500, vix, Slope, and 
oil) and the local variables spreadi − 1, localTYi, localSlopei, and banki. The 
first five variables are assumed to be exogenous a priori. Weak exogeneity 
is attributed to localTYi and localSlopei, as their chi-squared statistics are 
significant at the 10% level in Part A (Table  7.4), while their Part B’s 
(Table 7.4) chi-squared statistics are non-significant at the 10% level. banki 
is set as endogenous, as their chi-squared statistics are significant at the 
10% level in both Part A and Part B. When there is no label, the corre-
sponding variable is not taken as eligible. Variables labelled as “(*)” in 
Table 7.5 are set as exogenous by assumption, that is, the global variables 
and the first lag of the dependent variable are not expected to be affected 
by the dependent variable in any sense.

I run the change in the weekly CDS spread over the four global factors 
(sp500, vix, Slope, and oil), the lagged first difference of the corresponding 
CDS spread, and the local factors chosen following Granger-causality test 
results. Second, I run the large-scale engine in Stata (Baum 2003) for 
choosing the best-fit model for each country i, testing as many economet-
ric models as possible, according to Eq. (7.1):

∆ ∆ ∆ ∆spread spreadi t i
j

i j j t i i t
k

i kX Z, , , , ,. . .= + + +
=

−
=

∑ ∑α β λ γ
1

4

1
1

5

ii k t i t, , ,+ε
 

(7.1)

where αi = constant term for country i, Xj, t = set of global factors for week 
t: sp500, vix, Slope, or oil, Zi, k, t = set of local factors for country i and week 
t: stocki, xri, localTYi, localSlopei, or banki, εi, t = error term for country i 
and week t.

Variable transformations are such that “rate” variables are transformed 
first into absolute values, that is, CDS spreads, originally in basis points, 
are divided by 10,000; the other “rate” variables are divided by 100, when 
originally obtained in percentage format (USA slope factor, Local Short- 
Term Yield, and Local slope factor). “Price” variables are transformed into 
their logarithms: S&P 500 index, VIX index, Oil price, Local Stock Index, 
and Exchange Rate. I take the first differences of the resulting variables.

In the second step, I let the algorithm selects the model specification 
for each country constrained by the following pre-defined set of criteria.6 
First, I require that at least one variable with significance at the 10% level 
has the expected sign as in Table 7.3 is included in the model. Within the 
space of such models, I select the one with the highest Adjusted R2 which 
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is statistically superior to all possible nested models.7 After testing 255 
model specifications for Italy, for instance, the engine comes out with a 
model comprising S&P500, Slope, spread  −  1, and localTY factors, as 
shown in Table 7.6. The Italy’s S&P 500 estimator value of −0.025 means 
that a 1% weekly variation of the S&P500 index would be consistent, 
ceteris paribus, with a 2.5 basis points contemporaneous reduction in the 
Italy’s CDS spreads. Blank cells in Table 7.6 mean that models including 
the corresponding factor are superseded by the prevailing model specifica-
tion as presented in the table; or simply that this variable is not selected in 
the selection procedure. Finally, I assess the goodness-of-fit of the estima-
tions and their forecast accuracy.

7.5.1  Results

The most striking result of Table 7.6 is that the sp500 estimator not only 
shows up as significant for most of the countries (22 out of 35), but one 
can also notice a remarkable difference in sensitivity magnitudes to this 
global factor between emerging markets and advanced economics. For 
countries where sp500 doesn’t show up as statistically significant in the 
specification (Germany, the Netherlands, Austria, Portugal, Denmark, 
Poland, Turkey, Australia, Hong Kong, Korea, China, Mexico, and Chile), 
different combinations of global and local factors (oil, spread −  1, xr, 
localTY, and bank) are found by the algorithm to be their best-fit models. 
Quite noticeably, vix, oil, and stock, which are exactly the variables orthog-
onalized against sp500, barely show up as significant for any country’s 
model specification.8 In line with the usual finding that most emerging 
markets and advanced economies are typically well integrated into the 
global markets, no local variable shows up as a significant driver of sover-
eign CDS spreads for 16 out of the 35 countries.9

The pervasiveness of sp500 is consistent with the results reported by 
other authors (Longstaff et al. 2011; Pan and Singleton 2008). The results 
in Table  7.6 also confirm the intuition that CDS spreads of emerging 
market sovereigns are more sensitive to global factors than spreads of 
developed countries.

That the CDS spreads of Israel, Malaysia, South Africa, Mexico, Peru, 
Chile, and Colombia are significantly sensitive to the exchange rate is in 
line with the evidence (Broner et al. 2013; Broto et al. 2011; Calvo 2007) 
that emerging markets’ debt riskiness is tightly linked to the dynamics of 
global capital flows or commodity prices.
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Another interesting finding is that Portugal, Italy, Russia, Poland, 
Hungary, Turkey, and Colombia appear in Table 7.6 with local two-year 
yields being significant. While Portugal’s and Italy’s short-term debts 
might have been eventually under rollover risk between 2010 and 2012, 
as per the Eurozone debt crisis, the CDS spreads and yields co-movements 
of Russia, Poland, Hungary, Turkey, and Colombia are consistent with the 
usual view that a large part of their higher yields is presumably related to 
credit risk itself. In any case, these dynamics are arguably consistent with 
protection-sellers charging higher premiums on CDS contracts with those 
debts as reference obligations.

The fact that bank barely shows up as significant might be due to the 
general assessment that the transmission of distress from the banking sector 
to sovereign credit may occur more like a structural break than gradually 
over time.10 It could perhaps have been expected that increases in bank, as 
a stress indicator of the banking sector, could have gradually spilled over 
into the risk perception of sovereign bonds. Thus, the apparent underpric-
ing of the spillover effect from the financial stability stance to the sovereign 
debt risk during the period leading to the 2010–2012 European sovereign 
debt crisis can be tentatively explained by the expectation that governments 
would: (1) monetize their debts (perhaps more in the case of the USA than 
for Eurozone countries), (2) wipe out defaulted bank’s shareholders and 
subordinated debtholders, or (3) be simply bailed out by economically 
stronger sovereigns. While not having been noticeably impacted by the 
global financial crisis, Hong Kong, Korea, and China are three jurisdictions 
where the banking sector remained relatively stable during the 2005–2012 
period and where the governments are perceived to be very supportive of 
their domestic big banks. This may be the reason why, in these three cases, 
the sovereign and their banking system CDS spreads tend to co-move, that 
is, why their coefficients of the bank variable showed up as significant.

Next, I perform a goodness-of-fit analysis and compare the 
contemporaneous- variable model estimation outcomes with those of 
Autoregressive Moving Average (ARMA) structural models and lagged- 
explanatory variables specifications.

The goodness-of-fit of the GMM estimations is evaluated by means of 
Adjusted R2, Theil’s U1, Theil’s U2, and percent hit misses (PHM) 
 statistics. I calculate Adjusted R2s for the in-sample period, whereas for 
calculating Theil’s U1, Theil’s U2, and PHM out-of-sample statistics, I use 
the first two-thirds of the data for estimation and perform out-of-sample 
tests on the remaining sample. Normalizing the root mean squared error 
by the dispersion of actual and forecasted series or calculating the root 
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mean squared percentage errors relative to naive forecast (random walk), 
Theil’s U1 and Theil’s U2 stand, respectively, as intuitive assessments of 
forecast accuracy. PHM assesses whether the direction of the prediction is 
accurate or not, that is:

 
PHM HitMisses

N= #
 

where #HitMisses  =  number of times the prediction does not have the 
same sign as the realized value and N = total number of observations.

It is well known that higher values of Adjusted R2 imply better model 
fit; however, lower Theil’s U1, Theil’s U2, and PHM values indicate better 
forecasting ability.

The goodness-of-fit statistics of Table 7.6 suggest that emerging mar-
ket economies’ models presumably show more forecasting power than the 
developed countries’. Sorting into ascending (Adjusted R2) or descending 
order (Theil’s U1, Theil’s U2, and PHM), these statistics confirm that 
countries at the bottom rows of the table, broadly composed of emerging 
market economies, are associated with better goodness-of-fit measures.

As a benchmark for this chapter’s GMM estimations, ARMA model speci-
fications are also estimated. The ARMA(p,q) process is estimated by full-
information maximum likelihood estimation (FIMLE), following Box et al. 
(1994) and Enders (2004). I select the best model according to the follow-
ing criteria: (1) the AR and MA terms are significant at the 10% level; (2) the 
residuals behave as a white-noise process (all autocorrelations of the residuals 
should be indistinguishable from zero), (3) the model has to have the lowest 
Bayesian Information Criteria (BIC) statistic, (4) it is non-degenerate, that is, 
there are no gaps within AR or MA terms, and (5) when (1) and (2) don’t 
hold, then I only take criteria (3) and (4) into account. I use Ljung and Box 
(1978) Q-statistic in eq. (2) at 10% significance level for testing (2).

 
Q T T r

T k
k

s
k= +( ) −( )=

∑2
1

2

 
(7.2)

If Q exceeds the critical value of χ2 with s − p − q degrees of freedom, 
then at least one value of rk, which is the sample autocorrelation coeffi-
cient of order k, is statistically different from zero (I set s to 10).

Table 7.7 shows that the goodness-of-fit statistics (Adjusted R2, Theil’s 
U1, Theil’s, U2 and PHM) of are noticeably worse than the respective 
contemporaneous model statistics (Table 7.6).
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As for the lagged-factor specifications, Table 7.8 shows that they are 
noticeably less robust than those comprising contemporaneous factors. 
Except for a few occurrences (10 out of 124), the lagged-variable models’ 
goodness-of-fit metrics are worse than those of contemporaneous-variable 
models (Table 7.6). Besides, the “best-fit” lagged-variable model specifi-
cations (which I am able to obtain for all but France, Italy, Spain, and 
Ireland) are even worse than those of ARMA models (Table 7.7).11

7.5.2  Robustness Check

This subsection shows that even altering the algorithm criteria significantly 
(changing the significance level of the Granger-causality test at which vari-
ables are included in the analysis, or substituting other goodness-of-fit 
statistics for the Adjusted R2) or repeating the analysis across different 
sub-periods does not give rise to results substantially challenging this 
chapter’s two main claims, that is, that the S&P 500 index is statistically 
significant and contemporaneously negatively related to the CDS spreads 
for most of the countries, and that emerging market’s coefficients on the 
S&P 500 variable are higher in magnitude than those of advanced econo-
mies. To be sure, the S&P 500 coefficient’s statistical significance and its 
magnitude do change when modifying the algorithm criteria or the sample 
period, leading to different country ranking orders. The coefficient on the 
S&P 500 for Russia (statistically significant and with the expected negative 
sign in Table  7.6), for instance, is not available in the July 2005–June 
2010 and January 2008–December 2010 sub-periods’ models, while 
ranging from −0.073 to −0.028 as for the other four sub-periods (Tables 
7.15 and 7.16). Although the individual coefficient estimates somewhat 
vary between the different specifications, those of the S&P 500 remain 
higher (in absolute terms) for emerging markets.

Interestingly, eliminating the criterion (1) (choosing models with at 
least one coefficient significant at the 10% level with the expected sign) 
altogether from the algorithm, or modifying the restriction (2) (choosing 
models with the highest Adjusted R2), the engine still generates models 
(see Tables 7.9, 7.10, 7.11, and 7.12) with statistically significant negative 
coefficients on the sp500 variable, higher in absolute terms for emerging 
market countries than for advanced economies. Table 7.9 shows that the 
characteristics of the sole 6 (out of 35 models; highlighted in bold) models 
which happen to be distinct from those of Table 7.6 don’t lead to a differ-
ent assessment regarding the coefficient of the sp500 variable. By the same 
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token, no dramatic changes take place regarding the quantity and the 
magnitude of statistically significant sp500 coefficients. It continues to play 
a dominant role in explaining the CDS spreads in nearly all of our sample 
countries, and the higher sensitivity of emerging markets to this variable, 
when substituting other goodness-of-fit statistics for the Adjusted R2 as a 
criterion for selecting the best-fit models (Tables 7.10, 7.11, and 7.12).

Aiming to evaluate, to a fairly large extent, whether changing the 
Granger-causality test significance level from 10% to 5% would lead to the 
rejection of this chapter’s main claims, I ran the algorithm over the six 
sub-periods: (1) July 2005 to October 2012, (2) July 2005 to June 2010 
(Before Jul 2010), (3) July 2010 to June 2014 (After Jul 2010), (4) July 
2005 to June 2008 (Before Jul 2008), (5) January 2008 to December 
2010 (Subprime Crisis), and (6) July 2010 to June 2013 (Euro Crisis). As 
it turns out, had I imposed a stricter cutoff (a 5% significance level, instead 
of 10%), it wouldn’t materially have changed this chapter’s main outcomes 
(Table 7.13).

Changing the significance level to 5% reduces the set of eligible variables 
either by excluding previously selected variables, or by switching previously 
endogenous variables to weakly exogenous ones. As expected, supressing 
previously elected variables from the set of eligible variables leads to the 
algorithm generating a different model. For instance, when excluding the 
LocalTY factor from the set of eligible variables, Portugal’s alternative 
model (Table 7.14) ends up presenting a statistically significant S&P 500 
estimator, when it was not the case previously (Table 7.6). Less obviously, 
when the changed cutoff of the level of significance switches a previously 
endogenous variable into a weakly exogenous one using the Granger-
causality test, the algorithm may prefer a different model. The Netherlands’ 
alternative model (Table 7.14), for example, shows a  statistically significant 
coefficient on the S&P 500, when the previously endogenous variable 
localSlope (at the 10% significance level) turns into a weakly exogenous vari-
able (at the 5% level) and further excluding xr and localTY from the set of 
eligible variables, even though none of these three variables were part of 
the originally selected model (see Table 7.6). As it turns out, this unin-
tended consequence is due to the change in the instrumental variables set-
ting: endogenous variables are transformed into lags when running the 
GMM regressions, while weakly exogenous ones are not.

Jointly, the results of Tables 7.15 and 7.16 show that the net effect of 
reducing the significance level from 10% to 5% in the Granger-causality 
test is almost neutral in terms of the quantity of statistically significant 
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Table 7.8 GMM results with lagged-explanatory variables

const Global variables Local variables

sp500–1 vix − 1 Slope − 1 oil − 1 spread − 1 stock − 1

Germany 4.0E- 06 0.26***
Finland 5.0E- 06 0.32***
Netherlands 9.0E- 06 0.18**
Austria 1.0E- 05 0.30***
Belgium 2.0E- 05 0.0001 0.17*
Slovakia 2.0E- 05 0.30***
Portugal 1.0E- 04 0.08 0.19*
Denmark 1.0E- 05 0.30***
Sweden 3.0E- 06 0.32**
Poland 1.0E- 05 0.29***
Czech Rep. 1.0E- 05 0.33***
Hungary 1.0E- 04
Turkey −1.0E- 04 0.01 0.0007 −0.01* 0.50 0.024
Russia 5.0E- 05 0.27*
Australia 1.0E- 05 0.35***
New Zealand 1.0E- 05 0.30***
Japan 2.0E- 05 −0.005***
Hong Kong 1.0E- 05 −0.01***
Korea 1.0E- 05 −0.02** −0.002
China 2.0E- 05 −0.01**
Philippines −1.0E- 04 −0.02* −0.002
Indonesia −2.0E- 05 −0.03* −0.004 0.06
Thailand 2.0E- 05 −0.01*
Malaysia 2.0E- 05 −0.01*
South Africa 1.0E- 05
Israel 4.0E- 05 −0.01***
Brazil −1.0E- 04 −0.01* −0.001
Mexico −5.0E- 05 −0.24*
Peru 1.0E- 06 0.14
Chile 2.0E- 05 −0.01***
Colombia −3.0E- 05

This table reports, for each country, the models’ results with the same explanatory variables as in Table 7.6, 
but in lags. The dependent variable is the first difference of CDS spreads. Goodness-of-fit statistics are 
calculated for the estimation sample (July 2005 to October 2012) and the out-of-sample (November 
2012 to July 2016) periods. The explanatory variable itself is used as instrument for the GMM estimation. 
As for variable transformation, I apply Δlog(.) to “price” variables (S&P 500 index, VIX index, Oil price, 
Local Stock Index, and Exchange Rate) and Δ(.) to “rate” variables (USA Slope, CDS spreads, Local 
Short-Term Yield, and Local Slope). The variance-covariance matrices are estimated according to White 
(1980) robust estimation. When the goodness-of-fit statistics are better than those of Table 7.6, they are 
highlighted in bold. The engine didn’t generate any model specifications for France, Italy, Spain, and 
Ireland. Vix, stock, localSlope, and bank don’t show up as significant for any country

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations
* Significant at the 10% level
** Significant at the 5% level
*** Significant at the 1% level
a and b stand for Theil’s Ui and percent hit misses, respectively
c and d stand for in-sample and out-of-sample calculations, respectively



Adj. 
R2[c]

U1
a,d U2

a,d PHMb,d #obs.c

xr − 1 localTY − 1 localSlope − 1 bank − 1

6% 0.749 0.777 42% 383
10% 0.774 0.746 44% 352
3% 0.818 0.787 53% 352
9% 0.728 0.783 37% 383
3% 0.826 0.759 43% 383
9% 0.802 0.751 51% 383
3% 0.801 0.825 42% 383
8% 0.767 0.733 47% 352

10% 0.775 0.739 50% 352
8% 0.815 0.730 42% 383

11% 0.834 0.723 53% 383
0.20** 5% 0.803 0.767 46% 294

0.08 −0.8 31% 0.660 0.943 47% 240
−0.24 −0.19 96% 0.799 0.699 56% 95

12% 0.734 0.790 38% 312
9% 0.785 0.753 39% 312
3% 0.828 0.823 48% 383

10% 0.740 0.768 46% 383
4% 0.741 0.848 48% 383
3% 0.826 0.754 49% 383
2% 0.760 0.804 48% 383
6% 0.776 0.816 48% 383
2% 0.817 0.789 47% 383
3% 0.824 0.775 49% 383

0.03*** 10% 0.709 0.715 43% 383
6% 0.731 0.791 49% 383
3% 0.899 0.734 54% 383

0.04 93% 0.820 0.750 53% 85
0.04* 5% 0.750 0.757 45% 383

8% 0.775 0.763 46% 383
0.10* 2% 0.781 0.666 46% 372
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Table 7.13 5%-significant level Granger-causality test

Global variables Local variables

sp500t vixt Slopet oilt spreadi, t − 1 stocki, t xri, t localTYi, t localSlopei, t banki, t

Germany (*) (*) (*) (*) (*) &
France (*) (*) (*) (*) (*) * &
Finland (*) (*) (*) (*) (*)
Netherlands (*) (*) (*) (*) (*) *
Austria (*) (*) (*) (*) (*) * &
Belgium (*) (*) (*) (*) (*) * * &
Slovakia (*) (*) (*) (*) (*)
Spain (*) (*) (*) (*) (*) & &
Italy (*) (*) (*) (*) (*) * * &
Ireland (*) (*) (*) (*) (*) &
Portugal (*) (*) (*) (*) (*) & &
Denmark (*) (*) (*) (*) (*) & &
Sweden (*) (*) (*) (*) (*) & & * &
Poland (*) (*) (*) (*) (*) * * *
Czech Rep. (*) (*) (*) (*) (*) * &
Hungary (*) (*) (*) (*) (*) & *
Turkey (*) (*) (*) (*) (*) & & * &
Russia (*) (*) (*) (*) (*) * & &
Australia (*) (*) (*) (*) (*) * * &
New Zealand (*) (*) (*) (*) (*) *
Japan (*) (*) (*) (*) (*) *
Hong Kong (*) (*) (*) (*) (*) * & *
Korea (*) (*) (*) (*) (*) & & &
China (*) (*) (*) (*) (*) & * &
Philippines (*) (*) (*) (*) (*) &
Indonesia (*) (*) (*) (*) (*) & & & &
Thailand (*) (*) (*) (*) (*) & *
Malaysia (*) (*) (*) (*) (*) & * * *
South Africa (*) (*) (*) (*) (*) & * & *
Israel (*) (*) (*) (*) (*) *
Brazil (*) (*) (*) (*) (*) * &
Mexico (*) (*) (*) (*) (*) & * *
Peru (*) (*) (*) (*) (*) * *
Chile (*) (*) (*) (*) (*) * &
Colombia (*) (*) (*) (*) (*) * * *

Set of eligible explanatory variables

(*) stands for Exogeneity by Assumption. * and & stand for Weak Exogeneity and Non-Weak Exogeneity, 
as for the Granger-causality test, at 10% significance level, respectively. Blank accounts for non-significance 
at 10% significance level, in this case, the corresponding variable is not part of any estimation model for 
the corresponding country

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations
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coefficients of the S&P 500 within each sub-period. What is more, the 
algorithm’s outcomes still provide support to this chapter’s two main find-
ings. Tables 7.15 and 7.16 also show that the differences between the 
quantities of statistically significant S&P 500 estimators across the six sub- 
periods aren’t large: 5, 1, 0, 0, 0, and 2 out of 35 countries, respectively, 
for the sub-periods July 2005–October 2012, Before July 2010, After July 
2010, Before July 2008, Subprime Crisis, and Euro Crisis. Overall, 
whether or not the S&P 500 is selected by the algorithm does depend on 
the specific setting. Let’s take the models for New Zealand and the 
Colombia models for the July 2005–June 2010 period (“Before Jul 2010” 
column in Table 7.16).12 Supressing localSlope from the set of eligible vari-
ables for New Zealand gives rise to an alternative model where the previ-
ously non-significant coefficient of the S&P 500 (see the corresponding 
column in Table 7.15) now becomes statistically significant. In contrast, 
the S&P 500 is no longer selected by the algorithm for Colombia, when 
the Granger-causality test leads to the exclusion of the variable stock from 
the set of eligible variables. Quite conspicuously, apart from slight differ-
ences in other factor estimators for just three countries, the statistical sig-
nificance of the coefficients of the S&P 500 is pretty much the same for 
the July 2005 to June 2008 (“Before Jul 2008” column in Tables 7.15 
and 7.16).13

Ordering Adjusted R2 statistics from low to high values and the other 
goodness-of-fit statistics (Theil’s U1, Theil’s U2, and PHM) the other way 
around (descending) according to the column “After Jul 2010”, Tables 
7.17, 7.18, 7.19, and 7.20 support the finding that emerging markets 
model specifications (mostly at the bottom rows of the tables) tend toshow 
better goodness-of-fit and forecast accuracy statistics as a group than 
advanced economies across all the different sub-periods.

Tables 7.21 and 7.22 show respectively that ARMA models’ and 
lagged-variable models’ goodness-of-fit statistics are mostly superseded by 
the contemporaneous models across the other five sub-periods as they are 
for the July 2005–October 2012 period.14 However, comparing Table 7.21 
values particularly with those of Tables 7.18 and 7.19, we find a couple of 
better ARMA Theil’s U1 values (highlighted in bold in Table 7.21, col-
umn “Before Jul 2008”) and Theil’s U2 values (highlighted in bold in 
Table 7.21, columns “After Jul 2010” and “Euro Crisis”); yet this is the 
case for just less than half the number of countries. Showing mixed results 
in comparison to the corresponding ARMA-model statistics (Table 7.21) 

 SHORT-TERM DRIVERS OF SOVEREIGN CDS SPREADS 
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Table 7.17 Adjusted R2 across different periods

Jul 2005 to 
Oct 2012

Before Jul 
2010

After Jul 
2010

Before Jul 
2008

Subprime 
Crisis

Euro 
Crisis

Israel 25% 77% 3% 17% 7% 22%
Ireland 3% 73% 4% 89% 9% 3%
Denmark 8% 25% 4% 2% 16% 18%
Hungary 51% 41% 6% 24% 47% 22%
Netherlands 3% 17% 9% 8% 17% 20%
Sweden 17% 21% 9% 3% 22% 54%
Japan 19% 21% 10% 1% 24% 25%
Austria 39% 51% 11% 18% 51% 38%
Spain 10% 29% 13% 19% 40% 15%
Belgium 13% 24% 18% 20% 13% 35%
Czech Rep. 21% 34% 19% 20% 30% 21%
Portugal 55% 36% 21% 13% 14% 18%
Slovakia 21% 40% 22% 17% 42% 25%
Hong Kong 44% 39% 30% 14% 68% 32%
Germany 6% 5% 31% 9% 24% 2%
Poland 10% 45% 34% 24% 49% 4%
Italy 44% 26% 36% 25% 17% 35%
Thailand 26% 24% 37% 36% 26% 39%
Chile 43% 43% 39% 26% 38% 41%
Brazil 44% 47% 40% 35% 47% 47%
Korea 87% 88% 41% 31% 88% 44%
Philippines 32% 33% 42% 53% 31% 53%
New Zealand 12% 95% 43% 0% 96% 46%
Colombia 49% 50% 45% 49% 47% 49%
Indonesia 34% 38% 45% 45% 39% 52%
Finland 24% 32% 47% 5% 24% 48%
Malaysia 30% 28% 47% 33% 28% 73%
Peru 92% 93% 47% 27% 90% 80%
South Africa 59% 55% 49% 24% 66% 38%
China 46% 67% 51% 33% 65% 60%
Russia 99% 78% 54% 43% 78% 58%
France 19% 28% 62% 8% 30% 64%
Mexico 97% 45% 68% 52% 53% 60%
Australia 39% 31% 68% 30% 33% 71%
Turkey 36% 36% 76% 63% 44% 71%

This table shows the Adjusted R2 statistics ordered (ascending) by the column “After Jul 2010”. The 
columns show the Adjusted R2 statistics across six different periods: (1) July 2005 to October 2012, (2) 
July 2005 to June 2010 (Before Jul 2010), (3) July 2010 to June 2014 (After Jul 2010), (4) July 2005 to 
June 2008 (Before Jul 2008), (5) January 2008 to December 2010 (Subprime Crisis), and (6) July 2010 
to June 2013 (Euro Crisis). The explanatory variables for each period were selected according to 10% 
significance level when applying the Granger-causality tests. Countries at the bottom of the table, broadly 
composed of emerging market economies, are associated with better goodness-of-fit measures

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations
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Table 7.18 Theil’s U1 across different periods

Jul 2005 to 
Oct 2012

Before Jul 
2010

After Jul 
2010

Before Jul 
2008

Subprime 
Crisis

Euro 
Crisis

Denmark 0.767 0.575 0.858 0.920 0.710 0.672
Israel 0.530 0.483 0.829 0.746 0.630 0.512
Sweden 0.636 0.474 0.805 0.838 0.467 0.568
Ireland 0.629 0.520 0.790 0.739 0.898 0.667
Belgium 0.589 0.765 0.784 0.678 0.827 0.535
Japan 0.608 0.676 0.692 0.732 0.673 0.477
Slovakia 0.618 0.629 0.650 0.664 0.593 0.650
Hong Kong 0.643 0.486 0.646 0.633 0.425 0.653
Czech Rep. 0.622 0.585 0.646 0.706 0.517 0.598
Italy 0.509 0.820 0.642 0.677 0.832 0.534
Hungary 0.468 0.351 0.641 0.739 0.331 0.520
Austria 0.650 0.498 0.619 0.841 0.477 0.620
Poland 0.599 0.436 0.584 0.649 0.413 0.746
Netherlands 0.818 0.721 0.583 0.872 0.689 0.645
Finland 0.608 0.553 0.571 0.705 0.633 0.602
Brazil 0.471 0.351 0.550 0.485 0.340 0.612
Spain 0.675 0.754 0.544 0.776 0.619 0.599
New Zealand 0.541 1.072 0.533 – 0.690 0.568
Germany 0.749 0.580 0.521 0.731 0.648 0.782
France 0.563 0.773 0.479 0.822 0.705 0.443
Colombia 0.340 0.359 0.470 0.447 0.340 0.576
Portugal 0.305 0.651 0.470 0.798 0.794 0.417
Malaysia 0.405 0.348 0.428 0.747 0.397 0.256
Chile 0.467 0.374 0.425 0.699 0.397 0.471
Thailand 0.454 0.438 0.396 0.707 0.442 0.529
Peru 0.415 0.439 0.386 0.477 0.396 0.620
South Africa 0.371 0.371 0.381 0.684 0.251 0.601
Korea 0.215 0.199 0.377 0.816 0.201 0.499
Mexico 0.352 0.382 0.348 0.575 0.331 0.449
Australia 0.402 0.347 0.347 0.553 0.265 0.445
Turkey 0.386 0.422 0.334 0.515 0.335 0.300
China 0.315 0.353 0.333 0.688 0.290 0.499
Philippines 0.451 0.438 0.318 0.553 0.424 0.361
Indonesia 0.461 0.500 0.310 0.629 0.488 0.374
Russia 0.224 0.237 0.305 0.838 0.225 0.286

This table shows the Theil’s U1 statistics ordered (descending) by the column “After Jul 2010”. The 
columns show the U1 statistics across the six out-of-sample periods: (1) November 2012 to July 2016, (2) 
July 2010 to December 2012, (3) July 2014 to July 2016, (4) July 2008 to November 2009, (5) January 
2011 to June 2012, and (6) July 2013 to December 2014. These out-of-sample periods correspond, 
respectively, to the in-sample estimations over the periods: (1) July 2005 to October 2012, (2) July 2005 
to June 2010 (Before Jul 2010), (3) July 2010 to June 2014 (After Jul 2010), (4) July 2005 to June 2008 
(Before Jul 2008), (5) January 2008 to December 2010 (Subprime Crisis), and (6) July 2010 to June 
2013 (Euro Crisis). The explanatory variables for each period were selected according to 10% significance 
level when applying the Granger-causality tests. Countries at the bottom of the table, broadly composed 
of emerging market economies, are associated with better goodness-of-fit measures

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations



Table 7.19 Theil’s U2 across different periods

Jul 2005 to 
Oct 2012

Before Jul 
2010

After Jul 
2010

Before Jul 
2008

Subprime 
Crisis

Euro 
Crisis

Slovakia 0.987 0.716 1.370 0.777 0.705 1.192
Austria 1.231 0.606 1.206 0.838 0.573 1.422
Czech Rep. 0.872 0.654 1.086 0.814 0.620 0.665
Poland 0.706 0.562 1.080 0.752 0.553 0.778
Germany 0.777 0.662 1.028 0.810 0.641 0.828
New Zealand 0.705 1.115 0.840 – 0.862 1.214
Finland 0.792 0.676 0.837 0.799 0.655 0.946
Spain 0.695 0.634 0.813 0.685 0.587 1.004
Japan 0.745 0.636 0.794 0.689 0.626 0.705
Hong Kong 0.726 0.598 0.792 0.686 0.550 0.834
France 0.754 0.668 0.788 0.836 0.623 0.815
Netherlands 0.787 0.660 0.782 0.804 0.629 1.215
Belgium 0.880 0.691 0.757 0.777 0.689 0.826
Sweden 0.977 0.656 0.748 0.811 0.646 0.740
Ireland 0.783 0.708 0.747 0.818 0.736 1.493
Israel 0.706 0.664 0.742 0.700 0.673 0.716
Hungary 0.661 0.512 0.733 0.740 0.483 0.758
Denmark 0.733 0.704 0.697 0.863 0.704 1.313
Italy 0.616 0.688 0.687 0.740 0.708 0.616
Korea 0.309 0.331 0.686 0.673 0.344 0.811
Portugal 0.469 0.650 0.664 0.705 0.712 0.601
Thailand 0.646 0.634 0.585 0.622 0.677 0.658
Malaysia 0.597 0.566 0.568 0.630 0.634 0.353
Australia 0.649 0.439 0.559 0.765 0.371 0.702
Brazil 0.563 0.577 0.558 0.589 0.575 0.599
Peru 0.633 0.619 0.517 0.572 0.560 0.661
Chile 0.687 0.552 0.514 0.663 0.635 0.564
Philippines 0.893 0.799 0.509 0.570 0.758 0.542
Indonesia 0.764 1.080 0.495 0.646 1.065 0.553
Colombia 0.466 0.623 0.490 0.568 0.583 0.616
China 0.481 0.579 0.460 0.666 0.499 0.629
South Africa 0.525 0.636 0.446 0.650 0.692 0.652
Mexico 0.502 0.618 0.437 0.653 0.590 0.576
Turkey 0.499 0.671 0.410 0.555 0.585 0.366
Russia 0.308 0.356 0.402 0.703 0.355 0.382

This table shows the Theil’s U2 statistics ordered (descending) by the column “After Jul 2010”. The 
columns show the U2 statistics across the six out-of-sample periods: (1) November 2012 to July 2016, (2) 
July 2010 to December 2012, (3) July 2014 to July 2016, (4) July 2008 to November 2009, (5) January 
2011 to June 2012, and (6) July 2013 to December 2014. These out-of-sample periods correspond, 
respectively, to the in-sample estimations over the periods: (1) July 2005 to October 2012, (2) July 2005 
to June 2010 (Before Jul 2010), (3) July 2010 to June 2014 (After Jul 2010), (4) July 2005 to June 2008 
(Before Jul 2008), (5) January 2008 to December 2010 (Subprime Crisis), and (6) July 2010 to June 
2013 (Euro Crisis). The explanatory variables for each period were selected according to 10% significance 
level when applying the Granger-causality tests. Countries at the bottom of the table, broadly composed 
of emerging market economies, are associated with better goodness-of-fit measures

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations



Table 7.20 PHM across different periods

Jul 2005 to 
Oct 2012

Before Jul 
2010

After Jul 
2010

Before Jul 
2008

Subprime 
Crisis

Euro 
Crisis

Belgium 41% 32% 53% 38% 38% 36%
Sweden 47% 31% 50% 33% 33% 48%
Israel 37% 27% 49% 32% 27% 34%
Denmark 47% 28% 46% 32% 38% 48%
Hungary 28% 15% 46% 34% 15% 42%
Ireland 37% 47% 45% 62% 42% 48%
Finland 44% 28% 44% 37% 40% 39%
Hong Kong 42% 32% 44% 25% 21% 43%
Germany 42% 26% 42% 38% 29% 34%
Slovakia 42% 31% 42% 27% 23% 42%
Austria 43% 25% 41% 32% 22% 39%
Japan 36% 37% 39% 34% 31% 32%
Spain 34% 28% 35% 32% 31% 40%
Czech Rep. 34% 25% 35% 34% 18% 29%
Netherlands 53% 36% 34% 38% 36% 43%
Italy 24% 28% 34% 30% 38% 23%
New Zealand 36% 29% 32% 0% 29% 38%
France 35% 33% 31% 34% 33% 29%
Portugal 25% 24% 31% 41% 23% 25%
Poland 44% 24% 30% 30% 21% 42%
Australia 30% 23% 29% 29% 17% 25%
Peru 30% 33% 28% 18% 30% 51%
Thailand 31% 29% 26% 29% 27% 40%
Russia 22% 22% 25% 25% 17% 26%
Philippines 28% 30% 24% 15% 28% 22%
Korea 15% 16% 23% 25% 14% 31%
Malaysia 24% 26% 22% 27% 27% 18%
Brazil 28% 25% 22% 18% 22% 38%
China 19% 22% 21% 29% 15% 27%
Indonesia 32% 32% 21% 25% 32% 29%
Colombia 27% 24% 20% 20% 23% 34%
South 
Africa

23% 20% 19% 25% 0% 36%

Mexico 26% 28% 19% 30% 21% 36%
Chile 29% 27% 17% 37% 27% 29%
Turkey 29% 32% 13% 9% 5% 10%

This table shows the percent hit misses (PHM) statistics ordered (descending) by the column “After Jul 
2010”. The columns show the PHM statistics across the six out-of-sample periods: (1) November 2012 
to July 2016, (2) July 2010 to December 2012, (3) July 2014 to July 2016, (4) July 2008 to November 
2009, (5) January 2011 to June 2012, and (6) July 2013 to December 2014. These out-of-sample periods 
correspond, respectively, to the in-sample estimations over the periods: (1) July 2005 to October 2012, 
(2) July 2005 to June 2010 (Before Jul 2010), (3) July 2010 to June 2014 (After Jul 2010), (4) July 2005 
to June 2008 (Before Jul 2008), (5) January 2008 to December 2010 (Subprime Crisis), and (6) July 
2010 to June 2013 (Euro Crisis). The explanatory variables for each period were selected according to 
10% significance level when applying the Granger-causality tests. Countries at the bottom of the table, 
broadly composed of emerging market economies, are associated with better goodness-of-fit measures

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations
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Table 7.22 Lagged-explanatory variable models’ S&P500 estimators and 
goodness-of-fit statistics

Before Jul 2010 After Jul 2010 Before Jul 2008

sp500t Adj. 
R2

U1 U2 PHM sp500t Adj. 
R2

U1 U2 PHM sp500t

Germany −0.004*** 7% 0.887 0.782 52% 3% 0.838 0.741 46%
France −0.004*** 6% 0.937 0.746 52% 0.004 1% 0.675 0.813 37%
Finland 14% 0.713 0.792 36% 5% 0.838 0.717 44% −0.002***
Netherlands −0.006*** 9% 0.864 0.755 48% 2% 0.728 0.974 44%
Austria 11% 0.730 0.789 42% 5% 0.775 0.775 42%
Belgium −0.006** 6% 0.935 0.770 51% 0.003 0% 0.693 0.811 47%
Slovakia 11% 0.724 0.796 41% 7% 0.848 0.699 53%
Spain 3% 0.846 0.725 46% 0.016 2% 0.743 0.758 50%
Italy −0.009*** 5% 0.953 0.751 50% 0.040 −3% 0.758 0.787 44%
Ireland 4% 0.815 0.753 45% – – – –
Portugal – – – – 4% 0.810 0.793 44% −0.003***
Denmark 12% 0.728 0.785 35% 4% 0.858 0.697 46%
Sweden 10% 0.720 0.814 42% 9% 0.805 0.748 50%
Poland 9% 0.764 0.792 45% 5% 0.857 0.709 51% −0.007*
Czech Rep. 15% 0.736 0.777 48% 1% 0.791 0.705 47%
Hungary −0.032** 8% 0.796 0.836 46% 6% 0.807 0.734 50%
Turkey – – – – 3% 0.809 0.750 46%
Russia −0.047* 8% 0.668 0.886 41% 20% 0.789 0.642 57% −0.012***
Australia −0.008*** 7% 0.778 0.788 47% 1% 0.780 0.833 47%
New Zealand −0.004 94% 1.307 1.250 44% 3% 0.745 0.744 39%
Japan −0.005*** 6% 0.856 0.729 48% – – – –
Hong Kong −0.009*** 15% 0.731 0.778 47% 3% 0.858 0.739 50%
Korea −0.026** 5% 0.709 0.876 44% 3% 0.740 0.779 44% −0.011***
China −0.011** 5% 0.804 0.792 50% 1% 0.762 0.768 51% −0.008***
Philippines −0.022* 3% 0.738 0.832 48% 3% 0.842 0.748 44% −0.017*
Indonesia −0.052* 8% 0.686 0.995 48% 4% 0.818 0.752 41% −0.018*
Thailand −0.013* 3% 0.800 0.822 49% 4% 0.814 0.774 40%
Malaysia −0.015* 3% 0.763 0.819 50% 2% 0.765 0.775 50% −0.011***
South Africa 29% 0.812 1.287 54% 3% 0.847 0.704 45%
Israel 69% 0.716 0.819 48% 3% 0.829 0.742 49% −0.008***
Brazil −0.019** 4% 0.721 0.771 42% 2% 0.886 0.709 37%
Mexico −0.023** 7% 0.700 0.796 46% 15% 0.859 0.750 56%
Peru 81% 0.652 0.677 33% 2% 0.829 0.744 47%
Chile −0.015*** 15% 0.690 0.779 46% 5% 0.824 0.739 44% −0.003*
Colombia −0.019** 4% 0.721 0.778 45% 45% 0.821 0.680 59%

This table shows S&P500 estimators and goodness-of-fit statistics for lagged-explanatory variable model 
specifications corresponding to five sub-periods: (1) July 2005 to June 2010 (Before Jul 2010), (2) July 
2010 to June 2014 (After Jul 2010), (3) July 2005 to June 2008 (Before Jul 2008), (4) January 2008 to 
December 2010 (Subprime Crisis), and (5) July 2010 to June 2013 (Euro Crisis). The explanatory vari-
ables for each period were selected according to 10% significance level when applying the Granger-
causality tests. The Adjusted R2 is calculated over the in-sample period, whereas we adopted the two-part 
split of the data for calculating Theil’s U1, Theil’s U2, and percent hit misses (PHM) out-of-sample statis-
tics: estimation (2/3 of data) and out-of-sample test (1/3 of data). Better statistics than the correspond-
ing contemporaneous models are highlighted in bold

Source: Capital IQ, Bloomberg, Datastream, and author’s calculations

***, **, and * stand for significance at the 1%, 5%, and 10% level, respectively



Subprime Crisis Euro Crisis

Adj. 
R2

U1 U2 PHM sp500t Adj. 
R2

U1 U2 PHM sp500t Adj. 
R2

U1 U2 PHM

4% 0.762 0.846 46% 13% 0.735 0.771 46% 2% 0.782 0.828 34%
– – – – 7% 0.801 0.736 47% 1% 0.622 0.891 36%
8% 0.755 0.840 42% −0.004*** 8% 0.834 0.780 44% 5% 0.776 0.792 44%
– – – – −0.006*** 8% 0.855 0.729 46% 2% 0.707 0.940 45%
– – – – 10% 0.737 0.779 44% 1% 0.576 0.804 44%
10% 0.711 0.811 39% 9% 0.776 0.750 45% 0.004 0% 0.663 0.909 48%
10% 0.706 0.818 35% 10% 0.725 0.792 36% 7% 0.799 0.748 53%
13% 0.744 0.766 41% 3% 0.838 0.726 51% 0.019 2% 0.821 0.934 47%
11% 0.723 0.789 38% −0.009*** 4% 0.937 0.754 51% 2% 0.725 0.856 44%
88% 0.696 0.575 49% 3% 0.837 0.738 42% – – – –
8% 0.870 0.746 46% – – – – 4% 0.687 0.792 39%
– – – – 12% 0.730 0.777 36% 1% 0.677 1.051 49%
– – – – 10% 0.712 0.810 38% 10% 0.775 0.729 44%
5% 0.880 0.862 54% 8% 0.733 0.796 45% 4% 0.746 0.778 42%
4% 0.766 0.857 32% 13% 0.692 0.740 36% 0.001 1% 0.834 0.634 51%
6% 0.757 0.796 38% −0.033** 7% 0.775 0.814 44% – – – –
3% 0.834 0.742 44% – – – – – – – –
7% 0.940 0.739 44% −0.054** 8% 0.648 0.883 33% 3% 0.823 0.784 44%
29% 0.622 0.833 38% −0.008*** 7% 0.764 0.786 49% 0.004 3% 0.719 0.803 43%
– – – – 94% 1.090 1.135 38% 3% 0.657 0.873 36%
– – – – −0.006*** 8% 0.842 0.714 45% – – – –
8% 0.758 0.777 32% −0.010*** 16% 0.725 0.778 45% 1% 0.863 0.798 44%
11% 0.906 0.714 48% −0.027** 5% 0.694 0.883 44% 3% 0.733 0.720 43%
10% 0.845 0.742 54% −0.011** 6% 0.783 0.794 40% 1% 0.862 0.779 43%
3% 0.872 0.690 48% −0.030* 3% 0.744 0.878 49% 0.008 2% 0.843 0.785 49%
3% 0.896 0.761 46% −0.052* 7% 0.679 0.985 46% 5% 0.798 0.774 48%
9% 0.803 0.732 39% −0.021* 4% 0.792 0.886 49% 0.007 4% 0.790 0.779 42%
11% 0.872 0.684 52% −0.015* 3% 0.757 0.827 47% 3% 0.803 0.731 43%
11% 0.749 0.768 43% 22% 1.343 2.055 33% – – – –
10% 0.818 0.740 39% 6% 0.747 0.781 46% 2% 0.821 0.825 34%
4% 0.814 0.763 46% −0.019* 5% 0.716 0.772 41% 4% 0.843 0.730 53%
8% 0.748 0.789 34% 13% 0.623 0.815 45% 13% 0.830 0.735 49%
6% 0.781 0.765 35% 0.019 33% 0.592 0.874 44% 74% 0.840 0.752 63%
99% 1.362 1.102 46% −0.015*** 9% 0.670 0.818 35% 6% 0.826 0.745 49%
2% 0.849 0.759 38% −0.018* 4% 0.726 0.771 45% – – – –
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for the periods “Before Jul 2010”, “After Jul 2010”, “Before Jul 2008”, 
“Subprime Crisis”, and “Euro Crisis”, Table  7.22 indicates that the 
lagged-variable model statistics are worse than those of the ARMA models 
for the July 2005–October 2012 period and noticeably worse than the 
corresponding contemporaneous model statistics (Tables 7.17, 7.18, 
7.19, and 7.20). In addition, one can also notice that no coefficient of the 
S&P 500 appears to be statistically significant for the two overlapping sub- 
periods “After Jul 2010″ and “Euro Crisis”.

7.6  conclusIon

I find that the S&P 500 is significant in explaining CDS spreads across a 
range of countries, especially emerging markets. Moreover, the coeffi-
cients of Exchange Rate and Local Two-Year Yield variables have the 
expected sign, and are also significant for some important investable mar-
kets. On the other hand, variables such as VIX, Oil, Local Stock index, 
Slope, Local Slope, and Banking System are rarely found to be statistically 
significant in explaining sovereign CDS spreads. Strikingly, goodness-of- 
fit and forecast accuracy are much better for emerging markets than for 
developed countries. Models with contemporaneous variables provide 
better statistical fitness than lagged-variable models. As for ARMA mod-
els, except for a few occurrences, their goodness-of-fit and forecast accu-
racy statistics are worse than for contemporaneous fundamental models 
across the board. When generating fundamental models with lagged vari-
ables, however, the engine comes up with goodness-of-fit statistics even 
worse than those of pure time series-generated models (ARMA).

If the past is any guide (so far I still believe it is!) and risk assessments 
are to be made on a weekly basis, the proposed large-scale, econometric- 
based framework can be used as part of an early warning tool. While using 
this framework in practice, however, some caveats should be kept in mind. 
Models with contemporaneous variables need one-week-ahead predic-
tions as inputs. Accordingly, the results point out that forecasting initia-
tives should be focused on global variables, particularly those conveying 
the overall risk aversion or the general state of the global economy, like the 
VIX or the S&P 500 factors. Not least, Longstaff et al.’s (2011) advice is 
worth considering: as the estimation period is “characterized by excess 
global liquidity, prevalence of carry trades and reaching for yield in 
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thesovereign market”, approaches like the one proposed in this chapter 
should be taken with a grain of salt when applied to periods not subject to 
those market forces. In addition, models based on historical information 
do not necessarily unveil the true relationship between variables under 
unusual circumstances, regardless of how sophisticated they are.

As for additional robustness assessments, I recommend applying ran-
domization tests on a selected set of explanatory variables and compare 
the forecast accuracy ex-post. For example, if 60% of predictions of changes 
in S&P 500 had been correct, what would have been the value for PHM? 
Besides, while this chapter provides some evidence for the overall neutral-
ity in terms of the quantity of statistically significant S&P 500 coefficients, 
there is an opportunity to more extensively check the robustness of the 
algorithm to potential unintended consequences when modifying the set 
of instrumental variables in the GMM estimation.

Finally, for future research, one could test other banking sector-related 
variables. While the well-functioning of the banking sector is key to foster-
ing the economic development of any country, the opposite has proved so 
far to hold true: banking crisis can lead to economic recession. Not as a 
coincidence, the factor banki, t strikes as indicating double causality 
between the sovereign and its corresponding banking system CDS spreads 
in almost all cases for which I could achieve data for banks’ CDS spreads, 
as shown in Table 7.5.15 As it turns out, distresses in the banking sector, 
when pervasive and impacting too-systemic-to-fail banks, as for the 
2007–2009 crisis and the European debt crisis, might lead to negative 
views on the debt sustainability of the corresponding jurisdiction, which 
would presumably manifest themselves by increasing CDS spreads. Playing 
a pivotal role in paving the way for economic growth or where having a 
specific mandate for guaranteeing financial stability, central banks, as lend-
ers of last resort, have an incentive to bailing the banking sector out. In 
this chapter, although using the average of banks’ CDS spreads as a proxy 
for the distress in the banking sector, it didn’t show up as significant in 
most of the cases.16 I conjecture that movements in sovereign CDS spreads 
might not have fully captured the dynamics of the banking sector risk, as 
its transmission to sovereign credit deterioration may occur more like a 
structural break than continuously in time.
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notes

1. Arce et al. (2012) find that due to the higher liquidity of the sovereign 
CDS market, the sovereign bonds led the price discovery process during 
the recent global financial crisis.

2. The Chinese Renminbi was officially added to the SDR basket on October 
2016, after the sample period chosen for this paper analysis.

3. Longstaff et al. (2011), “How Sovereign is Sovereign Credit Risk?”
4. Notional amounts outstanding are defined as the gross nominal or notional 

value of all deals concluded and not yet settled on the reporting date. 
These amounts provide a measure of market size and a reference from 
which contractual payments are determined in derivatives markets.

5. According to the BIS, these declines are largely due to terminations of 
existing contracts, by netting gross notional outstanding through portfolio 
compression and clearing.

6. The total number of models tested comprises all possible permutations of 
factors labelled as “(*)”, “*”, or “&” in Table 7.5. For example, in the case 
of Italy, I have a set of 8 eligible factors (Table  7.5):sp500,vix,Slope,oil, 
spread − 1, xr, localTY, localSlope, and bank. Then, the engine is due to 

test as many as 
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 models.

7. A model nests another one when the first contains the same terms as the 
second and at least one additional term. I use the F-test (see Greene 2007) 
for testing the null hypothesis that the more comprehensive model does 
not contribute with additional information. When I reject this hypothesis 
at 5% significance level, then the more comprehensive model is not rejected 
to be superior to the nested one.

8. The only exceptions are Austria (oil), Australia (oil), and Russia (stock).
9. France, Finland, Austria, Belgium, Slovakia, Spain, Ireland, Sweden, Czech 

Republic, Australia, New Zealand, Japan, Philippines, Indonesia, Thailand, 
and Brazil.

10. The only exceptions are Hong Kong, Korea, and China.
11. The ARMA-model statistics are better in comparison to the corresponding 

lagged model (Table 7.8) in 88 out of 124 goodness-of-fit statistic values.
12. The corresponding complete model specifications are not shown, but are 

available at request.
13. Even generating different models for Hungary, Israel, and Colombia, their 

S&P500 estimators differ by less than 5%.
14. The corresponding complete model specifications are not shown, but are 

available at request.
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15. The exception is Germany, for which we cannot reject that the variable 
bank is weakly exogenous.

16. The exceptions are Hong Kong, Korea, and China.
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CHAPTER 8

Long-Term Expected Credit Spreads 
and Excess Returns

Erik Hennink

8.1  IntroductIon

Expected credit spreads and excess returns of corporate bonds over 
g overnment bonds could be used by investors to construct client portfo-
lios. In this chapter, we estimate long-term expected credit spreads and 
excess returns for a variety of US corporate bond ratings and maturities. 
The long-term expected credit spreads and excess returns are estimated 
using an extension of the risk-neutral valuation model of Fons (1994). 
The model is calibrated on long historical data over the 1919–2014 
period, a sample period that is much longer than used in most other papers 
analyzing credit spreads and excess returns.

The shape of the credit spread term structures (CSTS) has been shown 
to depend on the credit rating of the issuer. While the CSTS of high- 
quality corporate bonds could either be upward-sloping or hump-shaped, 
those for low credit quality corporate bonds are downward sloping; see 
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Merton (1974) and Duffie and Singleton (1999). The shapes of the term 
structure of credit spreads have been confirmed by the empirical work of 
Sarig and Warga (1989), Fons (1994), and Bohn (1999).1

Investors in corporate bonds require a premium for default risk, referred 
to as the “default spread”. It is well known that the default spread is only 
a small fraction of total spread (or the “corporate bond basis”); this is 
referred to as the “credit spread puzzle”. Huang and Huang (2012) and 
De Jong and Driessen (2012) show that the corporate bond basis is related 
to liquidity effects, and Elton et al. (2001) show that a substantial part of 
the corporate bond basis can be explained by tax effects. Since long-term 
investors are expected to earn the corporate bond basis, we therefore 
include the basis in our estimation of the spread in our risk-neutral valua-
tion model.

We find that investors require a higher default spread for investment 
grade (IG) corporate bonds than of high-yield (HY) corporate bonds for 
the same amount of default risk. This may be because investors appear to 
be more risk-averse when investing in IG corporate bond compared to HY 
bonds as investors: the risk-neutral default probabilities of IG- (HY-) rated 
bonds are 2.3 times (1.4 times) higher than their physical probabilities. 
These findings are similar to the existing literature; see, for example, 
Giesecke et al. (2011) and Driessen (2005).

We show that the shapes of the calibrated long-term (LT) expected 
CSTS are in line with the existing literature (Merton 1974; Duffie and 
Singleton 1999; Sarig and Warga 1989; Fons 1994). The shapes of the cali-
brated LT-expected CSTS are (1) upward-sloping for high credit ratings 
ranging from the AAA to BBB ratings, (2) humped-shaped for the BB and 
B middle-graded ratings, and (3) downward sloping for the CCC specula-
tive rating. Furthermore, we find that the calibrated LT-expected CSTS are 
in line with the historical average CSTS over the 1988–2014 period and 
capture the positive skewness in the historical distribution of CSTS.

Table 8.1 presents the expected annualized buy-and-hold excess credit 
returns of ten-year corporate bonds in percentage and their corresponding 
par credit spreads, following the approach of De Jong and Driessen (2012) 
and Bongaerts et al. (2011). These estimates for the expected credit excess 
returns are in line with the findings of Hull et al. (2005) and Giesecke 
et al. (2011). Our expected excess returns for IG bonds are approximately 
0.4% higher than historical average credit excess returns as documented by 
Ng and Phelps (2011) and Ilmanen (2011). The difference between the 
LT-expected buy-and-hold and historical average credit excess return for 
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IG bonds can largely be explained by the periodic rebalancing of constitu-
ents in the corporate bond benchmark as the result of rating upgrades and 
downgrades. Ng and Phelps (2011) show that relaxing the requirement of 
rebalancing gives 0.4% additional return for IG benchmark, which is 
approximately the documented difference between the LT-expected and 
historical average excess returns.

This chapter contributes to the existing literature in the following ways. 
First, the model is calibrated on much longer historical data sample. 
Second, we introduce a risk-neutral valuation model including the corpo-
rate bond basis, which captures the main stylized facts of CSTS and excess- 
return term structures and can straightforwardly be applied to determine 
expected credit spreads and excess returns for other regions than the 
US. Third, we extend the findings of the long-term expected credit spread 
and excess returns of Giesecke et al. (2011) by estimating the spreads and 
excess returns for multiple ratings and maturities. Fourth, our model can 
straightforwardly be applied to estimate the LT-expected credit spreads 
and excess returns for other regions than the US. These results have many 
uses for portfolio managers, for example, to construct efficient portfolios 
for long-term investors.

In the remainder of this chapter we provide more detail on these 
results. Section 8.2 introduces a risk-neutral model to calibrate long-term 
credit spreads and excess returns for multiple ratings and maturities. 
Section 8.3 outlines the data that is used to calibrate the risk-neutral 
model. Section 8.4 describes the calibration methods of the risk-neutral 
model. In  Sect. 8.5, discusses the calibration results of the long-term 
expected credit spreads and excess returns for the US market. Finally, 
Sect. 8.6 concludes.

8.2  rIsk-neutral ValuatIon Model

8.2.1  Defaultable Zero-Coupon Bond Excluding the Bond Basis

The price of a default-free zero-coupon bond is equal to the discounted 
face value. Under the assumption of arbitrage-free and complete markets, 
the price of default-free zero-coupon bond with unit face value and matu-
rity T at time t, P(t, T ), is given by

 

P t T
B t

B T
B t r s st t

t

T

, d( ) = ( )
( )












= ( ) − ( )


















∫E EQ Q exp




,

 

 LONG-TERM EXPECTED CREDIT SPREADS AND EXCESS RETURNS 



218 

where ℚ is the risk-neutral probability measure, r(t) the instantaneous 
short-rate at time t, B(t) is the money savings-account at time t. We define 
the initial money savings-account, B(0), to be equal to 1.

The price of a defaultable zero-coupon bond is the sum of defaultable 
discounted face value plus the recovery value of the bond at an uncertain 
moment in time only when the issuer goes into default before the maturity 
of the bond. Under the assumption of fractional recovery of face value, 
Lando (1998) shows that the price of a defaultable zero-coupon bond 
with credit rating indexed by i, unit face value and maturity T at time t, 
Di(t, T ), is given by

 

D t T
B t

B T

B t

B s
R s si t T

t

T

t i
Q,( ) = ( )

( )











+

( )
( ) ( ) ( )>( ) ∫E EQ Q1 τ λ dd ,s











  

(8.1)

where τ is the time-of-default, λi
Q t( )  the instantaneous risk-neutral haz-

ard rate of rating i at time t and R(t) the recovery rate at time t.2

Next, we make the common assumptions as in O’Kane (2010) that the 
short rate process and hazard rate process are independent of each other 
and that the recovery rate is an exogenously given constant. Using these 
assumptions, we can write Eq. 8.1 as

 
D t T P t T Q t T R P t s s si i
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Q, , , , d ,( ) = ( ) ( ) + ( ) ( )∫ λ

 
(8.2)

where R  is the expected recovery rate and Qi(t, T ) the cumulative risk- 
neutral default probability of rating i up to time T. This expression assumes 
that investors are only compensated for interest rate and credit risk.

8.2.2  Defaultable Zero-Coupon Bond Including the Bond Basis

We include a maturity independent bond basis in our model by discount-
ing corporate bond cash flows with an adjusted discount factor following 
Longstaff et al. (2005), which allows the model to capture any liquidity or 
other non-default-related components in corporate bond prices. We 
assume a maturity independent bond basis for simplicity and because  
there is at the moment no consensus in the literature whether liquidity 
premia are higher or lower for short-maturity compared to long-maturity 
corporate bonds.3 We assume that the continuously compounded bond  
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basis is an exogenously given constant depending on the rating i, defined 
as li

c . The expression of the defaultable bond price in Eq. 8.2 including 
the bond basis then becomes
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where the continuously compounded bond basis li
c  can be expressed in 

terms of f-frequency compounded bond basis li
f  as follows:
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8.2.3  Modeling Default Probabilities

To model the physical and risk-neutral default probabilities of a reference 
entity, we use the first jump of a Poisson process with time- inhomogeneous 
intensities as in O’Kane (2010). The physical and risk-neutral probability 
that the reference entity with rating i survives up to time T at time t, 
Wi(t, T ), and Qi(t, T ), respectively, are equal to
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where ℙ is the physical probability measure and λi
P t( )  is the physical haz-

ard rate of bond with rating i at time t.
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The physical and risk-neutral default hazard rates are connected to each 
other through the Radon–Nikodym derivative, which allows us to change 
equivalent martingale measure ℙ into ℚ:
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For simplicity, we assume that the risk-neutral hazard rates are a constant 
multiple of the physical hazard rates, such that
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where θ the price of risk parameter. With this assumption, the expression 
of the risk-neutral survival probability becomes,
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(8.4)

8.2.4  Defaultable Coupon-Paying Bond

A defaultable coupon-paying bond can be decomposed as the sum of 
defaultable zero-coupon bonds. The price of a defaultable f-frequency 
coupon-paying bond with rating i, unit face value, annualized com-
pounded coupon as percentage of the face value c Ti

f ( ) , and payment 
schedule4 T1, …, Tn at the time of the bond issuance T0 = t, V(t, T ) is
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where f = n/T is the accrual fraction equal to the coupon period of the 

bond such that f =
1

2
 denotes semi-annual coupons. Note that we assume 

that accrued coupons are not recovered. Substituting Eq. 8.4 in Eq. 8.5, 
we end up with the price of the defaultable coupon-paying bond
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The par coupon, c Ti
f ( ) , is defined as the coupon of a bond that equals 

the face value of the bond, that is, V(t, T ) ≡ 1. We define the par coupon 
as the sum of the liquid default-free coupon, rf(T ), and the par credit 
spread of the illiquid defaultable bond, s Ti

f ( ) . The par coupon is given 
by,
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(8.7)

where the par credit spread is decomposed into the bond basis li
f  and par 

default spread d Ti
f ( ) .

8.3  data

8.3.1  Raw Data

From exhibit 32 of Moody’s default report (Ou 2015), we obtain histori-
cal global cumulative default probabilities for AAA, AA, A, BBB, BB, B, 
and CCC rated bonds for maturity from 1 to 20 years over the 1920–2014 
period. Using exhibit 20 and 21 of the Moody’s default report, we obtain 
annual average recovery rates of all bonds and senior unsecured bonds 
over the 1982–2014 period.

As a proxy for risk-free interest rates, we extract the monthly average of 
daily yields on US government bonds from the Federal Reserve Board’s 
(FED) Selected Interest Rates H.15 statistical release for the three-month 
(3 M) and 6 M treasury bills and one-year (1Y), 2Y, 3Y, 5Y, 7Y, 10Y, 20Y, 
and 30Y constant maturities from April 1953 to December 2014. We extend 
the bond yields of all maturities except the 20Y and 30Y maturities further 
to April 1941 using GlobalFinancialData (GFD) and the 3  M and 10Y 
maturities further to January 1919.5 We also obtain the monthly average 
yield on the composite of long-term government bonds with a maturity 
over ten years from the FED from January 1925 onward and from January 
1919 to January 1925 from GFD. Using GFD, we follow Giesecke et al. 
(2011) and further extend the long-term composite government bond yield 
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from March 1857 to December 1918 with yields on high- grade New 
England municipal bonds from March 1857 to December 1914 and the 
yield of high-grade Bond Buyer municipal bonds from January 1915 to 
December 1918. Finally, we extract the monthly weighted average life (WAL) 
maturity of the composite long-term government bond index from Bank 
of America Merrill Lynch (ML) from December 1988 to December 2014.6

The monthly average yields on Moody’s US long-term corporate bond 
benchmarks of the four individual IG ratings are obtained from GFD over 
the period of January 1919 to December 2014. Using GFD, we follow 
Giesecke et  al. (2011) and further extend the AAA corporate bond yield 
from March 1857 to December 1918 with the yield on long-term high- 
quality railroad bonds. From December 1988 to December 2014, we extract 
the monthly average yield and WAL maturity for the individual and compos-
ite US IG and HY ratings for multiple non-overlapping maturity bucket 
benchmarks (1–3Y, 3–5Y, 5–7Y, 7–10Y, 10–15Y, and 15Y+), the 10Y+ 
maturity bucket benchmark, and the combination of all-maturities bucket 
benchmarks from ML. From ML, we also obtain the option- adjusted credit 
spreads for the composite and individual IG and HY rating benchmarks and 
all the described maturity buckets from December 1996 to December 2014.

For historical measures of the bond basis of multiple ratings, we rely on 
the papers of Huang and Huang (2012), Chen et al. (2014), and De Jong 
and Driessen (2012) who quantify the bond basis. As an alternative mea-
sure for the bond basis, we calculate the average historical difference 
between the option-adjusted credit and credit default swap (CDS) spreads. 
As indicated by Ilmanen (2011), CDSs are more liquid and present a more 
generic view of a firm’s default risk than corporate bonds. Therefore, we 
extract 5Y CDS spreads from Barclays Capital IG index and HY index that 
are available from March 2004 and September 2005 to December 2014, 
respectively.

8.3.2  Smooth Marginal Default Probabilities

The historical annual marginal default probabilities are not monotonous 
with term, in contrast to the popular assumption in the literature (see 
Duffie and Singleton 1999). For example, the marginal default probability 
of the AAA and AA ratings is higher in years 2–8 than for years 9–15. To 
prevent using data that do not conform to that commonly assumed in the 
theoretical literature we follow, we adjust the marginal default probabili-
ties by fitting a smooth function through the raw data.
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The estimation of smooth marginal default probabilities is set up as fol-
lows. A fully specified one-year Markov transition matrix is estimated by 
minimizing the weighted sum of the squared differences between the fit-
ted and historical cumulative default probabilities. The weight assigned to 
each time period is the ratio of the largest cumulative default probability 
across all ratings and horizons divided by the cumulative default probabil-
ity of a specific rating and horizon to ensure that each cumulative is rela-
tively equally important in the minimization.7
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(8.8)

where di, j is the historical j-year cumulative default probability of rating i, 
H the maximum horizon in years, I the number of ratings, and Γ the one-
year Markov transition square I × I-matrix. The rating letters correspond 
to rating numbers as follows: {AAA, AA, …, CCC, D(efault)} = {1, 2, …, 
7, 8}. The last row of Γ is enforced to equal [0…0 1] which reflects the 
absorbing state of default.

The R2 of the fitted marginal and cumulative default probabilities with 
respect to the original values per rating are reported in Table 8.2. The fit-
ted cumulative default probabilities are close to the original ones as the R2 
is above 0.95 for each rating, indicating that our smoothed estimates do 
not greatly distort the overall pattern of default probabilities. The use of 
our smoothed estimates, however, has the advantage that it ensures that 
we obtain smooth CSTS.

8.3.3  Recovery Rates

There are only small differences between the average recovery rates of senior 
unsecured bonds and all bonds from 2000 onward. The average recovery 
rate of senior unsecured bonds across different ratings is around 38%, though 
it takes a few years to obtain the recovery. Including the delay in recovery, the 
discounted recovery rate is 35% for all senior unsecured ratings.
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8.3.4  Government Bond Yields and Term Structure

We describe the risk-free yield term structure in a particular month using 
the Nelson–Siegel (NS) functional form:
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(8.9)

where yt(T ) the yield at time t for maturity T in years, βi, t latent dynamic 
factor i at time t and λt the exponential decay rate at time t. Following 
Diebold and Li (2006), we assume a fixed and exponential decay rate 
equal to λ = 0.7308. We estimate Eq. 8.9 in a particular month using all 
available constant maturities yields with ordinary least squares. The NS 
fitted yields are reported in Table 8.3. The fit of the NS term structures is 
generally high with an average (median) cross sectional R2 of 0.92 (0.97) 
from 1941 onward.

8.3.5  Credit Spreads

8.3.5.1  Extended Sample of Option-Adjusted Credit Spreads
The most accurate measure of the credit spread is the option-adjusted 
spread (OAS) of ML as it is duration-matched and corrected for optional-
ity. The ML OAS is available from December 1996 onward, and we extend 
the series up to December 1988 for all the available ML corporate bond 
maturity bucket benchmarks using the following estimation procedure 
inspired by Giesecke et al. (2011). In a particular month, we calculate the 
difference between the yield of the ML corporate bond maturity bucket 
benchmark and government bond yield that is estimated with Eq. 8.9 by 
using the WAL maturity of the corporate bond benchmark. For the 10Y+ 
and 15Y+ corporate bond maturity bucket benchmarks, we use the yield 
of the composite long-term government bond index as it better matches 
the duration of these maturity buckets than the government bond yield 
that corresponds to its WAL maturity. For the IG ratings, we obtain the 
longest available history of the OASs of the Moody’s long-term corporate 
bond benchmarks by subtracting the LT composite government bond 
yields from the Moody’s long-term corporate bond yields (as suggested by 
using Giesecke et al. 2011). Descriptive statistics of the constructed credit 
spread series are reported in Table 8.4, and Fig. 8.1 shows a graphical 
representation of the series.
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Fig. 8.1 Graphical 
presentation of the 
credit spreads of the 
individual IG and HY 
rating for different 
sample periods
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Credit spreads are positively skewed, such that average spreads are 
higher than median spreads. The average credit spreads of the A and BBB 
ratings are almost the same over the longest available sample compared to 
the 1988–2014 sample period, whereas the average credit spreads for the 
AAA and AA are lower for the 1998–2014 sample. The average of the 
average AAA and BBB credit spreads over 1919–2014 equals 144 bps, 
which is in line with Giesecke et  al. (2011) who find an average credit 
spread of 153.3 bps over 1866–2008.

The average WAL maturities of the IG 10Y+ maturity bucket bench-
marks are about 25 years over 1988–2014, whereas the WAL maturities of 
the HY all-maturity benchmarks range from 9 for BB to 7 for 
CCC. Although we do not have direct information of the WAL maturities 
regarding the corporate bond benchmarks before 1988, we examine the 
WAL maturity of the LT composite government bond index with maturi-
ties over ten years to get an indication for the WAL maturities of the IG 
corporate bond benchmarks before 1988. To get an indication of the 
WAL maturity of the LT composite government bond index before 1988, 
we compare the average yield of the LT government bond index with the 
average yield of the constant maturities indices using Table 8.3. Although 
the WAL maturity of the LT government bond index is above 20 years 
from 1988 onward, the average yield of the LT government bond index 
seems closer in line with the average yield of the 15-year constant maturity 
index for longer historical sample periods. Therefore, this might also 
 suggest that the WAL maturities of the IG corporate bond benchmarks 
before 1988 are close to 15 years.

8.3.5.2  Credit Spread Term Structures
We construct NS CSTS for all individual corporate bond rating bench-
marks from December 1988 to December 2014 in the same manner as for 
the government bonds in Eq. 8.9. For each rating, we take the credit 
spreads of all the available corporate bond non-overlapping maturity 
bucket benchmarks and their corresponding WAL maturities in a particu-
lar month and estimate the NS parameters using ordinary least squares. 
The cross-sectional explanatory power of the fitted CSTS is high with an 
average (median) R2 of roughly more than 0.75 (0.80) for all individual 
ratings except for the AAA rating. The lower R2 of the AAA rating might 
be caused by the fact that this rating contains the least number of issuers 
compared to all other individual ratings, especially for some particular 
maturity buckets. Although we do not use these constructed average 
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CSTS in the calibration of the pricing model of Sect. 8.2, we take them as 
reference to compare them with the LT-expected CSTS we construct in 
the remainder of this chapter.

8.3.6  Bond Basis

There are some papers that quantify the bond basis. Huang and Huang 
(2012) find that credit risk accounts only for about 20–30% of the observed 
credit spreads of IG bonds, whereas the fraction is higher for high yield 
spreads. Chen et  al. (2014) document comparable results for the small 
fractions of pure default risk for IG bonds and higher fractions for HY 
bonds. De Jong and Driessen (2012) quantify that the liquidity risk pre-
mium of long-term IG and HY bonds is 60 bps and 150 bps, respectively. 
In Table  8.5, we summarize the main findings of Huang and Huang 
(2012), De Jong and Driessen (2012), and Chen et al. (2007) regarding 
the quantification of the bond basis. Based on the results of Huang and 
Huang (2012), De Jong and Driessen (2012), and Chen et al. (2007), the 
average bond basis is approximately 60, 66, 78, and 97 bps for the AAA, 
AA, A, and BBB ratings, respectively.

We compare these findings of the bond basis with an estimate for the 
bond basis that is calculated as the average difference between the 5Y 
spread of the credit default swap (CDS) index and 5Y credit spread of the 
corresponding composite corporate bond benchmark. We estimate an IG 
bond basis of 95 bps based on the average CDS-credit spread difference. 
As the composite IG benchmark is tilted to the A and BBB ratings, our 
estimate for the A and BBB bond basis of 78 and 97 bps, respectively, is in 
line with the alternative CDS-credit spread estimate of the IG bond basis.

8.4  Methodology

8.4.1  Model Parameters

Based on the historical data analysis, we assume some of the model param-
eters of the defaultable corporate coupon-paying bond in Eq. 8.6, namely:

 1. We use the smoothed cumulative default probabilities estimated in 
Sect. 8.3.2 in place of the physical cumulative default probabilities 
Wi(t, T ).

 2. The expected constant recovery rate R  of 35% (see Sect. 8.3.3).
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 3. The par yields of 3 M, 10Y, and 20Y maturities of the risk-free inter-
est rate term structure equal to 3.55%, 4.95%, and 5.95%, respec-
tively. The risk-free par yield of 3 M and 10Y maturities is based on 
the historical average over the 1919–2014 period. The 20Y–10Y 
term spread is assumed to be 0.2%, which is in line with the longest 
available historical sample. With the assumptions of the three par 
yields, we solve the three NS β-parameters of Eq. 8.9 and determine 
the risk-free par yields rf(T ) for all other maturities. The risk-free 
zero yields, required in P(t, T ), are obtained by bootstrapping the 
risk-free par yield term structure assuming annual coupons.

 4. The par credit spreads s Ti
1 ( )  of 0.80%, 1.05%, 1.40%, and 2.05% of 

annual ( f  =  1) coupon-paying defaultable corporate bonds with 
AAA, AA, A, and BBB ratings, respectively, and a corresponding 
maturity of T = 15 years. The assumed par credit spreads of the indi-
vidual IG ratings are based on the historical averages over the maxi-
mum overlapping sample from 1919 to 2014 and rounded to 
multiples of 0.05%. The assumption of the maturity of 15 years is 
based on paragraph 3.5.1.

 5. The par credit spreads s Ti
1 ( )  of 3.50%, 5.55%, and 11.35% for 

annual coupon-paying defaultable corporate bonds with BB, B, and 
CCC ratings, respectively, and corresponding maturity of T = 9, 8, 
and 7 years, respectively. The assumed par credit spreads of the indi-
vidual HY ratings are based on the historical averages over the maxi-
mum overlapping sample from 1988 to 2014 and again rounded to 
multiples of 0.05%. We assume that the individual HY average credit 
spreads over the 1988–2014 period would be approximately the 
same over the 1919–2014 period. This assumption is based on the 
observation that the average credit spreads of the A and BBB ratings 
are approximately the same measured over 1919–2014 and 1988–
2014 sample periods. The assumptions of the WAL maturities are 
based on the historical average over the 1988–2014 period and 
rounded to whole years.

 6. The par bond bases li
1  of 0.6%, 0.7%, 0.85%, 1.10%, 1.40%, 1.15%, 

and 1.00% for annual coupon-paying defaultable corporate bonds 
with AAA, AA, A, BBB, BB, B, and CCC ratings, respectively. These 
assumptions are based on the average bond basis of Huang and 
Huang (2012) and L.  Chen et  al. (2007) from Table  8.5 and 
rounded to 0.05%. We do not directly consider De Jong and 
Driessen (2012) as they do not report rating varying bond bases, 
although our assumptions for the bond basis of the aggregate IG 
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and HY benchmarks are in line with their results. With the assumed 
par bond bases li

f , we can calculate the continuously compounded 
bond basis li

c  using Eq. 8.3 and Zi(t, T ) discount factors.

Table 8.6 summarizes the model assumptions.

8.4.2  Calibration Credit Spread Term Structures

In order to calibrate the term structure of annual coupon-paying ( f = 1) 
par credit spreads s Ti

1 ( )  per rating following Eq. 8.7, we only require 
information regarding the default spread d Ti

1 ( )  as we assume maturity 
independent bond bases per rating li

1  in Sect. 8.4.1. For every rating i, we 
assume a par credit spread s Ti

1 ( )  of the annual coupon-paying defaultable 
corporate bond for one particular maturity T. For the IG ratings, we made 
an assumption for the par credit spreads s Ti

1 ( )  for the T = 15-year maturity 
and we made par credit spreads assumptions for a maturity of T = 9, 8, and 
7 year for the BB, B, and CCC ratings. Adding the par credit spread s Ti

1 ( )  
to the assumption of the liquid default-free par coupon r1(T ) gives to total 
par coupon c1(T ) following Eq. 8.7. So, the total par coupon is assumed to 
be known for one particular maturity per rating and the other maturities 
have to be calibrated. In Sect. 8.4.1, we discussed assumptions regarding 
the prices of risk-free zero-coupon bonds P(t, T ), physical default probabil-
ities Wi(t, T ), recovery rate R , and additional discount factors Zi(t, T ) so 
that we only need to calibrate the price of risk parameter θi before we can 
calibrate the full term structure of par default and credit spreads.

The price of risk parameter θi is calibrated as follows for a particular rat-
ing i. For every rating i, we assume the total par coupon c1(T ) for one 
particular maturity T to be known. With this assumption and the other 
assumptions regarding P(t, T ), Zi(t, T ), Wi(t, T ), and R , only the price of 
risk parameter θi is the unknown parameter in the expression of the par 
bond price of the defaultable corporate bond of Eq. 8.6. We first discretize 
this expression of the par bond price of Eq. 8.6 with the trapezoidal rule 
as follows
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We calibrate θi such that this expression equals 1.
With the calibrated θi, we calibrate the default spreads d1(T ) for all 

other maturities using Eq. 8.7. The only unknown parameter for the cor-
porate bond with particular maturity T is the par default spread d Ti

1 ( ) . 
So, for every maturity T, we calibrate d Ti

1 ( )  such that the bond price 
equals 1. Adding the calibrated par default spread to the par bond basis 
gives the par credit spread.

8.4.3  Expected Credit Excess Returns

To estimate the expected excess returns of corporate bonds over govern-
ment bonds, we follow the procedure of De Jong and Driessen (2012) 
and Bongaerts et  al. (2011). The method works as follows. First, we 
approximate an annual coupon-paying defaultable bond with maturity T 
and rating i by a defaultable zero-coupon bond that has the same duration 
U as the coupon-paying defaultable bond. The price of the defaultable 
zero-coupon bond with maturity U equals

 

D t U P t U Z t U Q t U R Q t U
y

i i i i
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U
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1
 

where yiU is the annual compounded yield of the defaultable bond with 
rating i and maturity U. This expression assumes that default losses are 
incurred at maturity. We express the price of the liquid default-free zero- 
coupon bond with maturity U as
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where ygU is the annual compounded yield of the default-free government 
bond with maturity U. The expected real-world cumulative return of 
holding the defaultable zero-coupon bond at time t up to maturity U is
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(8.10)

 E. HENNINK



 231

Next, we annualize the expected cumulative return in Eq. 8.10 and sub-
tract the annual expected return of the default-free zero-coupon govern-
ment bond. This gives the annual expected real-world excess return of the 
defaultable zero-coupon bond with rating i and maturity U, EP

t iUr( ) , as 
follows:

 
EP

t iU iU i i

U

gUr y W t U R W t U y( ) = +( ) ( ) + − ( )( )  − +( )1 1 1
1
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/

 
(8.11)

Note that these are expected excess return for a buy-and-hold strategy of 
corporate bond investments. Portfolio rebalancing following upgrades 
and downgrades are not incorporated in these expected excess returns.

8.5  results

8.5.1  Credit Spread Term Structures

The calibrated price of risk parameters θi per rating, reported in Table 8.7, 
is 4.44, 2.18, 2.36, 2.22, 1.54, 1.39, and 1.29 for the AAA, AA, A, BBB, 
BB, B, and CCC ratings, respectively.8 Our calibrated price of risk param-
eters of the IG bonds is in line with the existing literature. Giesecke et al. 
(2011) find a price of risk parameter of 2.04 for the composite of IG 
bonds based over a 1866–2008 sample, and Driessen (2005) reports price 
of risk parameters of 1.83, 2.61, and 2.37 for AA, A, and BBB rated bonds, 
respectively, based on the 1991–2000 sample. The calibrated price of risk 
parameters indicates that investors in IG bonds are more risk-averse than 
for HY bonds.

Graphical presentations of the calibrated LT-expected par CSTS are 
shown in Fig. 8.2 and compared to the historical ones. The calibrated 
LT-expected par CSTS are (1) upward-sloping for high credit ratings 
ranging from AAA to BBB, (2) humped-shaped for the BB and B middle 
graded ratings, and (3) downward sloping for the CCC speculative rat-
ing. The shapes of these LT-expected par CSTS are consistent with the 
literature (Merton 1974; Duffie and Singleton 1999; Sarig and Warga 
1989; Fons 1994). In addition, the historical CSTS have the same shape 
as the long-term expected CSTS for the IG and CCC ratings. On the 
other hand, the downward sloping shapes of the historical CSTS, con-
taining both credit and basis components, of the BB and B ratings are 
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Fig. 8.2 A graphical presentation of the long-term (LT) model expected CSTS 
of the individual IG and HY ratings from Table 8.7
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not in line with the theoretical hump-shape. This might be influenced by 
the liquidity of short-term BB and B bonds or the sample period that 
contain two crisis periods. Overall, we conclude that the shapes of the 
calibrated long-term expected par CSTS are in line with the literature 
and historical data.

In addition to the comparison with the literature, we also compare 
the shapes of the calibrated LT-expected par credit spread curves with 
the average historical CSTS of Sect. 8.3.5.2 in terms of correlation 
between the credit spreads for the 2–20-year maturities of both 
CSTS. We find high correlations above 0.95 for the individual IG rat-
ings, which indicates that the shapes of the LT-expected and historical 
IG CSTS are strongly in line with each other. We observe lower correla-
tions for the individual HY ratings, especially for the BB rating that 
shows a correlation of 0.40 between the LT-expected and historical 
average CSTS.  On the other hand, the correlation between the 
LT-expected and historical average credit spreads for the CCC rating is 
high and equal to 0.93. The lower correlations for the BB and B ratings 
are mainly due to the differences between the shape of the short-end of 
the CSTS as seen earlier in this paragraph. Overall, we conclude that the 
calibrated LT-expected CSTS are in line with the estimated historical 
average CSTS.

Furthermore, we make a comparison between the LT-expected CSTS 
and the historical distribution of CSTS in Fig. 8.3. Although the figures 
show that the historical distribution of CSTS has a wide variation, the 
historical average CSTS are generally close to the 60%-percentile of the 
historical distribution which confirms that the historical distribution of 
CSTS has a positive skewness. The calibrated LT-expected CSTS are also 
generally close to the 60%-percentile of the historical distribution of CSTS, 
except for the AAA rating that is closer to the 40%-percentile of the his-
torical distribution. This exception for the AAA rating is caused by the 
difference in sample means between 1988–2014 and 1919–2014 that we 
used for the calculation of the historical average CSTS and the calibrated 
one. Whereas the average historical BB and B CSTS is downward sloping, 
it is humped-shaped between the 40% and 60% percentiles of the historical 
distribution which is better in line with the theoretical and empirical litera-
ture. Overall, we conclude the calibrated LT-expected CSTS capture the 
positive skewness in the historical distribution of CSTS and are generally 
close to historical average CSTS.
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Fig. 8.3 A graphical presentation of the long-term (LT) model expected CSTS of 
the individual IG and HY ratings from Table 8.7, with confidence intervals
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As a robustness check, we calibrated the LT-expected par CSTS over 
the same sample as the historical average CSTS in order to get a fairer 
comparison between both. Therefore, we calibrate the risk-neutral model 
on the 2000–2014 period by using different assumptions for the risk-free 
interest rates and credit par spreads. Based on unreported results (available 
upon request), we obtain almost the same historical average and 
LT-expected par CSTS if we calibrate the LT-expected par CSTS over the 
same sample that is used for the calculation of the historical average. This 
means that the LT-expected CSTS that we calibrate on the 1919–2014 
sample is a good indication of the historical average CSTS over this period. 
So, our findings are robust to different model assumptions.

8.5.2  Credit Excess Returns

The calibrated LT-expected annualized buy-and-hold credit excess returns 
following the approach in Eq. 8.11 are reported in Table 8.8. We find that 
the LT-expected annual excess gross returns of ten-year coupon- paying 
corporate bonds of the AAA, AA, A, BBB, BB, B, and CCC ratings are 
0.74%, 0.89%, 1.18%, 1.67%, 2.19%, 2.44%, and 3.23%, respectively. Our 
calibrated LT-expected excess returns are in line with the existing litera-
ture. For example, our findings generally only show differences with Hull 
et al. (2005) in the order of 0.05% for IG bonds and 0.2% for HY bonds.9 
Furthermore, Giesecke et  al. (2011) find a long-term expected excess 
return of roughly 1% for IG bonds over the 1900–2008 period, which is 
close to the average of 1.1% of the calibrated LT-expected excess returns 
of the four individual IG ratings.10

In addition to the comparison with the literature, we compare the cali-
brated LT-expected excess returns with historical average excess returns. 
Ng and Phelps (2011) report historical arithmetic average excess net 
returns of about 0.7% (3%) for IG (HY) bonds over the 1990–2009 
period and similar average returns are found by Ilmanen (2011) for longer 
historical periods. The historical average excess returns are about 0.4% 
lower (higher) than our calibrated LT-expected excess returns of IG (HY) 
bonds. Possible explanations for the difference in expected and historical 
average excess returns could be related to (a combination) of the follow-
ing effects: more/less historical defaults than expected using our model; 
difference the actual and expected recovery rates; transaction costs that we 
do not incorporate in our model. The first two possible explanations for 
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the difference between historical and expected defaults are probably more 
important for HY bonds than IG bonds as the default probability of HY 
bonds is higher than IG bonds. Our LT-expected credit excess return 
assumptions are derived for buy-and-hold investments, whereas typical 
corporate bond benchmarks are periodically rebalanced by removing con-
stituents that no longer reflect the rating category of the benchmark as the 
result of rating upgrades and downgrades. Ng and Phelps (2011) show 
that relaxing the requirement of selling downgraded bonds for corporate 
bond benchmarks of IG ratings gives approximately 0.4% additional 
return compared to constrained indices. So, it seems that we can explain 
large part of the difference between the LT-expected and historical aver-
age excess returns of IG bonds to this rebalancing effect. Overall, we 
conclude that our calibrated LT-expected excess returns are generally in 
line with the historical average returns.

We observe a consistent increasing pattern in the expected credit excess 
return and the quality of the credit rating for every maturity. For every 
maturity, the AAA rated bond has the lowest expected credit excess return, 
followed by the AA rating, and so on. Within a rating category, we observe 
that the term structure of expected credit excess returns follows the shape 
as the term structure of par credit spreads. The expected credit excess 
returns of the individual IG ratings are within 1% of each other for all 
maturities which is approximately the same as the difference in expected 
par credit spreads. There are small differences of about 0.2% between the 
expected credit excess returns for the BB and B ratings. Depending on the 
maturity, the CCC rating has expected excess returns that are about 
0.6–1.7% higher than that of the B rating. Overall, long-term investors 
could expect higher returns when investing in HY bonds compared to IG 
bonds though this coincides with higher risks.

8.6  conclusIon

In this chapter, we estimated LT-expected credit spreads and excess 
returns for multiple US corporate bond ratings and maturities using a 
risk-neutral model that is calibrated on historical data over the 1919–2014 
period. The risk-neutral model incorporates the well-known credit 
spread puzzle by the addition of a maturity-independent constant that 
varies per rating.
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We find that investors appear more risk-averse when investing in IG 
corporate bonds compared to HY bonds. In addition, we show that the 
shapes of the calibrated LT-expected CSTS are in line with the existing 
literature. The shapes of the calibrated LT-expected CSTS are (1) upward- 
sloping for high credit ratings ranging from the AAA to BBB ratings, (2) 
humped-shaped for the BB and B middle-graded ratings, and (3) down-
ward sloping for the CCC speculative rating. Furthermore, we find that the 
calibrated LT-expected CSTS are in line with the historical average CSTS 
and capture the positive skewness in the historical distribution of CSTS.

We show that the expected annual excess gross corporate bond returns 
are in line with the empirical literature of expected credit excess returns 
of buy-and-hold investments. Our expected excess returns for IG (HY) 
bonds are approximately 0.4% higher (lower) than historical average 
credit excess returns. For HY, this difference could be due to a combina-
tion of effects. For IG, the difference could be related to benchmark 
construction. We obtain the returns of buy-and-hold benchmarks, 
whereas historical benchmarks are periodically rebalanced following rat-
ing upgrades and downgrades of constituents within a benchmark. Ng 
and Phelps (2011) show that relaxing the requirement of rebalancing 
gives 0.4% additional return for IG benchmark, which is approximately 
the documented difference between the LT-expected and historical aver-
age excess returns.

We extend the findings of Giesecke et  al. (2011) for long historical 
average credit excess returns by determining the credit excess returns for 
ratings and maturities. Furthermore, we document two interesting pat-
terns in the LT-expected credit excess returns. First, we find a consistent 
increasing pattern in the expected credit excess return and the quality of 
the credit rating for every maturity. So, long-term investors could expect 
higher returns when investing in HY bonds compared to IG bonds, 
though this coincides with higher risks. Second, we observe that within a 
rating category, the term structure of expected credit excess returns 
 follows the same shape as the term structure of par credit spreads. Our 
findings are robust for different assumptions.
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appendIx

Table 8.2 The R2 of the marginal and cumulative default probabilities of the 
original Moody’s data and the estimated model values from optimization of Eq. 
8.8

Rating Marginal Cumulative

AAA 0.07 0.95
AA 0.63 1.00
A 0.89 1.00
BBB 0.87 1.00
BB 0.96 1.00
B 0.99 1.00
CCC 0.97 0.99

Source: Ou (2015) and author calculations

Table 8.3 The Nelson–Siegel fitted average of the US government bond yields 
of particular maturities for multiple samples

Sample 3 M 1Y 5Y 10Y 15Y 20Y 30Y LT (10Y+)

1857–2014 4.70
1919–2014 3.55 4.96 5.03
1941–2014 4.00 4.32 5.13 5.41 5.51 5.56 5.61 5.48
1953–2014 4.60 4.97 5.81 6.07 6.17 6.22 6.26 6.08
1976–2014 4.95 5.32 6.38 6.79 6.93 7.01 7.08 6.93
1988–2014 3.29 3.51 4.63 5.18 5.40 5.50 5.61 5.7 (20.9)
2000–2014 1.90 1.96 3.16 3.89 4.18 4.32 4.47 4.36 (20.0)

In addition, we report the historical average yield of the long-term (LT) government bond index with a 
maturity over ten-years (10Y+). The weighted average life maturity of the LT government bond index is 
reported between parentheses

Source: GobalFinancialData, Federal Reserve Board and author calculations

Table 8.1 The estimated long-term expected credit spreads and excess returns

Rating Credit spread Excess return

AAA 0.77 0.74
AA 1.03 0.89
A 1.39 1.18
BBB 2.06 1.67
BB 3.49 2.19
B 5.41 2.44
CCC 10.62 3.23

Source: Author calculations

 E. HENNINK



 239

Table 8.4 Descriptive statistics of the individual IG 10Y+ and HY all-maturity 
(all) rating benchmark for two sample periods

AAA AA A BBB BB B CCC

Panel A: Descriptive statistics monthly credit spreads (1919–2014)
Statistic (10Y+) (10Y+) (10Y+) (10Y+) (All) (All) (All)
Mean 0.82 1.06 1.40 2.03
Stdev 0.46 0.56 0.73 0.99
Skew 1.43 0.78 1.09 1.40
Kurt 8.83 3.85 5.10 7.14
Min 0.14 0.23 0.32 0.51
0.25 0.44 0.56 0.79 1.26
0.50 0.82 1.03 1.33 1.93
0.75 1.06 1.40 1.80 2.54
Max 4.24 3.47 4.78 8.02
Autocorr (1) 0.96 0.97 0.98 0.98
Autocorr (12) 0.69 0.77 0.74 0.72
Panel B: Descriptive statistics monthly credit spreads (1988–2014)
Statistic (10Y+) (10Y+) (10Y+) (10Y+) (All) (All) (All)
Mean 0.99 1.16 1.40 1.98 3.48 5.57 11.36
Stdev 0.46 0.54 0.64 0.81 1.74 2.45 5.40
Skew 3.54 1.80 2.46 2.51 2.57 2.14 1.74
Kurt 21.46 7.66 11.72 12.39 12.71 10.13 6.55
Min 0.25 0.39 0.63 0.86 1.41 2.54 4.37
0.25 0.78 0.80 1.01 1.52 2.44 3.92 7.71
0.50 0.93 1.01 1.22 1.70 3.03 4.93 9.60
0.75 1.07 1.40 1.60 2.35 4.09 6.60 13.25
Max 4.24 3.47 4.78 6.28 13.90 19.00 37.94
Autocorr (1) 0.96 0.97 0.98 0.98 0.96 0.96 0.96
Autocorr (12) 0.69 0.77 0.74 0.72 0.40 0.31 0.34
WAL maturity 25.2 24.2 23.9 23.5 9.2 7.5 6.8

The mean, standard deviation (stdev), skewness (skew), kurtosis (kurt), minimum (min), maximum 
(max), 25%, 50%, and 75% percentiles and monthly (1) and annual (12) autocorrelation (autocorr). In 
addition, we show the weighted average life (WAL) maturity for the 1988–2014 sample

Source: GobalFinancialData, Merrill Lynch and author calculations
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Table 8.5 The findings of three papers that have quantified the liquidity pre-
mium in % of ten-year corporate bonds for different ratings

Number Paper AAA AA A BBB BB B CCC

1 Huang and Huang (2012) 0.53 0.77 1.00 1.38 1.28 0.82
2 Chen et al. (2014) 0.63 0.63 0.76 0.93 1.22
3 De Jong and Driessen (2012) 0.60 0.60 0.60 0.60 1.50 1.50 1.50
Mean 1 & 2 0.58 0.70 0.88 1.15 1.25
Mean 1 & 3 0.57 0.68 0.80 0.99 1.39 1.16
Mean 2 & 3 0.61 0.61 0.68 0.77 1.36
Mean 1, 2 & 3 0.59 0.66 0.78 0.97 1.33

The liquidity premium of Huang and Huang (2012) is taken from Table 8.2 of the paper by computing 
the difference between the ten-year maturity calculated credit spread and yield spreads. The liquidity 
premium of H. Chen et al. (2014) is taken from Table 8.5 of the paper by calculating the average differ-
ence between the credit spread and pure default spread of the bad (B) and good (G) state. Although De 
Jong and Driessen (2012) differentiate for the liquidity premium for different ratings, they do not report 
the actual numbers. Therefore, we decide to take the numbers they report

Source: Huang and Huang (2012), Chen et  al. (2014), De Jong and Driessen (2012), and author 
calculations

Table 8.6 The assumptions for the par yield c Ti
f ( )  of the defaultable corporate 

bond with annual, f = 1, coupon payments, rating i, and maturity T

i T r1(T)

AAA 15 5.88 5.08 0.80 0.60 0.20 25.0%
AA 15 6.13 5.08 1.05 0.70 0.35 33.3%
A 15 6.48 5.08 1.40 0.85 0.55 39.3%
BBB 15 7.13 5.08 2.05 1.10 0.95 46.3%
BB 9 8.41 4.91 3.50 1.40 2.10 60.0%
B 8 10.40 4.85 5.55 1.15 4.40 79.3%
CCC 7 16.14 4.79 11.35 1.00 10.35 91.2%

The par coupon is split into the risk-free par yield rf(T ) and par credit spread s Ti
f ( ) . The par credit 

spread is decomposed into the bond basis li
f  and default spread d Ti

f ( )  assumptions of Eq. 8.7. In the 
last column, we report the par default spread as a percentage of the par credit spread

Source: Author calculations

c Ti
1 ( ) s Ti

1 ( ) li
1

d Ti
1 ( ) d T

s T
i

i

1

1

( )
( )
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Table 8.8 The expected credit excess returns over government bonds based on 
Eq. 8.11 for maturities T 1–10 years (panel A) and 11–20 years (panel B)

Panel A: Expected credit excess returns for maturities 1–10 years
Rating 1 2 3 4 5 6 7 8 9 10
AAA 0.60 0.63 0.65 0.67 0.69 0.70 0.71 0.72 0.73 0.74
AA 0.76 0.77 0.79 0.81 0.83 0.85 0.86 0.87 0.88 0.89
A 0.94 1.00 1.04 1.07 1.10 1.12 1.14 1.16 1.17 1.18
BBB 1.35 1.43 1.49 1.54 1.57 1.60 1.62 1.64 1.65 1.67
BB 1.93 2.00 2.05 2.09 2.12 2.14 2.16 2.17 2.18 2.19
B 2.15 2.29 2.36 2.40 2.42 2.43 2.44 2.44 2.44 2.44
CCC 3.85 3.71 3.60 3.51 3.45 3.39 3.34 3.30 3.26 3.23
Panel B: Expected credit excess returns for maturities 11–20 years
Rating 11 12 13 14 15 16 17 18 19 20
AAA 0.75 0.76 0.76 0.77 0.77 0.78 0.78 0.79 0.79 0.79
AA 0.90 0.91 0.91 0.92 0.92 0.92 0.93 0.93 0.93 0.94
A 1.19 1.20 1.21 1.21 1.22 1.22 1.23 1.23 1.23 1.24
BBB 1.68 1.68 1.69 1.70 1.70 1.71 1.71 1.72 1.72 1.72
BB 2.20 2.20 2.21 2.21 2.21 2.22 2.22 2.22 2.22 2.22
B 2.43 2.43 2.42 2.42 2.41 2.41 2.41 2.40 2.40 2.40
CCC 3.21 3.18 3.16 3.15 3.13 3.12 3.11 3.10 3.09 3.08

Source: Author calculations

Table 8.7 The long-term expected par credit spreads s Ti
1 ( )  of Eq.  8.7 for 

maturities T 1–10 years (panel A) and 11–20 years (panel B), and rating i

Panel A: s Ti
1 ( )  for maturities 1–10 years

Rating i θi T=1 2 3 4 5 6 7 8 9 10
AAA 4.44 0.60 0.64 0.67 0.69 0.71 0.73 0.74 0.75 0.76 0.77
AA 2.18 0.80 0.84 0.87 0.91 0.94 0.97 0.99 1.01 1.02 1.03
A 2.36 1.01 1.11 1.18 1.23 1.28 1.31 1.34 1.36 1.37 1.39
BBB 2.22 1.57 1.72 1.82 1.90 1.95 1.99 2.02 2.04 2.05 2.06
BB 1.54 2.95 3.15 3.29 3.38 3.44 3.48 3.50 3.50 3.50 3.49
B 1.39 4.87 5.37 5.61 5.69 5.70 5.67 5.62 5.55 5.48 5.41
CCC 1.29 14.65 13.79 13.09 12.53 12.06 11.68 11.35 11.07 10.83 10.62
Panel B: s Ti

1 ( ) for maturities 11–20 years
Rating i ρi 11 12 13 14 15 16 17 18 19 20
AAA 0.99 0.78 0.79 0.79 0.80 0.80 0.80 0.80 0.81 0.81 0.81
AA 0.97 1.04 1.04 1.05 1.05 1.05 1.05 1.05 1.05 1.04 1.04
A 0.97 1.39 1.40 1.40 1.40 1.40 1.40 1.39 1.39 1.38 1.38
BBB 0.96 2.06 2.06 2.06 2.06 2.05 2.04 2.03 2.02 2.01 2.00
BB 0.40 3.48 3.46 3.44 3.42 3.40 3.37 3.35 3.32 3.30 3.28
B 0.66 5.34 5.28 5.21 5.15 5.10 5.04 4.99 4.95 4.90 4.86
CCC 0.93 10.44 10.27 10.13 10.01 9.89 9.79 9.70 9.62 9.55 9.48

In addition, we show the calibrated price of risk parameter θi of Eq. 8.4 per rating i in panel A. Finally, we 
calculate the correlation ρi between the 2–20 year maturities of the calibrated CSTS and the historical 
average CSTS over the 1988–2014 period from Sect. 8.3.5.2 for each rating i

Source: Author calculations
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notes

1. Helwege and Turner (1999) generated controversy with their findings of 
an upward-sloping credit spread term structure for low credit quality issu-
ers. These findings have, however, been contradicted by Bohn (1999).

2. The assumption of fractional recovery of face value assumption is sup-
ported by empirical evidence; see Bakshi et al. (2001).

3. There exists considerable evidence of a short-term liquidity premium in 
the US sovereign debt market. See, for example, Nagel (2016) and the 
references therein.

4. Note that Tn ≡ T with T equal to the bond maturity.
5. The historical interest rates obtained from GFD before April 1953 are 

based on Homer and Sylla (1996).
6. The yields of the composite of long-term government bonds index of 

Merrill Lynch are almost identical to the ones from the FED.
7. In our case, this is the 20-year cumulative default probability of the CCC 

rating.
8. Note that the price of risk parameter has no unit as it is a multiplication 

factor between the physical and risk-neutral hazard rates. For example, if 
the price of risk parameter is 4 then this means the risk-neutral investors 
perceive the risk-neutral default probabilities 4 times larger than the physi-
cal default probabilities.

9. Hull et al. (2005) find expected annualized excess returns of 0.81%, 0.86%, 
1.12%, 1.58%, 2.03%, 1.36%, and 3.07% for the AAA, AA, A, BBB, BB, B, 
and CCC ratings, respectively. The authors define these excess returns over 
the swap rate.

10. Giesecke et al. (2011) report an expected annualized excess return of about 
0.8%, which is based on a recovery assumption of 50%, an average credit 
spread of 1.53%, and average default loss rate of 1.5% measured over the 
period 1866–2008. However, the authors find that the annual default loss 
rate decreases by half to roughly 0.75% for the 1900–2008 period, which is 
a period that better corresponds to our 1919–2014 sample. Taking their 
finding of an average credit spread of 1.53% and default losses of 0.75% and 
our recovery assumption of 35% gives an expected excess return of 1.04%.
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CHAPTER 9

Regime Identification for Sovereign Bond 
Portfolio Construction

Santiago Alberico, Joachim Coche, Vahe Sahakyan, 
and Omar Zulaica

9.1  IntroductIon

Financial markets are closely linked to the business and credit cycles. They 
experience periods of persistent high or low volatility and go through risk-
 on and risk-off episodes. Certainly, return distributions vary with the state 
of the economy. As a consequence, the behaviour of portfolio returns can 
vary significantly over shifting economic and financial conditions—in 
other words, it can substantially change over each regime.
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Traditional asset allocation algorithms do not typically incorporate regime-
specific information to construct optimal portfolios. In this  chapter, we 
introduce a state-dependent investment strategy based on a set of indicators 
that we believe are useful in identifying economic and financial regimes. 
Importantly, it should be noted that the objective of this chapter is not nor-
mative. We are not proposing an alternative asset allocation approach; rather, 
our intention is to better compare the properties of portfolios which are, and 
are not, optimised taking state-conditional information into account.

To this end, we apply in this chapter a multi-step approach to portfolio 
construction. First, the state space is characterised by separating “regular” 
from “distressed” market environments, using a selected regime indicator. 
We then obtain distributions of asset class returns conditional on the 
regime indicator. Finally, we execute a dynamic asset allocation algorithm 
on the mean-variance space, optimising a portfolio over expected condi-
tional return distributions.

While the existing literature on regime identification has focused, in 
particular, on equity markets, we illustrate this approach for an investment 
universe consisting of four of the most important and liquid developed 
government bond markets: the United States, the United Kingdom, 
Germany, and Japan. Furthermore, we analyse the properties of the port-
folio construction method for different assumptions on currency numerai-
res (specifically, those often used by sovereign investors), different utility 
concepts and different levels of risk tolerance. Then, we compare these 
results with traditional asset allocation methodologies, such as simple 
mean-variance and Bayesian optimisation.

We show that the portfolios optimised across regimes have properties 
markedly different from those optimised using conventional asset alloca-
tion approaches. They imply diversified bond weightings with a lower 
inclination to corner solutions, and display higher mean returns at broadly 
comparable volatilities. Accordingly, the Sharpe ratios of the regime- 
optimised allocations indicate better risk-adjusted returns. Yet, as we show, 
they imply fatter-tailed return distributions. These findings may indicate 
that the regime-optimised allocations are exposed to an additional risk fac-
tor that, when priced, could give rise to an expected excess return over 
standard portfolios. From a theoretical perspective, this makes sense: if the 
optimised portfolios are adequately diversified within each financial or 
economic regime, resulting risk exposure must be mostly of systematic 
nature and thereby should carry a premium.

The rest of this chapter is organised as follows: Sect. 9.2 provides a brief 
literature review documenting the notion of economic regimes and the 
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issues that arise when applying the concept to the analysis of financial mar-
kets. In Sect. 9.3 we propose three indicators for identifying regimes. 
Section 9.4 first demonstrates that these three measures are useful in char-
acterising the future return distributions of our universe of developed 
market sovereign bonds, and then describes and applies our regime- 
optimal asset allocation framework. Section 9.5 concludes.

9.2  regIme IdentIfIcatIon

The term regime has been used extensively in various fields: in finance, in 
economics, and even in politics.1 The concept of multiple regimes received 
early formal treatment by Nicholas Georgescu-Roegen (1951) in a study of 
linear economic models. The author discussed the idea that different phases 
of the business cycle could be represented in a multiple regime model.

Later on, regime identification was addressed by Goldfield and Quandt 
(1973). They were among the first to incorporate the concept of regime 
switching into an econometric model. This approach was later popularised 
by Hamilton (1989), who explicitly modelled two states representing the 
aggregate business cycles: expansion and recession.

On an ex-post basis, for example, information published by the National 
Bureau of Economic Research (NBER)—responsible for determining offi-
cial recessionary periods in the United States—could be used to identify 
regimes.2 Based on this classification, return distributions of financial 
assets could be estimated separately for periods when the US economy is 
expanding or when it is contracting (Fig. 9.1). Though simple-sounding, 
several issues arise when applying such an approach to investment decision 
making. First, the expansion regime takes up most of history (e.g., about 
80% of the past 26 years). Clearly, not all expansions since 1990 have been 
characterised by the same asset class behaviour. Second, asset classes can 
sometimes behave as if there is a looming recession, though macroeco-
nomic data may not reflect so. To illustrate this point, we fit the NBER 
recession probability using two different probit models: one purely based 
on macro data and another using market indicators (Fig. 9.2). In both 
cases, the empirical probability of facing an economic downturn presents 
a spike when the NBER says the US economy is contracting.

However, the market-based model presents additional spikes in the last 
couple of years; the period going from October 2015 to February 2016 
stands out the most. During this time, oil prices experienced one of the 
sharpest falls in history, sparking deflationary pressures. At the same time, 
investors were worried that China’s economy may face a hard landing. 
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Fig. 9.1 US real GDP quarterly annualised GDP growth and output gap

Fig. 9.2 US probability of recession implicit in selected variables
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Though these worries later dissipated, market-based measures appeared to 
be pricing it in. Yet, the US recession probability based in macroeconomic 
data remained close to zero as economic fundamentals in the United 
States were not deteriorating. In conclusion, using the NBER classifica-
tion as a regime indicator to model financial markets’ behaviour, our fore-
casts would miss the changes in the conditional distribution of asset 
reeturns observed in the data.

Third, because the NBER classifies a period as either expansion or 
recession after it already happened (often, quite late), its data is actually of 
little use for real-life asset allocation purposes. A similar case can be made 
for most ex-post and macro-based dummy variables (i.e., financial crises, 
stages of the interest rate, or business cycles). This was pointed out by 
Blitz and van Vliet (2011), who propose a timelier leading indicator of the 
US business cycle that allows to split the state space into finer scenarios. 
However, we believe their approach still does not control for other impor-
tant issues, such as country-risk concentration, which we discuss later on.

A fourth important point is that the frequency of the data can affect 
estimation results. Sometimes, in asset allocation, the periodicity of a sam-
ple is chosen in order to reflect the length of the investment horizon. To 
capture the phases of the business cycle, it would make sense to use a 
quarterly or annual frequency. However, this can introduce a small-sample 
bias to our estimations. By using a quarterly sample (e.g., when basing our 
estimations on GDP data), very few observations become available, mak-
ing it harder to make adequate and trustworthy statistical inference. From 
the point of view of regime identification, this means that we receive the 
regime signals less frequently—an unattractive feature. The appropriate 
data frequency thus involves a trade-off between sample size and invest-
ment horizon.

Finally, the choice of the appropriate regime indicator is complicated 
by the fact that the regimes of different asset classes may not be perfectly 
synchronised. Even if assuming that one state variable is sufficient to sum-
marise the regime in a particular country, relying on only one economy’s 
data (in this case, the United States), may not be appropriate for portfo-
lios with assets from multiple geographies. Including multiple state vari-
ables, one for each of the different regimes governing the assets in a 
global portfolio is difficult due to multiple reasons. Not least of which is 
the difficulty in estimating the joint probability distribution of the mul-
tiple state variables.

 REGIME IDENTIFICATION FOR SOVEREIGN BOND PORTFOLIO… 



252 

9.3  alternatIve regIme IndIcators

For market participants, it can be a daunting task to characterise the finan-
cial and economic environment given the wealth of data that is published 
every day. Not accounting for outliers in the data can easily lead to mis-
specification of conditional asset return distributions. For example, practi-
tioners may be faced with investor preferences to use a well-known market 
indicator such as the VIX index or a corporate credit spread to define the 
states of the world; however, these indices are restrictive in nature as they 
only consider asset- and country-specific behaviour. For a multi-asset, 
multi-country investor, objective measures to define states of the world are 
much harder to find.

To achieve a regime identification process that is rule-based, systematic, 
transparent, and less subjective, we introduce in this section mathematical 
models that capture the underlying data structure. With the objectives of 
summarising a broad group of signals, achieving a fine enough partition of 
the state space and avoiding ambiguity in its interpretation, we propose 
the following three measures.

 (a) Macro Fragility Index

The Macro Fragility Index (MFI) is defined as the variance explained by 
the principal components of a chosen set of macroeconomic indicators.3 
The time series plots the MFI obtained using monthly industrial produc-
tion and consumer price indices for a set of developed countries (the 
United States, Canada, the United Kingdom, Germany, and France), 
beginning 1975 (Fig. 9.3). A 36-month rolling window is applied to esti-
mate a time series of the measure.

If the total variation in this group of economic variables can be explained 
to a large degree by a few factors, then this is an indication of higher macro 
risk concentration. Additionally, this measure offers a way to summarise 
the economic cycle of multiple economies simultaneously.

 (b) Financial Turbulence Index

The Financial Turbulence Index (FTI) is the time series of the Mahalanobis 
distance (i.e., the square root of the multivariate Z-score) of the return 
matrix of several asset classes.4 The FTI is estimated from monthly returns 
of global bonds, equities, and commodities starting in 1977 (Fig. 9.4).5 The 
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Fig. 9.3 Macroeconomic fragility index

Fig. 9.4 Financial turbulence index
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higher the FTI is, the more it signals an extraordinary realisation of joint 
returns away from the average. In this sense, the measure can prove helpful 
in defining regimes under which the market is more turbulent.

 (c) Systemic Risk Index

In a similar fashion to the MFI, the Systemic Risk Index (SRI) is defined 
as the variance explained by the first factor of a principal component analy-
sis over the return matrix of a selected set of asset classes (Fig. 9.5). High 
values of this index indicate periods in which the returns are well explained 
by only one factor. This means that the multi-country, multi-asset class 
volatility is concentrated which may indicate systemic risk. As in the case 
of the MFI, a three-year rolling window is used for the estimation. 
Opposed to the FTI it does not measure concentration, but the level of risk 
in the financial system.

As noted, these measures are estimated at a monthly frequency. Note, 
however, that these measures could be constructed at a weekly, and even 
daily, frequency, depending on the availability of underlying data. Higher 
frequency indicators may have some applications such as for early-warning 
indicators. However, higher frequency indicators must be used with cau-
tion, because daily data may contain greater noise.

Fig. 9.5 Systemic risk index
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9.4  empIrIcal analysIs

In this section, we assess the fitness of the proposed regime indicators for 
predicting future bond return distributions over several investment hori-
zons. Subsequently, we attempt to construct regime optimised portfolios 
using an out-of-sample approach.

9.4.1  Predictive Power of the Regime Indicators

Now that systematic indicators have been defined—and before construct-
ing an ex-ante investment strategy—the properties of these measures to 
characterise future returns are assessed. This analysis is performed for an 
investment universe comprising government bonds from four markets: the 
United States, the United Kingdom, Germany, and Japan, with constant 
durations ranging from one to ten years in one-year steps.

Using the full available data history from January 1975 to August 
2016, the following predictive regression for the monthly local currency 
returns is performed:

 r It
i

t k t= + +−α β ε .  

Here, rt
i  is the month over month total return of the i-year government 

bond i  ∈  {1, 2, 3, …, 10} and It−k is the k-th lag of regime indicator 
∈{MFI, SRI, FTI}, k ∈ {1, 3, 6, 9, 12}. That is, the regime indicators’ pre-
dictive power is tested for 1, 3, 6, 9, and 12 month-ahead returns. εt is the 
regression error.

SRI and FTI show some predictive power (Table 9.1).6 Concretely, the 
SRI seems to do a decent job in explaining short-end bond returns across 
all economies and several months ahead. Additionally, the relationship 
between this indicator and total returns seems to be inverse and decreasing 
along term. However, the FTI can explain some returns in both Germany 
and the United Kingdom, especially in the medium term, and the relation-
ship between them and financial turbulence appears positive. In contrast, 
the MFI does not perform well-explaining future returns for any invest-
ment horizon.

As a mean-variance algorithm will be used to construct portfolios, it is 
also important to explore if the MFI, SRI, and FTI can predict future vola-
tility. To this end, predictive regressions of the following form are 
performed:
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 σ α β εt
i

t k tI= + +− .  

Here, σ t
i  is the 12-month rolling volatility of local currency returns for 

the i-year government bond  i ∈  {1, 2, 3, …, 10}. The corresponding t- 
statistics, adjusted for overlapping sample issues using Hansen & Hodrick 
(1980) procedure (Table 9.2).

In line with previous results, MFI does not show predictive power for 
the future return, except in some Japanese Government Bond cases 
(results available on request). However, SRI and FTI show significant sta-
tistical power. Specifically, the SRI has a positive relationship with the vola-
tility of some short- and medium-term maturities across all countries. The 
FTI performs well in a greater part of the term structures and across most 
investment horizons. The relationship between this indicator and future 
bond return volatility is positive and increasing with duration.

9.4.2  Portfolio Construction

Given some evidence of predictive power of the previously introduced 
regime indicators, we now proceed to establish an investment strategy that 
is regime-optimal. We define a regime-optimal portfolio as the best asset 
allocation to hold during the predicted state of the regime space.

Past examples of applications of a state-space-based approaches for con-
structing portfolios can be found in the literature. Clarke and de Silva 
(1998) suggest a method to expand the optimal frontier when considering 
multiple regimes. We apply the approach of Ang and Bekaert (2004), who 
take into consideration the effect of high volatility environments on the 
equity market. Blitz and van Vliet (2011) use a modified version of the 
NBER economic cycle indicator described above to capture the time- 
variation of risk and return properties in US markets. More recently, and 
from a sovereign investor’s perspective, Cruz-Lopez and Rivadeneyra 
(2014) set up an approach to maximise the expected value of international 
reserves in the states of the world where they are most likely to be 
 liquidated. They choose foreign exchange rates as state variables to dif-
ferentiate between different regimes.

Our approach offers a more general setting: by recognising that asset 
portfolio investors may have different objectives, goals, and reaction func-
tions, we define our state space by using a set of indicators that encompass 
a broader amount of information.

 S. ALBERICO ET AL.
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Naturally, the definition of best can vary depending on the investor’s 
preferences and constraints. For example, take an investor with mean- 
variance preferences and a one-month regime-predicting horizon looking 
to maximise risk-adjusted returns. If the regime split has two states of 
nature {s1, s2} and he foresees that the second state will prevail during the 
following month, the best portfolio to hold over the next 30 days could 
be the one which delivers the highest Sharpe ratio during said regime. The 
investor can subsequently re-adapt the portfolio if he foresees another 
regime switch. Alternatively, the investor could determine the probability 
of observing each of the two states during the following month and weight 
two state-optimal portfolios accordingly.

This definition highlights the importance of the regime identification 
process, which is of dynamic nature: the distribution of future bond 
returns is conditional on the state of the world. Naturally, a succinct defi-
nition of the state space and a methodology for forecasting such regimes 
are required, and are detailed as part of our investment set-up. It is also 
important to note at this point that, the methodology under which a port-
folio is optimised is assumed to work, in principle. We take as given the 
portfolio optimisation process, and instead focus on pinpointing the value 
added to sovereign bond portfolios through regime identification.

9.4.2.1  Methodology
Regime-optimal portfolios are constructed by performing standard mean- 
variance (SMV) optimisation separately on risk and return estimates 
obtained conditionally. That is, based on each regime indicator, the his-
torical returns of every bond prior to January 2000 are classified into two 
states: a high (H) and low regime (L), using the indicator’s medians—a 
rather simple two-state split. Subsequently, for each set of returns from the 
high (sH) and low (sL) states, separate mean-variance optimisations are 
performed.

As a robustness check, these optimisations are executed for different 
currency numeraires and apply different rules by which a portfolio is 
selected from the efficient frontier. Next, the weights of the low and high 
regime portfolios are averaged either statically or dynamically. In the static 
approach, a constant weight of 50% is assigned to the weights of the low 
and high regime portfolios, respectively; in the dynamic approach, the 
weight is based on the expected value of the regime indicator (Table 9.3) 
at a given point in time; means and covariances are estimated in the sample 
from January 1985 to January 2000. 
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Table 9.3 Alternative assumptions used for portfolio construction

Portfolio selection criterions • Minimum volatility
• Maximum return/volatility ratio
• Maximum Sharpe ratio
• Target durations of 2, 4 and 6 years
• Target volatilities of 2%, 4% and 6%
• Maximum annualised loss probability of 2%, 5% and 10%

Currency numeraire 
assumptions

USD, EUR, GBP, JPY, and SDR

In detail, this portfolio construction process consists of the following 
steps:

 1. Classifying the historical asset returns into low (sL) and high (sH) 
regime observations for each of the three regime indicators: MFI, 
SRI, and FTI. Any historical return observation is considered a high 
regime observation if the respective regime indicator exceeds its 
median during that period, and vice versa. This is the definition of 
our state space {sL, sH}.

 2. Calculating low and high regime conditional means (μ| si) and 
covariances (Σ| si) for each indicator and currency numeraire (thus in 
total 2 (#of regimes) × 3 (# of indicators) × 5 (# of numeraires) = 30 
sets of means and covariances).

 3. Calculating mean-variance efficient frontiers for each set of means 
and covariances: a low regime efficient frontier and a high regime 
efficient frontier.

 4. Selecting one portfolio from the set of mean-variance efficient port-
folios. We show the alternative selection criteria (Table 9.3).

 5. For each regime indicator, the weights to place on the low wL
∗( )  and 

high wH
∗( )  regime optimal portfolios w wL H

∗ ∗{ },  are determined using 
either a static and dynamic approach. Under the static weighting 
scheme, the low and high regime portfolios are weighted by wi

∗ =
50% each. With the dynamic weighting, the low and high regime 
portfolios are weighted based on the expected value of the corre-
sponding regime indicator. The expected value is obtained from an 
autoregressive process of order 1 with a projection horizon of 
12 months, and represents our regime forecasting algorithm.7

 6. Finally, as an aggregation method for both the dynamic and static 
approach, “combined” regime optimised portfolios are calculated as 
weighted averages across the regime identification criteria.
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The combined regime-optimal portfolios are compared to standard 
mean-variance (SMV) optimal portfolios and a Bayesian approach (BAY) 
where the first moment of the prior distribution of expected returns is 
obtained by scaling expected return with the corresponding volatility. To 
be comparable to the regime-optimal portfolios, these portfolios are 
determined using in-sample data up to January 2000.

9.4.2.2  Results
The regime-optimised portfolios show a degree of diversification in- between 
that observed for the SMV and BAY portfolios. We calculate the portfolio 
weights resulting from the alternative portfolio construction techniques for 
the selection criterion of a target duration of four years separately for the 
alternative numeraire assumptions (Fig. 9.6). Clearly, the SMV portfolios 
on the left show higher bond concentration with corner solutions: the allo-
cation to a single yield curve node can go as high as 50% of the portfolio. 
Under the Bayesian approach, the portfolios appear to be well diversified 
with few asset classes at zero weight and maximum asset weights not much 
higher than 10%. The regime-optimised portfolios appear to be more diver-
sified than the SMV but less than the BAY portfolios. Furthermore, the 
results hold for the average portfolio composition across all selection crite-
ria. Again, the SMV approach also shows more concentration in comparison 
to the Bayesian optimisation and the regime- optimised allocation.

With regard to the portfolios’ risk and return profile, we present the 
mean returns and conditional returns-at-risk at a 95% confidence level over 
the out-of-sample period (Fig. 9.7). The dots represent either the SMV 
optimal portfolios or the Bayesian portfolios and the static or dynamic 
regime-optimal portfolios. The individual dots for each optimisation 
approach refer to the combination of different numeraires (5) with differ-
ent selection criterions (12)—thus 60 dots for each approach. The regime-
optimal portfolios show different features than SMV and BAY portfolios.

Compared to the SMV optimisation allocations, the regime-optimal 
portfolios appear to show mostly superior risk-return combinations for 
both the dynamic and static approaches. This is evidenced by their corre-
sponding dots, which are mostly northeast of those produced from the 
SMV approach (two upper panels of Fig. 9.7). However, compared to the 
Bayesian approach, the regime-optimised portfolios do not show superior 
risk-return properties. The static approach appears to show less favourable 
risk-return combinations than the Bayesian approach for some of the cur-
rency numeraires.
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Fig. 9.6 Composition of optimised portfolios for a target duration of four years
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Across the five numeraires, the combined regime portfolios (both static 
and dynamic) result in consistently higher mean returns than the full sam-
ple SMV and BAY optimisations (Table 9.4). At the same time, return 
volatilities of the combined static regime portfolios are broadly compara-
ble to the SMV and BAY portfolios (slightly higher for the EUR and JPY 
numeraire and slightly lower for the GBP) while the combined dynamic 
portfolios tend to have, on average, slightly higher volatility. Also, average 
duration tends to be slightly higher for the combined regime portfolios—
evidence of further risk taking.

Fig. 9.7 Risk-return plots of regime portfolios versus standard mean-variance 
and Bayesian portfolios
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Indeed, tail risks appear to be markedly higher for the combined regime 
portfolios. That is, the combined regime portfolios show almost consis-
tently lower returns-at-risk and higher loss probabilities. However, these 
differences are larger than what can be attributed to observed differences 
in volatilities and durations. Risk-adjusted returns—measured on the basis 
of the Sharpe ratio—of the combined regime portfolios are consistently 
higher compared to the SMV portfolios and mostly higher compared to 
the BAY portfolios, with exception of the JPY numeraire.

Next, we turn to an excess return perspective to analyse how regime 
portfolios perform relative to their corresponding SMV counterparts. We 
also show the evolution of the cumulative excess returns of the regime 
portfolios—averaged for the individual regime indicators separately—over 
the in-sample and out-of-sample period (Fig. 9.8). While we observe a 
fairly continuous increase in the cumulative return of the combined regime 
portfolio, the allocations based on the individual regime indicators per-
form quite differently over time. Both the Macro Fragility and Financial 

Fig. 9.8 Evolution of cumulative excess returns of regime portfolios over stan-
dard mean-variance portfolios
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Turbulence-based portfolios show continuously increasing cumulative 
excess returns while the Systemic Risk-based portfolio implies essentially a 
sideways evolution of the cumulative excess return.

While taking a closer look to the summary statistics for the excess 
returns of the regime optimal and Bayesian optimal portfolios over SMV 
ones, we find that the combined regime portfolios consistently show 
 positive excess returns for all numeraires with significance levels between 
90% and 95%, and the excess returns of those dynamically rebalanced are 
slightly higher (Table 9.5). Nonetheless, the BAY portfolios show a con-
sistent excess returns relative to the SMV portfolios. While the level of the 
excess returns is lower, they have higher statistical significance.

9.4.2.3  Stylised Facts
Regime-optimal portfolios demonstrate markedly different properties 
than portfolios based on SMV optimisation in an out-of-sample backtest. 
They imply more diversified holdings and show a lower inclination to cor-
ner solutions. In addition, the regime portfolios show higher mean returns 
at broadly comparable volatilities. Accordingly, their Sharpe ratios indicate 
better risk-adjusted returns. The excess returns of the combined regime 
portfolios compared are statistically significant and gradually increasing 
over time. At the same time, the tails of the regime portfolios are markedly 
fatter while return-at-risks are lower and loss probabilities are higher.

This combination of statistically significant excess returns, comparable 
return volatilities and fatter tail distributions may indicate that the regime 
portfolios constitute a factor. Arguably, positive factor returns could arise 
from a combination of two sources:

 (a) SMV portfolios may turn out to be insufficiently diversified and risk- 
return inefficient in the out-of-sample period. The fact that the 
Bayesian portfolios show excess returns over them—at comparable 
volatilities and tail properties—may support this notion.

 (b) Secondly, regime-optimised portfolios could be riskier than SMV 
portfolios, as indicated by fatter tails at comparable volatilities. The 
regime portfolios may therefore be compensated for the risk of regime 
switches in the asset return distributions. That is, the regime-based 
portfolios are a combination of allocations that are optimised for con-
ditional asset return distributions in low and high fragility, turbulence, 
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and systemic risk regimes, respectively. However, the information on 
asset return distributions cross regimes, that is, unconditional volatili-
ties and unconditional correlations, do not enter the portfolio 
construction.

In summary, the return distributions of regime-optimised portfolios 
differ significantly from those derived on the basis of standard techniques. 
The regime-optimised portfolios show superior Sharpe ratios—but con-
trary to our prior—they also imply fatter-tailed return distributions. With 
these results, regime-optimal portfolios appear to be a less obvious choice 
as a technique for robust optimisation. However, they may constitute an 
independent risk factor which could give rise to an expected excess return 
over standard portfolios.

9.5  concludIng remarks

Regime identification algorithms can prove useful in many situations: for 
historical analysis, to better understand how financial markets have 
behaved under different scenarios; for forward-looking tests, because hav-
ing the ability to foretell regimes could inform us about investor behav-
iour going forward; and, as shown in this chapter, for portfolio 
construction. By studying the properties and implications of regimes and 
regime changes, we can set up a state-dependent investment strategy.

A regime-based approach to portfolio construction has the flexibility to 
adapt to changing economic conditions. To perform it, indicators are 
required that allow to adjust in a timely fashion to changing states of the 
world. In this chapter, we propose three measures: the MFI, the FTI, and 
the SRI—all of which allow us to partition the state space into “low” and 
“high” risk states.

Furthermore, we show that the proposed regime indicators are useful 
in predicting future developed market government bond return distribu-
tions for several investment horizons. And, given some evidence of predic-
tive power from the regime identification measures, we establish a 
multi-step algorithm to perform dynamic asset allocation.

This method seems to perform well when compared to SMV algo-
rithms but faces challenges vis-à-vis a Bayesian approach. Though regime- 
optimal portfolios display higher Sharpe ratios, they represent higher 
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tail-risk strategies, therefore being a less preferable choice when the inves-
tor’s target is minimising the probability of loss. This is usually the case for 
more conservative sovereign investors. However, the higher excess returns 
delivered by regime-optimal portfolios appear to provide some evidence 
that they are a result of greater exposure to risk premia.

This approach can be used to support strategic or tactical asset alloca-
tion decisions; however, it should be adjusted for some practical issues. 
First, the usefulness of these (or other regime indicators) could be explored 
in a broader asset class universe; for example, one comprising equity, credit 
and even commodities markets, such as gold. Second, the dynamic opti-
misation methodology can be extended to allow for automatic updating of 
the optimal “high” and “low” regime return distributions, thereby per-
mitting the conditional efficient frontiers to be refreshed as often as the 
portfolio is rebalanced. Third, a finer partition of the state space could be 
defined. Fourth, one could also try to calibrate the optimal rebalancing 
horizon—this could help minimise transaction costs and find statistical 
evidence of excess returns for medium and long-term investors. Finally, 
while our use of regime identification aimed to construct a dynamic port-
folio along regimes—perhaps, one can try and construct a portfolio that is 
robust across different states of the world.

notes

1. See Brida, Anyul & Punzo 2006. “A review on the notion of economic 
regime” for a review of the basic notions and definitions of economic regime 
and regime switching.

2. Refer to the website http://www.nber.org/cycles.html for the US Business 
Cycle Expansions and Contractions dates and durations.

3. Previous applications of principle component analysis for regime identifica-
tion include Billio et al. 2010. “Measuring systemic risk in the finance and 
insurance sectors”; Pukthuanthong and Roll 2009. “Global market integra-
tion: An alternative measure and its application”; and Kritzman et al. 2011. 
“Principal components as a measure of systemic risk”.

4. Mahalanobis 1927. “Analysis of race-mixture in Bengal”, used several char-
acteristics of the human skull to analyse dissimilarities between various 
castes and tribes in India. He later proposed a more generalised statistical 
measure, the Mahalanobis distance, which takes into account both the stan-
dard deviations of individual dimensions and the correlations between 

 S. ALBERICO ET AL.
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dimensions (see Mahalanobis 1936. “On the generalised distance in statis-
tics”). For applications of the measure in finance see Chow et  al. 1999. 
“Optimal portfolios in good times and bad”; Kritzman and Li 2010. 
“Skulls, financial turbulence, and risk management” and references therein.

5. Specifically, we use the total return indices of U.S. Treasuries, investment 
grade global corporate bonds, the MSCI World U.S. and Non-U.S. equity 
indices and the GSCI Commodity Index.

6. For simplicity, only t-statistics and significance level for typical intervals are 
shown. The intercept and slope values are available upon request.

7. The expected value is normalised based on data from the in-sample  
period. The weight of the low-regime optimal portfolio corresponds to the 
normalised value of the expected regime indicator (x) and the weight of 
the high-regime portfolio corresponds to 1 minus the normalised value 
(1  −  x). The dynamic regime optimal portfolio then is: 
w x w x wL Hdynamic

∗ ∗ ∗= ⋅ + −( ) ⋅1 .
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CHAPTER 10

Benchmark-Relative and Absolute-Return 
Are the Same Thing: Conditions Apply

Robert Scott

10.1  Portfolio objectives

Although they are both trying to maximise return for a given level of risk, 
benchmark-relative and absolute-return managers adopt different means 
for getting there. The benchmark-relative manager is maximising alpha, or 
return relative to the benchmark, subject to a tracking error limit, while 
the absolute-return manager is maximising total return subject to some 
risk limit such as a probability of loss or absolute volatility and so on. It 
might seem that the benchmark-plus-alpha that a benchmark-relative 
manager generates should be similar in magnitude to that which an 
absolute- return manager might deliver (at least during an up market); 
however, it turns out that this is not necessarily the case.

Our investigation is simulation-based, examining market views and 
optimal portfolios to test the impact of different investment objectives. 
The details of the simulation procedure can be found in the appendix and 
the specific objective functions and constraints for each strategy can be 
found in Table 10.1. Suffice it to say here that we have assumed that the 
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job of the benchmark-relative manager is to maximise their information 
ratio, and to apply this process to a multitude of similar portfolios, all with 
differing benchmarks and risk limits. For any one portfolio, the alpha is 
maximised subject to a tracking error (or other) limit. The alpha can be 
generated in the purest form by either market timing the beta (or betas) in 
the portfolio or through security selection.

In principle, the mandate can have a very low or a very high tracking 
error—there is nothing intrinsic to benchmark-relative investing that 
requires low tracking error. Absolute-return seeks to generate the highest 
return in the portfolio subject to a given risk limit, often captured as a 
measure of the probability of loss, or the likely frequency of losses over a 
particular horizon. By definition, for absolute-return investing, there is 
either no benchmark, or a margin over cash (or zero) is considered to be 
the benchmark. There is no requirement for return to be generated from 

Table 10.1 Formal optimisation problems for absolute-return and benchmark- 
relative

Strategy Optimisation problem

Absolute-return Maximise Rp = βpF
Subject to:
σp,i ≤ Target max risk i = 1 … n
where Rp is the return on the portfolio, βp is the set of factor 
sensitivities in the portfolio, and F is the set of factor returns

Benchmark-relative Maximise αp = (βp–βBM)F
Subject to:
ΤΕp ≤ Target max TE
where αp is the excess return of the portfolio over the benchmark 
and βp and βBM are the factor sensitivities in the portfolio and 
benchmark

Benchmark-relative, 
beta constrained

Maximise αp = (βp–βBM)F
Subject to:
ΤΕp ≤ Target max TE
betap = 1
where betap is the overall beta of the portfolio relative to the 
benchmark (covariance divided by benchmark variance)

Benchmark-relative, 
risk capped

Maximise αp = (βp–βBM)F
Subject to:
ΤΕp ≤ Target max TE
σp ≤ σBM

where σp and σBM are the volatilities of the portfolio and 
benchmark
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either a single or multiple asset classes. We could therefore categorise 
absolute-return mandates into both single asset class (constrained) and 
multiple asset classes (unconstrained).

While maximising the Sharpe ratio or the information ratio might 
sound like very similar things, in fact, the process of maximising the infor-
mation ratio does not deliver the highest possible Sharpe ratio for the end 
investor (see Roll 1992). For this reason, the opportunity set of possible 
returns for active investors are better under an absolute-return mandate 
than for a typical benchmark-relative strategy. This is true, so long as the 
benchmark is not mean-variance efficient: in other words, if the bench-
mark is not constructed by maximising returns as a function of risk. There 
is theoretical and empirical evidence in support of capitalisation-weighted 
benchmarks being inefficient (see Haugen and Baker 1991, 2010). The 
process of achieving the highest information ratio incentivises the portfo-
lio manager to create portfolios that effectively “leverage” the beta in the 
benchmark to some degree as we show later. The end result is a higher 
information ratio, but a sub-optimal Sharpe ratio. Figure 10.1 shows the 
possible portfolios available to the investor for a given set of expected 
returns and risk tolerances: either total risk for absolute-return or tracking 
error for benchmark-relative. These possible portfolios are based on hypo-
thetical risky assets with characteristics described in greater detail in the 
appendix. The portfolios constructed are based on maximising the 
expected return for absolute-return and expected alpha for benchmark- 
relative for the same set of expected asset returns. The only constraints for 
these initial portfolios are the risk limits (either total volatility or tracking 
error). If the benchmark-relative investor maximises alpha for a given level 
of tracking error, their resulting portfolio lies below an absolute-return 
portfolio with similar risks. Put another way, the Sharpe ratio is lower. 
Table 10.2 details some of the characteristics of the portfolios used to cre-
ate the previous charts. In column one, we show that the benchmark is 
designed to have factor sensitivities, perhaps beta and duration derived 
from stocks and bonds. The next column makes clear that the absolute- 
return portfolio with similar risk levels to the benchmark has a higher 
expected return, this because it is constructed so as to be mean-variance 
efficient. The following two columns show some sample benchmark- 
return portfolios with different levels of tracking error. They are con-
structed to maximise the expected alpha subject only to the tracking error 
limit. Note the betas are fairly high, and the correlation between alpha and 
beta is also quite high. The information ratios, however, are the highest of 
all sample portfolios whereas the Sharpe ratios are among the lowest.
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To improve the Sharpe ratio, an additional incentive is needed to induce 
the benchmark-relative active manager to improve the end investor’s over-
all return for a given level of overall risk. One very effective method, we 
will argue, is for the investor to actually increase the constraints in the 
mandate.

Fig. 10.1 Traditional benchmark-relative approaches lag absolute-returns for 
two- and five-factor portfolios. Two-Factor Portfolio

 R. SCOTT



 279

T
ab

le
 1

0.
2 

Sa
m

pl
e 

po
rt

fo
lio

s 
un

de
r 

va
ri

ou
s 

co
ns

tr
ai

nt
s—

tw
o-

fa
ct

or
 m

od
el

B
en

ch
m

ar
k

A
R

 
ri

sk
 =

 4
.4

%
M

ax
 a

lp
ha

 
T

E
 =

 9
0 

bp
s

M
ax

 a
lp

ha
 

T
E

 =
 3

%
B

et
a 

= 
1 

T
E

 =
 9

0 
bp

s
B

et
a 

= 
1 

T
E

 =
 3

%
R

isk
 <

 B
M

 
T

E
 =

 9
0 

bp
s

R
isk

 <
 B

M
 

T
E

 =
 3

%

E
qu

ity
 β

0.
6

0.
2

0.
6

0.
7

0.
5

0.
3

0.
5

0.
2

B
on

d 
β

2.
0

4.
6

2.
9

5.
1

3.
0

5.
3

2.
9

4.
6

α 
β 

co
rr

el
−

33
%

78
%

78
%

0%
0%

−
10

%
−

33
%

B
et

a
1

0.
78

1.
16

1.
53

1.
00

1.
00

0.
98

0.
78

T
ot

al
 r

is
k

4.
4%

4.
4%

5.
1%

7.
0%

4.
5%

5.
3%

4.
4%

4.
4%

E
xp

. r
et

.
0.

68
%

0.
87

%
0.

86
%

1.
28

%
0.

80
%

1.
06

%
0.

78
%

0.
88

%
Sh

ar
pe

 
ra

tio
0.

54
0.

69
0.

58
0.

63
0.

61
0.

69
0.

61
0.

69

A
lp

ha
0.

19
%

0.
18

%
0.

60
%

0.
11

%
0.

37
%

0.
10

%
0.

19
%

T
ra

ck
in

g 
er

ro
r

2.
91

%
0.

90
%

3.
00

%
0.

90
%

3.
00

%
0.

90
%

2.
92

%

In
fo

. r
at

io
0.

23
0.

69
0.

69
0.

43
0.

43
0.

37
0.

23

So
ur

ce
: A

ut
ho

r’
s 

ca
lc

ul
at

io
ns

. N
ot

e:
 A

ll 
da

ta
 a

re
 a

nn
ua

lis
ed

 a
nd

 b
as

ed
 o

n 
hy

po
th

et
ic

al
 r

et
ur

ns
 a

nd
 r

is
ks

. S
ee

 a
pp

en
di

x 
fo

r 
de

ta
ils

 o
f t

he
 s

im
ul

at
io

n

 BENCHMARK-RELATIVE AND ABSOLUTE-RETURN ARE THE SAME THING… 



280 

10.2  Adding constrAints to imProve PerformAnce

Conventional investment doctrine suggests that relaxing constraints is a 
way to improve performance. To test that dictum, we introduced two pos-
sible constraints (which we discuss below) on the benchmark-relative 
portfolio construction. Predictably, they reduced the amount of expected 
alpha for a given amount of tracking error, as shown in Fig. 10.2. Here we 

Fig. 10.2 Constraints tend to undermine information ratios—alpha and TEV 
for two- and five-factor portfolios
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plot the unconstrained benchmark-relative optimal frontier from Fig. 10.1 
in the space of tracking error vs. expected portfolio alpha, along with the 
frontiers for the two constrained portfolios, which we have called beta = 1 
and vol-capped.

The first constraint we looked at, beta = 1, was originally proposed by 
Roll (1992) and can be formally defined in Eqs. 10.1 and 10.2 as:

 
β

σ σ ρ
σ

= P BM

BM
2

 
(10.1)

where σP σBM ρ is the covariance of the portfolio with the benchmark and 
σ2 BM is the variance of the benchmark. In matrix terms using portfolio 
sensitivities, this is measured as:

 
β

σ
= ′F FP BM

BM

Σ
2

 
(10.2)

where FP is the set of portfolio factor sensitivities or betas and Σ is the 
covariance matrix of factor variances.

This forces the beta of the portfolio and that of the benchmark to be 
the same, which makes intuitive sense on many levels. Most importantly, 
it forestalls any attempt to substitute beta returns for alpha by making the 
portfolio a leveraged version of the benchmark. Any alpha will therefore 
be the result of genuine skill in stock selection or market timing and will 
be uncorrelated with beta. In fact, many active managers proclaim their 
objective to provide “uncorrelated alpha” so the constraint is within the 
spirit of active management.

The resulting portfolios at different levels of tracking error deliver 
lower alpha (and hence lower information ratios), as shown by the line in 
Fig. 10.2, but the overall Sharpe ratio of the portfolio is improved, and the 
set of possible portfolios is more efficient in terms of risk and return, as 
shown in Fig. 10.3. The reason for the improvement is that the Sharpe 
ratio combines three elements: the Sharpe ratio of the benchmark, the 
information ratio of the portfolio, and an element that equates to the cor-
relation between the two, beta and alpha. If this correlation falls, as it is 
forced to in the beta = 1 portfolio, then the risk also falls and the total 
risk-adjusted return (Sharpe ratio) goes up.
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Our second constraint is to restrict the total portfolio risk to a level no 
higher than that of the benchmark as originally proposed in Jorion (2003). 
We define the portfolio risk, benchmark risk, and the constraint as 
follows:

Fig. 10.3 Risk and return for two- and five-factor portfolios
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σ p P PF F= ′Σ

 
(10.3)

 
σ BM BM BMF F= ′Σ

 
(10.4)

 F F F FP P BM BMΣ Σ′ − ′ ≤ 0  (10.5)

This is also intuitive since it allows active positions, so long as the over-
all portfolio risk is not increased. Alpha-beta correlation under this sce-
nario is typically zero or negative, which is also an attractive quality. As in 
the previous case, the total alpha delivered is lower for the same amount 
of tracking error as compared to an unconstrained portfolio, that is, the 
information ratio falls. But, again, the overall risk-return characteristics are 
improved and the set of possible portfolios is more efficient than the 
unconstrained approach, that is, their Sharpe ratio goes up.

To summarise, the unconstrained approach delivers the highest alpha, 
but at the expense of overall portfolio efficiency, while the two constrained 
approaches deliver less alpha, but also much less risk, so that the overall 
risk-return profile is better. For a given amount of total risk for the end 
investor, the constrained and absolute-return approaches all deliver higher 
returns. It is also noteworthy that at a certain level of tracking error, the 
constrained portfolios are as efficient as the set of possible absolute-return 
portfolios. We will discuss this in more detail in the next section.

10.3  convergence of benchmArk-relAtive 
And Absolute-return Portfolios

We have shown that an investor is better served in the mean-variance 
framework by introducing a constraint into their mandate, either requir-
ing that beta be equal to one or alternatively that total portfolio risk is 
never more than benchmark risk. In this section we will show some exam-
ples of what representative examples of these portfolios might look like 
under varying tracking error assumptions. One point to note, however, is 
that all these hypothetical portfolios assume the investor will receive posi-
tive returns from their constituent risk factors. We will deal with bear- 
market scenarios in the next section.

Revisiting Table 10.2, it is useful to compare the previously described 
basic portfolios with the constrained benchmark-relative ones. The beta = 1 
portfolios (columns 5 and 6) have lower information ratios, but higher 
Sharpe ratios, and—as discussed earlier—the alpha-beta correlation is zero. 
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The last two columns display two sample portfolios where the overall risk 
is limited to the benchmark level (σ) or below: one for a tracking error 
(TE) of 1% and a second for a tracking error of 3.0%. Like the beta = 1 
portfolios, these have higher Sharpe ratios and lower information ratios. 
The portfolio sensitivities for the TE = 3.0% portfolio are highly significant: 
they are identical to the sensitivities of the absolute-return portfolio. Put 
another way, a benchmark-return manager, operating within a tracking 
error and total risk constraint, while maximising alpha, has created an iden-
tical portfolio to that of an absolute-return manager (the two shaded col-
umns). One final note. It is possible to show the same convergence for a 
beta = 1 portfolio, although at a much higher level of tracking error.

Thus far, we have demonstrated that it is possible to constrain a 
benchmark- relative manager in such a way that it induces them to improve 
the overall Sharpe ratio of their portfolio. In doing so, the portfolio ends 
up with identical characteristics to that of an absolute-return manager. 
However, there is one important proviso: returns for the risk factors must 
be expected to be positive. In an upcoming section, we will look at how a 
bear-market scenario affects these conclusions. Before turning to this 
point, however, the question arises as to how an investor can identify the 
amount of tracking error necessary to allow the portfolio exposure to be 
the same as the absolute-return portfolio. We will address this in the next 
section.

10.4  identifying oPtimAl trAcking error levels

Figure 10.3 and Table 10.2 show that at some level of tracking error a 
constrained-alpha maximisation strategy will produce portfolios identical 
to absolute-return portfolios. The question arises as to what is the deter-
minant of the required level of tracking error. We can borrow from Scott 
(2011) for the answer for this. Using the simulations from Fig. 10.3, the 
benchmark-relative portfolios that have identical characteristics to the 
absolute-return portfolios satisfy the criteria derived in Scott (2011), 
namely:

 
λ

ρ
ρ

∗ =
−
−

IR SR

SR IR  
(10.6)

where λ* is the optimal risk budget, determined as a function of the 
information ratio (IR), the Sharpe ratio (SR), and the correlation 
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between alpha and beta. The risk budget is the ratio of the tracking 
error to the benchmark risk. A tracking error of 2% and 4% benchmark 
volatility would have a risk budget of 2%/4% or 0.5. Unfortunately, it is 
not possible to derive in advance what the impact of the constraint will 
be on the information ratio of the portfolio manager. This means that it 
is not likely practical to compute the optimal risk budget. Nevertheless, 
it is perhaps useful to indicate the general magnitude of tracking error 
necessary to produce the most efficient benchmark-relative portfolios. 
As we shall see in the next section, perhaps the more important decision 
on tracking error is driven by the desire to protect in a bear-market 
 environment. We will turn to address this important issue  in the next 
section.

10.5  how to Avoid trAcking beArs

As mentioned at the outset, one of the primary motivations for switching 
to an absolute-return strategy is to benefit from downside protection dur-
ing a bear market. In principle, benchmark-constrained investments 
should be dragged into negative territory when the market falls. Even if 
the active manager has added alpha, (s)he may still have made losses in 
absolute terms. By contrast, an absolute-return manager with market- 
timing skill aims to anticipate bear markets and shift the portfolio into cash 
to avoid negative returns. The question then arises, what would a 
benchmark- relative manager do if they had the same skill and anticipated 
the same bear market? Depending on the tracking error, the optimal port-
folio construction would be one as close to cash as the tracking error 
would allow. How do our constrained portfolios measure up to this ideal? 
To find out, we re-examined the outcomes in Fig.  10.3 under a bear- 
market scenario.

In all cases, we assumed that the absolute-return and the benchmark- 
relative managers had both correctly anticipated a bear market and had 
shifted to a portfolio structure consistent with their investment objectives. 
The former, since they are focused on capital preservation, would shift the 
portfolio into cash in an extreme case. Without the same room for 
manoeuvre, the latter would have to do different things, depending on the 
constraints they were working under.

In the simple case, where the (unconstrained) benchmark-relative man-
ager is maximising alpha subject to a limit on tracking error, they would 
shift as close to cash as the tracking error would allow. This would be 
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represented by the solid line in Fig. 10.4. The greater the tracking error, 
the further back up the solid line they would go and the lower the losses 
they would suffer. The constrained portfolio, where volatility must be no 
more than the benchmark volatility, would deliver the same portfolio as 
the unconstrained benchmark-relative strategy. Again, a higher tracking 
error would allow them greater leeway to move into cash. The reason they 
are identical is that both portfolios would be aimed at reducing risk in a 
bear market. However, the manager who has to hold the beta equal to one 
is labouring under an obvious disadvantage. Their performance must, per-
force, be in line with the benchmark and therefore likely to be negative, 
depending of course on how much alpha they can derive from their asset 
mix and their security selection. The absolute-return portfolio is not visi-
ble on the graph, since, barring the ability to go short, the manager would 
be sitting completely in cash assuming all markets are producing negative 
returns.

The addition of one of the two constraints in a bull market environ-
ment clearly improves the efficiency and end-investor risk-adjusted return 
over an unconstrained benchmark-relative approach. In a bear market, 
however, the beta = 1 constraint is at a clear disadvantage to the total risk 
constraint. The total tracking error required to allow for an all cash 
 position, however, is equal to the volatility of the benchmark, something 
that is higher than the conventional mandates might allow.

Fig. 10.4 The bear-market test
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10.6  imPlicAtions for investors And conclusions

Investors who are interested in pursuing an absolute-return strategy either 
to improve portfolio efficiency or to avoid losses in bear markets are well 
served by making the switch, so long as the manager has the necessary 
market-timing skills. For those who would like the same benefits, but 
might wish—or be forced—to remain in a benchmark-relative framework, 
there are other options. This might be the case where the institution per-
forms a strategic asset allocation and has budgeted risk and return to dif-
ferent investment teams for benchmark risks/returns and excess active 
risks/returns. The simplest prescription is to consider increasing tracking 
error of the mandate, allowing more defensive positions in a bear market. 
They could even consider non-traditional approaches like having asym-
metric tracking error limits where the limit is large so long as the portfolio 
beta or total risk is being decreased. If the single most important element 
of absolute-return is loss-avoidance, then allowing enough tracking error 
to position in or close to a 100% cash holding would accomplish this.

Alternatively, the investor could add one of the restrictions mentioned 
in this chapter, while also allowing for enough tracking error to permit the 
benchmark-relative portfolio manager to move to the highest Sharpe ratio 
portfolio. The second constraint of limiting the total portfolio risk to no 
more than the benchmark risk has the added benefit of allowing the man-
ager to move closer to cash ahead of an anticipated bear market.

Options for converting benchmark-relative mandates into absolute- 
return- like mandates:

 1. Constrain total portfolio risk to being less than or equal to bench-
mark risk. Allow tracking error to be as large as the benchmark vola-
tility. The large tracking error could result in aggressive positions, 
but only in the direction of defending the portfolio against losses. 
The downside is that the risk constraint tends to force a negative 
correlation between alpha and beta.

 2. Constrain beta to be equal or less than one. Allow for a large track-
ing error. Constraining beta to one is fine in a bull market, but we 
saw that this was detrimental in a bear market. Changing the 
 restriction to an inequality allows the manager to decrease overall 
risk in anticipation of a bear market.

 3. Increase tracking error. In the absence of other constraints, the sin-
gle easiest method for protecting downside in a bear market is to 
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allow the manager enough latitude to position the portfolio in cash 
without hitting any guideline constraints. Following this route alone 
does allow for the possibility of more severe losses in a bear market 
if the manger fails to correctly anticipate the decline.

None of these restrictions is commonplace. And they are likely to be 
met with resistance by some portfolio managers since they will force them 
to deliver a lower information ratio and perhaps lower alpha, which is 
often the basis for fees. Nevertheless, at a minimum, these arguments 
open a crack in the hitherto solid consensus that a benchmark-relative 
manager who maximises alpha is perfectly aligned with the interests of 
the end investor. There is perhaps room for improvement. One final note: 
This analysis is based on the assumption that there is market-timing skill. 
The decision to move from benchmark-relative to absolute-return will not 
in itself protect from losses. This is entirely dependent on a skilled portfo-
lio manager correctly anticipating a bear market. These structures dis-
cussed above simply provide a framework to allow the skilled decisions to 
best be reflected in the construction of the portfolio.

APPendix: simulAtion detAils

Imagine a simple 60/40 stocks bonds portfolio where the stock compo-
nent of the benchmark has a beta of one, meaning the benchmark has a 
beta of 0.6 (60% × 1) and the bond component is a simple 0–10-year 
universe of government bonds with a duration of 5, giving a benchmark 
duration of 2.0 (5.0 × 40%). We could simply describe this as a two-factor 
portfolio, and the decision for the portfolio manager is what the appropri-
ate beta and duration are for the investment. There is a risk for each asset 
class (assumed to be 21% for the equity component and 3% for the bond 
component), and an expected return component. For equities, we have 
assumed an expected excess return over the risk-free rate of 7% and for 
bonds, 3%. Furthermore, we assume a correlation of 25% between stock 
and bond returns. It is important to note that the comparative results of 
this simulation are not sensitive to the actual expected returns, risks, or 
correlations (so long as they are not extremes, such as perfect positive or 
negative correlation, etc.). In an active process, the expected returns 
would change as the portfolio manager’s views change, as well as possibly 
the expected correlation and volatilities. This information represents the 
minimum necessary to construct the best possible portfolio given a set of 
market views.
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Under the absolute-return scenario, the possible portfolios are created 
using the highest expected return subject to a target or maximum portfo-
lio volatility. The frontier of available portfolios then is the set of best pos-
sible portfolios assuming different levels of target risk. The simple 
benchmark-relative positions are the sensitivities that give the highest pos-
sible expected excess return over the benchmark (alpha), subject to a 
tracking error limit. It is important to point out here that these portfolios 
are based on the same market views. It is not feasible to have equities 
deliver 7% over cash for an absolute-return manager, and some other 
amount for a benchmark-relative manager. The market only has one out-
come, although it can be measured against differing reference points. The 
constrained benchmark-relative simulations are based on the same frame-
work and set of views as the unconstrained simulation but with the addi-
tion of beta  =  1  in the first case and portfolio volatility ≤  benchmark 
volatility in the second case.

The simulation was repeated for five risk factors to ensure that the 
results were not unique to a two-asset portfolio, which produced similar 
results and identical conclusions.
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CHAPTER 11

Factors and Sectors in Asset Allocation: 
Stronger Together?

Marie Brière and Ariane Szafarz

11.1  IntroductIon

Factor investing has recently become a huge success in asset allocation 
(Ang 2014). But its supposed superiority over other portfolio management 
techniques has yet to be proven. To fill that gap, we lay down a challenge 
to factor investing by organizing a contest pitting it against a well-estab-
lished competitor, the classical industry-based approach to asset allocation 
(Sharpe 1992; Heston and Rouwenhorst 1994).1 We compare the perfor-
mance of factor-based and industry-based asset allocation  strategies in the 
investment universe composed of US equities. We contrast the mean-vari-
ance performance of diversified portfolios made up of US industry sectors 
with diversified component portfolios of the five factors developed by Fama 
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and French (2015). We duplicate all the trials for long-only portfolios (no 
short sales) and long-short ones (unlimited short sales accepted).2 This 
duplication is a key aspect since factor-based asset management relies on 
short-selling and systematic portfolio rebalancing.

Our contest reveals no overall winner. In fact, we find superiority for 
each style depends on the specific time periods and investor restrictions. 
The alphas of factors with respect to the market inflate expected returns, 
while sectors reduce risks through high diversification potential. Factor 
investing tends to dominate when short sales are permitted. By contrast, 
when short-selling is excluded, industry-based allocation is preferable, 
especially for highly risk-averse investors. These results lead us to conjec-
ture that factors and sectors could be complementary investing styles, and 
that combining them should help enhance financial performance, at least 
under some configurations of short-selling ability and/or risk preferences. 
Our empirical investigation suggests that composite portfolios made up of 
sectors and factors are particularly attractive under two types of circum-
stances. First, for long-only portfolios during non-crisis periods, a mixture 
of sectors and factors largely dominates both factor-only and industry-only 
investment styles. Second, unconstrained investors will find it best to com-
bine sector and factor investments, especially during crisis periods. This 
chapter draws on the result that industry returns are difficult to explain 
using existing factors (Lewellen et al. 2010). It also confirms that industry 
portfolios can be used by investors facing portfolio restrictions (Bae et al. 
2016). Further research is needed to investigate the optimal way to com-
bine the different investing styles.

11.2  data and Methods

Our investment universe is made up of US stocks listed on the NYSE, 
Amex, and Nasdaq, with a Centre for Research in Security Prices (CRSP) 
share code and positive book equity data over the period July 1963–
December 2016. We use the risk factors proposed by Fama and French 
(1992, 2015) and Carhart (1997). All our data are retrieved from 
Kenneth French’s website.3 They include (1) the size factor, Small 
Minus Big (SMB), which is the return on a portfolio of small stocks 
(bottom 30% in terms of market capitalization) minus that of a portfolio 
of big stocks (top 30% capitalization); (2) the value factor, High Minus 
Low (HML), equivalent to the return of a portfolio made of “value” 
stocks, that is, those with a high (top 30%) book-to-market ratio (book 
value of common equity divided by the market equity) minus that of a 
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portfolio of “growth” stocks (bottom 30% book-to-market ratio); 
(3) the momentum factor, Winners Minus Losers (WML), which is the 
return of a portfolio of best- performing stocks (top 30%) minus that of 
a portfolio of worst-performing stocks (bottom 30%) over the previous 
year; (4) the profitability factor, Robust Minus Weak (RMW), the dif-
ference between the returns on diversified portfolios of stocks with 
robust and weak operating profitability (the ratio obtained from divid-
ing annual revenues minus cost of goods sold and expenses by book 
equity); and (5) the investment factor, Conservative Minus Aggressive 
(CMA), the difference between the returns on diversified portfolios of 
low- and high-investment stocks. For each of these five long-short fac-
tors, we extract the long-leg and short-leg components. For example, 
from the SMB factor, we make two factor components: the first is made 
up of small stocks only, while the second is restricted to large stocks. 
Splitting similarly the five factors of Fama and French leaves us with ten 
factor components, which are (1) small, (2) big, (3) value, (4) growth, 
(5) robust profitability, (6) weak profitability, (7) conservative invest-
ment, (8) aggressive investment, (9) high momentum, and (10) low 
momentum. These components are considered as the elementary assets 
in optimal factor-based allocation.

As for sector investing, the dataset includes ten industry-based indices 
made up of U.S. stocks listed on the NYSE, Amex, and Nasdaq. Our sector- 
based portfolios are constructed from ten sectors: (1) non-durable con-
sumer goods, (2) durable consumer goods, (3) manufacturing, (4) energy, 
(5) high tech, (6) telecom, (7) shops, (8) health, (9) utilities, and (10)  others 
(mines, construction, building materials, transportation, hotels, entertain-
ment, finance, etc.). Finally, we recorded the market index returns (value-
weighted returns of all NYSE, Amex, or Nasdaq-listed US firms) and 
risk-free interest rates (one-month Treasury bill rate from Ibbotson 
Associates). To scrutinize the sensitivity of our results to market conditions, 
we used three different sample periods: (1) the full sample period; (2) the 
crisis period, which combines the recessions dated by the National Bureau 
of Economic Research with the bear-market periods identified by Forbes 
magazine; and (3) the non-crisis period.4 They include the oil-shock-driven 
financial crises in the 1970s, the 1987 stock market crash, the 1998 Asian 
crisis, the 2000 e-crash, and the recent subprime crisis (see Table 11.1). We 
are dealing with discontinuous crisis and non- crisis sample periods, this has 
become standard practice in the empirical literature on financial crises 
(Goetzman et al. 2005).
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The purpose of the contest is to examine the financial performance of 
factor and sector investing. In line with Ehling and Ramos (2006), we run 
tests on the mean-variance efficiency of the market portfolio in order to 
investigate the ability of factor-based and sector-based efficient frontiers to 
beat the market. The two tests we use for this are based on distances in the 
mean-variance plane. First, the test proposed by Basak et al. (2002) checks 
whether the horizontal distance between a portfolio and its same-return 
counterpart efficient portfolio is significantly positive. Second, the Brière 
et al. (2013) test is based on the vertical distance between a given portfo-
lio and its same-return counterpart on the efficient frontier. The two tests 
offer complementary views on the mean-variance attractiveness of efficient 
portfolios.

11.3  descrIptIve statIstIcs

Panel A in Table 11.2 provides the figures for all ten sectors and the mar-
ket. The average annualized returns reveal that two sectors outperform all 
the others: non-durables (12.93%) and health (12.79%). The utilities, 
durables, and telecom sectors are the worst performers (10.01%, 10.23%, 
and 10.53%, respectively). The risk levels differ substantially across sectors. 
Volatilities range from 13.90% (utilities) to 22.26% (tech).5 Skewness is 
negative for all but three sectors (durables, energy, health). Kurtosis is 
higher than 3.0 (between 4.10 and 7.80). The Sharpe ratios range from 
0.45 (durables) to 0.85 (non-durables).

Table 11.1 Crisis periods

Start date End date Crisis type

Feb-66 Oct-66 Bear market
Nov-68 Nov-70 Bear market and recession
Jan-73 Mar-75 Bear market and recession
Jan-77 Feb-78 Bear market
Jan-80 Jul-80 Recession
Dec-80 Nov-82 Bear market and recession
Jul-83 Jul-84 Bear market
Sep-87 Nov-87 Bear market
Jun-90 Mar-91 Bear market and recession
Jul-98 Oct-98 Bear market
Mar-00 Oct-02 Bear market and recession
Oct-07 Jun-09 Bear market and recession

Sources: NBER and Forbes Magazine
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Panel B in Table 11.2 gives the corresponding information for our 
ten factor components. The annualized returns range from 8.32% (low 
momentum) to 15.23% (value). Volatilities lie between 15.02% (big) 
and 21.61% (low momentum). Skewness is negative for all factor com-
ponents, except low momentum. The highest absolute value of skew-
ness (0.62) corresponds to high momentum. This is consistent with the 
evidence reported by Daniel and Moskowitz (2016) and Barroso and 
Santa-Clara (2015) to the effect that, despite attractive Sharpe ratios, 
momentum strategies can lead to severe losses, making them unappeal-
ing for investors sensitive to extreme risks. Kurtosis ranges between 
4.72 and 7.00. The Sharpe ratios range from 0.37 (low momentum) to 
0.87 (high momentum), showing a slightly higher performance disper-
sion than for sectors. Six of the ten factor components generate signifi-
cantly positive alphas. The five long legs of the Fama and French factors 
(small, value, robust profit, conservative investment, and high momen-
tum) have positive alphas since they were built for that specific purpose. 
More surprisingly, the “big” factor also exhibits a significantly positive 
alpha.

Table 11.3 reports intra-group pairwise correlations, as well as cor-
relations with the market, for sectors (Panel A) and factor components 
(Panel B), respectively. The average correlation computed for factor 
components (0.92) is much higher than for sectors (0.65). The high 
average correlation tends to indicate that diversification benefits will be 
harder to capture with factors than with sectors. However, correlations 
among sectors exhibit substantial heterogeneity. High correlations 
(above 0.80) are found for manufacturing, shops, and the last sector 
(“others”), which includes finance. In contrast, the correlations 
between the returns of utilities and durables, and between the returns 
of energy and tech are particularly low (0.42 and 0.45, respectively). 
The manufacturing sector is highly correlated with the market (0.94). 
Correlations between factor components are far more homogeneous, 
ranging from 0.74 (between low and high momentum) to 0.99 
(between growth and aggressive investment). As expected, the highest 
correlation with the market is found for big stocks, which have the 
highest capitalization, and thus the largest share of the investment 
universe.

 M. BRIÈRE AND A. SZAFARZ
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11.4  contest

We consider six scenarios, which combine three sample periods (full sam-
ple period, crisis, non-crisis) with long-only and long-short portfolios. In 
each case, we determine two efficient frontiers, the first built from the ten 
sectors, the second from the ten factor components. Figure 11.1 shows 

Fig. 11.1 Efficient frontiers: Sector investing and factor investing

 M. BRIÈRE AND A. SZAFARZ
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the efficient frontiers and the market portfolio. For long-only investments, 
no frontier dominates any other. Figure 11.1a illustrates that the risk levels 
reached by sector-based portfolios are disconnected from those accessible 
with portfolios composed of factor components. This is because investors 
with high risk aversion will prefer diversified industry-based portfolios, 
whereas less risk-averse investors will prefer the opportunities based on 
factor components, which capture higher risk premia at the cost of higher 
levels of risk. Yet, a small portion of the factor-based frontier (expected 
return below 13%) is dominated by sector-based portfolios, meaning that 
investors holding these low-return portfolios made up of factor compo-
nents are worse off than those holding sector-based portfolios. This domi-
nance effect is stronger during crises (Fig. 11.1c), but it disappears during 
the non-crisis periods (Fig. 11.1e). For long-only portfolios, sector invest-
ing is a better strategy in troubled times, regardless of the investor’s level 
of risk aversion.

The picture is different for long-short portfolios, where factor compo-
nents perform much better than their sector-based competitors. For the 
full sample (Fig. 11.1b), factor investing beats sector investing in every 
respect, since its efficient frontier sits uniformly above the other one. The 
same evidence applies to non-crisis periods (Fig. 11.1f) except for the far- 
left tail of the frontiers. The situation is more balanced for the crises 
(Fig. 11.1d), where the two frontiers intersect, so that sector investing 
looks particularly attractive to investors with high risk aversion, and 
 portfolios composed of factor components are more suitable for their 
more risk-tolerant counterparts. The possibility of shorting allows inves-
tors to keep positive expected returns, which contrast with both the long-
only frontiers and the market index during crises.

To test whether our style-based portfolios outperform the market, we 
use both the Basak et  al. (2002) test, which computes the horizontal 
 distance between the market portfolio and its same-return counterpart effi-
cient portfolio, and the Brière et al. (2013) test, which exploits the vertical 
distance between the market portfolio and its same-variance counterpart 
efficient portfolio. In the few cases where the counterpart is inexistent 
(see Fig. 11.1), we use its closest proxy, located on the efficient frontier 
either on the left for the vertical test or upwards for the horizontal test. 
Table 11.4 reports the results. The winning style is such that it beats the 
market with the greatest distance, provided that this distance is significant 
at the 5% level. Table 11.4 presents the test results corresponding to the 
graphs in Fig.  11.1. They use geometric distances between the market 
portfolio and the efficient frontiers.
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The results in Panel A (long-only portfolios) show that sector investing 
is the winner for all trials that are not draws. All three winners of 
 horizontal- distance contests are sector-based. These findings confirm the 
visual impression from Fig. 11.1 that sector-based long-only optimal port-
folios are less risky than their counterparts using factor components. Less 
expectedly, Panel B indicates that the same holds true for long-short port-
folios in the full sample period and during crises. The result is reversed for 
non- crisis periods when factor investing manages to significantly mitigate 
market risk. When short sales are authorized, investing in factor compo-
nents gives its full potential in enhancing expected returns and wins the 
three contests relying on the vertical distance. Overall, the winning style 
for long-only is sector investment and the winning style for long-short 
portfolios is factor investment. The left-hand side of Table 11.4 indicates 

Table 11.4 Contest between sector investing and factor investing

Style Sector 
investing

Factor 
investing

Winner Sector 
investing

Factor 
investing

Winner

Beating the market on expected returns: 
Vertical distance

Beating the market on volatility: 
Horizontal distance

Panel A: Long-only portfolios

Full 
sample

0.0017* 0.0011*** = 0.0007*** 0.0001*** Sector 
investing

Crisis 0.0088*** 0.0027*** Sector 
investing

0.0013*** 0.0001** Sector 
investing

Non- 
crisis

0.0005 0.0001 = 0.0001*** 0.0000 Sector 
investing

Panel B: Long-short portfolios

Full 
sample

0.0031** 0.0102*** Factor 
investing

0.0008*** 0.0007*** Sector 
investing

Crisis 0.0226*** 0.0234*** Factor 
investing

0.0016*** 0.0014*** Sector 
investing

Non- 
crisis

0.0007 0.0049*** Factor 
investing

0.0002*** 0.0003*** Factor 
investing

Source: Authors’ calculation

Panel A (resp. B) shows the outcomes of significance tests for the vertical (resp. horizontal) distance 
between the market portfolio and the efficient frontier. ***, **, *: significant at the 1%, 5%, and 10% 
levels, respectively. The winning style, if any, beats the market with the highest distance, provided that this 
distance is significant at the 5% level. There is a tie (“=”) either if both styles have distances significant at 
the 5% level, or if none does. The absence of result (“−”) means that at least one style lacks an efficient 
vertical/horizontal counterpart of the market portfolio
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that factors tend to enhance expected returns, while the right-hand side 
shows that sectors perform well in reducing portfolio volatility. Such a bal-
anced overall outcome suggests that combining styles might generate 
attractive investment opportunities. The next section explores these inno-
vative options.

11.5  coMbInatIon

The overwhelming success of factor investing has overshadowed other 
investment styles, especially from the perspective of investors who wish to 
benefit from diversification potential. The previous section of this chapter 
shows that sector investing is competitive in specific circumstances, includ-
ing in the presence of long-only restrictions and high risk aversion. An 
additional advantage of sector investing stems from its quasi-passive struc-
ture, which is more cost-effective than factor investing (Novy-Marx and 
Velikov 2016). On the other hand, factor investing delivers significant risk 
premia and short positions help to hedge, at least partially, risks that inves-
tors wish to avoid. For all these reasons, we now explore portfolios that 
optimally combine sectors and factor components. The resulting efficient 
frontiers are presented in Fig. 11.2.

Does mixing the two styles improve on the winner of the previous con-
test? The answer to this question depends on the situation. Figures 11.2e 
and 11.2f reveal that the gain is modest, especially with respect to factor 
investing, in the non-crisis cases, regardless of whether short-selling is 
allowed. Figure 11.2c indicates that, in a long-only context, sectors alone 
can be sufficient to handle crises. By contrast, Fig. 11.2d suggests that 
combining sectors and factor components in long-short portfolios might 
be a smart strategy in order to prepare for financial crises and recessions. 
The full sample graphs deliver intermediate results. Figure 11.2a shows 
that the combination is especially valuable to investors with medium levels 
of risk aversion.

Table 11.3 shows that the optimally combined portfolios always beat 
the market index, both vertically (higher expected return for same volatil-
ity) and horizontally (lower volatility for same expected return) at the 1% 
level. In 10 out of 12 cases, the result derives from the winner’s perfor-
mance in Table 11.2. In the case of long-short portfolios (Panel B), the 
distance obtained for mixed portfolios is always strictly larger than the one 
computed for the previous winner. These results suggest that investors 
aiming to beat the market are better off with combined portfolios than 
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single-style ones. For long-only portfolios, the figures are less clear-cut. 
During crises, the optimally combined portfolios are made up of sectors 
only; factor components not only perform poorly, they fail to bring any 
diversification benefit. Yet, the full sample and non-crisis results suggest 
that combining the two styles leads to notable improvements in terms of 
increasing the distances from the market index.

Fig. 11.2 Efficient frontiers with combinations

 M. BRIÈRE AND A. SZAFARZ



 303

Table 11.5 compares the test outcomes for the mixed portfolios with 
those of the winner of the previous contest presented in Table 11.2. First, 
significant scores are obtained under any circumstances, including for 
long-only portfolios during non-crisis periods where tests using the verti-
cal distance show neither sector investing nor factor investing was able to 
beat the market on expected returns (see Table 11.4). The results from 
Panel B reveal that the added value from the inclusion of sectors into opti-
mal portfolios originally made up of factor components comes from 
increasing the dominance scores with respect to the market expected 
returns. The figures suggest that the most spectacular impact takes place 
during crises: the vertical distance to the market expected return in crises 
passes from 0.0234 (or 0.28% per annum) for factor components alone to 
0.0449 (or 0.59% per  annum) for the “sector  +  factor” investing 
combination.

Table 11.6 presents the compositions of the “sector + factor” portfolios, 
which beat the market. It shows the fit between factor components and 
sectors. Over the full sample and the non-crisis periods, vertical long- only 
portfolios mainly include factor components, while horizontal long- only 

Table 11.5 Combining sector investing and factor investing

Style Previous winner Sector + factor 
investing

Previous winner Sector + factor 
investing

Beating the market on expected returns: 
vertical distance

Beating the market on volatility: 
horizontal distance

Panel A: Long-only portfolios

Full sample = 0.0031*** 0.0006*** 0.0006***
Crisis 0.0088*** 0.0088*** 0.0012*** 0.0012***
Non- crisis = 0.0021*** 0.0001*** 0.0002***

Panel B: Long-short portfolios

Full sample 0.0102*** 0.0161*** 0.0007*** 0.0009***
Crisis 0.0234*** 0.0449*** 0.0016*** 0.0019***
Non- crisis 0.0048*** 0.0068*** 0.0003*** 0.0004***

Source: Authors’ calculation

Panel A (resp. B) shows the outcomes of significance tests for the vertical (resp. horizontal) distance 
between the market portfolio and the efficient frontier. ***, **, *: significant at the 1%, 5%, and 10% 
levels, respectively. “=” indicates that either both styles were significant in Table 11.4 at the 5% level, or 
no style was significant at that level
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factors have a heavier loading on sectors. These results are consistent with 
the risk reduction associated with sector investment, as opposed to the 
return enhancement triggered by factor components. Our results also con-
firm the previous finding that factor components do not help in beating the 
market in long-only portfolios during crisis periods, both vertically (in 
order to achieve higher expected returns) and horizontally (to reach lower 
volatility). For the long-short portfolios reported in Panel B, both the ver-
tical and the horizontal portfolios include unrealistically high short expo-
sures. Even so, differences emerge between the loadings of sectors and the 
factor components. Both the long and the short exposures of factor com-
ponents are impressive, but the net exposure (long + short) is always posi-
tive. By contrast, the net exposure of sectors is positive in non- crisis periods 
and negative during crises. The figures in Panel B confirm that all the effi-
cient long-short portfolios (i.e. those that permit short- selling) have long 
and short exposures both to sectors and to factor components. In Panel A, 
by contrast, 50% of the portfolios include assets of one category only (see 
the detailed compositions in Appendix A).

Table 11.6 Sector + factor portfolios beating the market

Vertical portfolios Horizontal portfolios

Full sample Crisis Non- crisis Full sample Crisis Non- crisis

Panel A: Long-only portfolios

Sectors 37% 100% 45% 100% 100% 72%
Factor components 63% 0% 55% 0% 0% 28%

Panel B: Long-short portfolios

Sectors: Long 
exposure

120% 191% 93% 96% 79% 120%

Sectors: Short 
exposure

−209% −373% −86% −73% −172% −31%

Factor components: 
Long exposure

916% 1127% 634% 614% 858% 486%

Factor components: 
Short exposure

−727% −845% −542% −537% −665% −474%

Source: Authors’ calculation

This table shows the compositions of the optimal portfolios, which are made up of sectors and factor 
components, and beat the market. The vertical portfolios beat the market with same expected return and 
lower volatility, while the horizontal portfolios beat the market with same volatility and higher expected 
returns. The table provides the results for long-only portfolios (panel A) and long-short (panel B) portfo-
lios, and over three periods (full sample, crisis, and non-crisis). For long-short portfolios, an indication of 
the degree of leverage is given through the sum of positive and negative weights
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11.6  dIscussIon and conclusIon

From a theoretical perspective, sector investing and factor investing rely 
on different logics. On the one hand, industrial sectors were originally 
built to diversify risks across economic activities. Risk reduction stemming 
from diversification is a benefit that is especially needed in crisis periods 
when volatility spikes. On the other hand, the advantage of factor compo-
nents lies in being able to earn the risk premia they were built to deliver 
(Brière and Szafarz 2015). Our first results confirm that both styles keep 
their promises and produce the expected outcomes. Regarding the factor/
sector contest, our findings suggest that factor investing performs better 
when short-selling is authorized. By contrast, sector investing outper-
forms its competitor when short sales are forbidden. Overall, factor invest-
ing is riskier than sector investing as a direct consequence of the obvious: 
capturing risk premia primarily means taking more risks (see the volatilities 
reported in Table 11.2). In addition, sector investing has superior diversi-
fication potential, and factors exhibit large and positive extreme correla-
tions (Christoffersen and Langlois 2013).

Next, guided by the hope that combining the two styles would have a 
positive effect on the financial performance, we mixed them and then 
observed the mean-variance performance of the resulting portfolios. Our 
results show that the gain is especially visible for long-short portfolios, 
where the already good performance of factor investing is enhanced by 
including lower-risker sectors. The benefits are higher during crisis peri-
ods, suggesting that the diversification benefits brought by sectors play 
their part very well when needed. This favorable outcome in troubled 
times, however, fails when short sales are prohibited. For long-only 
 portfolios, factors can still enhance returns by delivering alphas with 
respect to the market during quiet times, but they lose their attractive 
properties for hedging against crises. By showing that industry-based 
portfolios can help asset managers reduce factor-specific risks, this chapter 
offers a strategy to bypass short-sale restrictions in factor investing using 
industry-based portfolios. This is because several industries have negative 
loadings on factors (Chou et al. 2012), implying that a well-chosen com-
bination of sectors could shrink the loadings on the factors. Thus, sector-
based investment strategies could help long-only investors achieve better 
risk-return properties for their portfolios. Further research could assess in 
a general setting how efficiently industry-based portfolios hedge investor 
against performance losses associated with short-sale restrictions.
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appendIx

Table 11.7 Factor  +  sector long-only portfolios beating the market, detailed 
portfolio composition

Vertical portfolios Horizontal portfolios

Full sample Crisis Non-crisis Full sample Crisis Non-crisis

Panel A: Sectors

Non-dur 25% 100% 5% 16% 10% 12%
Durable 0% 0% 0% 0% 0% 0%
Manuf 0% 0% 0% 0% 0% 0%
Energy 1% 0% 11% 7% 0% 12%
Tech 0% 0% 0% 0% 0% 3%
Telecom 0% 0% 8% 21% 26% 11%
Shops 0% 0% 0% 0% 0% 2%
Health 4% 0% 0% 12% 19% 1%
Utilities 7% 0% 20% 44% 45% 31%
Others 0% 0% 0% 0% 0% 0%

Panel B: Factor components

Small 0% 0% 0% 0% 0% 0%
Big 0% 0% 0% 0% 0% 0%
Value 17% 0% 0% 0% 0% 0%
Growth 0% 0% 0% 0% 0% 0%
Robust profit 0% 0% 0% 0% 0% 0%
Weak profit 0% 0% 0% 0% 0% 0%
Conserv invest 0% 0% 0% 0% 0% 0%
Aggres invest 0% 0% 0% 0% 0% 0%
High mom 46% 0% 55% 0% 0% 28%
Low mom 0% 0% 0% 0% 0% 0%
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notes

1. The way individual stocks are grouped into industrial sectors raises specific 
issues (Vermorken et al. 2010).

2. Brière and Szafarz (2017) examine intermediate situations such as the 
130/30 and the case where only the market index can be shorted.

3. http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.
html.

4. In Brière and Szafarz (2015), we consider crises and bear periods 
separately.

5. In fact, t-tests fail to detect any significant differences among means, while 
some differences in variances are statistically significant.

Table 11.8 Factor + sector long-short portfolios beating the market, detailed 
portfolio composition

Vertical portfolios Horizontal portfolios

Full sample Crisis Non-crisis Full sample Crisis Non-crisis

Panel A: Sectors

Non-dur 3% 60% −9% 11% 27% 2%
Durable −37% −72% −18% −11% −14% −10%
Manuf −50% −88% −20% −12% −31% −2%
Energy −13% −34% 4% 4% −18% 13%
Tech 60% 76% 42% 23% 9% 33%
Telecom 9% 1% 7% 14% 15% 6%
Shops 5% 7% 9% 4% −17% 18%
Health 43% 46% 26% 19% 21% 19%
Utilities −9% −5% 6% 20% 8% 27%
Others −100% −173% −38% −50% −93% −19%

Panel B: Factor components

Small 295% 274% 269% 292% 348% 264%
Big 337% 400% 255% 322% 468% 223%
Value −58% −52% −63% −61% −108% −40%
Growth −269% −281% −185% −67% −129% −62%
Robust profit 81% 54% 50% −63% −81% −39%
Weak profit −130% −192% −86% −71% −112% −68%
Conserv invest −19% 24% −7% −94% −106% −54%
Aggres invest −251% −319% −165% −137% −130% −119%
High mom 153% 224% 59% −23% 31% −42%
Low mom 49% 150% −36% −20% 12% −50%
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12.1  IntroductIon

Over the past two decades, many countries have tried to foster the devel-
opment of their capital markets through the promotion of institutional 
investors. The expectation was that they would invest domestically and 
internationally, providing opportunities for retail investors to hold a diver-
sified, well-balanced portfolio, simultaneously helping to deepen financial 
markets and, more generally, increase access to finance for firms and sover-
eigns. Moreover, institutional investors were anticipated to have long- term 
investment horizons, which would allow them to take advantage of long-
term risk and illiquidity premiums to generate higher returns on their 
assets. In addition, they were expected to behave in a patient, countercycli-
cal manner, making the most of cyclically low valuations to seek attractive 
investment opportunities, helping to promote financial stability.

As a result of these policies and the more general trend toward the use 
of capital markets, non-bank institutional investors emerged across coun-
tries and rapidly became key participants in global financial markets. In 
fact, the proportion of household savings channeled through these insti-
tutional investors has grown significantly in recent decades, and their 
assets under management are rapidly catching up with those of the bank-
ing system. Data from the Organization for Economic Co-operation and 
Development (OECD) show that in 2013, financial assets under manage-
ment reached USD24.7 trillion for pension funds, USD26.1 trillion for 
insurance companies, and USD34.9 trillion for mutual funds (Fig. 12.1).

In the context of this rapid expansion, it has become important to 
understand how institutional investors allocate their assets and how they 
can affect investments in different countries. In this chapter, we focus on 
international mutual fund investments across countries. Whereas mutual 
funds are just one part of the industry, and we cannot immediately extrap-
olate our findings to other players, their analysis provides an illustration of 
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the drivers of institutional investors’ behavior and the incentives they face. 
Also, in many countries they are the largest institutional investors. Because 
data for mutual funds are much more detailed than for the remaining 
institutional investors, it is easier to analyze the behavior of managers and 
their underlying investors. Furthermore, an advantage of international 
mutual funds in particular is that they enable us to study the effects these 
funds have on the international investments countries receive, as well as on 
the respective asset prices.

There are different types of international mutual funds, which as a 
group have been expanding worldwide and, by the end of 2016, had accu-
mulated USD43.5 trillion in assets under management around the world 
(Investment Company Institute, ICI).1 But one notable development in 
the industry (of both mutual funds and institutional investors more gener-
ally) has been the growing importance of index funds and exchange-traded 
funds (ETFs) that follow certain well-known benchmark indexes and are 
vehicles for passive investments (Fig. 12.2). These funds now account for 
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8.7 percent of the industry worldwide and 15.4 percent of the U.S. mutual 
fund industry. Moreover, this trend toward benchmark investing is likely 
to accentuate for three reasons. First, several studies have argued that 
many active funds already manage their assets as passive investors (Cremers 
and Petajisto 2009; Cremers et al. 2016). Second, since the global finan-
cial crisis, there have been outflows from active mutual funds that have 
gone to both index funds and ETFs (Fig. 12.3). Third, in a global envi-
ronment of low interest rates, the low costs, higher transparency, and the 
simplicity of benchmark investing might further tilt investors toward this 
type of vehicles. Despite the growing importance of passive institutional 
investors, there is little evidence on how they invest across countries.

In this chapter, we illustrate how index investing can affect interna-
tional capital allocations and the related capital flows across countries, 
extending the analysis in Raddatz et al. (2017). In particular, we focus on 
a factor that, so far, has been mostly absent from the literature on inter-
national investments and that we call “the benchmark effect.” The 
benchmark effect refers to the impact that, through various channels, 
prominent international equity and bond market indexes (such as, the 
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MSCI Emerging Markets Index or the MSCI World Index) have on asset 
allocations, capital flows, and asset prices across countries.

Raddatz et al. (2017) show that large changes in benchmark indexes 
have effects on capital flows, asset prices, and exchange rates. In this chap-
ter, we delve in more detail on the different channels through which 
benchmarks affect international capital allocations. We show how the 
influence of benchmarks on mutual fund asset allocations across countries 
impacts international capital flows. Furthermore, we describe the extent to 
which the use of benchmarks can generate amplification and contagion 
effects across countries. Building on the analysis in Raddatz et al. (2017), 
in this chapter, we show algebraically the presence of the different effects, 
describe them through various examples derived from the data, and quan-
tify their importance.

The focus on benchmark investing is relevant to the theoretical and 
empirical work on country portfolios (international asset and liability posi-
tions) and capital flows. A significant part of the literature has focused on 
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the role that macroeconomic fundamentals play in international  investment 
decisions, but has not analyzed the behavior of institutional investors, and 
in particular the effects of benchmarks, on those decisions. Some examples 
of the many papers on the topic are Di Giovanni (2005), Kraay et  al. 
(2005), Lane and Milesi-Ferretti (2007), Antràs and Caballero (2009), 
Martin and Taddei (2013), Reinhardt et al. (2013), and Gourinchas and 
Rey (2014).

Other papers studying the importance of benchmarks have focused pri-
marily on the performance evaluation of mutual funds relative to their 
benchmarks. In particular, they study whether active management pays 
(Lehmann and Modest 1987; Sharpe 1992; Wermers 2000; Cremers and 
Petajisto 2009; Sensoy 2009; Busse et al. 2014; Cremers et al. 2016). A 
related literature focuses on how benchmark redefinitions affect stock 
returns, pricing, and liquidity (Harris and Gurel 1986; Shleifer 1986; 
Chen et al. 2004; Barberis et al. 2005; Greenwood 2005; Hau et al. 2010; 
Hau 2011; Vayanos and Woolley 2011; Faias et al. 2012; Bartram et al. 
2015; Chang et al. 2015) or how the fact that managers follow bench-
marks could explain the growing correlations in financial markets between 
emerging economies and the United States during the 2000s (Levy Yeyati 
and Williams 2012). But these papers do not analyze how benchmarks 
affect capital allocations across countries. By simultaneously documenting 
how benchmarks affect capital flows and country-level asset prices, in this 
chapter, we help to bridge these two lines of research.

12.2  data

To conduct our study, we use data from different sources. We work with 
mutual fund portfolios, benchmark indexes, and fund- and country- 
specific information. Raddatz et  al. (2017) describe in detail the data, 
including the specific sources we use. Because we closely follow their pro-
cedure in matching the different databases, we limit ourselves here to pro-
viding a brief summary.

Our two main sources for country portfolio allocations of international 
mutual funds are Emerging Portfolio Fund Research (EPFR) and 
Morningstar Direct (MS). Both sources include dead and live mutual 
funds. The data are at monthly frequency and include open-end equity and 
bond funds. We complement this with information on the funds’ net asset 
value from Datastream and MS. We also compile data on the composition 
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and returns of several major benchmark indexes directly from FTSE, 
J.P.  Morgan, and MSCI through bilateral agreements, and indirectly 
through MS for indexes produced by Dow Jones, Euro Stoxx, and S&P.

Our main matched database consists of (1) country weights, wict, which 
are the country portfolio allocations of international mutual funds (those 
investing in several countries) as a percentage of total assets; (2) bench-
mark weights, wict

B ,  which are the value of the country’s securities included 
in the relevant benchmarks as a percentage of the total securities included 
in the relevant benchmark; (3) mutual fund-specific information, such as 
its assets (Ait), returns (Rit), and relevant benchmarks; and (4) country- 
specific information, such as stock and bond market index returns, Rct.2 
The sub-index i refers to funds, c to countries, t to time, and the supra- 
index B to benchmarks. This database covers the period from January 
1996 to July 2012 and constitutes an unbalanced panel. Our database 
contains 2837 equity funds and 838 bond funds, including global, global 
emerging, and regional funds, and funds in our combined dataset capture 
an important part of the assets held by the industry of international funds.

12.3  conceptual Framework

In this section, we explore the consequences of previous findings that the 
weight of a country’s assets in a benchmark index affect the weight of that 
country on the portfolios of mutual funds following that index and the 
capital flows originating from these funds. We study the quantitative 
importance of various channels through which changes in benchmark 
weights impact country flows and how it is reflected in mutual fund flows 
and aggregate capital flows. By capital flows we mean the flows coming 
from the funds we analyze into the countries in which they invest and by 
aggregate capital flows those captured in the aggregate official statistics of 
countries. Because we do not have aggregate detailed data for all coun-
tries, we cannot always determine to what extent these mutual fund flows 
map into the balance of payments statistics at the country level. However, 
according to some estimates, the flows coming from only one of our data 
sources (EPFR) account for around 25 percent of total foreign portfolio 
investments (from all sources) at the country level (Puy 2013) and there is 
a significant correlation between the EPFR flows and those obtained from 
the balance of payments (Fratzscher 2012; Miao and Pant 2012). Our 
inclusion of data from Morningstar should ensure even better coverage.
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Raddatz et  al. (2017) study systematically how mutual fund weights 
respond to benchmark weights, using fund-level panel regressions, includ-
ing different fixed effects that capture shocks to the fund at each point in 
time and preferences in the investments of each fund toward each country. 
More specifically, we estimate the parameters of the following 
specification:

 w wict ic it ict
B

ict= + + +θ θ α ε1 ,  (12.1)

where wict is the weight for fund i, in country c, and at time t; wict
B  is the 

respective benchmark weight that fund i follows; θic and θit are fund- 
country and fund-time fixed effects. Raddatz et al. (2017) show that 
benchmarks have statistically and economically significant effects on 
mutual fund allocations and capital flows across countries. Mutual 
funds follow benchmarks rather closely. For example, a 1 percent 
increase in a country’s benchmark weight results on average in a 0.7 
percent increase in the weight of that country for the typical mutual 
fund that follows that benchmark. However, there is relevant heteroge-
neity across funds. Explicit indexing funds follow benchmarks almost 
one-for-one, generating some mechanical effects in allocations and cap-
ital flows.3 Although the most active funds in our sample are less con-
nected to the benchmarks, they are still significantly influenced by their 
behavior, with about 50 percent of their allocations explained by the 
benchmark effect.

In this chapter, we attempt to build on the previous results on asset 
allocation, to understand how they might affect international capital flows 
through different channels. To capture the relation between benchmark 
weights and capital flows, we start from the following identity:

 
F w F A w wict ict it it ict ict

BH= + −( )

,
 

(12.2)

where Fict is the net flow (in dollars) from fund i in country c at time t. wict 
is the portfolio weight the fund decides to have in that country at time t, 
A R Ait it it



= −1  is the value of the fund’s assets at the beginning of time t, and 

wict
BH  is the fund’s buy-and-hold weight in that country resulting from 

movements in total and relative returns.4 Fit is the net flow (in dollars) to 
fund i at time t, which is equal to injections less redemptions.
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The two terms in the equation above relate to the two forces driving a 
fund’s flows to a country: net inflows and reallocations. Net inflows to 
countries occur as net flows to the fund (Fit) are allocated across countries 
in proportion to the fund’s desired country weight at that moment (wict). 
We use the term “desired country weight” to refer to the weight the fund 
decides to have in that country considering all the possible constraints it 
faces. It does not mean to imply that it is the optimal weight that the fund 
would choose in an unconstrained scenario. For example, if the fund can-
not change positions in a country to align them with its view of the coun-
try fundamentals because of cost considerations, we consider the desired 
outcome of this trade-off as the desired weight. Thus, this is a constrained 
optimal decision of the portfolio manager. The flows due to the realloca-
tions of existing assets, A w wit ict ict

BH

−( ),  arise from the difference between 
a fund’s desired country weight and the buy-and-hold weight that 
mechanically results from the fund’s previous allocation and movements in 
relative returns.

Equation 12.2 shows a direct connection between weights and country 
flows. Fund managers’ decisions about country weights have a direct 
impact on country flows. For instance, an increase in the desired weight in 
a given country induces both a reallocation of existing assets to that coun-
try and more inflows to that country when the fund itself has injections.

To describe and quantify the various mechanisms through which the 
benchmark effect operates on flows, it is useful to normalize Eq. 12.2 by 
lagged fund assets (Ait − 1), obtaining,

 

f
F

A
w

A

A
w R w wict

ict

it
ict

it

it
ict ct ict it ict= =









 − = −

− −
− −

1 1
1 1γ RRct ,

 

(12.3)

where fit = Fit/Ait − 1, γit = fit + Rit, using F A Ait it it+ =


 and w w R Rict
BH

ict ct it= −1 / .

Starting from Eq. 12.3 along with the use of Eq. 12.1 linking wict and 
wict

B ,  we can derive the response of flows to changes in several variables, 
and the role that the link between funds and benchmarks has on these 
responses. The derivations below summarize the responses of country 
flows to shocks to benchmark weights, fund flows, own-country returns, 
and third-country returns, respectively. All of them assume that variables 
as of month (t  −  1) are kept constant. The effects on flows are
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∂
∂
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f Rict

ict
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(12.7)

Using Eqs. 12.4, 12.5, 12.6, and 12.7, we discuss and illustrate the dif-
ferent effects of benchmarks on capital flows. While Eq. 12.4 directly 
shows the response of flows to changes in benchmark weights, the other 
benchmark effects on flows appear in the first terms of Eqs. 12.5, 12.6, 
and 12.7.5

Equation 12.4 captures the direct benchmark effect, or the direct impact 
of changes in benchmark weights. The impact on flows of an exogenous 
change in benchmark weights (i.e., a change not driven by returns) is pro-
portional to the gross growth in fund assets, γit or (fit + Rit). The propor-
tionality depends on how closely fund weights track benchmark weights, 
as captured by the α estimated in Raddatz et al. (2017).

Equation 12.5 shows the sensitivity effect in its first term, which cap-
tures that an increase (decrease) in a fund’s inflows will increase (decrease) 
the fund’s capital flows to a country proportionally to the country’s 
benchmark weight. Thus, benchmark weights determine the sensitivity of 
country flows to fund flows. The last term in this equation corresponds to 
the response of the active part of a fund portfolio to the shock. The sensi-
tivity effect shows that countries with higher weights in a benchmark are 
more prone to more inflows (outflows) when the funds receive injections 
(suffer redemptions), possibly explaining why large countries might be 
subject to large changes in capital flows regardless of their fundamentals.

Equation 12.6 shows the response of country flows to own-country 
returns. The first term measures the amplification effect, according to 
which an increase in a country’s return has a positive impact on its flows. 
In this case, the link to a benchmark induces inflows into (outflows from) 
countries experiencing positive (negative) return shocks when a fund 
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expands. The second term captures the extent to which the increase in 
returns increases the value of the fund’s existing assets and, if fund flows 
respond to returns, also its injections. The third, negative term in this 
expression comes from the direct effect of country returns on buy-and- 
hold weights and, for a given benchmark weight, reallocations.

Equation 12.7 displays the response of country flows to third- country 
returns. The first term shows the contagion effect associated with returns. 
This contagion effect is different from the “margin call” and other effects 
described in the literature, and occurs in the absence of leverage (Calvo 
and Mendoza 2000; Kodres and Pritsker 2002; Manconi et al. 2012; Hau 
and Lai 2013). This effect is qualitatively similar to that in Eq. 12.6, but 
in this case, the effect is negative because an increase in every other coun-
try’s returns reduces a country’s relative market capitalization (and thus its 
benchmark weight). Therefore, it brings home shocks to returns occur-
ring in other countries that share the benchmark. This form of contagion 
could be benign when negative shocks to other countries bring inflows to 
the unaffected one (although positive shocks to other countries bring out-
flows to the unaffected one). However, even under negative shocks to 
other countries, it is possible to have outflows in the unaffected country if 
the effect on the second term is large enough, namely, if flows to the fund 
decline strongly enough in response to a shock to its returns. Notice that, 
when this happens and α is small, the second term in Eq. 12.7 dominates 
and the contagion is no longer benign.

We perform simulations to illustrate the quantitative importance of the 
various manifestations of the benchmark effect. We impute values to the 
different parameters involved in Eqs. 12.4, 12.5, 12.6, and 12.7 using the 
medians and interquartile ranges of the actual data.6 Table  12.1 yields 
order-of-magnitude estimates for the four effects described above, where a 
shock entails a move from the 25th to the 75th percentile for each variable 
in our sample. The different manifestations of the benchmark effect result 
in non-trivial variations in country flows. The simulation shows that the 
direct benchmark effect has the highest potential to induce inflows (or out-
flows). For instance, a 1.5 percentage point increase in a country’s bench-
mark weight (from 4 percent to 5.5 percent in this case) results in an inflow 
corresponding to approximately 30 percent of a fund’s total assets allocated 
to that country.7 On the other extreme, the sensitivity effect has the lowest 
impact (a 3.2 percent increase in response to a 4 percentage point increase 
in fund flows). This is reasonable because, as its name suggests, the direct 
benchmark effect has a direct impact on flows. An exogenous, independent 
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change in a country’s benchmark weight induces net inflows and realloca-
tion effects to that country in detriment of all other countries. In contrast, 
an increase in fund flows is shared across all countries where a fund invests; 
its effect is more or less proportional to the (usually small) country weights. 
The sizes of the amplification and contagion effects are identical in our 
baseline parameterization. They both lie between the direct benchmark and 
sensitivity effects. The reason is that these effects work indirectly through 
the response of benchmark weights to each of the changes. These responses 
depend on the initial level of returns and benchmark weights and are usu-
ally less than one for one.

The effects described in this section affect different types of funds dif-
ferently. For closed-end explicit indexing funds, the country flows are dif-
ferent from zero only when there is a direct benchmark effect. For 
open-end index funds, all the channels operate because of the flows the 
funds receive. For non-explicit indexing funds, the total country flows 
depend on the level of active management and how the manager allocates 

Table 12.1 Quantitative benchmark effects on capital flows

A. Calibration

Parameters

Α 0.8
γit 1.0
wict

B 4.0
wict − 1

B 4.0
Rct 1.01
Rit

B 1.01

B. Quantitative effects

Shock Value (percentage 
points)

Δfict Δ(fict/wict − 1
B) (in %)

Direct benchmark 
effect

Δwict
B 1.5 1.212 30.3

Sensitivity effect Δfit 4.0 0.128 3.2
Amplification effect ΔRct 10.0 0.307 7.7
Contagion effect ΔRc't 10.0 −0.307 −7.7

This table presents the calibration of each of the effects presented in Sect. 12.5. Parameters are calibrated 
according to the median values in our sample. Panel A presents the calibration for each parameter and 
Panel B displays the quantitative benchmark effects for shocks on different variables

Source: Authors’ computations
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the active part of the portfolio. However, the effects described above 
 illustrate how their country flows respond to different shocks to the extent 
that they follow benchmark indexes.

In summary, this analysis shows that benchmarks can affect flows 
directly and indirectly by (1) affecting a fund’s desired allocations (direct 
benchmark effect), (2) determining how a fund allocates funds across 
countries when facing inflows or outflows (sensitivity effect), and (3) 
mediating the relation between a country’s flows and shocks to its returns 
(amplification effect) or to the returns of other countries that are part of 
the same benchmark (contagion effect). The next section provides some 
evidence on these various channels.

12.4  evIdence

In this section, we provide evidence on how benchmarks affect interna-
tional capital flows through the different channels detailed in Sect. 12.2. 
We provide both case studies and systematic evidence to illustrate these 
different mechanisms.

The direct benchmark effect presented in Eq. 12.4 helps explain, for 
example, the counterintuitive outflows when Israel was upgraded from the 
MSCI Emerging Markets Index to the MSCI World Index. To show the 
effect of the exogenous change in benchmark weights, we compare the 
explicit indexing funds tracking these two indexes (Fig. 12.4).

The direct benchmark effect captures almost all the variations in coun-
try flows for both types of funds, which occur due to all the reallocations 
right at the time of the switch. To understand the total effect on country 
flows, it is important to consider that, at that time, Israel’s weight in the 
MSCI Emerging Markets Index was 3.17 percent and in the MSCI World 
Index 0.37 percent, and the assets in the funds following these two indexes 
were not very different. Emerging market funds withdrew USD2 billion 
from Israel, while developed market funds injected USD160 million.8

One can also analyze the direct benchmark effect from the perspective 
of our conceptual framework. Using Eq. 12.4 in levels and assuming that 
all funds act as passive investors, we can multiply the total assets of funds 
following the MSCI Emerging Markets and the MSCI World Index by the 
change in benchmark weights. That corresponds to an outflow of 
USD8.2 billion from funds following the MSCI Emerging Markets and an 
inflow of USD329 million from funds following the MSCI World Index. 
These numbers are much larger than the observed flows because we 
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Fig. 12.4 Direct benchmark effect: The Case of Israel
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assume that all funds act as passive investors. Deviations from this passive 
strategy would yield lower estimates. In fact, most funds are not purely 
passive. However, these estimates go in the direction of the observed capi-
tal flows from Israel around the month of the rebalancing.

The cases of the upgrade of Qatar and the United Arab Emirates also 
illustrate the impact of the direct benchmark effect on the stock market 
prices of these two countries as well as those of other countries in the 
MSCI Frontier Market Index. These two countries were upgraded from 
frontier to emerging market status in 2014. Because capital inflows of 
around USD800 million were expected for Qatar and the United Arab 
Emirates, there were sharp increases in prices in the MSCI stocks of these 
countries relative to their non-MSCI stocks (Fig. 12.5), both during the 
announcement date and before the effective date (when most of the buy-
ing from the emerging market funds happened). Moreover, because Qatar 
and the United Arab Emirates comprised around 40 percent of the MSCI 
Frontier Markets Index, the rest of the frontier markets were expected to 
have their benchmark weight increased considerably as frontier market 
funds reallocated away from Qatar and the United Arab Emirates. Given 
the size of the expected reallocations in the MSCI Frontier Markets Index, 
MSCI considered not removing Qatar and the United Arab Emirates from 
this index (even when they would still be moved to the emerging market 
category). In the end, it decided to move forward with the removal, but 
did it gradually to ameliorate the disruption in the markets (MSCI Barra 
2014). The upgrade of Qatar and the United Arab Emirates not only had 
effects on these two countries, but also on the countries that shared the 
MSCI Frontier Markets Index with them. In particular, mutual fund man-
agers tracking their performance against this index had to reallocate nearly 
40 percent of their portfolio from Qatar and the United Arab Emirates to 
the rest of frontier markets. This portfolio reallocations generated positive 
capital inflows, which had positive impact on stock market prices. This 
episode is described in detail in Raddatz et al. (2017).

The direct benchmark effect not only affects capital flows and aggre-
gate prices, but can also affect asset prices at the company level within a 
country. Argentina’s downgrade by MSCI from the emerging to the fron-
tier country category illustrates this. The event was first announced on 
February 20, 2009, with the effective date at the end of May 2009. Since 
liquidity in Argentina’s stock market was not up to MSCI requirements, 
the company announced at the same time a change in the underlying secu-
rities. As of the effective date, the American Depositary Receipt (ADR) 
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counterparts would replace the stocks included in Argentina’s index. 
Thus, we analyze the premium between the ADRs and the corresponding 
underlying stocks (Fig. 12.6). The premium fluctuated around zero before 
the announcement, and increased to almost 20 percent a couple of months 
later, even when the announcement was a downgrade. Moreover, there 
was a significant increase from 22 percent to 32 percent in the days previ-
ous to the effective date.

Next, we present illustrations for the sensitivity effect described in Eq. 
12.5. The sensitivity effect shows that countries with higher weights in a 
benchmark are more prone to more inflows (outflows) when the funds 
receive injections (redemptions), possibly explaining why large countries 
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might be subject to large changes in capital flows regardless of their funda-
mentals. Fig. 12.7 illustrates this effect by showing the flows to Brazil and 
India from explicit indexing funds, tracking the MSCI Emerging Markets 
Index against the flows into each of these equity funds. The relation of 
country and fund flows is depicted by two points in time, when each coun-
try had different benchmark weights. The relation becomes steeper as each 
country’s benchmark weight increases, as shown in Eq. 12.5.

For a more systematic analysis of the sensitivity effect, we regress country 
flows against benchmark weights multiplied by fund flows (Table 12.2). 
There is a positive and significant relation between the two variables, which 
monotonically decreases with the degree of active management. For exam-
ple, on average across all equity funds, an injection of one dollar to a fund 
is associated with country flows of 0.74 dollars times the benchmark weight. 
Every dollar an explicit fund receives is associated with 84 cents allocated 
proportionally to the benchmark weight. This number declines for funds 
that are more active, being 0.69, 0.55, and 0.41 for closet indexing, mildly 
active, and truly active funds, respectively. The relation is also maintained 
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when we control for different sets of fixed effects. Under this estimation, a 
change in the benchmark weight changes the sensitivity of country flows to 
fund flows as indicated above.

There can also be interesting interactions between the sensitivity, ampli-
fication, and contagion effects. Notice that changes in benchmark weights 
(or returns) change the sensitivity of country flows to fund flows. This leads 
to interesting dynamic interactions between various effects. For instance, a 
decline in the returns of the rest of the countries sharing a benchmark with 
country A will induce a higher benchmark weight for country A. But the 
same increase in benchmark weights makes country A more vulnerable to 
future movements in fund flows. If in reaction to the initial shock there are 
large withdrawals of funds, country A would be more affected even though 
it was the country that performed relatively well. Namely, during good 
times (when funds are receiving injections), a country that does relatively 
well gets more country flows. But during bad times, a country that does 
relatively poorly (its weight decreases) is less affected by the outflows.

Some of these effects can be illustrated by the evolution of country 
flows to China and Russia from explicit indexing funds following the 
MSCI Emerging Markets Index, before the global financial crisis and dur-
ing the European crisis (Fig. 12.8). Before the global financial crisis, China 
and Russia had similar benchmark weights and flows. However, during the 
global financial crisis, China did relatively well compared with Russia, 
which increased its benchmark weight significantly. During the peak of the 
European crisis, emerging market funds had net withdrawals, which trans-
lated into much larger outflows from China than from Russia (propor-
tional to their weights). That is, China was penalized as a result of its 
stronger pre-crisis performance.

This outcome is the result of the interaction of the sensitivity, amplifica-
tion, and contagion effects. As China performed well during the global finan-
cial crisis, its benchmark weight (amplification) became larger, while Russia’s 
benchmark weight in the index grew but much less (contagion). Thus, the 
subsequent outflows by investors during the European crisis period trans-
lated into higher capital outflows for China than for Russia (sensitivity).

We also illustrate a similar case with Spain and Ireland for the explicit 
indexing funds tracking the MSCI Europe, Australasia, and Far East 
Index. Spain and Ireland received inflows during the pre-European crisis, 
with the former receiving four times more flows than Ireland according to 
its benchmark weight. Still, Ireland received around USD80 million in 
that period. Immediately after the crisis, Ireland did relatively worse than 
Spain, and the subsequent outflows were smaller in Ireland than in Spain.
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The various effects described above can interact and build up. A shock 
to a country’s returns increases its benchmark weight and induces inflows 
through the amplification effect. If these inflows are important enough to 
have an impact on returns, a feedback loop might be established. Also, a 
current increase in benchmark weights, either through the direct bench-
mark effect or other channels will increase the future response of that 
country’s flows to injections through the sensitivity effect. Moreover, with 
the exception of the direct benchmark effect, other effects could be present 
for funds that do not follow a benchmark (α = 0) through the response of 
the non-benchmark component to each of the shocks. What is particular 
about the benchmark effect is that the manner in which benchmarks are 
calculated guarantees that the response of flows to an own-country shock 
through benchmarks is positive, and it is negative for shocks to the returns 
to other countries. For the non-benchmark component, the sign of these 
responses is indeterminate.
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12.5  conclusIons

This chapter provides a detailed illustration of how benchmarks affect 
international capital flows through different channels that might help 
explain some of the findings documented in the literature, as well as some-
times counterintuitive and unexpected movements in cross-country 
investments. First, the reclassification of countries across benchmarks has 
important reallocation effects on capital flows, and is affected by the size 
of benchmark investors and the relative importance of countries in these 
benchmarks. For example, emerging countries tend to have larger weights 
in emerging market indexes than in developed market ones, because in the 
latter they share the benchmark with much larger countries. This can pro-
vide an explanation of why countries might face capital outflows when 
upgraded and capital inflows when downgraded. Moreover, the removal 
of a large country from a benchmark can have consequences in terms of 
capital flows to the rest of the countries in the same index. These effects 
might even occur without changes to the fundamentals of a country.

Second, sensitivity, amplification, and contagion effects can occur 
even when fundamentals or the absolute returns of a country do not war-
rant them. For example, during global crises, some countries might suf-
fer the curse of being large or having done relatively well. That is, during 
large retrenchments, countries with larger weights will suffer more with-
drawals (although in some cases their larger market capitalization might 
help them withstand the shock).9 During generalized declines in asset 
prices, countries whose stock market indices fall less than other countries 
in the same benchmark will see their benchmark weight increase and, 
thus, will be more exposed to subsequent withdrawals by the underlying 
investors of the funds that follow that benchmark. During good times, 
when funds receive injections, countries that do relatively well will receive 
more inflows, witnessing an amplification of the shock that increased its 
relative return.

More generally, as a country becomes more relevant in a benchmark, 
it becomes more sensitive to shocks because injections and redemptions 
have stronger effects on the capital flows to this country. While this effect 
might be entirely driven by fundamentals (e.g., by the country growing 
relatively fast), it can also be driven by non-fundamental factors such as 
bubbles, self-fulfilling expectations, shocks to other countries sharing the 
same benchmark, or exogenous decisions made by the company con-
structing the benchmark. For example, if investors suddenly favor a 
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country and drive its asset valuations upward, the subsequent injections 
that the relevant mutual funds receive will be more tilted toward this 
country. This, in turn, might generate more upward pressure on prices, 
reinforcing the effect. This positive-feedback loop increases as more 
funds follow benchmark indexes more closely over time, generating pro-
cyclicality and possibly explaining (along with other factors) some of the 
widely documented momentum effect, whereby investment reallocations 
are related to past returns. Furthermore, the link between benchmarks 
and market capitalization could create a pro-cyclical bias in benchmark 
allocations because countries that do relatively well will tend to gain 
weight in a benchmark relative to the rest.

This chapter presents several new findings that point to further direc-
tions in which the research on the effects of benchmarks could likely take. 
First, the evidence suggests that funds worldwide are becoming less active 
(Cremers et al. 2016) and the number of benchmarks is increasing rapidly. 
Therefore, the types of mechanisms documented here are expected to 
grow over time.

Second, models of international asset allocations and capital flows that 
use macroeconomic fundamentals and other important factors might start 
incorporating the type of mechanisms described in this chapter.

Third, benchmarks offer several advantages for researchers. Among 
other things, they help compare individual portfolios against some well- 
known specific asset allocations, make portfolio allocations easier to evalu-
ate, and allow for the identification of various effects.

Fourth, although benchmark effects shed light on the behavior of het-
erogeneous investors, the general equilibrium effects still need to be 
understood. For example, does the use of benchmarks as a disciplining 
mechanism coordinate manager decisions across institutions, generating 
herding, information cascades, and other systemically important effects? 
Given that some funds try to replicate their benchmark index almost 
mechanically, do other funds or sophisticated investors anticipate or 
 compensate for their reaction? Are there wealth transfers? Or do they also 
follow these benchmarks? How do funds manage their active portfolio? 
What are the effects of benchmarks on capital market financing, the returns 
to retail investors, and the real economy? These and other questions will 
likely induce further research in this area.
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notes

1. ICI and OECD have different coverage of mutual funds, so their estimates 
are not directly comparable.

2. Benchmark weights wic
B  are fund specific because each fund chooses its 

benchmark. We thus denote it with sub-index i. The same applies to other 
benchmark characteristics such as benchmark returns.

3. As in Raddatz et al. (2017), we define different types of funds according to 
their degree of activism using the active share measure used in Cremers and 
Petajisto (2009). We classify funds as “explicit indexing,” “closet indexing,” 
“mildly active,” and “truly active” funds. Explicit indexing funds are those 
that declare themselves as index funds or ETFs. We then define closet index-
ing funds as those that on average have an active share within two standard 
deviations of the active share of explicit indexing funds. Funds not belong-
ing to the explicit indexing or closet indexing groups are classified into 
mildly active (truly active) if they are in the lower (upper) part of the distri-
bution of the active share measure (using the median active share).

4. More precisely, the buy-and-hold weights are the ones that result only from 
the impact of the different returns obtained by the various assets that a fund 
had in its portfolio at the end of the previous period, in absence of any injec-
tion/redemption and any active reallocations by the fund manager.

5. The derivations take wict  −  1 as given and use the following expressions: 
w wict ict

B
ict= +α ε , Rict = ∑cwict − 1Rct, and R w Rict

B

c
ict
B

ct= ∑ −1 .

6. The median country depends on the specific benchmark and time period 
used. Therefore, different countries represent our median benchmark 
weight, according to the case being analyzed at that point.

7. This is an approximation because we divide Δf ict by wict
B
−1,  and thus take it 

as a percentage of a fund’s total assets in a country if it perfectly followed the 
benchmark.

8. Williams (2017) also uses this framework to estimate the capital inflows to 
Colombia around a benchmark rebalancing in the J.P. Morgan Government 
Bond Index and finds that the predictions from Eq. 12.4 are very close to 
the actual capital inflows in that episode.

9. Whether the larger market capitalization helps will depend, for instance, on 
whether its pre-shock increase was driven by fundamentals. If instead it was 
driven by stretched asset valuations, the larger ensuing withdrawals may 
accelerate price corrections.
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CHAPTER 13

Equity Markets Integration and Active 
Portfolio Management

Gabriel Petre, Olga Sulla, and Daniel Vela Barón

13.1  IntroductIon

This chapter analyzes portfolio diversification and active management 
strategies that could enhance risk-return properties of equity portfolios 
versus benchmarks despite the effect of international financial integration. 
The chapter’s hypothesis is that despite the high degree of global stock 
market integration, local equity indices and specific industries can be 

G. Petre (*) 
Pension & Endowments Department (PEN), World Bank Treasury,  
Washington, DC, USA
e-mail: gpetre@worldbank.org 

O. Sulla • D. Vela Barón 
Quantitative Solutions, Strategic Asset Allocation, and Analytics Department 
(QSA), World Bank Treasury, Washington, DC, USA
e-mail: osulla@worldbank.org; dvelabaron@worldbank.org

Comments from the participants of the Sixth Public Investors Conference Bank 
of International Settlements—World Bank—Bank of Canada are highly 
appreciated. The opinions and statements are the sole responsibility of the 
authors and do not necessarily represent those of the World Bank.

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90245-6_13&domain=pdf
mailto:gpetre@worldbank.org
mailto:osulla@worldbank.org
mailto:dvelabaron@worldbank.org


342 

identified by portfolio managers to take active positions that improve 
their performance versus benchmarks.

Global diversification opportunities are identified by selecting the least 
co-integrated equity indices in various regions and industries. The analysis 
indicates that there might be opportunities for improving risk-return pro-
files of global equity index portfolios, but further work is warranted to 
better understand the liquidity implications on transaction costs as well as 
the scalability of such strategies.

Although relevant for any active portfolio manager, the chapter seeks to 
provide strategies for institutional investors, particularly pension funds 
and sovereign wealth funds that have large exposures to global equity mar-
kets. Eighty percent of sovereign wealth funds invest in public equity, 
some of them exceeding 50% of the allocation of their entire portfolio, as 
illustrated in Figs. 13.1 and 13.2. Most of these institutions implement 
active portfolio management strategies, either internally or through exter-
nal managers, seeking to generate returns in excess of market benchmarks. 
The recent surge in their total assets under management makes them 
major players in global equity markets (Fig. 13.3). Therefore, an analysis 
of equity market integration and potential returns from diversification into 
less integrated markets and industries is beneficial for the active strategies 
of these institutions.

Some of the factors behind equity market integration include (1) larger 
global interdependence due to increased trade and greater policy coordi-
nation across countries (Fig. 13.4); (2) increasing diversification of firms’ 
sales and financing sources, (3) convergence in industrial composition due 
to emergence of large global conglomerates, (4) adjustment of institu-
tional investors’ regulations to global markets allowing to invest across 
border; (5) cross-listing regulations permitting companies to directly raise 
funds or borrow abroad (Fig. 13.5); and (6) emergence of regional stock 
exchanges like Euronext; Eastern Caribbean ECSE, BRVM, and BVMAC 
in Africa; ASEAN in East Asia; and MILA in Latin America, harmonizing 
corporate governance and listing procedures and supporting the trend of 
integration.

This chapter emphasizes integration at both country level and industry 
level and studies its implications for portfolio diversification strategies. 
Research on global integration at the industry level is important due to 
increasing economic integration as well as industrial developments. Some 
of the industries may be driven more by local factors, while others by 
global ones. The latter affects the behavior of the industry indices in terms 
of their co-movements globally.
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Co-integration tests are the tool used to identify potential diversifica-
tion opportunities, in order to select the least co-integrated stock markets 
within various geographical regions and the least co-integrated industries 
within the global industries. The stock market indices identified as the 

Fig. 13.1 Portion of sovereign wealth funds investing in each asset class

Fig. 13.2 Asset allocation of selected institutional investors, percentage of total 
portfolio

 EQUITY MARKETS INTEGRATION AND ACTIVE PORTFOLIO MANAGEMENT 



344 

Fig. 13.3 Sovereign wealth funds’ assets under management, USD trillion

Fig. 13.4 World trade as a percentage of GDP
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least co-integrated are then analyzed under an active management strat-
egy, where their weight in an original benchmark MSCI (developed, 
emerging, or industry) is increased with various scenarios, and a risk- 
return analysis is conducted.

Seven sections are included in this chapter. Following this introduction, 
the next section reviews the literature that analyzes stock market integra-
tion both at country and industry levels. The third section provides an 
overview of the hypothesis and the methodology used to identify the 
diversification opportunities by selecting stock market indices by country 
and industry. The fourth section reviews the data used for the analysis. 
The fifth section describes the results of the co-integration analysis for the 
examined regions and shows the back-test performance of portfolios 
applying active strategies that consider the diversification opportunities. 
The subsequent section expands the analysis to industry data. Finally, the 
seventh section concludes with the results of the analysis and suggests 
further research.

Fig. 13.5 Market capitalization of globally listed companies
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13.2  LIterature revIew

This section reviews papers focused on examining stock market integra-
tion in developed and emerging countries, using either bivariate or multi-
variate co-integration techniques.

Financial and econometric literature encompasses various co- 
integration analyses of equity markets among different regions. Neaime 
(2015) examines the co-integration among the stock markets of coun-
tries in the Middle East and North Africa (MENA) region with some 
of the biggest stock markets in the world. The author finds that Turkey, 
Egypt, and Morocco are highly linked to the US, UK, and French mar-
kets. Jordan is found to be linked in a smaller degree and the countries 
of the Gulf Cooperation Council (GCC, composed of Bahrain, Oman, 
Qatar, Kuwait, Saudi Arabia, and the United Arab Emirates) are shown 
to be segmented from the main stock markets in the world, mainly 
because of their traditional restrictions on participation of non-GCC 
investors.

Likewise, Paramati et  al. (2013) test the co-integration between 
Australia and 18 frontier markets in 5 different regions and find that 
Australian investors have diversification opportunities in these 18 markets 
as the co-integration test indicates no long-term relationship. These two 
papers perform a Johansen co-integration test, which is a linear test that 
does not consider structural breaks. In other papers, described below, 
both assumptions are shown to produce biased results in favor of the null 
hypothesis of no co-integration.

Lim et  al. (2003) study the Association of Southeast Asian Nations 
(ASEAN) countries’ stock markets (Indonesia, Malaysia, Philippines, 
Singapore, and Thailand) from 1998 to 2002. Their analysis concludes 
that there is a collective factor which drives the five markets together in the 
long run, mainly as a result of their trade and investment agreements. In 
this paper, the authors conduct Bierens’s test, which, in contrast to other 
co-integration tests (Johansen, Engle-Granger, and Gregory-Hansen) is 
non-linear.

Syriopoulos (2011) tests the co-integration between the stock mar-
kets of Balkan countries (Romania, Bulgaria, Croatia, Turkey, Cyprus, 
and Greece) and the stock markets of the United States and Germany. 
The author finds co-integration among them by performing an eight- 
dimensional vector error correction model. The most significant 
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 relationship he finds is between Germany and Greece, while Romania 
and Turkey are found to be integrated to a lesser extent with the US 
and German stock markets.

Beyer et  al. (2009) studied the co-integration among inflation and 
nominal interest rates in 15 markets. This paper shows the importance of 
considering structural breaks, as nine economies are found to lack a long- 
term relationship when testing for co-integration without considering the 
breaks, but the conclusion changes once the structural breaks are consid-
ered with a Carrion-i-Silvestre and Sansó test.

Furthermore, Aggarwal, Lucey, and Muckley (2010) studied the 
dynamic integration between European stock markets by performing 
three different tests: (1) dynamic robust eigenvalue analyses, (2) a Kalman 
filter approach, and (3) a recursive co-integration technique proposed by 
Hansen and Johansen. The authors find that the co-integration in the 
stock markets of the continent has increased throughout the tested 
sample.

Some of these papers also perform a Granger causality test to further 
explain the dynamics of the long-term relationships among the stock mar-
kets in the regions. Such is the case of Neaime (2015) with the MENA 
region, Syriopoulos (2011) in the Balkan region, and Paramati et  al. 
(2013) with Australia and 18 frontier markets.

Brooks and Del Negro (2004) find that industry effects have gone 
from less than half as important as country effects in the mid-1990s to 
almost twice as important in early 2000s, in the technology, media, and 
telecom (TMT) industries.

Finally, Bekaert, Hodrick, and Zhang (2009) examine if the degree of 
stock market integration varies across industries by comparing the variance 
explained by global factors relative to the total explained variance. They 
find that the least integrated industry is mining, followed by oil and gas. 
Although these are industries affected by global commodity prices, they 
are also more likely to be regulated by local authorities. Furthermore, they 
find that the most integrated industries were machinery and construction. 
Overall, the differences in the degree of integration among different 
industries are less marked than the differences between countries, reflect-
ing the fact that industry portfolios represent well-diversified portfolios 
across countries.
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13.3  HypotHesIs and MetHodoLogy

Depending on their level of co-integration, the equity market indices that 
are not co-integrated with the rest can offer profitable opportunities to 
international investors, both at the country and industry levels. This chap-
ter aims to identify if idiosyncratic factors which provide diversification 
opportunities for investors remain despite the current high levels of stock 
market integration. The presence of common trends between developing 
and mature equity markets or among the developing markets themselves 
may indicate limited portfolio gains from diversification. This is because 
common factors limit the amount of independent variation.

While simple correlation measures the linear synchronicity of the changes 
between two time series, co-integration measures the long-term conver-
gence of the levels of the time series and whether the residual between 
them is stationary (absent a trend). Although the co-integrated time series 
levels can show some unstable periods, they should exhibit a mean-revert-
ing spread. Thus, co-integration measures the long-run equilibrium rela-
tionship among two-time series, where each of them exhibits a non-stationary 
trend. Two non-stationary (I(1)) time series are co- integrated if the resid-
ual of some linear combination between them is stationary.

To test for co-integration, usually the Engle-Granger two-step test is 
performed. As introduced in Engle and Granger (1987), one-time series 
(yt) is regressed with a series of independent variables (x1,t, x2,t, …, xn,t). 
The residuals of the linear combination (ut =  yt − βXt), estimated with 
ordinary least squares, are then tested for a unit root, with either the 
Augmented Dickey Fuller (ADF) test  (see Fuller 1976) or the Phillips- 
Perron test. If the residuals are stationary, there is co-integration among 
the time series and hence a long-run equilibrium relationship between 
them. The linear combination of the time series is usually called the co- 
integrated relation, with the coefficients of the regression (β1, β2, …, βn) 
representing the co-integration vector. In the Engle-Granger co- 
integration test, the residual of a linear combination of two non-stationary 
and co-integrated time series must be stationary.

In this chapter, the Gregory-Hansen (GH) test was used (see Gregory 
and Hansen 1996) to test for co-integration (instead of the  Engle- Granger 
test or the Johansen1 test), given that equity indices could possibly exhibit 
structural breaks, for example, during the global financial crisis. Gregory 
and Hansen include three alternative models: (1) level, (2) level shift with 
trend, and (3) regime shift, by providing additional statistics with their cor-
responding critical values and allow controlling for those structural breaks.
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Therefore, the analysis to identify the least co-integrated indices both 
by country and industry consists of two main econometric tests: the ADF 
unit-root test to establish non-stationary of the stock market indices and 
the Gregory-Hansen co-integration test with structural breaks to identify 
the least co-integrated indices by country and industry. If the ADF unit- 
root tests show that the time series imply an I(1) process, then a GH test 
can be performed. In the GH test, the null hypothesis of no co-integration 
with structural breaks is tested against the alternative of co-integration 
with structural breaks.

Following the co-integration analysis conducted per the methodology 
described above, the stock market indices exhibiting the least co- integrated 
characteristics are given greater weights in portfolios than they have in the 
benchmark MSCI index portfolios. Three portfolio analysis scenarios are 
conducted: (1) invest an additional 2% in each one of the least co- 
integrated country stock market index, (2) invest an additional 3% in each 
of the least co-integrated country stock market index, and (3) invest a 
total of the maximum between 5% of the index in the least co-integrated 
stock market country index and the amount allowed by its market capital-
ization. The last scenario considers possible liquidity constraints that can 
be found in the market, as the investment is subject to the availability 
of the asset in the market. If its market capitalization relative to the total 
market capitalization of all the other countries in the index is below 5%, 
then the investment is limit to that cap.

13.4  data

Two separate data sets were created—one for the country analysis and the 
second for the industry analysis.

For the country analysis, 68 countries were selected and divided into 11 
different regions: (1) Eastern Asia—Emerging, (2) Southern Asia, (3) 
Eastern Asia—Developed, (4) Latin America and the Caribbean, (5) 
North America, (6) Middle East, (7) Africa, (8) Eastern Europe, (9) 
Western Europe, (10) Southern Europe, and (11) Northern Europe. The 
MSCI data in dollar terms was used for each country. Monthly data were 
collected from 1969; however, the analysis was conducted from the date 
of the most recent available information of all the countries within the 
regions with data for no less than ten years.

For the industry analysis, the data was divided between developed and 
emerging markets, and MSCI monthly data was used from June of 2008. 
The analysis was conducted in US dollar terms rather than on local 
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 currency indices in order to allow co-integration tests on a series of the 
same properties and neutralize the exchange rate effect. The industries 
considered were (1) consumer discretionary, (2) consumer staples, (3) 
energy, (4) financial, (5) health care, (6) industrials, (7) information tech-
nology, (8) materials, (9) telecommunication services, and (10) utilities.

13.5  resuLts by country

13.5.1  Co-integration Tests

The results of co-integration test on stock market indices globally are 
demonstrated in Table 13.2 preceded by ADF test on each one of the 
indices to establish their lack of stationarity (Table 13.1). The Gregory- 
Hansen co-integration tests with structural breaks show that stock market 
indices globally exhibit high co-integration overall; however, some coun-
tries are less co-integrated within their own regions. Countries were iden-
tified as the least co-integrated if the test indicates that the co-integration 
with most of the other countries within its region is not significant. Given 
that the null hypothesis of the GH test is no co-integration, if the country 
has high p-values with some of its peers, then it is identified as belonging 
to the set of the least co-integrated countries in the region. This chapter 
identifies the following as the least co-integrated stock market indices: 
Philippines, New Zealand, Jordan, Nigeria, Austria, Denmark, and the 
Netherlands.

More specifically, within the stock market indices of the emerging 
countries of Eastern Asia, the one of the Philippines is the least co- 
integrated, as it seems not to be co-integrated with either Malaysia or 
Indonesia’s stock market indices. New Zealand’s stock market index is the 
least co-integrated country in the developed countries of Eastern Asia and 
Oceania. Narayan and Smyth (2005) arrive at a similar conclusion; they 
suggest that New Zealand is only co-integrated with the United States, 
but is not co-integrated with other G7 economies. The stock market indi-
ces of the three countries clustered as Southern Asia are highly co- 
integrated. Jordan seems to have the least co-integrated stock market 
index in the Middle East, as it does not have a significant statistical rela-
tionship with some of the biggest stock markets in the region, including 
Morocco, Egypt, and Israel. This reinforces the conclusion in Neaime 
(2015), since he describes Jordan as a country linked to a smaller degree 
with other countries in the Middle East. Nigeria’s stock market is the least 
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Table 13.1 Augmented Dickey Fuller test

Country p-value Country p-value Country p-value Country p-value

China 0.15 Trinidad and 
Tobago

0.92 Czech Republic 0.57 Belgium 0.84

India 0.97 United Arab 
Emirates

0.21 Hungary 0.69 Denmark 1.00

Malaysia 0.83 South Africa 1.00 Croatia 0.47 Norway 0.71
Thailand 0.61 Israel 0.68 Romania 0.64 Portugal 0.48
Indonesia 0.98 Qatar 0.45 Ukraine 0.16 Finland 0.43
Philippines 0.93 Kuwait 0.32 Lithuania 0.57 Austria 0.47
Pakistan 0.84 Morocco 0.71 Bosnia and 

Herzegovina
0.29 Ireland 0.50

Vietnam 0.40 Nigeria 0.59 Estonia 0.61 Greece 0.23
Sri Lanka 0.83 Egypt 0.82 Serbia 0.19 Japan 0.51
Kazakhstan 0.37 Kenya 0.97 United 

Kingdom
0.86 Hong 

Kong
0.80

Brazil 0.44 Jordan 0.43 France 0.77 Korea 0.88
Mexico 0.74 Bahrain 0.09* Germany 0.79 Australia 0.90
Chile 0.60 Tunisia 0.85 Switzerland 0.87 Taiwan 0.62
Colombia 0.57 Mauritius 0.90 Sweden 0.87 Singapore 0.63
Argentina 0.49 Lebanon 0.46 Netherlands 0.84 New 

Zealand
0.81

Peru 0.68 Russia 0.41 Spain 0.63 United 
States

0.98

Jamaica 0.97 Poland 0.52 Italy 0.48 Canada 0.93

The test is conducted with all the available data for each country. *Indicates significance at the 10% level. 
Source: Authors’ calculations

co-integrated in Africa. In Western Europe, Austria and the Netherlands’ 
stock market indices are the least co-integrated, while Denmark seems to 
have the least co-integrated stock market index in Northern Europe. 
These results follow Worthington and Higgs (2007), as they identify the 
Netherlands as the least influential market in Europe through a Granger 
causality test, and together with Denmark are described as two of the less 
integrated markets in Europe. In Eastern Europe, all the indices are highly 
co-integrated, only the ones of Hungary and the Czech Republic do not 
have a strong co-integration relationship between them, but co- integration 
is significant with other countries’ indices of the region. Finally, the coun-
tries of Latin America and the Caribbean and the countries of North 
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Table 13.3 Correlation among selected regions

Eastern Asia-Emerging

China Malaysia Thailand Indonesia Philippines Vietnam
China 1 0.61 0.65 0.61 0.55 0.44
Malaysia 0.61 1 0.63 0.66 0.58 0.30
Thailand 0.65 0.63 1 0.74 0.66 0.41
Indonesia 0.61 0.66 0.74 1 0.68 0.42
Philippines 0.55 0.58 0.66 0.68 1 0.43
Vietnam 0.44 0.30 0.41 0.42 0.43 1

Middle East

UAE Israel Qatar Kuwait Morocco Egypt Jordan Bahrain Tunisia
UAE 1 0.42 0.71 0.58 0.26 0.56 0.42 0.57 0.17
Israel 0.42 1 0.32 0.26 0.23 0.45 0.32 0.20 (0.00)
Qatar 0.71 0.32 1 0.54 0.10 0.56 0.48 0.48 0.16
Kuwait 0.58 0.26 0.54 1 0.21 0.38 0.18 0.55 0.12
Morocco 0.26 0.23 0.10 0.21 1 0.34 0.08 0.17 0.12
Egypt 0.56 0.45 0.56 0.38 0.34 1 0.31 0.37 0.18
Jordan 0.42 0.32 0.48 0.18 0.08 0.31 1 0.27 0.07
Bahrain 0.57 0.20 0.48 0.55 0.17 0.37 0.27 1 0.15
Tunisia 0.17 (0.00) 0.16 0.12 0.12 0.18 0.07 0.15 1

Africa

South Africa Nigeria Kenya Mauritius
South Africa 1 0.23 0.43 0.43
Nigeria 0.23 1 0.21 0.23
Kenya 0.43 0.21 1 0.55
Mauritius 0.43 0.23 0.55 1

Source: Authors’ calculations

America are highly co-integrated when the statistical test is performed 
considering the structural breaks.

Under a short-term measure, such as the Pearson correlation2 of the 
time series returns, results can differ as shown in Table 13.3. The least co- 
integrated countries are not necessarily the ones with the lowest correla-
tion. In the case of the emerging countries in Eastern Asia, Vietnam has 
the lowest correlation. The same is the case for Tunisia in Africa. However, 
Nigeria is the country with the lowest correlations in Africa. Co-integration 
entails a mean reversion dynamic within a long-term horizon, in shorter 
horizons time series returns can be correlated or uncorrelated.
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13.5.2  Portfolio Analysis

Following the identification of the least co-integrated stock market indi-
ces, a portfolio analysis is conducted by actively overweighting the least 
co-integrated stock market indices versus the benchmark. This analysis is 
done from 2006 to 2015 to review the impact of performing active man-
agement with the selected countries. Thus, the historical indices of MSCI- 
developed countries and MSCI-emerging countries are overweighed with 
the least co-integrated countries’ equity indices. As shown in Fig. 13.6, 
the weights of the actual indices are reduced proportionally to add an 
additional percentage of the least co-integrated countries. The allocation 
for the Philippines in the actual MSCI index is around 1%, and for Jordan, 
the allocation is below 0.2%. In this chapter, Nigeria is also included in this 
index of the emerging markets, although this country is considered a fron-
tier market by MSCI. For the developed countries, the Netherlands is the 
least integrated country with the highest allocation in the actual MSCI 
index, with an assigned percentage between 2% and 3%. Denmark has an 
allocation between 1% and 2%, while the actual allocation for New Zealand 
and Austria is below 1%. Three long-term overweighting strategies are 
analyzed, as mentioned in section three.

Notably, all three portfolio scenarios show better performance than the 
benchmark actual index for both emerging and developed market indices 
and in both an absolute and relative basis. Table 13.4 shows the absolute 
returns for the three scenarios when an additional portion is added for the 

Fig. 13.6 Actual MSCI emerging market index versus overweighed MSCI 
emerging market with additional 3% in non-integrated countries
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Table 13.4 Absolute return analysis for developed market index

Actual Invest 
additional 2%

Invest 
additional 3%

Invest max (5% in total, 
market size cap)

Annual returns −1.51% −1.35% −1.28% −1.10%
Annual standard 
deviation

18.72% 18.35% 18.18% 18.34%

Risk adjusted 
returns

−0.08 −0.07 −0.07 −0.06

Maximum 
drawdown

58.16% 58.12% 58.10% 57.78%

1st percentile −14.24% −14.36% −14.42% −14.28%
5th percentile −9.60% −9.45% −9.51% −9.43%

Source: Authors’ calculations

least co-integrated stock market indices in the developed market index. 
The risk-adjusted returns increase for the three scenarios as the four coun-
tries that are added improve both the risk and return characteristics of the 
index.

The best improvement is shown by the alternative that allows a maxi-
mum investment of 5% or the amount allowed by its market capitalization, 
where the risk-adjusted returns increase from −8.09% to −6.00%. In the 
case of the emerging market index (see Table  13.5), the risk-adjusted 
returns improve for all the three scenarios, the last scenario being the one 
that shows the best results. The tables also show that the tail risk decreases 
in the emerging market index for all scenarios and the maximum draw-
down is lower in both indices for all the scenarios.

Moreover, Table 13.6 presents the results on a relative basis (alternative 
scenario vs the actual index) for the developed market index. All the sce-
narios present a positive information ratio, the maximum is the option that 
caps the investment on the market capitalization as it limits the volatility 
of the liquidity premium from illiquid markets like the ones of New 
Zealand and Austria. This scenario also has a smaller tail than the scenario 
where an additional investment of 3% is included for all the least co- 
integrated economies.

Additionally, Table  13.7 presents the relative return analysis for the 
emerging market index. Again, all the scenarios show a positive informa-
tion ratio, the highest being the option that caps the investment according 
to its market capitalization. Nonetheless this option has the highest vola-
tility as a bigger portion of non-traditional investments is included.
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Table 13.5 Absolute return analysis for emerging market index

Actual Invest 
additional 2%

Invest 
additional 3%

Invest max (5% in total, 
market size cap)

Annual returns −0.08% 0.03% 0.09% 0.39%
Annual standard 
deviation

23.64% 22.83% 22.44% 22.60%

Risk-adjusted 
returns

−0.00 0.00 0.00 0.01

Maximum 
drawdown

62.67% 61.75% 61.30% 61.57%

1st percentile −17.24% −16.61% −16.29% −16.12%
5th percentile −9.39% −9.17% −9.07% −9.33%

Source: Authors’ calculations

Table 13.6 Relative return analysis for developed market index

Invest additional 2% Invest additional 3% Invest max (5% in total, 
market size cap)

Excess return 0.16% 0.24% 0.41%
Tracking error 0.81% 1.22% 0.89%
Information ratio 0.20 0.19 0.47
Maximum 
drawdown

2.11% 3.16% 1.64%

1st percentile −0.57% −0.85% −0.59%
5th percentile −0.32% −0.49% −0.33%

Source: Authors’ calculations

Table 13.7 Relative return analysis for emerging market index

Invest additional 2% Invest additional 3% Invest max (5% in total, 
market size cap)

Excess return 0.12% 0.17% 0.47%
Tracking error 1.17% 1.76% 2.00%
Information ratio 0.10 0.10 0.24
Maximum 
drawdown

4.14% 6.15% 4.87%

1st percentile −0.70% −1.05% −1.35%
5th percentile −0.52% −0.78% −0.90%

Source: Authors’ calculations

 G. PETRE ET AL.



 361

Overall the results of the country analysis suggest that identifying and 
overweighting least co-integrated stock market indices can improve port-
folio performance significantly both in relative and absolute terms under 
an active investment strategy. Both the returns and the risk measures 
showed an improvement; however, most of the improvement comes as a 
result of higher returns in the least co-integrated countries. It is important 
to consider that this can be a result of an embedded liquidity premium, 
which may also imply additional transaction costs.

13.6  resuLts by IndustrIes

13.6.1  Co-integration Tests

Applying similar methodology, the chapter next analyzes the degree of 
integration among various global industrial stock market indices, identifies 
the least co-integrated ones, and performs portfolio analysis by applying 
active management strategies and overweighting those industries versus 
MSCI benchmark portfolios. As shown in Table 13.8, all the historical 
time series of the stock market indices by industry follow a I(1) process; 
this allows the Gregory-Hansen co-integration test to be executed. 
Table 13.9 shows the results of the GH test with structural breaks for the 
stock market indices by industry in developed countries, with all of them 
being significantly co-integrated. Only the interaction between industrials 

Table 13.8 Augmented Dickey Fuller test for industries

Industry in DM p-value Industry in EM p-value

Energy 0.32 Energy 0.10
Materials 0.33 Materials 0.18
Industrials 0.81 Industrials 0.28
Cons Disc 0.88 Cons Disc 0.82
Cons Staples 0.96 Cons Staples 0.85
Health Care 0.95 Health Care 0.92
Financials 0.44 Financials 0.61
IT 0.70 IT 0.98
Telecom 0.81 Telecom 0.42
Utilities 0.24 Utilities 0.45

Source: Authors’ calculations
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and utilities, and consumer staples and telecommunications appear to be 
not co-integrated, when those are estimated as the independent variables 
respectively. Nevertheless, even these industries are co-integrated with all 
the others in the pool. Therefore, no diversification opportunities seem to 
be identified at the industry level for developed countries using the pro-
posed methodology.

However, when the same analysis is performed for the stock market 
indices by industry in emerging countries, the information technology 
(IT) sector exhibits little co-integration with all other industries (except 
for telecom), signaling a possible diversification opportunity (Table 13.10).

13.6.2  Portfolio Analysis

The portfolio analysis overweighting the IT sector in emerging market is 
conducted next, and shows a portfolio performance improvement on the 

Table 13.11 Absolute return analysis for emerging market index with 
industries

Actual Invest additional 2% Invest additional 3%

Annual returns 0.17% 0.31% 0.38%
Annual standard deviation 23.32% 23.26% 23.24%
Risk-adjusted returns 0.71% 1.32% 1.62%
Maximum drawdown 57.75% 57.65% 57.59%
1st percentile −17.28% −17.25% −17.23%
5th percentile −8.99% −9.00% −9.00%

Source: Authors’ calculation

Table 13.12 Relative return analysis for emerging market index with industries

Invest additional 2% Invest additional 3%

Excess return 0.14% 0.24%
Tracking error 0.23% 0.35%
Information ratio 0.61 0.69
Maximum drawdown 0.42% 0.28%
1st percentile −0.13% −0.20%
5th percentile −0.09% −0.13%

Source: Authors’ calculations
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risk-return frontier. As shown in the absolute basis analysis in Table 13.11, 
the risk-adjusted returns improve significantly and the tails remain invari-
ant  once the IT sector is overweight  with  an additional 2% and 3%.3 
Table 13.12 presents the results on a relative basis against the benchmark, 
both scenarios show a positive information ratio.

Overall, industry-level analysis shows that information technology sec-
tor in the emerging market category can present opportunities for diversi-
fication and additional portfolio gains in terms of risk return through 
active management versus a benchmark investment in the MSCI index.

13.7  concLusIon

The analysis in this chapter demonstrates potential opportunities for diver-
sification and clear risk-adjusted return benefits in overweighting equity 
indices relative to the MSCI benchmarks in countries and industries found 
to be least co-integrated with the rest. Further in-depth research is needed 
to assess the factors behind the co-integration of global equity markets, 
including macro-economic, regulatory, and industry analysis. A deeper 
factor analysis would allow investors to forecast co-integration patterns 
and identify diversification opportunities going forward in a systematic 
way, given the overall financial integration trend.

In this chapter, the emerging countries’ equity indices identified are the 
Philippines, Jordan, and Nigeria, which improved the portfolio risk- 
adjusted returns when included as an active portfolio strategy under three 
different scenarios. Among developed countries, New Zealand, Austria, 
the Netherlands, and Denmark stock market indices were identified as 
being least co-integrated. The returns of the historical MSCI benchmark 
were also enhanced when adding active strategies that consider these 
countries. Further research is needed to assess the likelihood of it being 
sustained going forward by identifying how the market and regulatory 
factors have shifted and impacted the observed idiosyncratic trend.

When the analysis is done by industry rather than by country, the diver-
sification opportunities decrease, particularly in the developed markets, as 
the larger and the more co-integrated economies have a greater participa-
tion in each industry. For emerging markets, however, the analysis here 
indicates that the information technology sector can provide diversifica-
tion opportunities. This industry enhances the MSCI benchmark risk- 
adjusted returns once its allocation in the index increases with active 
management strategies. This sector is mainly comprised of Asian compa-
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nies in China, Taiwan, South Korea, Indonesia, and India. An individual 
GH test for these countries4 in this sector shows that India is not co- 
integrated with South Korea nor with the United States. Additionally, a 
Granger causality test shows that the IT sector in South Korea and India 
has no effect on bigger industries like China’s or Taiwan’s. The sub- sectors 
that most of these companies belong to are internet software, semiconduc-
tors, technology hardware, electronic components, and IT consulting.

Finally, the fact that most of the regions or industries (except for the 
ones above) were found to be co-integrated does not mean that the poten-
tial of active management strategies is absent in the short run. Through 
strategies like pair trading, portfolio managers can identify if the short- 
term trend deviates from the long-term trend and consequently adjust 
their positions assessing the time when the two trends will converge again.

notes

1. The Johansen co-integration test examines the co-integration relationship 
up to the rank of the time series. The test can be executed either with the 
trace or with eigenvalue. The test follows a sequence up to the first non-
rejection of the null hypothesis, which will be the estimate of the number of 
co-integration relationships among the group of time series.

2. Correlations are estimated with monthly data from August 2008 to August 
2016.

3. The scenario with the maximum between 5% and the total market capitaliza-
tion is not considered in this case, since the emerging market index already 
invests more than 5% in the sector.

4. Data is not available for smaller industries, such as the one of the Philippines 
and Indonesia.
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CHAPTER 14

Government Bond Clienteles and Yields

Jianjian Jin, Francisco Rivadeneyra, and Jesús Sierra

14.1  IntroductIon

Bond clienteles—investors with preferences for bonds with particular 
characteristics—have been suggested as a potential explanation for several 
episodes in fixed-income markets. During those episodes, price changes 
cannot be easily reconciled with standard frictionless asset pricing theories, 
but are more easily understood from the perspective of supply and demand 
shifts. For example, Greenwood and Vayanos (2010) argue that the 
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decrease in long-term real yields observed in the UK during 2004–2005 
can be explained by a regulation-induced increase in the demand for 
inflation- linked long-term bonds by UK pension funds, following the 
introduction of the Pensions Act of 2004.1 Similarly, Krishnamurthy and 
Vissing-Jorgensen (2012) find evidence of the existence of a clientele for 
long-term safe US Treasury assets. Finally, using a dataset of sovereign 
bond investor holdings from 2000 to 2011, Andritzky (2012) finds that 
increased non-resident institutional investor holdings is associated with 
lower and more volatile government bond yields.

For most of these studies, a clientele is defined as a relatively homoge-
neous investor group and is usually based on geographic location and legal 
entity types. Examples of these clienteles are domestic and foreign private 
investors, or domestic and foreign public sector funds (like foreign reserve 
managers or sovereign wealth funds). The implicit assumption is that such 
classification is adequate to summarize their key portfolio characteristics 
such as holding horizon, turnover rate and risk exposures. That assump-
tion, however, is violated in practice. For example, among mutual funds, 
there are some that are subject to strict directives to closely replicate a 
bond index, while others have greater freedom for active management. 
One of the key contributions of this chapter is that we refine the classifica-
tion of clienteles. We believe our classification can better identify the rela-
tionship between clienteles and asset prices.

In this chapter, we study this relationship in the context of the Canadian 
government bond market. There are two reasons for choosing Canada for 
our study. First, for most of the past decade, Canada witnessed a significant 
change in the investor base for its sovereign bond market. Foreign official 
investors significantly increased their holdings of Canadian dollar- 
denominated assets after the global financial crisis in 2008–2009 and the 
European debt crisis in 2010–2012, while foreign private investors reduced 
their holdings by a similar measure. The Canadian sovereign market there-
fore offers an ideal test bed for studying the relationship between holdings 
by type of investor clientele and bond prices. Second, compared to the 
aggregate clientele holding data utilized by Andritzky (2012), we have 
much more granular holding data at the bond and individual investor level.

Our dataset includes a range of domestic and international institutional 
investors. In this study, we focus on two specific types of investors: 
Canadian mutual funds and foreign official investors (foreign reserve man-
agers, sovereign wealth funds, etc.). These represent two of the most 
active groups of investors in the Government of Canada (GoC) market 
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(especially in the short- to medium-duration sectors) and their holding 
data are available at a much more granular level than those of other groups. 
We then classify mutual funds into an index fund group and non-index (or 
active) fund group, and foreign official investors into those with a “strict 
mandate,” and those with a “non-strict mandate,” according to how 
closely they follow an investment mandate of targeting a given duration in 
their Canadian dollar-denominated portfolio.

Using fixed-effect panel regressions, we study the contemporaneous 
relationship between yield changes and bond flows by investor group. We 
run separate tests for short-duration (defined as bonds with duration from 
1.5 years to 5.5 years), medium-duration (defined as bonds with duration 
from 5.6 years to 9.5 years) and long-duration bonds (with 9.6 years and 
longer). We also look specifically into bonds with age of more than 
6 months and bonds with a coupon level higher than 5%.

We identify significant heterogeneity in the fund flow—bond yield 
interaction across different maturity sectors and different investor clien-
teles. In the short-duration sector, there is a significant negative contem-
poraneous relationship between strict-mandate foreign official investor 
trading (mostly buying in the sample period) and bond yields, while 
Canadian active mutual funds’ bond holding changes are positively related 
to yield changes. In the medium-duration sector, changes in the holdings 
of Canadian index funds are negatively associated with yield changes, 
while changes in the holdings by strict-mandate foreign official investors 
are positively linked with changes in the yield. In the long-duration sector, 
we find that bond flows of both Canadian mutual funds and foreign offi-
cial investors are negatively related with bond yields.

It is usually difficult to provide an interpretation of the contemporane-
ous relationship between bond flows and bond prices changes. In the case 
of negative correlation between bond flows and yields, the causality can go 
either way. Borrowing the terminology of Andritzky (2012), it can either 
be that specific investors “push” the yield to a low level, or it can be that 
expectations of low and stable yields “pull” investors to a particular bond 
sector. Our key finding is that there is non-negligible heterogeneity in the 
effect of bond clientele flows and bond prices.

Out study contributes to both the academic and policy-oriented 
research on fixed-income clientele effects. We provide empirical context to 
the Vayanos and Villa (2009) preferred-habitat explanation of the term 
structure of yields. Many studies focus on the long-term bond sector, 
where pension or life insurance funds have inelastic demand. Further, 
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there might be strong effects when central bank or government reduces 
the available supply of long-term government bonds (the Quantitative 
Easing channel). Our results show that clientele-bond interaction can hap-
pen in various sectors along the yield curve, presumably due to the imper-
fect substitutability between bonds to fulfill investor’s mandates and 
objectives. This clientele-yield relationship is clear in the short-term sector 
(duration less or equal to 5.5 years) for a subset of foreign official inves-
tors, while in the medium-term sector (duration less than 9.5 years), it is 
most evident for the domestic index mutual funds.

Our study also provides empirical evidence to help evaluate the impact 
of foreign demand for government bonds (Sierra 2014). While an 
increased foreign investor base lowers the issuance cost of government 
debt, a change in the investor composition could also result in episodes of 
rapid capital flight. Debt managers, therefore, can use our results to under-
stand the effects on bond yields when foreign capital flows out of their 
bond market.

The remainder of the chapter is organized as follows. In Sect. 14.2 we 
present the data and empirical methodology. In Sect. 14.3, we discuss the 
panel regressions results of short-, medium- and long-duration bucket. 
We conclude in Sect. 14.4.

14.2  data and Methodology

14.2.1  GoC Bond Description

GoC bonds refer to marketable coupon fixed-income securities issued by 
the Government of Canada with maturity at issue of two years or more. 
With an outstanding amount of 420 billion Canadian dollars (as of March 
2013), they constitute the largest liability of the Government of Canada. 
GoC bonds are often the most actively traded fixed-income securities in 
the Canadian fixed-income markets and are essential to implementing 
monetary policy and ensuring financial market stability (Bulusu and 
Gungor 2018). In this study, GoC bond pricing and outstanding amount 
information are collected from Bloomberg and Bank of Canada debt man-
agement data, respectively.

To provide an overview of the clienteles of GoC bonds, in addition to 
the foreign official and domestic mutual funds, we present aggregate 
bond-holdings statistics from 2004 to 2013. Table 14.1 illustrates the dis-
tribution of GoC bond holdings in each year of our sample based on 
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Statistics Canada data.2 Between 2004 and 2013, the total outstanding 
amount of GoC bonds grew from 260 billion to 425 billion dollars. Some 
investors, such as Canadian life insurance funds, pension funds and domes-
tic commercial banks, hold a stable share of the total outstanding amount. 
The Bank of Canada also holds a stable share of GoC bonds over time.

Other groups of investors, however, display interesting trends. In par-
ticular, during the sample period, the domestic financial institutional 
investors (mutual funds, property insurance funds, etc.) displayed a 
decreasing trend in holding GoC bonds, while foreign investors added 
more GoC bonds to their portfolios since the crisis. In March 2004, the 
domestic financial institutions held 20% of GoC bonds, while foreign 
investors held 16%. Domestic investors’ holdings fell to 12% in 2013, 
while foreign investors increased their share of total ownership of GoC 
bonds to 30%. Interestingly, the undisclosed domestic investors (hedge 
funds, corporate treasury, etc.) also reduced their shares in a similar fash-
ion to mutual fund investors, from 16.5% in 2004 to 7.6% in 2013.

In order to paint a more granular picture of GoC holdings, we collect 
bond-level holding data of multiple investors from multiple sources. Our 
main dataset is the proprietary data starting in the early 2000s of the 
security- level holdings of foreign official investors that use the Bank of 
Canada as their custodial bank for Canadian-denominated fixed-income 
assets. These are mainly central bank reserve managers, but also include 

Table 14.1 Distribution of holdings of Government of Canada marketable 
bonds among domestic and international investors

Total (bn) Life Ins. and 
pension (%)

Banks (%) Fin.  
Inst. (%)

BoC 
(%)

Other 
Canadian 
(%)

Foreign 
(%)

3/31/2004 258.4 23.2 15.5 19.6 9.3 16.5 15.9
3/31/2005 244.3 22.9 14 21.2 10.1 17.7 14.1
3/31/2006 237.3 22.1 14.6 21.9 10.9 17.2 13.3
3/31/2007 231.4 22.0 15.0 23.0 10.7 15.3 14.0
3/31/2008 224.4 24.0 12.0 22.0 11.4 16.6 14.0
3/31/2009 263.5 22.0 14.0 19.0 10.9 20.1 14.0
3/31/2010 333.3 23.0 18.5 17.1 9.1 15.8 16.5
3/31/2011 378.7 24.8 14.1 14.5 9.1 16.3 21.2
3/31/2012 406.8 23.3 13.8 12.1 11.0 14.8 25.0
3/31/2013 425.4 23.0 14.0 12.0 13.4 7.6 30.0

Source: Statistics Canada, Debt management report of Government of Canada 2004–2013
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some development banks and international institutions. Furthermore, we 
obtain a dataset of Canadian fixed-income mutual funds from Morningstar 
from 2004 to 2013. Finally, the Lipper eMAXX dataset provides the hold-
ings of a subset of US insurance funds, US and non-US foreign mutual 
fund holdings of GoC bonds from 2007 to 2013.

Figure 14.1 plots the quarterly GoC bond holdings as a percentage of 
outstanding by all sample investor types in our dataset. Consistent with 
Table 14.1, there have been two divergent trends in GoC holding. On the 
one hand, foreign official investors steadily increased their GoC positions 
since 2011. On the other hand, mutual fund investors, domestic or for-
eign consistently trimmed their holdings in GoC bonds since 2009–2010. 
Furthermore, foreign, non-US mutual funds were quite active in GoC 
bond markets in 2007–2009, while US mutual funds were mostly active in 
the period of 2010–2012.

Fig. 14.1 Quarterly GoC holdings as the share of the total outstanding by 
domestic and international investors
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What exactly caused these trends is still an open question. The trend is 
certainly affected by the combination of several factors such as the low 
interest environment domestically and globally, the 2008–2009 great 
financial crisis and European sovereign debt crisis, the US debt ceiling 
deadlock and rising commodity (especially energy) prices during the sam-
ple period. The high credit rating of Canada may also have helped GoC 
bonds gain popularity among foreign investors (for more detailed discus-
sion, see Feunou et al. 2015).

The data we collect are in fact of a subset of the GoC clientele. 
Table 14.2 reports the percentage of total outstanding of bonds held by 
our sample investors, which is the same as what is shown in Fig. 14.1 (we 
ignored the Bank of Canada due to the full coverage of this data). On the 
domestic (Canadian) side, our data mainly covers the fixed-income mutual 
funds, which represents the largest group of domestic investors in the 
GoC market. On the foreign side, we cover official investors, US insurance 
funds and US and non-US mutual funds. Our coverage generally increases 
over the years, from roughly 40% to slightly more than 50% for each type 
of investors. The relatively stable coverage allows us to study the behavior 
of each type of investors. One of the key assumptions in our study is that 
investors in our sample are not systematically different from investors not 
included in our sample in terms of GoC bond holding behavior.

For a more detailed study of the clientele behavior and their association 
with GoC bond yields, we focus on Canadian mutual funds and foreign 
official investors. There are two reasons to do so. First, they represent the 
most active resident and non-resident investors in our sample. Second, the 

Table 14.2 Percentage of outstanding of bonds held by Canadian and interna-
tional investors

CAN 
mutual

US 
mutual

US 
insurance

Foreign 
official

Foreign 
mutual

Foreign 
total

3/31/2007 9.3 1.9 2.2 1.3 0.2 5.6
3/31/2008 8.4 1.6 2.3 1.8 3.2 8.8
3/31/2009 6.5 1.1 1.8 1.6 3.2 7.7
3/31/2010 8.1 2.9 1.6 2.3 2.4 9.2
3/31/2011 7.8 2.8 1.7 7.5 2.2 14.2
3/31/2012 7.1 1.4 1.7 8.6 1.2 12.8
3/31/2013 6.4 1.9 1.5 11.2 0.9 15.5

Source: Bank of Canada, Morningstar, Thomson Reuters eMAXX
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data available for these two investors are at monthly frequency and date 
back to 2004, which gives us a longer time sample than other groups of 
investors of potential interest.

Table 14.3 reports the summary statistics of the end-of-year GoC hold-
ings by foreign official investors and Canadian fixed-income mutual funds. 
Like previous results, both our sample and the holdings of these investors 
grew significantly after the great financial crisis of 2008–2009.3 Overall, 
the GoC portfolio is about 2% of the foreign official investors’ total asset 
under management (AUM), consistent with the IMF surveys. For 
Canadian fixed-income mutual funds, their holdings of GoC securities 
moved significantly over time. The year-on-year change was between 20% 
and 30%. This could reflect that mutual funds dynamically allocate their 
funds to GoC portfolio as the macro environment changes.

Table 14.3 Summary statistics of the GoC bond holdings of foreign official 
investors and Canadian mutual funds

Year N obs Median Mean Max Mean AUM

Foreign official investor (CAD, billion)
2004 4 0.2 0.3 0.9 41.0
2005 7 0.1 0.3 1.6 60.0
2006 5 0.3 0.6 1.9 82.7
2007 6 0.2 0.4 1.4 86.3
2008 5 1.1 1.0 1.6 112.2
2009 7 0.7 0.9 1.9 139.0
2010 8 1.1 1.8 6.8 177.9
2011 12 1.5 3.0 15.9a 187.2
2012 13 1.8 3.7 17.7 185.5
2013b 13 1.8 3.8 19.0 196.0
Canadian mutual fund (CAD, billions)
2004 186 0.02 0.10 1.42 0.42
2005 208 0.02 0.11 1.44 0.48
2006 215 0.02 0.10 1.20 0.51
2007 223 0.02 0.08 0.99 0.52
2008 231 0.02 0.05 0.81 0.48
2009 236 0.02 0.10 1.49 0.61
2010 241 0.02 0.11 1.63 0.70
2011 266 0.02 0.09 1.37 0.73
2012 273 0.03 0.09 1.40 0.84
2013 209 0.02 0.08 0.87 0.71

Source: Bank of Canada, Morningstar, Thomson Reuters eMAXX
aThe large jump in the maximum holding is due to the incorporation of some large foreign official inves-
tors into the sample
bForeign official investor holding data only available until Sep. 2013
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14.2.2  Investor Classification

The conventional approach to classifying investors is based on their legal 
type and geographic domicile. In our case, for example, it can be either 
foreign (non-Canadian) official investors (mostly foreign central bank 
reserves) or domestic (Canadian) mutual funds.

Since we believe that existing classification schemes ignore within- group 
heterogeneity that matters for their effect on bond yields, we take advan-
tage of the granularity of our data to further classify our sample of investors 
into types based on their self-claimed objective (for mutual funds) or actual 
trading behavior (for foreign official investors). For Canadian fixed-income 
mutual funds, we label funds that claim to closely track a public fixed-
income index as “index” funds whose main mandates are replicating a given 
benchmark while minimizing costs and tracking errors. The rest of the 
fixed-income funds are considered as active  investing funds whose main 
mandate is to outperform a benchmark and attract fund flows. Among 
foreign official investors, we would not be able to find an explicit bench-
mark for their GoC portfolio (although the outstanding- weighted index 
may be a good proxy). We therefore identify a few foreign official investors 
that follow a “strict mandate” by actively managing the portfolio duration 
and exposures to certain sectors in their portfolio held in custody at the 
Bank of Canada. The rest of the foreign official investors in our sample are 
classified as “non-strict” mandate investors; they trade relatively more infre-
quently and allow the duration of their portfolio to vary considerably more 
than the first group.4 In the remainder of the chapter, we use the terms 
“foreign official investor” and “foreign central bank” interchangeably.

14.2.3  Portfolio Duration Characteristics

Figure 14.2 reports the par-value-weighted duration of the GoC portfolio 
held by Canadian mutual funds (solid line) and their index and non-index 
sub groups (dotted and dashed lines). For comparison, we plot the 
outstanding- weighted index (dash dot line) and the Canadian overnight 
repo interest rate (long dash line). As can be seen, the portfolio duration 
varies over time and ranges from four to eight  years. The duration of 
mutual fund holdings was below that of the duration of the outstanding- 
weighted index before 2006–2007 and higher afterwards, possibly as a 
result of investments in longer-dated securities driven by the need to boost 
returns in a low (or declining) interest rate environment. There is also a 
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significant difference in duration preference between index funds and 
non-index funds: index funds held a significantly higher proportion of 
long-term bonds before 2009 but since 2010, non-index funds signifi-
cantly increased the duration exposure of their GoC portfolio, possibly 
due to the “reach-for-yield” effect discussed previously.

Figure 14.3 reports the distribution of duration profiles among index- 
like domestic mutual funds. As clearly shown, there is a relatively high 
dispersion in portfolio duration for the domestic mutual funds: the differ-
ence in duration between the top 5 percentile and bottom 5 percentile is 
about 15 years. There also seems to be a positive skew in the distribution 
of duration of Canadian fixed-income mutual funds, perhaps driven by 
large index mutual fund portfolios, which typically contain a significant 
number of long-maturity bonds.

Figure 14.4 reports the value-weighted duration profile of foreign offi-
cial investors. As can be seen, the average duration of foreign official 
investors is significantly below that of the outstanding-weighted index. In 
the early period of our sample, active investors maintained a portfolio 
with a much higher duration than passive investors. However, that rela-

Fig. 14.2 Average portfolio duration of Canadian fixed-income mutual funds. 
The units of the Y-axis are years
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Fig. 14.3 Distribution of portfolio duration of Canadian fixed-income mutual 
funds. The units of the Y-axis are years

Fig. 14.4 Portfolio duration of foreign official investors. The units of the Y-axis 
are years
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tionship simply reversed since the financial crisis until late 2012. Over the 
latter period, the demand for short-term bonds was much higher among 
active official investors than passive investors. In much of the 2013, pas-
sive investors’ duration reverts to being significantly less than that of 
active investors.

Figure 14.5 reports the distribution of the duration of foreign official 
investors. Since our sample size for foreign official investors is relatively 
small, we can only plot the duration of the top 10 percentile and bottom 
10 percentile over time. The median and mean of the duration of foreign 
official investors are quite close, suggesting that the distribution of dura-
tion among foreign official investors is generally symmetric.

14.2.4  Summary Statistics of GoC Yields and Flows

Table 14.4 reports the summary statistics of the changes in GoC bond 
yield and fund holdings over the previous month changes in our sample. 
The yield changes (first row) are the pooled average over each bond and 
month from 2004 to 2013. The level factor of yields (second row) is 

Fig. 14.5 Duration profile of foreign official investors. The units of the Y-axis 
are years
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defined as the average of all GoC yields for a given month. Similarly, the 
month-to-month changes in the slope factor are reported (third row) 
where the slope is defined as the difference in yields between ten- and two- 
year benchmark yields. The flows of a particular bond are computed as the 
net holding changes of that bond for a particular type of investor divided 
by the outstanding amount issued of the bond.

The first three rows suggest that over the sample period, both the aver-
age yield and the slope of the GoC bonds have significantly decreased. The 
average month-to-month yield change is 2.4 basis points (bps) and its 
standard deviation is 18 bps. The cross-sectional distribution statistics also 
show that the yield changes are significantly negatively skewed, which is 
consistent with the fact that the period covers the great financial crisis in 
2007–2008 and the European debt crisis from 2010 to 2012, when inter-
est rates were lowered to almost zero in a short amount of time.

The fourth to sixth rows report the summary statistics for holding 
changes by Canadian mutual funds (dmf). The seventh to ninth rows 
report the summary statistics of the holding changes by foreign official 
investors (FOI) and the subtypes.5 Overall, the average flows into the GoC 
bonds from domestic mutual funds are almost zero and are not significant 
skewed. However, compared to foreign official investors, the flow into the 
GoC securities from non-index Canadian mutual funds is much more vari-
able. For example, in our sample, non-index mutual funds have sold as 

Table 14.4 Summary statistics of yield changes and bond flows

Variable Mean S.D. Min p5 p50 p95 Max

dym −0.024 0.189 −0.906 −0.336 −0.013 0.290 0.559
dlevel −0.013 0.156 −0.702 −0.269 0.020 0.221 0.324
dslope −0.009 0.229 −0.770 −0.340 −0.010 0.390 1.060
dmf flow 0.000 0.021 −0.232 −0.031 0.000 0.031 0.218
dmf flow index 0.000 0.009 −0.114 −0.012 0.000 0.011 0.114
dmf flow non-index 0.000 0.019 −0.232 −0.026 0.000 0.028 0.222
FOI flow 0.001 0.014 −0.116 −0.014 0.000 0.022 0.133
FOI flow mandate 0.001 0.012 −0.132 −0.011 0.000 0.016 0.127
FOI flow non-mandate 0.001 0.006 −0.062 −0.005 0.000 0.008 0.081

The first three rows of this table contain the changes in yields (dym), the level (dlevel) and slope (dslope) 
factors of the term structure. Fourth to sixth rows contain the domestic mutual fund (dmf) flows in aggre-
gate and by subgroups. Seventh to ninth rows report the flows of foreign central banks (FOI) in aggregate 
and by subgroups

Source: Bank of Canada, Morningstar
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much as 23% or purchased as much as 22% for some bonds over a month. 
In contrast, flows into a particular bond by foreign official investors or 
index funds are no more than 13% of the outstanding. For the total sam-
ple, the average monthly holding change for foreign official investors is 
0.14% of the total outstanding amount issued in the bond. The holding 
changes are also significantly skewed upward, as indicated by the mean 
being much larger than the median.

14.2.5  Empirical Test Methodology

We adopt a panel regression model to investigate the relationship between 
clientele holding changes and yield changes:
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vector of normalized flows into bond i at time t by GoC investors; xt = (∆lt, 
∆st)′ represents the control variable vector and includes the monthly 
changes in the level and slope of the GoC zero-coupon term structure; αi 
captures bond fixed effects; δτ are year effects; and ε t

i  is the idiosyncratic 
bond error.

Our main interest is in the coefficient β, with the null hypothesis being 
that they are statistically non-significant, that is, after controlling for the 
shape change of the yield curve, the flows into a particular bond should 
not be contemporaneously related to the change of the yield of that bond. 
The standard errors are calculated in the cluster-robust way.

The reason for including bond fixed effects is as follows: each bond has 
its own characteristics that may be persistent enough so that the change of 
the yield can be auto-correlated. For example, a bond can be popular 
among investors during its period as a benchmark (like on-the-run 
Treasury bonds). Since benchmark status is deterministic and can be quite 
persistent, for example, it lasts for a couple of years in the case of long- 
maturity bonds, the bond-fixed effect could capture the changes in yield 
curve that are the result of such persistent characteristics. Then it becomes 
gradually less popular and difficult to trade (loss of benchmark status and 
held mostly by passive investors). The benchmark status is deterministic 
and can last for a couple of years in the case of originally long-maturity 
bonds.

 J. JIN ET AL.



 383

14.3  eMpIrIcal results

For comparison, we start with the regression without the different clien-
teles of GoC investors we identify. Table 14.5 reports the results of the 
fixed-effect panel regression when considering only the aggregate bond 
flows from official investors and mutual fund investors. Overall, even after 
considering bond flows from different investor types, we fail to spot any 
statistically significant contemporaneous relationship between holding 
changes and yield changes. This result may not be too surprising given 
that the full sample potentially masks effects from bond characteristics 
(duration, age, coupon level) and investors characteristics (active or pas-
sive investors). Next we report the results for each duration sector.

At any point in the sample, we classify bonds into three sectors: bonds 
with duration between 1.5 and 5.5 years, 5.5 and 9.5 years, and over 9.5 
years, respectively, as being in the short-duration, medium-duration and 
long-duration sectors. Recall these are not necessarily the original nor 
the remaining maturities of the bonds; therefore, they require some 
justification.

Table 14.5 Panel regression for the full sample of investor and duration groups

dym

dmf_flow 0.124 (1.35)
FOI_flow 0.063 (0.65)
dlevel 1.015 (33.74)**
dslope 0.185 (8.52)**
N_Clust 85
N 3226
Time fixed effects Yes
Cusip fixed effects Yes

This table presents the results of fixed-effects panel regressions of normalized flows on yields. The depen-
dent variable “dym” is the monthly change in yields. The explanatory variables “dmf_flow” and “FOI_
flow” are the percentage flows, by domestic mutual funds and foreign official institutions, respectively. 
The flow variables are changes in the par value of holdings (by investor type) normalized by total out-
standing stock of the bond. The variables “dlevel” and “dslope” are the changes in the level and slope 
factors and are included as controls. The data are at a monthly frequency from 01/2004 to 12/2013. The 
regressions include year and bond fixed effects. One, two and three stars denote statistical significance of 
the coefficient at the 10%, 5% and 1% levels, respectively

Source: Authors’ calculations
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First, on the short side, we chose the 1.5-year duration cutoff to 
 distinguish between bond and money market investors. Typically, money 
market investors invest in Treasury bills issued originally as discount 
instruments of less than 1-year maturity but sometimes might mix older 
bonds with up to remaining maturity of 18 months. Second, the cutoff 
between the short- and medium-duration sectors was selected so that this 
sector includes all the original two- and five-year benchmark bonds. Some 
GoC bonds, on occasion, have been issued as a benchmark and then 
become a new one in a shorter maturity as they roll down.

The label “short-duration” is not intended to convey the message that 
this is a low amount of duration risk; it just indicates that the duration risk 
is the lowest of the three segments in our sample. This segment of the 
bond market is in fact the most active in terms of trading volume (Bulusu 
and Gungor 2018) and encompasses a broad spectrum of bond investors. 
Given that it includes the aforementioned benchmarks, it is used by repo 
traders, for futures contracts and cash transactions alike. The cutoff 
between medium- and long-duration sectors was chosen to exclude all the 
originally issued 10-year benchmarks from the medium-term sector. In 
other words, all 10-year benchmarks are in the long-duration sector. 
Finally, although the Government of Canada has issued 50-year bonds 
recently, the upper bound is innocuous as in our sample all bonds have less 
than 30 years’ duration. We perform some robustness checks on cutoff 
choices at the end of this section.

14.3.1  Short-Duration Bond Sector

Table 14.6 reports the results when we only consider bonds with short 
duration, defined as the bonds with duration between 1.5 and 5.5 years. 
Column 1 reports the regression results when we consider only Canadian 
mutual fund and foreign official investor in the aggregate. Columns 2 and 
3 report the results when we consider each the clienteles within each 
group of investor types (index vs. non-index for mutual funds, active vs. 
passive for foreign official investors). Column 3 focuses on bonds with age 
equal to or larger than 6 months.

When investors are considered in the aggregate, we find that bond flows 
from Canadian mutual funds are positively correlated with yields, suggest-
ing that mutual funds as a group provide liquidity to the bond market. On 
the other hand, bond flows from foreign official investors are negatively 
correlated with yields, suggesting that foreign official investors in aggre-
gate are liquidity demanders when trading GoC bonds. The coefficient is 
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both statistically and economically significant. For example, a one standard 
deviation increase in holding by foreign official investors is associated with 
about 26 bps drop in the short-duration bond yield.

When investor subtypes are considered, we find that the positive rela-
tionship between yield changes and bond flows for Canadian mutual fund 
is mostly contributed by active mutual funds, while active foreign official 
investors are the ones whose holding changes are linked with yield changes. 
This result is consistent with the anecdotal story that since the great finan-
cial crisis and the European debt crisis, the Canadian dollar-denominated 
asset has become an emerging preferred designation for foreign official 
reserve funds (Pomorski et al. 2014). Since short-term bonds constitute a 
significant part of their portfolio, foreign official investors’ demand for 
short-term bonds is therefore relatively inelastic. These investors are likely 
to be liquidity takers in the GoC market. On the other hand, our results 
show that the active Canadian fixed-income mutual funds generally reduce 

Table 14.6 Panel regression for the short-duration (1.5- to 5.5-year) bond 
sector

(1) (2) (3)

Seasoned (>0.5 years)

dmf_flow 0.321 (3.51)***
FOI_flow −0.262 (2.37)**
dmf_flow_index −0.120 (0.83) −0.048 (0.35)
dmf_flow_nonindex 0.484 (3.92)*** 0.626 (4.69)***
FOI_flow_mandate −0.397 (2.42)** −0.414 (2.11)**
FOI_flow_nomandate −0.062 (0.32) −0.013 (0.06)
N_Clust 65 64 63
N 1442 1424 1267
Time fixed effects Yes Yes Yes
Bond fixed effects Yes Yes Yes

This table presents the results of fixed-effects panel regressions of normalized flows on yield changes in the 
short-duration sector. The dependent variable is the monthly change in yields. In column (1), the explana-
tory variables “dmf_flow” and “FOI_flow” are the percentage flows, by domestic mutual funds and for-
eign official institutions, respectively. The flow variables are changes in the par value of holdings (by 
investor type) normalized by total outstanding stock of the bond. In columns (2) and (3), “dmf_flow_
index” and “dmf_flow_nonindex” are the percentage flows by index (or passive) and active (or non-index) 
funds, respectively. In addition, also in columns (2) and (3), “FOI_flow_mandate” and “FOI_flow_
nomandate” refer to the flows by strict-mandate and non-strict-mandate foreign official institutions, 
respectively. In all regressions the change in the level and slope factors are included as controls. Coefficients 
are not reported for the controls. Data are at monthly frequency from 01/2004 to 12/2013. The regres-
sions include year and bond fixed effects. One, two and three stars denote statistical significance of the 
coefficient at the 10%, 5% and 1% levels, respectively

Source: Authors calculations
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their holdings of short-duration bonds when the yield decreases and 
increase when the yield increases. In the aggregate, active Canadian fixed- 
income funds appear to be a contrarian or carry-oriented investor in the 
short bond sector during the sample period. Finally, we find the  association 
between mutual fund holding changes and yield changes is significantly 
stronger for bonds 6 months old or more, which is consistent with the 
institutional setup in Canada as newly issued bonds typically become liq-
uid, heavily traded benchmark bonds after a few months of issuance.

14.3.2  Medium-Duration Bond Sector

Table 14.7 reports the regression results for the medium-duration bond 
sector. As in the previous table, column 1 records the result when mutual 
funds and foreign official investors are considered in the aggregate and the 

Table 14.7 Panel regression for the medium-duration (5.6 and 9.5-year) sector

(1) (2) (3)

All All Age (>0.5 years)

dmf_flow −0.172 (2.05)*
FOI_flow 0.643 (5.16)***
dmf_flow_index −1.114 (2.62)** −1.118 (2.88)**
dmf_flow_nonindex −0.075 (0.66) −0.134 (1.31)
FOI_flow_mandate 0.622 (4.81)*** 0.616 (4.85)***
FOI_flow_nomandate 0.736 (1.42) 0.819 (1.50)
N_Clust 17 17 16
N 558 534 509
Time fixed effects Yes Yes Yes
Bond fixed effects Yes Yes Yes

This table presents the results of fixed-effects panel regressions of normalized flows on yield changes in the 
medium-duration sector. The dependent variables are monthly changes in yields. In column (1), the 
explanatory variables “dmf_flow” and “FOI_flow” are the percentage flows, by domestic mutual funds 
and foreign official institutions, respectively. The flow variables are changes in the par value of holdings 
(by investor type) normalized by total outstanding stock of the bond. In columns (2) and (3), “dmf_flow_
index” and “dmf_flow_nonindex” are the percentage flows by index (or passive) and active (or non-index) 
funds, respectively. In addition, also in columns (2) and (3), “FOI_flow_mandate” and “FOI_flow_
nomandate” refer to the flows by strict-mandate and non-strict-mandate foreign official institutions, 
respectively. In all regressions, the change in the level and slope factors are included as controls. Coefficients 
are not reported for the controls. The sample period is 01/2004 to 12/2013. The regressions include 
year and CUSIP fixed effects. One, two and three stars denote statistical significance of the coefficient at 
the 10, 5 or 1% levels, respectively (i.e., *p < 0.1; **p < 0.05; ***p < 0.01)

Source: Authors calculations
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other columns consider the subcategories. In column 1, the pattern of 
effects is the reverse of what is found in the case of the short-duration sec-
tor. Bond flows from domestic mutual funds are negatively correlated with 
yields changes, suggesting that they are market liquidity demanders. On 
the other hand, bond flows from foreign official investors are generally 
positively correlated with yield changes, suggesting that they provide 
liquidity to the market by acting as contrarian investors.

Columns 2 and 3 report regression results when the different clienteles 
for each investor type are considered. We find that the negative correlation 
between bond flows and yield changes is mostly contributed by index 
funds. Although the research on index fund behavior is beyond the scope 
of this chapter, we interpret our finding to be consistent with the hypoth-
esis that index mutual funds generally tend to sell medium-duration bonds 
that have lost benchmark status or when the time-to-maturity has decreased 
below a certain threshold. At the same time, index funds will purchase 
newly issued medium-duration bonds or bonds that have just acquired 
their benchmark status. Although index funds put significant effort into 
controlling effects from rebalancing, our regression results suggest that in 
aggregate they might be paying market impact costs.

On the other hand, the positive association between foreign official 
investors’ holding changes and yield changes is contributed by the active 
foreign official investors. Although we describe them as investors with a 
strict mandate, this result suggests that the active foreign official investors 
behave somewhat opportunistically trading medium-duration bonds. 
Finally, we find that whether the bond is older than 6 months does not 
materially impact the regression results.

14.3.3  Long-Duration Bond Sector

Table 14.8 reports the regression results for the long-duration bond sector. 
As in the previous tables, column 1 records the result when mutual funds and 
foreign official investors are considered in the aggregate and the other col-
umns consider the subcategories. Bond flows from both domestic funds and 
foreign official investors are negatively correlated with yields changes, sug-
gesting that they are liquidity demanders or appear to cause a price impact.

Again, column 2 reports the regression results when clienteles of inves-
tor subtypes are considered. We find that the negative correlation between 
bond flows and yield changes is mostly contributed by non-index funds, 
and in close to the same magnitude that the index funds but in the 
medium-duration sector.
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In the case of the subtypes of foreign official institutions, the negative 
association between foreign official investors’ holding changes and the 
yield changes is largely due to the flow of active foreign official investors. 
Contrary to the medium-duration sector, this result suggests that due to 
their mandate in this sector, their behavior is associated with a price impact. 
These findings are reinforced by an additional regression with the sub-
types for the subset of bonds with original coupons larger than 5%. Given 
the sample, this selection in effect chooses the older bonds that were 
issued when interest rates were higher.

14.3.4  Robustness Checks

We perform additional robustness tests to gauge the sensitivity of our results 
to the duration cutoff points. Specifically, for each duration group (short, 

Table 14.8 Panel regression for the long-duration (9.6- and 30-year) bond 
sector

(1) (2) (3)

Coupon > 5%

dmf_flow −0.978 (2.72)**
FOI_flow −0.601 (2.12)*
dmf_flow_index −0.372 (0.27) −0.173 (0.09)
dmf_flow_nonindex −1.045 (2.59)** −1.527 (5.05)***
FOI_flow_mandate −0.613 (2.31)** −0.621 (2.88)**
FOI_flow_nomandate −0.670 (0.39) −1.451 (0.71)
N_Clust 10 10 7
N 428 428 340
Time fixed effects Yes Yes Yes
Bond fixed effects Yes Yes Yes

This table presents the results of fixed-effects panel regressions of normalized flows on yield changes in the 
long-duration sector. The dependent variables are monthly changes in yields. In column (1), the explana-
tory variables “dmf_flow” and “FOI_flow” are the percentage flows, by domestic mutual funds and for-
eign official institutions, respectively. The flow variables are changes in the par value of holdings (by 
investor type) normalized by total outstanding stock of the bond. In columns (2) and (3), “dmf_flow_
index” and “dmf_flow_nonindex” are the percentage flows by index (or passive) and active (or non-index) 
funds, respectively. In addition, also in columns (2) and (3), “FOI_flow_mandate” and “FOI_flow_
nomandate” refer to the flows by strict-mandate and non-strict-mandate foreign official institutions, 
respectively. In all regressions the change in the level and slope factors are included as controls. Coefficients 
are not reported for the controls. The sample period is 01/2004 to 12/2013. The regressions include 
year and CUSIP fixed effects. One, two and three stars denote statistical significance of the coefficient at 
the 10, 5 or 1% levels, respectively (i.e., *p < 0.1; **p < 0.05; ***p < 0.01)

Source: Authors calculations
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medium, long), we re-ran the regressions by perturbing the upper and 
lower cutoff points by +1 or −1 year. For example, for the medium- duration 
segment, since it is originally defined as those bonds with duration between 
5.6 and 9.5 years, we re-estimated the coefficients for the following alterna-
tive duration intervals: 4.6–9.5, 6.6–9.5, 5.6–8.5 and 5.6–10.5  years. A 
similar logic applies for bonds of short and long duration.

For the short-duration segment, we find that the changes in the cutoff 
points only alter the main findings for the case of foreign official institu-
tions and only in one case: specifically, we found that flows from strict- 
mandate official investors are not significant when we consider the 
2.5–5.5-year duration group, while flows from index mutual funds now 
appear to be significantly negatively related to yield changes. Importantly, 
for all other combinations, flows from non-index (or active) mutual funds 
are always found to be significantly positively related to yield changes, 
while flows from strict-mandate official investors in otherwise all other 
cases are still found to be significantly negatively related to yield changes, 
as in the baseline case.

For the medium-duration segment, we find that the changes in cutoff 
points never alter the conclusions obtained from the baseline case: flows 
from index mutual funds are significantly negatively related to yield 
changes, while flows from strict-mandate official investors are positively 
related to yield changes.

For the long-duration segment, like the case of short-duration bonds, 
we find that the changes in cutoff points only alter the main findings for 
the case of foreign official institutions: flows for non-mandate official insti-
tutions become significantly positively related to yields in the 8.6–30-year 
duration segment. However, the significantly negative relationship 
between non-index (or active) mutual fund flows and yield changes found 
in the baseline results remains significant throughout the different changes 
considered, as is the significantly negative relationship between strict- 
mandate official investor flows and yields in all other cases considered. We 
conclude from these tests that the main findings in our baseline regres-
sions are in general robust to alternative definitions of the duration groups.

14.4  conclusIon and Future Work

The great financial crisis and the European debt crisis made Canadian 
dollar-denominated assets attractive to many foreign reserves managers. 
In this chapter, we study the empirical relationship between flows into 
Government of Canada sovereign bonds by different institutional  investors 
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and their yield changes. Our unique dataset allows us to study the effects 
of bond-level holding changes by two different groups of investors: 
Canadian fixed-income mutual funds and foreign official investors.

We find that the empirical relationship between flows and yield changes 
depends both on the type of investor and the characteristics of the bond 
being purchased. For short-duration bonds, we find that non-index 
mutual fund flows are positively related to yield changes (i.e., negatively 
related to price increases), while strict-mandate foreign official institution 
flows are negatively related to yield changes. These effects suggest that 
mutual funds’ role in this segment is to provide liquidity (by buying the 
bond when its price has gone down or, alternatively, demanding a price 
concession to accommodate a trade), while official institutions’ demands 
cause price pressure, pushing down its yield. For medium-duration bonds, 
index fund flows are negatively related to yields, while strict-mandate offi-
cial investor flows are positively related to yields; index fund flows appear 
to be causing price impact, while official investor’s flows resemble either 
liquidity providers or momentum traders that chase bonds whose yields 
have increased. Finally, for long-duration bonds, we find that both strict- 
mandate foreign official institution and non-index funds appear to cause 
price impact, as both types of flows are negatively related to yields.

One caveat to our analysis is that, although we explain our findings in 
terms of a causal relationship between flows and yields, the contemporane-
ous relationship between holding changes and yields that we estimate is 
not necessarily indicative of a causal relationship, although in our regres-
sions we control for other factors that might cause changes in yields. 
Future work could explore valid instruments for changes in demand or a 
natural experiment that could allow for a direct causal interpretation of 
regression coefficients.

notes

1. Since the Act introduced penalties for funds considered to be underfunded, 
it provided strong incentives to hold the asset whose changes in value were 
most correlated with the present value of pension liabilities, namely, long-
term real bonds.

2. http://www5.statcan.gc.ca/cansim/a26?lang=eng&id=3780121.
3. Since our sample changes over time, some of the increase in GoC holdings 

is due to a certain investor moving the safekeeping of their GoC portfolio to 
the Bank of Canada, even if the portfolio may have already been purchased 
before the date when it is incorporated in the sample. Therefore, our analy-
sis focuses on changes of holdings instead of the level of the holdings.
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4. Due to confidentiality restrictions, we are not able to reveal more details on 
the trading behavior of the custody clients of the Bank of Canada we used 
to classify our investors.

5. Due to the sample coverage difference, the sample period for all foreign 
official investors is longer than both active and passive foreign official 
investors.
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