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Preface

Social network analysis is a process of quantitative and qualitative analysis of vast
amount of data using different analytical techniques. It measures and maps the flow
of relationships and relationship changes between knowledge-possessing entities.

Online social networks are rapidly changing our lives. Their growing perva-
siveness and the trust that we develop in online identities provide us with a new
platform for security applications. Additionally, the integration of various sensors
and mobile devices on social networks has shortened the separation between one’s
physical and virtual (i.e., Web) presences. We envisage that social networks will
serve as the portal between the physical world and the digital world. However,
challenges arise when using social networks in security applications; for example,
how can one prove to a friend (or Friend) that your Facebook page belongs to you
and not a man in the middle? Once you have proved this, how can you use it to
create a secure channel between any device belonging to you and one belonging to
your friend?

The book is a collection of the eight chapters which are written by eminent
professors, researchers, and Industry people from different countries. The chapters
were initially peer-reviewed by the editorial board members, reviewers, and
industry people who themselves span over many countries. The whole book is
divided into three parts, namely Part I Social Network Design and Implementation:
An Overview, Part II Social Network Application: An Introduction, and Part III
Social Network Security and Challenges.

Chapter 1 by Md. Lizur Rahman, Md. Golam Sarowar, and Md. Sarwar
Kamal revolves around the sentiment classification. Nowadays social networks
generate a huge data from user’s view, emotions, thoughts, opinions, suggestions
regarding different products, events, places, brands, politics, etc. Those data play an
important role in different ways. Technically, in the interval of every 60 s in a social
network like Facebook, lots of comments and statuses are updated which are
associated with thousands of contexts. However, realization of different ways in
which texts are seems to be appeared on Facebook can help us to improve our
products. In general, different organizations such as text organization used senti-
mental analysis for successful classification. They transpired feelings, emotions in
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different forms like positive, negative, friendly, and unfriendly. To solve this
problem, authors have concentrated on different techniques of deep learning. In this
paper, authors highlighted few deep learning implementation techniques known as
convolutional neural network and recursive neural network with classification of
different texts.

Chapter 2 by Nabanita Das, Surekha Borra, Nilanjan Dey, and Samarjeet
Borah enlightened that movie recommendation systems are a common practice by
most of the online stores today. The Web-based movie recommendation systems
make predictions about the responses of the users based on their search history or
known preferences. Recommendation of items is usually done based on the prop-
erties or content of the item or collaboration of the user’s ratings, and by using
intelligent algorithms that include classification or clustering techniques. Accurate
prediction of what the customer may likely to busy or the user my visit is of utmost
important, as it benefits both the service providers and customers. This chapter
provides the evolution, fundamental concepts, classification, traditional and novel
models, requirements, similarity measures, evaluation approaches, issues, chal-
lenges, impacts due to social networking, and future of movie recommendation
systems.

Chapter 3 by Sapna Sinha, Vishal Bhatnagar, and Abhay Bansal analyzed
that data available on Twitter can be in form of text, photographs, customer pref-
erences can be identified using Twitter analytics which can help service providers to
offer personalized services. If tour operator is able to predict trends, they can easily
set optimized price and prepare well in advance to provide unforgettable trip to their
customers. Tour operators adopt list pricing policy for deciding price of the tourism
product and also there is no set model available for this. The tour operators set the
price which helps them to gain high profit, but due to non-availability of any
standard formula the decided price varies with the price offered by competitors.
Prices are kept high when season is at the peak and more and more tourists are
visiting the place or purchasing the tourist products, similarly price is kept low
when season is low. In this chapter, authors had proposed pricing model consid-
ering different factors that decides rates of the product in the tourism sector.
Real-time analytics performed on the data available on the Web portals or social
networking sites are used to get the most trending tourist destination, and the tour
operators functioning at different destination can set price of their products using
the proposed model. Real-time analytics will help tour operators to analyze the
demand in coming season.

Chapter 4 by Arushi Jain and Vishal Bhatnagar discussed that social media is
rapidly providing new standards of interaction between individuals in the recent era.
It is known as a computer-intermediated tool that tolerates people to share, or create
information, medical notes/reports, ideas, and pictures/videos through virtual
communities. The online citizens (netizens) are able to create a colossal network of
people to communicate with. Social media such as Facebook, Twitter, YouTube,
Instagram, and Tinder have prevalent uses that produce copious amount of data
which is beyond the ability of normal software tools to process in the given elapsed
time. Apache Hadoop project is the most famous open-sourced frameworks for
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large-scale computation on the commodity hardware. Hadoop has become kernel
for distributed operating system for big data. There are two core components
associated with Hadoop—Hadoop Distributed File System (HDFS) and
MapReduce. MapReduce distributed the tasks on multiple nodes in the cluster; the
developer only have to write code, rest is taken care by MapReduce. The generated
data from these social sources is real time and includes information about author’s
daily activities, feelings, and emotions. The messages often include images,
geolocations, and many other annotations. This vast data repository provides
researchers with opportunities to study the individuals’ behavior/emotions that
subject to different conditions. In this chapter, authors found the trending tweets
from January 2017 to September 2017 depending upon the eight prominent themes
that emerged from the dataset and trending tweets depending upon the geolocation.
For this, author divided India depending upon the region, that is North India, West
India, South India, East India, Central India, and Northeast India.

Chapter 5 by C. Sardianos, N. Tsirakis, and I. Varlamis discussed that it is
typical among online social networks’ users to share their status, activity, and other
information with fellow users, to interact on the information shared by others, and
to express their trust or interest for each other. The result is a rich information
repository which can be used to improve the user experience and increase their
engagement if handled properly. In order to create a personalized user experience in
social networks, we need data management solutions that scale well on the huge
amounts of information generated on a daily basis. The social information of an
online social network can be useful both for improving content personalization and
for allowing existing algorithms to scale to huge datasets. All current real-world
large-scale recommender systems have invested on scalable distributed database
systems for data storage and parallel and distributed algorithms for finding
recommendations. This chapter focuses on collaborative filtering algorithms for
recommender systems and briefly explains how they work and what their
limitations are.

Chapter 6 by A. L. Chapman, M. Lei, and C. Greenhow analyzed the design,
implementation, benefits, and challenges of using a Facebook application, College
Connect, are presented. College Connect was designed to address the persistent
educational problem of college access in the USA, part of which stems from stu-
dents’ lack of social capital, the human and information resources available to them
in their social networks that can provide needed information, such as how to apply
to, enroll in, and pay for college. College Connect, a social networking application
which runs on Facebook, the parent platform, was designed to help address this
problem by creating a network visualization of each student’s Facebook Friends
network and showing the student who within the network has college information
in their Facebook profile. In this chapter, authors explained the theory and proce-
dures that led to the design of the College Connect application, the process of
launching the application, and the benefits and challenges of implementing it with
adolescent students preparing for college.
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J. G. Tromp, Chung Le Van, Bao Le Nguyen, and Dac-Nhuong Le in
Chap. 7 covered the convergence of social media networks and virtual reality
systems, labeled as social virtual reality. It reviews the evolution of the World Wide
Web from a single-user, static experience into the futuristic 3D multiuser interactive
experience. This is followed by a review of bulk data collection in virtual reality,
and the ethical risks and threats to privacy that this could create for social virtual
reality users. The chapter ends with recommendations to mitigate the ethical risks
and threats to privacy, for adult VR users, parents of VR users, psychologists, VR
software, and hardware manufacturers.

Chapter 8 by I. Kožuh and M. Debevc provided a comprehensive insight into
the use of social media among the deaf and hard of hearing, along with the benefits
and challenges in use. Existing recommendations toward overcoming the chal-
lenges are reviewed, and approaches for design of social media and its efficient use
are proposed. The findings may serve social media developers, educators, social
inclusion advisors, and policy makers on how to apply social media as an inclusive
tool for participation in society.

Kolkata, India Nilanjan Dey
Porto, Portugal Rosalina Babo
Tanta, Egypt Amira S. Ashour
New Delhi, India Vishal Bhatnagar
Sfax, Tunisia Med Salim Bouhlel
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Chapter 1
Teenagers Sentiment Analysis from
Social Network Data

Lizur Rahman, Golam Sarowar and Sarwar Kamal

Abstract Now a day’s social networks generate a huge data from user view, emo-
tions, thoughts, opinions, suggestions regarding different products, events, places,
brands, politics etc. Those data plays an important role in different ways. Techni-
cally, in the interval of every 60 s in a social network like Facebook, lots of comments
and statuses are updated which are associated with thousands of contexts. However,
realization of different ways in which texts are seems to be appeared on Facebook
can help us to improve our products. In general, different organizations such as text
organization used sentimental analysis for successful classification. They transpired
feelings, emotions in different form like positive, negative, friendly, unfriendly etc.
To solve this problemwe have concentrated on different techniques of deep learning.
In this paper we highlight about few deep learning implementation techniques known
as Convolutional Neural Network and Recursive Neural Network with classification
of different texts.

Keywords Facebook · Sentimental analysis · Deep learning · Convolutional
neural network · Convolutional hidden layer · Max pooling · Softmax layer
Recurrent neural tensor network

1.1 Introduction

Sentiment classification is one of the most important tasks in social network analysis
in current circumstance sentiment analysis for various social networking sites seems
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Department of Computer Science and Engineering, East West University,
Dhaka, Bangladesh
e-mail: skamal@ewubd.edu

L. Rahman
e-mail: Lizur.sky@gmail.com

G. Sarowar
e-mail: sojolewu6@gmail.com

© Springer International Publishing AG, part of Springer Nature 2018
N. Dey et al. (eds.), Social Networks Science: Design, Implementation,
Security, and Challenges, https://doi.org/10.1007/978-3-319-90059-9_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90059-9_1&domain=pdf


4 L. Rahman et al.

to be a very potential research equipment. The main reason behind this includes
online user’s free authorization and assessment to their account whenever they want.
Various recent surveys demonstrate that companies collect huge amount of data
through the web to extend their customers satisfaction analysis. Setters can also
watch terrorist’s activity through collecting data from web to extend sentimental
analysis and are getting aware and taking steps about their baleful events. The authors
used sentimental analysis to find the imaginative sentiment automatically from uses
reviews [1]. Sentiment analysis is a natural language processing problem where
text is understood and the underlying intent is predicted. Few authors have already
published lots of contributions associated with sentimental analysis. Most of the
contributions have been accomplished targeting to twitter, product reviews, political
party, tweet updates, brands of products [2]. These system expresses a positive or
a negative opinion(e.g., blog post, product review, etc.) about a given entity(e.g.,
product, policy, person etc.). Before imposing appropriate mechanism over data they
collect raw data from twitter or facebook and apply their implemented methods on
the data they gathered. Since, twitter has a restriction of using 140 characters of
total length while posting something in twitter [2], thus users supposed to get narrow
scope to express their thoughts, expressions, emotions.

In general, recent years highly keep in touch with available social networks and
collaborative technologies. Thousands of research associated with social media has
been conducted already. However, various study demonstrate that this social media
and collaborative technology can negotiate with traditional way of learning into
a collaborative one [3]. Meanwhile, social media seems to be effective in health
care technology areas also. For the time being health care is becoming sharing and
cooperative which makes realizing about the necessity of social media technologies.
Moreover, for present time online based social networking sites are providing the
platform for the people to express their opinions, thoughts, emotions, short messages
etc. within a second of click. With the help of social networks nowadays it’s easier to
be interconnected. This phenomenon results with effective outcome. However, with
the increasing effectiveness of social networks and collaborative technologies the
data passing through various platforms associated with these appeared to be a great
evolution. Enormous posts, comments, emotions, reactions etc. are need to bemanip-
ulated with the shortest possible time. Despite all of this present circumstances of
various social networks negotiatewith lots of real life conditions amongwhich adver-
tisement of various products and prospects are comparatively most significant. Thus,
social networks play an important role in this era providing multimedia enriched
data, aggregated feedback and personal information sharing. Among all the social
networks Facebook is considered most popular one by connecting every stages of
people together within a single shade. According to Wikipedia Currently Facebook
is dealing with approximately 2 billion people, twitter with 319 million users, 375
million users. However, the researchers are mainly concerns with determining exact
sentiment, emotions, and reactions filtering lots of multimedia based data. Thus, this
study is concerned with this issue.

In this paper, in most cases we have concentrated on Facebook as our targeted
website. From the perspective of virtual world status is creating an updated feature
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Fig. 1.1 Graphical
representation of tweets rate
of growth [55]

of regular activity, thoughts, emotions etc. From users side. Facebook has a total
number of 5000 characters for updating every status which has a big difference from
Twitter [4]. Therefore, the main advantage is people transpired emotions clearly
which is desirable. Total Facebook users are enormous and so it is much easier to
collect samples.Analyzing these sampleswe can get identify user’smotion of interest
which would be good enough. Realization of different ways in which texts are seems
to be appeared on Facebook can help us to improve our products.

According to June 2017, a survey [5] on Facebook statistics shows Every 60 s on
Facebook: 510,000 comments are posted, 293,000 statuses are updated. Understand-
ing the various ways texts are used on Facebook can help us to improve our products.
In general, whenever a user expresses his views, it becomes important for the com-
munity to correctly identify the requirements of user to make him stay longer. By the
analysis of product reviews given by the customers, an organization can decide about
the future circumstance on any particular product. Thus, it becomes mandatory for
the organizer to analyze the comments given in social media to extract any essential
information from huge volume of data. However, the annual tweet growth rate for
twitter from 2006 to 2013 [6] is followed by Fig. 1.1.

In general, sentiment analysis or opinion mining is a most hotly debated topic
nowadays. This is basically the computational illustration of people’s comments,
attributes, comments, posts, and tweets on any specific issue. Those issues can
demonstrate both individuals as well as events and topics. However, both the topic
sentiment analysis and opinion mining refers to interchangeable circumstances of
some issues. Despite of this some of the researchers in this field who have con-
ducted various contributions have estimated that both of the term SA (sentiment
analysis) and OM (opinion mining) indicates different motion rather than indication
same dimension. According to their derivation, sentiment analysis is such kind of
machine learning approach which works with opinion mining whereas sentiment
analysis refers to the sentiment explicated on various issues for this context in var-
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ious tweets. Therefore, according to sentiment analysis this specific topic illustrate
opinions regarding a topic or event then identifying the sentiment expressed by the
users and determining their polarity. Basically, sentiment analysis overall process is
the combination of three kinds defined as document-level, sentence-level, and aspect-
level [7]. Initially, the given sentence will be evaluated whether it is a subjective or
objective sentence. Thereafter, SA will determine which sentiment is depicted by
the sentence given. Since current world is stepping towards the evolution of higher
dimensional, complex and complicated data, it will be main obstacle for the previous
methods to cope with new dimension of data. Moreover, various social network asso-
ciated data like those information produced from twitter, Facebook, Google etc. are
increasing in an exponential manner and for which it demands strong fundamental
machine learning approaches to be in action to manipulate with better accuracy and
efficiency [8].Realizing theworth of this issuewehave concentrated on convolutional
neural network as well as Recursive tensor neural network for sentiment analysis and
text mining. Our derived approaches represents better performance for conducting
this task. However, for this study we only highlight on English data classification or
analysis. Our future contribution may include all the available language data analy-
sis. However, collected data can be noise full, irreverent which are considered to be
the main obstacle for the context of accurate analysis and efficient classification of
sentiment provided by the users un some specific events, topics etc. therefore, various
mapping algorithms like self-organization map, Ordinary Least Squares Regression
(OLSR), Linear Regression., Logistic Regression., Stepwise Regression., Multivari-
ate Adaptive Regression Splines (MARS), Locally Estimated Scatter plot Smoothing
(LOESS) those algorithms are highly appreciated. Thus, our future contribution will
includemapping basedmachine implementation of mapping basedmachine learning
algorithms for sentiment detection and opinion mining.

1.2 Literature Review

Many authors applied and contributed different methods for performing sentimental
analysis. Alongside, lots of researchers have used deep learning, machine learning,
vector machine etc. In literature, lots of outperformers’ methods have been exposed
through various researchers in paragraph and sentence level. In [9], the contributors
have drawn their attention towards minimum cut in text graphs to achieve the main
partition of the words from the whole text. Moreover, though the use of machine
learning methods they have performed sentiment analysis on the selected texts only.
In [10], the authors have embedded convolutional neural networks to train handwrit-
ten digits. The researchers of this work have been able to take their performance to
the highest level though demonstration of 99.6% accuracy. In [11] authors have used
different techniques to reduce over fitting and they have improved the performance to
a top level up to 99.67%. They have emphasized on 10,000MNIST test images (seen
except training session) and the system defined by them determine 9,967 correctly.
From rest 33 images many of those are tough even for a human being to differ-
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entiate. They used an ensemble of networks and build a model to improve entire
performance. In [12], the contributors mentioned support vector machine mecha-
nism for better classification from various data source collected from specific social
networks. In [3], initially the authors have classified texts into neutral and polar first
then have determined whether the text is expressed as positive or negative senti-
ment. In [13], the authors have depicted distant learning approach to differentiate
sentiment analysis data. They have emphasized on twitter’s every tweet’s conclud-
ing emotions. If concluding emotions are in positive emoticons like “:)”, “:-)” are
considered as positive and if rest emotions are appeared like “:(”, “:-(” then that will
be considered as negative. They build models using different classifiers and report
that Support Vector Machines (SVM) outperforms other classifiers comparatively.
They also have employed different models in terms of feature space and they report
that Unigram model outperforms all other models. Moreover, according to the con-
tribution mentioned in [14] overall sentiment has been taken in account rather than
concentrating on topic based analysis which is fruitful when overall input datasets
are noise free or irreverent free. But from the perspective of big data analysis or
noise full data this contribution can be detected as slower prediction mechanism. In
this respect of view our contributed approach works better even after the presence of
noise or irreverent data. Another contribution regarding sentiment analysis [15] indi-
cate the use of corpus for sentiment analysis as well as decision or opinion mining.
This contributions reveals that their proposed approach represents higher accuracy
along with efficiency for twitter data analysis. Initially for this they have drawn their
attention towards prediction of positive, negative and neutral sentiments for every
document they have in English language. The authors also demonstrate that their
future work will be conducted on all the language available currently. Since our con-
tribution highlights on various neural network based algorithm to train the datasets,
thus overall accuracy as well as efficiency outperforms its alternatives. Additionally,
the work [16] has explored lots of work associated with sentiment analysis in recent
time. Details discussion of various works create a new way to know gist content in
a while.

More research on sentiment analysis along with big data has been also conducted
by thousands of researchers. Among them the contribution [17] deals with vast
amount of sentiment rich data or texts through status updates, reactions, comments,
likes, tweets etc. the authors of this paper have highlighted into analysis of sentiment
for electronic devices including mobiles, Tabs, laptops etc. to be user friendly than
before. They have demonstrated that through the use of sentiment analysis in specific
domain the effect of domain information can be extracted easily. Along with analyz-
ing vast amount of data the authors have also implemented a new feature defined as
vector classifier for determination of more accuracy. According to the contribution of
[18], the authors in this studymostly concentrated on feature selection, negation deal-
ing and emotion handling. For the purpose of increasing performance of machine
learning algorithms this study negotiates with huge numbers of text datasets like
tweets or movie reviews and evaluates the performance of machine learning algo-
rithms.Thus, evaluationof public opinion aswell as sentiment analysis has been taken
into account in this study for enhancement of available machine learning algorithms
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in this field. Intuitively, the study [19] refers to illustration or details demonstration
of those datasets which are increasing in an exponential manner including contents
on the Web like twitter, amazon, Facebook etc. since these types of large volume of
data can create a great harm for the efficiency as well as accuracy and sensitivity of
machine leaning algorithms. From the perspective of contribution [20] lots of papers
regarding sentiment analysis have been explored in details for probable acquisition
of whole knowledge at a time from one paper. Moreover, nowadays Facebook, twit-
ter, amazon and other social websites support the feature of using various slang, Gif
images, emotions, reactions, comments which are mainly responsible for produc-
tion of higher dimensional large volume of datasets. This study also concentrates
on this issue and demonstrates the machine learning ways through which we can
resolve these types of problems. Since nowadays the datasets are increasing in an
exponential manner for which the classification task is becoming slower data by day.
Avoiding this situation various mapping based machine learning approaches can be
most helpful for classification, feature detection as well as to resolve inefficient sen-
timent analysis problems. In this respect [21–27] these study have proposed various
mapping less as well as mapping based algorithms which are capable of classifying
the data in a complex as well as complicated situation. However, another studies
mentioned in [28–37] highlights various automated machine learning system for
manipulation of imbalance, large volume of data and also to extract gist information
from data gathered from Facebook, tweeter data. Details performance evaluation
also demonstrates outperformances of those algorithms implemented and proposed
in those contributions.Moreover, [38–48] contributions highlight developing various
artificial intelligence algorithms which are capable of conducting various classifica-
tion as well as alignment task with higher accuracy and efficiency compared to other
alternatives in literature.

1.3 Deep Learning Algorithms (CNN) Used in Sentiment
Analysis

Basically, deep learning refers to combination of various algorithms. Such as Convo-
lutional Neural Network (CNN) extended version of neural network (NN), Recursive
Neural Tensor Network (RNTN) extended version of Recursive NN basically con-
cerned with the use of specific sparse tree for every input data, Recurrent Neural
Network (RNN) etc. those are very popular. Basically NN are very efficient for text
generation, image classification, pattern classification, vector representation, classi-
fication of sentence etc. [49]. Deep learning networks can be used for its automatic
learning capability and we can training for supervised as well as unsupervised both
[50]. Due to supervised and unsupervised learning techniques deep learning is very
useful. Many researchers used deep learning for handle sentiment analysis. Authors
used data from rottentomatoes.com and make the representation of movie review by
using Recursive Tensor Neural Network (RNTN) [51].

http://www.rottentomatoes.com
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Fig. 1.2 Overall infrastructure of convolutional neural network

1.3.1 CNN (Convolutional Neural Network)

In general, convolutional neural network is the extended version of previously
revealed neural network. This new version of neural network includes one of the
amazing features defined as multiple perceptron. From the perspective of artificial
neural network this term multiple perceptron focuses on lesser preprocessing which
was not included in the previous neural network. Therefore, for this extraordinary
feature of convolutional neural network this mechanism performs better compared to
all the previous neural nets. Moreover, this specific capability which convolutional
neural nets owns inside itself makes the way easier by processing the input data
initially just to avoid redundant or irreverent data. Basically, this evolutionary algo-
rithm got concentrated on after successful interpretation of a well-known research
work explored by LeCun and Bottou [52]. This work illustrates CNN as inspired
by biological knowledge as well as mathematical theorem along with co-operation
of computer science. Therefore, for this study the convolutional neural network is
being focused for its extraordinary ability of dimensionality reduction along with
pre-processing strategy built in inside it. The basic infrastructure of convolutional
neural network is illustrated in Fig. 1.2.

Mathematical derivation of convolutional neural network illustrates a straight-
forward way of representing an overall process of machine learning algorithm. In
usual cases, the input matrix size of convolutional neural network covers the input
image or datasets successfully. However, the back-propagation paradigm is one of the
glamorous thing to be attracted by convolutional neural network. The general back
propagation algorithm for convolutional neural network is demonstrated as follows:
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Thus, discussion conducted above represents the successful illustration of convo-
lutional neural network algorithm for the purpose of sentiment analysis. Here initial
phage depicts input datasets in a compacted matrix. Subsequently, computation of
pi

x,y for each and every iteration becomesmandatory on the initial input datasets com-
pacted within a matrix. Meanwhile, estimated output error need to be concentrated
on for successfully implementation of back-propagation algorithm. If error seems to
be appeared then using back-propagation mechanism we need to propagate the error
and need to be minimized the error as much as possible. Now, gradient function is
usually used for achieving desired output from the overall CNN approach.

Basically, the input matrix of convolutional neural network covers overall input
data. Besides, internal calculation is simpler to define and easy to implement. For
interpretation of CNN if we have N x N input matrix and if we consider a K x K filter
ω then overall outcome matrix will be (N − K + 1) × (N − K + 1). Thus, outcome

of 1st layer
(

Ol
i j

)
same time input of 2nd layer

(
Ol

i j

)
can be defined as follows,

Ol
i j �

K−1∑
a�0

K−1∑
b�0

ωab yl−1
(i+a)( j+b) (1.6)

However, outcome of convolutional neural layer is depicted using following equation
in practical,

Cl
i j � σ (Ol

i j ) (1.7)

Meanwhile, error calculation rate
(

∂ E
∂Cl

i j

)
which is defined as partial derivative of

error rate (E) with respect to the outcome of previous calculation layer is mandatory
to summarize to determine all the output of each neuron lies on any layer. Therefore,
the equation is,
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∂ E

∂ωab
�

N−K∑
i�0

N−K∑
j�0

∂ E

∂Ol
i j

∂Ol
i j

∂ωab
�

N−K∑
i�0

N−K∑
j�0

∂ E

∂Ol
i j

Cl−1
(i+a)( j+b) (1.8)

For further proceedings what we need to do is to compute the gradient. Computation
of gradient can be demonstrated as,

∂ E

∂Ol
i j

� ∂ E

∂Cl
i j

σ !(Ol
i j ) (1.9)

Above all, for achieving final result following mathematical chain rule can be
adjusted,

∂ E

∂Cl−1
i j

�
K−1∑
a�0

K−1∑
b�0

∂ E

∂Ol
(i−a)( j−b)

∂Ol
(i−a)( j−b)

∂Cl−a
i j

�
K−1∑
a�0

K−1∑
b�0

∂ E

∂Ol
(i−a)( j−b)

ωab (1.10)

Thus, above discussion bears the realization that Convolutional neural network
(CNN) follows a specific infrastructure which particularly has been marked as better
classifier. This mechanism is quite faster compared to other alternatives along with
faster training facility and also allows us to train deeply by forming lots of network
layers internally. Here for this context, we have explored some powerful techniques
including convolutions, pooling, dropout technique (to reduce unnecessary data) etc.
we have also used some integrating ideas such as softmax, back propagation, regu-
larization etc. CNN is a combinational feature of three basic ideas- local receptive
fields, shared weights and biases and pooling.

In usual cases, whenever a data is inserted into CNN it will be sent into differ-
ent layers (first layer is considered input layer, last layer is considered output layer
and in between first and last is hidden layers) subsequently and finally will produce
sentimental results (e.g., positive, negative, neutral, etc.). However, every layer con-
tains lots of neurons. For clarification we have considered that input layer contains
28*28 square of neuron and whose value corresponds to the 28*28 pixel. Basically,
each and every neuron of any layer is fully connected to the neurons of their neighbor
layer. However, in every local receptive field all the hidden neurons are not connected
under manual supervision, rather each neuron will be connected to a small region
of the input neurons. Graphical representation of local receptive field is as follows
Fig. 1.3,

Same matrix is taken into account while considering bias, then the same weights
and bias for each of the 24*24 hidden neurons will be applied to execute overall
process. For the j, k hidden neurons, output is-

C(b +
∑4

i�0

∑4

m�0
wl,ma j+l, k+m ); δ � neural activation f unction,

b � shared value f or bias, wl,m � 5 ∗ 5 array of shared weights (1.11)

Very often Eq. 1.11 is defined as convolution. Shared weights and biases greatly
reduce total parameters involving in the convolutional network.
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Fig. 1.3 Basic infrastructure of Local receptive field

Fig. 1.4 Generalized form after applying max pooling

Pooling mechanism is usually used immediately after convolutional layers. The
pooling mechanism usually filters the immediate output from the convolutional neu-
ral layer and also preprocess the resultant data. Each unit of a pooling layer mainly
summarize approximately 2*2(say) neurons from whatever we get from the previ-
ous layer. A common procedure for pooling can be characterized as max pooling
(Fig. 1.4).

After pooling Softmax layer will be in action automatically to remove the problem
of learning slowdown. This is basically used for faster as well as efficient learning
process.We use softmax to create a new type of connection in the final layer. Because
the connection between a hidden layer to next hidden layer is not fully connected. If
we do not change the connection as fully connected, output of any neuron could be
missed from last hidden layer.

∑
j

aL
j �

∑
j ezL

j

∑
k ezL

k

� 1 (1.12)

where, aL
j �output activation for j neuron of L layer.

And zL
j �corresponding weighted input for j neuron of L layer.

This equation shows us output of activations for j’th neuron of L’th layer are
positive, because of positive exponential function and output range in between 0
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Fig. 1.5 Overall basic infrastructure of this contribution

to 1(positive, negative, neutral). Thus, all the functions are combined together and
accomplished a convolutional neural network (CNN). This can be performed well
in both supervised and unsupervised learning. However, for sentiment analysis a
system has been proposed for twitter [53]. For this purpose they used convolutional
neural network with initialize the weight. While they avoiding requirement for new
features they find train accurately is critical (Fig. 1.5).

We will input a text into CNN and it will show the sentiment rate of positive,
negative and neutral by using sentimental algorithms, build up by CNN (Table 1.1).

1.3.2 Recursive Neural Tensor Network (RNTN)

In general, Recursive neural tensor networks (RNTNs) are some kinds of neural
nets which are exceptionally useful for all kinds of language processing including
natural language. They have specific tree structures corresponding to a neural net at
each node. Basically, Recursive neural networks can be significant for the purpose of
boundary segmentation, differentiation between positive and negative word groups
etc. for sequential classification word vectors are usually referred as features and
served as basic infrastructure, after which all the findings are compacted within
various sub groups and phases for final sentiment determination purpose. For this
contribution Recursive Neural tensor network performs better because of branching
factor it uses. However, RNTN (Recursive tensor Network) usually deals with some
specific structures or sparse tree for hierarchical processing of overall steps structured
in a tree. This specific algorithm seems to be working better while time is not being
concentrated on. This is basically a recursive chain processwhich follows one process
after another. Sentiment analysis is also possible through the use of convolutional



14 L. Rahman et al.

Table 1.1 Findings of sentiment analysis using CNN

tuptuO:tupnI
{ 
  "sentence": "I love my new phone " 
} 

[ 
  { 
    "negative": 0, 
    "neutral": 0.417, 
    "positive": 0.583, 
    "sentence": "I love my new phone " 
  } 
] 

{ 
  "Sentence": "Although I'm well in math but I don't   
Like math... " 
} 

[ 
  { 
    "negative": 0.238, 
    "neutral": 0.624, 
    "positive": 0.138, 
    "Sentence": "Although I'm well in math but I don't 
Like math... " 
  } 
] 

{ 
  "Sentence": "First half is interesting, but last half is 
boring :(" 
} 

[ 
  { 
    "negative": 0.426, 
    "neutral": 0.574, 
    "positive": 0, 
    "Sentence": "First half is interesting, but last half is 
boring :(" 
  } 
] 

neural network but the main obstacle of using CNN in this circumstance is it never
follows any concept of sparse tree for further proceedings whereas RNTN (Recursive
tensor Network) is concerned with the use of specific sparse tree for every input
data. In addition, the basic infrastructure in this work compute compositional vector
representation of every phrase in each node of a binary sparse tree constructed while
taking input. Further steps are followed by computation of parent vector in a bottom
up fashion corresponding to the input sparse binary tree.

Thus, the above Fig. 1.6 mentioned here represents the structured illustration
of input for recursive neural network. From the illustration we get informed that
hierarchical analyzing technique has been the main mechanism for this specific cir-
cumstance. For this contribution this method contributes to analyze the data collected
from one of the famous social media which is Facebook. Thousands of comments
along with various emotions, reactions, observations have been depicted here in
details. While working with bottom up fashion this algorithm basically labels all the
words through vector analysis using the following formula,

ya � so f t max(Wsa) (1.13)

For illustration of this equationwe can conclude thatWs is the sentiment classification
matrix applying the overall proposed approach on which we will acquire our desired
output. Moreover, a is one of the vector through which every word has been labeled.



1 Teenagers Sentiment Analysis from Social Network Data 15

Fig. 1.6 Basic infrastructure
of a hierarchical sparse tree

However computing parent vector is mandatory for recursive neural tensor network.
Therefore, the computation of target vectors can be defined through the formula
mentioned below,

t1 � f

(
W

[
b
c

])
& t2 � f

(
W

[
a
t1

])
(1.14)

Here, f is considered as one of the element from standard nonlinearity function.
Also w is the main parameter to learn whereas bias has been omitted for simplicity
purpose. However, the bias can be added to the overall vectors through the addition
of an extra column especially for the bias. One of the main problem for almost all the
neural nets are seems to be appearedwhen the parameters become large and inhabited
as indivisible. For those circumstance recursive neural tensor network outperforms
most. Though the use of single layered vector form if wewant to define overall output
the then that should be taken place as the following,

Oi �
[

b
c

]T

V i

[
b
c

]
(1.15)

For the context of Eq. 1.15 the V i is the tensor form of the multiple bilinear form.
Oi (Output) is the ith output tensor term which is the desired expectation of our
proposed system. For recursive neural tensor network to achieve any concluding
point the parent vectors usually defined as P1&P2 must be defined and calculated.
For this contribution the parent vectors have been calculated through the use of
following formulation,

Pi � f

([
b
c

]T

V i

[
a
Pi

]
+ W

[
a
Pi

])
(1.16)

Here, ith number if parents definition has been calculated through Eq. 1.16. Intu-
itively, one special case for the RNTN algorithm is when i�0 the infrastructure can
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Fig. 1.7 Graphical representation of constituency based parse tree

directly relate to the input datasets which results in efficient and faster calculation to
the way of output.

For organizing sentences, recursive neural nets work as parsers, which after pars-
ing groups all the negative as well as positive words within particular groups for
further calculation. Some sub groups and phases are also created in this stage of
recursive neural nets. The sub phases includes Noun phases (NU), Verb phases (VP)
etc. further steps depend on various machine learning algorithms to classify exact
sentiment. By parsing the sentences, they can be successfully structured as tress
which is ordinarily known as parse trees (Fig. 1.7).

In [54], authors propose aRecursiveNeuralTensorNetwork (RNTN).The contrib-
utors of this work draw their main concentration towards tensor-based composition
function for sentiment analysis. And record that RNTN perform better than other
methods of Deep Learning.

So we can use the idea of RNTN to analyze the sentiment. RNTN use 5 sentiment
classes, very negative to very positive (– –, –, 0, +,++), at every node of a parse tree
and capturing the negation and its scope in given sentence.

In Fig. 1.8 we can see that RNTN cannot detect any emotion sign “�”. And this
is like supervised learning so ‘boring’ get the very negative sign. Despite of these,
RNTN is quite good for text and its accuracy rate also good.

1.3.3 Detection of Positive, Negative and Neutral Sentiment

A simplest technique called ‘Keyword Spotting’ used in sentimental algorithms.
After input the data it is scanned for detecting the positive and negative words like
‘love’, ‘happy’, ‘good’, ‘bad’, ‘sad’, ‘terrible’ and ‘great’ etc. This approach is called
‘Bag ofWords’ (BOW). This contains information of sentiment alongwith sentiment
scores. Like the word ‘bad’ is negative and the word ‘love’ is positive. Some list of
words in BOW given below in the Table 1.2:
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Fig. 1.8 Analyzing a sentiment using RNTN algorithm

Then use negation detection measures to differentiate between ‘happy’ and ‘not
happy’. Thus we can go for a phrase ‘not happy’ is negative sentimental. Based on
those words, algorithm shows the sentiment rate of positive, negative and neutral.
Thus we do not use NLP, sarcasm problem might arise. For example, “Wow, thanks
for show your reality”, may be a negative sentence rather than positive one. To solve
it, we have to do Natural Language Processing. In our future work we will do this.
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Table 1.2 List of positive
negative word from BOW

Positive words Negative words

Happy Bad

Good Sad

Honest Cheating

Pleasant Annoying

Interesting Hate

Wonderful Sorrow

Love Evil

Like Dishonest

Gorgeous Impure

Fantastic Unhappy

Beautiful Ugly

1.3.4 RNTN Compared to CNN

By applying recursively same set of weights RNTN created. RNTN is successful
for tree structures, learning sequence in NLP. Sentiment analysis is possible through
the use of convolutional neural network but the main obstacle of using CNN in this
circumstance is it never follow any concept of sparse tree for further proceedings
where as RNTN (Recursive Neural Tensor Network) is concerned with the use of
specific sparse tree for every input data. For example, this is a movie review “First
half is interesting, but last half is boring�”. The sentences have both positive and
negative sentiment. Thus RNTN create a tree structure where RNTN make two part
of this sentence based on some logical terms [56], one is positive part (First half
is interesting,) another is negative part (but last half is boring�). But in CNN it
will show an overall rate of positive, negative and neutral based on words (positive,
negative).

1.3.5 Comparison of Different Sentimental Analysis
Techniques

In research area, sentiment analysis played an important rule. Many researchers
discussed about different methods of sentiment analysis. Many researches are still
going on to find out the efficient and alternatives approach for sentiment analysis.
There aremanymethods of sentiment analysis such as-Machine LearningApproach,
Rule Based Approach, Lexicon Based Approach, and others. Table 1.3. Shows three
main techniques used for sentiment analysis. Every technique has some strength and
limitation of its own.
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Table 1.3 Comparison between different techniques of sentimental analysis

Techniques Classification Advantages Disadvantages

Machine learning • Supervised learning
• Unsupervised
learning

• No need dictionary
• Show high rate
accuracy on
classification

• In most of the time
classifier does not
perform properly on
training data.

Rule based • Supervised learning
• Unsupervised
learning

• For review data
accuracy is 91%
• For text data
accuracy is 86%
• Sentiment analysis
of text shows better
result than word data

• Accuracy of data
depends on defining
rules.

Lexicon based • Unsupervised
learning

• Not need to labeled
data
• Not required any
learning approach

• Strong linguistic
sources is needed, but
not obtainable every
time

In our paper we used machine learning approach which is for both supervised
and unsupervised learning. CNN works as unsupervised and RNTN works as a
supervised.

1.4 Discussion

Before startworking in this paper,we collected thousandof rawstatus fromFacebook.
We collected data from students aged 16 to 22. Since we did not use any tools, we
collected data in simple way. We told all students to add one common account
(created for our research purpose) to their Friendliest. Then we access the data from
the common account. This was the primary process of our data collection which was
only for learn ‘how to collect data directly?’But this process is time consuming.

Then we started to use “Facebook Graph API” tools for collecting data. This tool
can extract data from specific Facebook group given by the user. User will only
mention the Facebook group, a time range (start date, end date), and number of
posts. The Tool will provide the data based on that information. Since we did not
use Natural Language Processing (NLP), system cannot convert others language to
one common language. For that reason we keep only English language status and
discard others status. We did the selection process by ourselves.
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1.5 Challenges and Recommendations

We faced a lot of challenges for this paper. Finding open datasets and other privacy
issues are main challenges for us. Sarcasm is also one of the major challenges for
us. If sarcasm which is positive will be classified as positive and same for negative is
the problem. Another challenge for us is to detect Neutral sentiment. That is ‘How
can we detect whether the sentence sentiment is neutral? On the other side sentiment
analysis itself faces some technical challenges. Implicit sentiment, spam, context
dependency are the general challenges. Those are the big challenges for us.

If wewant to solve sarcasm problem, we have to useNatural Language Processing
(NLP). Detect a neutral sentiment we use a special technique “Rate of Sentiment”. It
defines the rate of positive, negative, neutral sentiment. If we want to find only one
answer, then we will compare the sentiment rate of each others.

1.6 Conclusion

Since sentiment analysis refers to accurately identify, study and quantify subjective
information, thus SA becomes mandatory for nowadays for the social network sites
to survey responses, healthcare materials, online media etc. However, Sentiment
analysis has been perused to find the sentiment of anymeaningful sentence.Necessity
of sentimental analysis is increasing day by day. Because by analyzing the hidden
information we can find the actual information and try to improve many things.
Due to the automatic learning capability of deep learning techniques, we can used it
for implementing sentiment analysis. Different studies conducted on deep learning
depict that’swhydeep learning techniques are very successful in sentimental analysis.
Therefore, in this contribution, we have implemented the sentiment analysis for text
using Deep Learning such as CNN and RNTN. We have proposed different example
of text and classify against CNN and RNTN. We just consider the text and do not
consider any emotions sign and all the text is in English. Thus, our future contribution
associated with this work will propose new machine learning approaches which will
be capable of classifying approximately all the available languages.However, various
mapping based procedures will be considered for the purpose of pre-processing and
avoiding irreverent or houseful data.
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Chapter 2
Social Networking in Web Based Movie
Recommendation System

Nabanita Das, Surekha Borra, Nilanjan Dey and Samarjeet Borah

Abstract Movie Recommendations Systems are a common practice by most of the
online stores today. The web based movie recommendation systems makes predic-
tions about the responses of the users based on their search history or known prefer-
ences. Recommendation of items is usually done based on the properties or content
of the item or collaboration of the user’s ratings, and by using intelligent algorithms
that include classification or clustering techniques. Accurate prediction of what the
customer may likely to busy or the user my visit is of utmost important, as it ben-
efits both the service providers and customers. This chapter provides the evolution,
fundamental concepts, classification, traditional and novel models, requirements,
similarity measures, evaluation approaches, issues, challenges, impacts due to social
networking, and future of movie recommendation systems.

Keywords Recommendation systems · Content based filtering
Collaborative based filtering · Deep learning · Social networks · Web

2.1 Introduction

With the rapid growth in the Internet and related technologies, online movie stores
are gaining lot of interest. The online movie stores display movies without biasing
towards the popularity and sales figures. Further there is no shelf space limitation as
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opposed to physical movie stores. Recommendation systems are a kind of personal-
ized services that recommends products or services to the users based on their needs,
and find its applications in almost every domain. Displaying a sequence of items
in order of their usefulness to the user is called Recommendation. The first com-
mercial collaborative recommender systems based on user ratings was developed by
Goldberg et al. [1] in mid 1990s. Later developed are content based filtering system,
where the recommendation is based on the user’s history of actions or purchases [2].
The recommendation systems has evolved from traditional Web, progressed through
social Web, and progressing towards the Internet of Things (IoT).

The basic elements of any recommender system are: user and item. While the
inputs of recommender system are database of users and items, the outputs are the
recommendations [3]. Recommender Systems first acquire user information either
directly by asking the user for inputs or the users past history such as books read, songs
heard, andmovieswatched or downloaded etc., The information can even be acquired
explicitly by user ratings for the books, songs, videos, movies, applications etc.

Recommendation systems make use of information from a variety and vast
sources, in providing suggestions and making predictions. The algorithms inside the
recommender system perform intelligent filtering of databases. The Content based
algorithms works out majorly on the user database, performs filtering by making
use of users priorities, interests and favourites, which are filled and updated by the
user. The performance of these algorithms reduces if the user data is not available in
advance. The collaborative filtering algorithms on the other hand filters the databases
based on the user ratings or indirectly the user preferences. These algorithms are the
most widely used, as they make decisions based on the user ratings which indirectly
reflect the user’s personal experiences, and partly his/her neighbours experiences.
Social filtering [4–7] approaches filters the database based on the social data such
as friends, trust, followed, followers, credibility, reputation, taxonomies and social
tagging and user’s recommendations to groups. While the information available and
posted by the users in social websites such as timeline posts, friends, communities,
groups, tweets, likes, friends are very commonly used features, some more advanced
recommendation systems takes decisions based on the signals acquired by the Inter-
net of things in real-time such as health signals.While some recommendation systems
are based on the user gender, age, nationality etc., which is demographic information,
somemore recommendation systems are based on the physical locations of the users.

There also exists hybrid algorithms which integrates users interests as well as the
users reviews (both text and ratings) to performs better. Hybrid techniques integrate
several techniques and several sources of information such as implicit and explicit
data, social data, demographic data, knowledge-based data, sensors data, user con-
tent, user collaborative data etc., to gain the advantages of all.

The traditional product recommendation principles or technologies which are
often employed to suggest news articles, blogs, sites, and images are extended to
recommend even themovies/videos from amongmillions of movies available online.

The advantages of Movie Recommendation Systems are:

• Cuts down the costs and time incurred in choosing and finding the movies online.
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• Performs automatic decision
• Speeds decision making
• Allows users to search beyond the requirements in difficult areas.
• Generates profits and improves e-commerce quality
• Assists new users in making decisions choices.
• Resolves the issues related to Big Data in E-Commerce by filtering the data.

The general requirements of any recommendation system are: accuracy, stability,
dispersity, novelty, non-intrusiveness, and flexibility. The system should also be capa-
ble of handling sparsity, cold-starts, limited content, overspecializations, real-time
customization etc. The performance of Movie Recommendation systems depends
mostly on the available databases and the filtering technique. These recommenda-
tions are mostly based on the training sets, theory of statistics such as priori and
posterior probabilities relating to the prior purchases, tastes and ratings of the same
or similar customers.

This chapter focuses onMovie Recommendation techniques and their challenges.
Section 2.2 gives the background. Section 2.3 briefs the content based filtering
approaches for movie recommendation. Section 2.4 briefs the collaborative based
filtering approaches and Sect. 2.5 discusses about Hybrid approaches for movie rec-
ommendation. Section 2.6 presents the deep learning based approaches. Section 2.7
discusses about social network based movie recommendation systems. Section 2.8
gives various evaluation measures used in the recommender systems. Section 2.9
gives the future directions and challenges. Finally, Sect. 2.10 concludes the chapter.

2.2 Background

Movie Recommendation systems filter large and dynamic databases, suggests
movies, provide personalized services or content for the users based on their pro-
files, history, interests and preferences as shown in Fig. 2.1. Movie Recommendation
systems suggest the users, their likely interested movies to watch or buy.

The procedure for Movie Recommendation [8] involves several steps: The first
step involves database collection which includes users and items (movies) infor-
mation. The users’ information may include user’s content, users resources, search

Movie Recommendation System 
(Learning and Prediction) 

Database List of recommended 
Movies 

Users 

Fig. 2.1 Movie recommendation system
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history, users attribute etc. More the user information available, more accurately the
system predicts. A recommendation system or model then makes use of the infor-
mation in database or from user’s feedback. Explicit inputs are also collected by the
system prompts and interfaces. The type of data collected can be user’s interests and
ratings to items. While the explicit inputs are reliable, the system demands user’s
efforts. Further, the accuracy greatly depends on the quantity of the ratings, users
experiences in interfacing with the system, user’s willingness to rate etc.

The explicit inputs provide high quality recommendations, as it is transparent and
does not require preferences extraction. Implicit inputs include user’s behaviour and
preferences such as user history of navigation, purchases, clicked links and tabs,
time durations etc. Implicit input collection does not require users effort as the sys-
tem itself extracts the users preferences. Further the implicit inputs give unbiased
results and are free from self ratings. While it is proved that the implicit inputs are
more objective, they are less accurate when compared to the explicit input based sys-
tems. There are recommendation systems that consider hybrid inputs which are of
implicit and also explicit in nature, in order to improve the accuracy by reducing the
user effort. The accuracy of the system mostly is based on the design of the system
and construction of user profiles, which are obtained from personal and associated
information such as interaction, search abilities, interests, learning capabilities, pref-
erences etc. The recommendation system then uses a learning algorithm that extracts
and exploits the features from the collected database, and predicts the movies which
are preferable to the user. The filtering techniques are broadly classified into three
types: (a) Collaborative filtering technique (b) Content-based filtering technique (c)
Hybrid filtering technique. These are discussed in the following sections.

2.3 Content Based Filtering Technique

This recommender [9–11] system makes use of the user provided data (implicitly or
explicitly) such as user browsing history, clicks, and his ratings for making movie
suggestions. More the user inputs, more efficient and accurate the recommendation
system is. This approach is based on creating a profile for each purchased/viewed
movie. The profile may include characteristics/features/properties of a movie such
as artists in the movie, directors, producers, year, tags, or category of movie such
as (romance, comic, fiction etc.), which is often denoted by genre in Internet Movie
Database (IMDB), and the highest probable words (TF.IDF score) that explain the
movie. The similarity of movies depends on the measurements of distances between
their features.

The Content-based Filtering approach considers the items which the user inter-
acted already, and analyzes and provides similar movie recommendations. Content,
inmovie recommendation are the features or attributes or characteristics that are used
to describe the movie. The content based movie recommendation system assumes
that the users have preferences in buying/watching a movie, and based on the user
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profile, it suggests movies that have close features similarity. The features can be as
simple as movie released year, the actors or creators of the movie, genres, etc.

Most of the models for recommendation systems are based on the sparse utility
matrix representation, whose entries indicate preferences (ratings) relating the enti-
ties such as items and users. The objective is then to predict the unfilled entries of
the matrix based on the properties of the item or to identify the most likely occurring
entries so as to suggest the same to the users. The complexity of this approach lies
in building the utility matrix and extracting inferences from it, as it relies on the user
behaviour in providing likes, dislikes and ratings which are often not sufficiently
available. Each row of this matrix can be treated as a feature vector for calculation
of distances.

2.3.1 Topic Similarity Models

In general, Movie similarity includes the computation of their feature vectors/matrix
and checking how close they are using distance metrics or similarity score or movie
plots. The feature vector construction involves keywords extraction, stop words
removal, lemmatization, initial weights computation, modification of weights, fea-
ture reduction and similarity computation.

In topic similarity models, keywords denote the movie titles and generes that rep-
resent the contents and people related to the movie. The keyword should be chosen
discriminately. After discarding the stop words which are usually less discrimina-
tive the other words are denoted with lemmas. Later weights are computed based
on the frequency of occurrence of keywords in the movie. Techniques such as tf-idf
technique can be used in finding the weights. The vector size is often minimized to
reduce the processing time by removing the redundancy. Modification of weights is
often required to deal with problems due to changes/removal of some keywords at
a later stage without recomputing. Topic models are used for this purpose. Topics,
which are often less than the number of keywords, are constructed based on a lin-
ear weighted combination of set of keywords. Two main Topic Models other than
basic weighting techniques (such as tf-idf and log) are Latent Semantic Allocation
(LSA) and Latent Dirichlet Allocation (LDA). The LSA is better than that of LDA.
The Latent Dirichlet Allocation (LDA) represents ambiguous words in a variety of
linguistic tasks and performs better than LSA.

2.3.2 Simple Content Based Filtering

The basic content-based filtering approaches rely on genres only. Themore advanced
systems depend on various attributes and associated weights. Commonly used algo-
rithm for this purpose is Term Frequency Inverse Document Frequency algorithm
(TFIDF), where the prediction and hence recommendation of a movie is determined
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based on two parameters: Inverse Document Frequency (IDF) and Term Frequency
(TF) as follows:

• Inverse Document Frequency (IDF) is the inverse of the movie Term Frequency in
the database. Since the probability of occurrence of some words is more frequent
than the others, calculating TF alone is not efficient. In such cases, the calculation
of TF-IDF scores which include some weights to the frequency of occurrence of
words is better as it provides the relative importance of the words.

• TermFrequency (TF) gives the probability of occurrence ofwords in themovie. Ex:
The word “in” occurs more frequently than Love in the movie title “Shakespeare
in Love”.

The similarity of movies is predicted by creating a Vector Space Model, where in
each movie is represented by a set of n attributes (Movie Feature vectors). Attribute
are the characteristics of the movie such as the words in the movie titles or tag lines.
The similarity/likeliness of any two feature vectors can be calculated using the cosine
angle between those two vectors, as the cosine value increases with decreasing angle.

Given the database of Movies, with titles and tag lines, a search for a particular
“Movie”, creates a word frequency table with columns as the words related to the
title, and rows as the movies in the database as in Table 2.1.

In the Table 2.1, N represents the total movies available in database, and FNm
represents frequency of occurrence of word m in the Movie N.

For each movie, Calculate the word frequency weights using the formula:

W TF � 1 + log10 TF (2.1)

Each row of this table represents a vector for the Movie n. A sample inverse
document frequency table is shown in Table 2.2.

The Word1 appears in F1 movies out of N movies. IMF is the logarithmic
inverse TF.

W IDF � log10
N

N1
(2.2)

where N1 is the number of movies with word1.

Table 2.1 Creation of term
frequency table

Movie title Word1 Word2 Wordm

Movie1 F111 F12 F1m

Movie2 F21 F22 F2m

MovieN FN1 FNm

Table 2.2 Inverse document
frequency table

Movie
title

Word1 Word2 Wordm

F1 F2 Fm
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The normalization of vectors is done by calculating the VectorMagnitudes, which
is the square root of sum of the squared values of each weight (row element) in the
vector. Normalization includes dividing each weight in TF table with the correspond-
ing vector magnitude. This is done to make all the vector lengths equal to 1. Once
the vectors are equalized, the similarity between different vectors is calculated by
measuring the angle between them as in Table 2.3. The rows of this table are arranged
in decreasing order of cosine values. Higher the value, smaller the angle between
vectors, and more similar those vectors are.

To frame the vector representation of user profiles, a set of user profile vectors
(User Feature Vectors) are calculated based on the users past history of clicks and
watches of those movies. In a movie features matrix, the rows remain are movies, the
columns can be the genres reflecting the category of the movie such as Documen-
tary, Animation, Children, Comedy, Romance, Adventure, Crime, Drama, Thriller,
Science-Fiction etc. Construction of a user profile matrix is based on the user ratings
and preferences as in Table 2.4. The element Rnm is the rating given by the user to
Movie n and the Genere m.

Binarizing the above matrix gives Table 2.5, where the total attributes for each
row indicates the user taste of the movie to each genre.

The normalization here is performed by dividing the rating occurrence (1/0) with
sqrt of number of attributes in each movie. The dot product/sum product of each
attribute column with the total number of attributes column fills the user profile

Table 2.3 Angle between
movies

Movie vectors Angle

Cos(Movie1 Movie2)

Cos(Movie1 Movie3)

Cos(Movie1 MovieN)

Cos(Movie2 Movie1)

Cos(Movie2 Movie3)

…

Table 2.4 Movie
recommendation based on
TF-IDF score of user ratings

Movie
title

Genre1 Genre2 Genrem

Movie1 R11 R12 R1m

Movie2

MovieN

Table 2.5 Binarized matrix Movie
title

Genre1 Genre2 Genre m Total
attributes

Movie1 0 1 1 2

Movie2

MovieN
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matrix. The values in this matrix indicate the user likeness to each movie. The higher
the value, the higher is the likeness. Having the Movie Vectors and the user profile
vectors, the task is to predict the users’ likeness to the movies which he has not rated
earlier. The TF and IDF vectors are calculated for the Movie Vectors. The Movie
Vectors and the IDF vector is dot producted to obtain weights vector which is further
dot producted with user profile vector to predict the user’s likeness to the movies.

These algorithms are domain-dependent and are the most successful where doc-
uments like web pages, publications and news are recommended, relying on the
features extracted from the contents of the past items which the user evaluated. Items
that are Mostly Positive rated are recommended to the user. In order to generate
meaningful recommendations, CBF uses different types of models such as Vector
Space Model or Probabilistic models such as Naive Bayes Classifier, Decision Trees
or Neural Networks to model the relationship between different documents within
a corpus. All techniques make recommendations by learning the underlying model
with either statistical analysis or machine learning techniques. CBF technique is not
dependent on the profile of other users since they do not influence recommendation.
The major disadvantage is the requirement of depth knowledge and description of
the features of the items in the profile.

Content based filtering techniques have the ability to recommend new items even
if there are no ratings provided by the users. In a short span of time it has the capability
to adjust its recommendationswith user profile change. This kind of systemsmanages
the identical items according to their intrinsic featureswithout sharingprofile, and this
ensures privacy for users. The drawbacks of this technique includes its dependency
on items’ metadata which require rich description of items and very well organized
user profile before recommendation can bemade to users. This phenomenon is called
limited content analysis. It depends on the availability of descriptive data. Content
overspecialization is another serious problem of this content based technique.

Strengths:

• Simple
• Requires less user data

Weaknesses:

• Efficiency decreases if the user data has biased distribution.
• Inadequate usage of inter-dependencies calculations and complex behaviours.

2.4 Collaborative Filtering Technique

Most of the web based movie recommendation systems are based on the clustering
techniques or the collaborative filtering techniques [12]. These techniques consider
the movies which the user had already seen and the corresponding ratings/feedbacks
as inputs and recommend other movies which have similar ratings. Collaborative fil-
tering can be divided into two approaches: model based filtering and memory based
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filtering.Memory-based systems recommends dynamically themovies to active users
based on the neighbours. The major limitations are data sparsity, memory bottleneck
issues and computation complexity. The memory based collaborative filtering tech-
nique can be further grouped into either item or user based on the type of neigh-
bourhood region. The studies indicated that the item-based methods are fast and
accurate.

Model-based collaborative technique is an offline technique that solves the issues
related to scalability and data sparsity, by building a model that includes the database
of users rating patterns. The drawback of Model-based collaborative filtering is that
they are slow. Yet another offline technique that deals with the issues of scalability
are clustering based techniques, which partition movies with similar distance into
several clusters. A widely used precise and reliable algorithm for this purpose is the
k-nearest neighbour (kNN) algorithm. More advanced, fast and quality clustering
is achieved with bio-inspired algorithms. Web based movie recommendation sys-
tems assigns a cluster to the online user based on calculation of weights. Hybrid
approaches that combine both KNN and bio-inspired algorithms are also available.
Cuckoo search algorithm [13] is employed in improving the reliability and accuracy
in recommending personalized movies.

Advantages of memory based Collaborative Filtering Approach (CF):

• Easy to implement.
• Addition of new data is very simple and also gradually incremented.
• Content of items is not recommended
• There is no scalability issue and also very correlated items

Limitations of memory based Collaborative Filtering Approach (CF): (CF):

• Sparsity and scalability issues with rating matrices and new and rising items and
users

Advantages of model based (CF):

• Sparsity and scalability problem is very carefully handled.
• Prediction performance is improved.

Limitations of model based (CF):

• Model building is very much costly.
• The performance is affected by scalability issues and feature selection and reduc-
tion techniques

Collaborative filtering (CF) evaluates items based on other people’s opinion. Two
categories: recommendations and predictions define the functionality of collaborative
filtering. CF collects and establishes profiles followed by determining the relation-
ships amongst the data based on the similarity models. Profile data categorization
includes user preferences, user behaviour patterns and item properties. User needs
ratings to design a recommender system which will suggest a particular item or a
product. Collaborative filtering is one of the most efficient way of movie recommen-
dation system (MRS) based on nearest-neighbour mechanism.
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The advantages of CF algorithms are:

• Content analysis is not mandatory
• Focuses on the clustering algorithms
• Generates user and item profiles
• Characteristics of Collaborative Filters

The drawbacks of CF algorithms are:

• Dealing with a Sparse and large range of items in collaborative filtering based
Recommendation systems is a difficult task as it increases the user-item matrix
size.

• With the available resources, it is difficult to meet the demands of rising users and
items.

• Often, the system recommends the same old recommended items in different cat-
egories.

• The Blacksheep/Graysheep who are either unpredictable or against to the recom-
mender systems cannot gain benefit of the system.

• False recommendations are possible.
• Privacy of users on the other hand limits the performance of system as many
people will not be willing to share their habits, preferences, taste, and views in
public forums.

The performance of the Collaborative Filtering algorithms is affected by limited
availability of ratings of user or items. The challenging tasks are: selection of thresh-
old for comparison of ratings in the process of predictions and dealing with the rarely
rated items remains same.

2.5 Hybrid Filtering

The results of different recommenders to generate a recommendation list or prediction
are often combined linearly in a weighted fashion [14]. These techniques are given
equal weights at first, but weights can be adjusted as predictions are confirmed
or otherwise. The benefit of a weighted hybrid filtering technique is that all the
recommender system’s strengths are utilized during the recommendation process in
a straightforward way.

• Switching hybridization

The recommendation system swaps the ratings in a heuristic way. The benefit of this
strategy is that the system is sensitive to the strengths and weaknesses of its con-
stituent recommenders. The main disadvantage with switching hybrids is that it usu-
ally introduces more complexity to recommendation process because the switching
criterion, which normally increases the number of parameters to the recommendation
system, has to be determined.
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• Cascade hybridization

In this approach the item preference order includes a process that iteratively refines
based on the knowledge.

• Mixed hybridization

In Mixed hybrids, each item has multiple recommendations associated with it from
different recommendation techniques. The individual performances do not always
affect the general performance of a local region.

• Feature-combination

The features produced after comparing specific recommendation technique are fed
to another recommendation technique.

• Feature-augmentation

These techniques accumulate the ratings andother information producedby the previ-
ous recommender and it also requires additional functionality from the recommender
systems.

• Meta-level

Sparsity problem of collaborative filtering techniques is resolved bymeta–level tech-
nique.

2.6 Deep Learning Based Movie Recommendation Systems

The traditional Movie Recommendation Systems are based on nearest neighbours
algorithm, simplematrix factorization (MF), factorizationmachine (FM), probabilis-
tic matrix factorization (PMF) etc.

Recently, deep learning methods based movie recommendation [15] is gaining
due to its innovative capabilities of complex problem solving skills and due to its
effective extraction, modelling and analysis of complex users and items profiles,
demands and corresponding interactions. Other factors that motivated the usage of
deep learning for movie recommendation are as follows:

• Most of the movies watched on top movie sites [Ex: Netflix and You tube] are
based on recommendations by the system.

• Deep learning based approaches proved their efficiency in providing recommen-
dations at a fast rate and high quality.

• There are enhanced applications and enormous growth in researches and publica-
tions in deep learning methods

• It allows multiple abstractions and representations of data

This section briefs the state of the art of current movie recommendation systems
based on deep learning assuming that the readers are aware of the basic terminology.

The objective of deep learning based movie recommendation systems may be to:
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• Predict missing user ratings for the items
• Provide a ranked list of recommended movies
• Classification of items based on the category

Deep Learning Techniques performs a variety of learning tasks as a part of
machine learning. The widely used deep learning approaches are Generative Adver-
sarial Network (GAN), Neural Autoregressive Distribution Estimation (NADE),
Restricted Boltzmann Machine (RBM), Convolutional Neural Network (CNN),
Autoencoder (AE),RecurrentNeuralNetwork (RNN),Multilayer Perceptron (MLP),
Deep Semantic Similarity Model (DSSM). While some movie recommendation sys-
tems may make use of more than one of the deep learning approaches to gain more
benefits, some systems can integrate both traditional and deep learning techniques.

The number of users and their relations keep changing in social networks. While
movie recommendation systems based onBack propagation algorithms andBayesian
Networks (BN) performs poorly with such dynamic networks and real time data, sys-
tems based on fuzzy Logic proved their effectiveness inmaking use of floating data of
social networks such as Instagram,Orkut2,Twitter, Friendster1,MySpace3Facebook
etc. A set of movie related keywords or strings are searched and the corresponding
likes, reactions, interactions and comments are analyzed using fuzzy logic.

2.7 Social Network Based Movie Recommender Systems

These days with the rapid use of social networks, movie recommendation systems
which are based on the identities, tastes, hobbies, everyday interests and changing
social network profiles are gaining usage and importance because of the accuracy
that they provide. Such social data mining based recommendation systems are more
powerful as they are based on word-of-mouth. The general procedure followed in
the movie recommendations based on the analysis of social activities and blogs
are: collecting, creating and normalizing user profiles composing of their passions,
interests, acquaintances and friends, languages; and to classify and cluster the profiles
using intelligent techniques like Machine Learning.

The emerging trend is the development of movie recommendation systems based
onMobile platform based social networks and GPS locations, as they provide unique
distinctive data in real time along with location contexts. Apart from traditional con-
tent or collaborative filtering methods, social network based recommendation sys-
tems are developed using trust based approaches where users’ implicit and/or explicit
trust relations are combined with Collaborative filtering techniques for effective pre-
filtering and enhancement of accuracy. Trust values depends on co-rated items and
can form relationship based models or reputation based models. Movie Recom-
mendation using social networks design based web technology makes use of users’
interaction, centrality concepts, cohesive groups, and subgroups.

In the movie industry, a movie recommendation is a manner of advertisement or
promotion. It is not only the film makers who rely mainly on social networks for the
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promotion and feedback about their movie, the movie recommender systems too are
relying on the reviews and YouTube comments as they are user-generated data that
contains people’s opinions.

Out of various approaches and a lot of existing research ofmovie recommendation
systems inwhich social networks and blogs are involved, the clustering basedmethod
proposed byTithrottanakYou et al. uses the facebook likes anduser genere interests to
resolves the “cold-start problem”. Systems based on Latent Semantic Model (LSM)
and The Internet Movie Database (IMDb), and Social Networks is presented by
Kodzo Wegba et al. [16]. There are also movie recommendation systems that deals
with vote stuffing, based on neuro-fuzzy decision trees (NFDT) [17]. Some systems
[18] use movie reviews and YouTube comments for movie recommendation. These
systems provide better accuracy as they are based on aspect-based approaches.

There also exist twomethods, which are based on “TDF-IDF” and “Genre Score”.
The “TDF-IDF” is designed to extract genre specific keywords and the “Genre Score”
indicates a degree of correlation between a movie and genres. To resolve the sparsity
problems of Social-aware Movie Recommendation systems (SMRs) [19], hetero-
geneous systems are developed which apart from social relationships, movie-poster
images. Hybrid systems [20] which are based on various contextual information are
also developed and named as MyMovieHistory.

2.8 Evaluation Metrics of Movie Recommendation Systems

The success of any E-business predominantly depends upon the recommendation
systems that they employ in filtering thewide variety of their products and suggesting
the most likely interested items to the customer.

The performance of recommendation systems is limited by the users search pref-
erences, size of training set, users’ exposure to the recommendation system. There are
several evaluation parameters that are commonly used for evaluation of performance
of anymovie recommender system. The common classification of performance mea-
sures are based on standard metrics, user evaluations and commercial approach.
These are further divided into three categories such as Predictive Accuracy param-
eters, Classification Accuracy parameters, and Rank Accuracy parameters [21, 22].
The predictive accuracy parameters measures how movie recommender system pre-
dicts actual rating of the movie. The classification accuracy parameters measure the
frequency with which a movie recommender system makes a right/wrong decision
with regard to rating of the movie. The rank accuracy parameters measure the cor-
rectness of the ordering of movies performed by the movie recommendation system.

The accuracy evaluation parameters are Root Mean Square Error (RMSE), Mean
Absolute Error (MAE), Normalized MAE (NMAE), Movie Similarity Calculation,
recall, precision, F-measure, Swet’s measure, Receiver Operating Characteristic
(ROC) Curve, Predication-Rating Correlation, Kendall’s Tau, and Half-life Utility
Measure. These evaluation parameters are further classified in two classes such as
statistical and decision-support accuracy parameters [23]. The statistical accuracy
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parameters compare the prediction ratings of the movie with true user ratings of
movie in test data set. Examples include MAE, RMSE, and Movie Similarity Calcu-
lation. The decision-support accuracy parameters are measured based on prediction
rate of movie recommender system. Examples include parameters such as precision
and recall.

The definitions of evaluation parameters used for movie recommender system are
given below:

• Mean Absolute Error (MAE) and Related Parameters [13, 24]

The Mean Absolute Error (MAE) is mostly used parameter for evaluation of per-
formance of any movie recommender system. MAE is a measure of deviation of
recommendation from user’s rating value. It is calculated as follows [25]:

MAE �
∑∣

∣PRx,y − TRx,y

∣
∣

N
(2.3)

where,N is total movies of database, PR is predicted rating for user x onmovie y, and
TR is the true rating. The lesser theMAE, themore accurate amovie recommendation
system is.

• Root Mean Square Error (RMSE)

It is given by Cotter in 2000 [26] and is given by:

RMSE �
√

1

N

∑

x,y

(
PRx,y − TRx,y

)2
(2.4)

The lower the value of RMSE, better the recommendation accuracy is.

• Normalized MAE (NMAE)

It measures accuracy of the system for available rating range for movie data set.
Let Rmax and Rmin is the maximum and minimum ratings of movie. Then, NMAE is
calculated as follows:

NMAE � 1

N

∑ ∣
∣PRx,y − TRx,y

∣
∣

Rmax − Rmin
(2.5)

These parameters results in actual prediction measurement of system, easy to cal-
culate and are used to find accuracy of recommender system for different types of
movie data set. The limitations of these parameters is that the output results of these
parameters are more specific which may sometimes measure wrong accuracy of the
system and hence cannot be used for recommender system with lower rating values.

• Movie Similarity Calculation [26–29]

Twomovies are similar if they are referenced by similar contents. Similarity inmovie
recommender systems can be done by referring to various features such as release



2 Social Networking in Web Based Movie Recommendation System 39

date, movie stories, and user rating. The generally used movie similarity measures
are Euclidean Distance, Cosine Similarity, and Pearson Correlation (PC) Coefficient.

Euclidean Distance

Considering critics rating C to any movie data set and users rating U to a similar data
set, the Euclidean distance between movie data set is calculated as follows:

D(C, U ) �
√
(C1 − U1)2 + (C2 − U2)2 + . . . + (CN − UN )2

�
√
√
√
√

N∑

i�1

(CN − UN )2 (2.6)

where N is total movies in data set, the D being Euclidean distance.
The similarity between movie data set using this distance is measured as follows:

Sim(C, U ) � 1

1 + D(C, U )
(2.7)

If the distance between ratings is 0, then corresponding similarity between movies
is 1. If the distance is ∞, then the corresponding similarity between movies is 0.

Cosine Similarity

The cosine similarity of movie recommender system is calculated as cosine angle of
twomovie ratings vector. The behaviour of the cosine is such that it tends towards +1
as angle between rating values decreases, and it tends towards −1 as angle between
rating values increases. This concept is used to find similarity of the movie. If cosine
angle of movie ratings is close to +1, it suggests a close similarity between movies
where as those close to –1 can mean there is no similarity between movies. Suppose
if M denotes all movies in the data set, MC,U is the set of ratings by critic C and user
U, �C and �U be the two vectors representing ratings of critic C and rating of user U.
The cosine similarity between movie rating vectors is given by:

Sim(C, U ) � �C · �U
∥
∥
∥ �C

∥
∥
∥ ×

∥
∥
∥ �U

∥
∥
∥

�

∑

m∈MC,U

RC,m · RU ,m

√ ∑

m∈MC,U

R2
C,m

√ ∑

m∈MC,U
R2

U ,m

(2.8)

where, Sim is similarity of movie rating, RC,m is rating of critic C on movie m in M
data set, and RU,m is the rating of user U on any movie m in the M data set.

Pearson Correlation (PC) Coefficient

Correlation indicates linear relationship between two vectors. A correlation coeffi-
cient is a number that measures the relationship strength of vectors. The Pearson
correlation has a range of –1 to +1. The interpretation of this value is similar to
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cosine. Let two ratings C and U have covariance COV , the PC coefficient of rating
is calculated as follows:

PC(C, U ) � COV (C, U )

σC × σU
(2.9)

where, σ C is standard deviation of critic rating and σ U is standard deviation of user
rating.

PC is themost commonly used coefficient measurement ofmovie ratings inmovie
recommender systems. PC coefficient in a movie recommender system is calculated
as follows:

Sim(C, U ) �

∑

m∈MC,U

(RC,m − R̄C)(RU ,m − R̄U )

√ ∑

m∈MC,U

(RC,m − R̄C)2 ×
√ ∑

m∈MC,U

(RU ,m − R̄U )2
(2.10)

where, R̄C and R̄U is mean rating of the critic and user on all movies m ∈ MC,U .

• Classification Accuracy Parameters [30–32]

These parameters are used for evaluation of decision ability of movie recommender
systems, which uses user-movie pairs such as Recommend/Not recommend. The
parameters: Precision, Recall, F-Measure, ROC curve and Swet’s measure are used
for this purpose.

Precision and Recall

For evaluation of precision and recall, movie recommendation is set into two classes:
relevant and not relevant, which can be denoted with a binary value. Each movie can
be either relevant or not relevant to the user. Based on these values, the matrix in
Table 2.6 is built.

Precision is the ratio of selected relevant movie to total movies. It indicates the
frequency of relevance of selected movie and is given as follows:

Pr � MR

REC
(2.11)

Recall is the ratio of selected relevant movies to total such movies. It denotes the
frequency that a relevant movie will be chosen using equation:

Table 2.6 Relevance matrix

Recommended Not recommended Total value

Relevant MR MNR R=MR+MNR

Not relevant MNRR MNRNR NR=MNRR+MNRNR

Total REC=MR+MNRR NREC=MNR+MNRNR M=R+NR
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Re � MR

R
(2.12)

F-Measure

Precision and Recall measures the different accuracy values of the movie recom-
mender system. The single quantity for accuracy measure, F-measure based on pre-
cision values and recall values is given as follows:

F � 2 · Pr ·Re
Pr +Re

(2.13)

ROC Curve and Swet’s Measure

This curve measures the ability of a movie recommender system to recommend a
relevant movie for user from non relevant movie data set. This curve is plotted as
follows:

• Rank all movies rating recommendation score.
• For each movie rating cut-off point:

– Calculate Recall, and Fallout as follows

Fallout � MNRR

REC
(2.14)

• Plot curve between Recall (y axis) and Fallout (x axis).

The Swet’s measure is defined as the area under the ROC curve. The advantage of
these parameters is that theymeasure the actual performanceof amovie recommender
system, the drawback being requirement of actual knowledge of rating values and
large data sets.

• Rank Accuracy Parameters

These parameters evaluate movie recommender systemwith high accuracy. The high
ranked recommendations system is used for relevant movie rating of critic and user.
The parameters: Prediction-Rating Correlation, Kendall’s Tau, and Half-life utility
measure are often used for rank accuracy evaluation of the system.

Prediction-Rating Correlation

If a variance of one movie rating can be explained by the variance of another movie
rating, then these two movie ratings are said to correlate. Let m1… mN ∈ {1 … N}
be movies in movie data set, r1 … rN ∈ {1 … N} be their true ranks, the movie
recommender system predicts the ranks p1 … pN ∈ {1 … N}. Let r̄ is the mean
of true rank and p̄ is mean of predicted rank. The prediction-rating correlation ρ is
calculated as follows:

ρ �
∑N

x�1 (rx − r̄x) · (px − p̄x)

N · stdev(r) · stdev(p)
(2.15)
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Kendall’s Tau

Considering m1… mN ∈ {1 … N} be movies in movie data set and let r1 … rN ∈ {1
… N} be their true rank. Let movie recommender system predicts the ranks p1 …
pN ∈ {1 … N}. Let A be the number of correctly predicted rankings of movies and
B be the number of incorrectly predicted ranking of movies. Let TA be number of
movies in the true rank ordering, and TB be number of movies in the predicted rank
ordering. Kendall’s Tau is calculated as follows:

Tau � A − B√
(A + B + TA)(A + B + TB)

(2.16)

Half-life Utility Measure

This measure assumes that the user is predicted with long recommendation movie
list, but only seen few movies of them. The measure finds the difference between
the users rating of a movie and true rating of a movie. The user can see a specific
movie on the movie data set and the estimation is an exponential decay function
parameter. Let R (U, mj) be user U rating of movie mj, which is the jth movie on
the recommendation movie list. Let γ be the half-life decay parameter and r be true
rating of movie. The expected utility of movie mj is calculated as follows:

R �
∑

j

max(R(U , mj) − r, 0)

2
j−1
γ−1

(2.17)

The half-life is the rank of the movie on the movie data set, such that there is a 50%
chance that the user will view that movie.

Most all the performance metrics used for evaluation for MRS can also be used
in evaluation of the social networks.

The Average Mean Absolute Error (MAE) can be defined as:

Avg.MAE �
⎧
⎨

⎩

N∑

x�1

⎛

⎝
n∑

y�1

∣
∣PRx,y − TRx,y

∣
∣

/

n

⎞

⎠

⎫
⎬

⎭

/

N (2.18)

where N is the number of users in the dataset T , n is the number of items in the
dataset T , PRx,y is the predicted ratings of user x for the item y, and TRx,y is the actual
ratings of user x for the item y.

Other performancemetrics for the evaluation of the social networks in theMRSare
density, size, network centrality, degree centrality, factions and clique membership.
The details of these metrics are given below.

Density gives a measure of relationship of users, whether it is restrictive or strong.
With m size network, the ties can be up to (m*(m – 1)). It is rare to have full density
social networks.

Size usually helps in finding other parameters and indicates the total users present
in social network, and is useful in order to calculate other measures.
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Degree Centrality measures the total relations (ties) of a user. They can be in-
degree or out-degree depending on whether the ties are sent or received. There are
many other centralities which can bemeasured depending on various sources, such as
flow centrality, betweenness centrality closeness centrality, and network centrality.

Cliques andFactionsCliques are closely tied subsets of networkwhich are usually
formed based on the race, gender, age, race etc. The clique gives a count of users with
ties among themselves (i.e. in terms of graphs, a maximal complete subgraph). Less
restrictive cliques are called Factions and are the subsets of various groups where
users are more likely to be tied to each other. Cliques and Factions are substructures
that help in predicting how a network as a whole is likely to behave.

2.9 Future Research Directions and Open Issues

This section presents some insights [33, 34] of the future evolution of Movie recom-
mendation systems (MRS).

• Users and Items can be much more deeply understood by the MRS, may be by
employing data that is extracted from users circumstances, situations in a compre-
hensive manner

• MRSmay intensively use social media and Internet of things with different models
• MRS may consider temporal data with users profiles.
• MRSmay integrate unstructured multimedia data [textual, audio, visual, features]
for recommendations.

• Automation of feature selection may be possible, which can eventually reduce the
time and complexity.

• More effective hybrid and composite models can be developed to improve the
salient features.

• More Session-based recommender systems can be developed to deal with issues
related to temporal dynamics.

• MRS based on evolution of items as well as users, and their corresponding co-
evolution with respect to time can be considered.

• Cross Domain Recommendation systems that can focus on multiple domains can
be developed using knowledge transformation techniques.

• Multi-TaskLearningmethods canbe integratedwithmultiple domains as a solution
to data sparsity problems.

2.10 Conclusions

This chapter gives an overview of the Movie Recommendation Systems, its classifi-
cation, vulnerabilities, and recommendations for future development. Performance
measures related to the real time implementation of recommender systems through
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various algorithms is also featured. An integration of movie recommendation mech-
anisms with deep learning techniques which effectively deal with noisy and lengthy
inputs is introduced. However, more efficient methods to deal with real time incre-
mental and dynamic data can be developed. Resolving trade-off between scalability
and complexity and other parameters can be focused. Novel Evaluation Metrics and
similarity measures can be developed. Development of systems that can improve the
privacy and trustworthiness of user profiles and interests will certainly satisfy and
attract the users of recommendation systems.

References

1. Goldberg, D., Nichols, D., Oki, B. M., & Terry, D. (1992). Using collaborative filtering to
weave an information tapestry. Communications of the ACM, 35(12), 61–70.

2. Bobadilla, J., Ortega, F., Hernando, A., & Gutiérrez, A. (2013). Recommender systems survey.
Knowledge-based systems, 46, 109–132.

3. Sharma,M.,&Mann, S. (2013).A survey of recommender systems: approaches and limitations.
International Journal of Innovations in Engineering and Technology, 2(2), 8–14.

4. Amato, F., Moscato, V., Picariello, A., & Piccialli, F. (2017). SOS: Amultimedia recommender
system for online social networks. In Future generation computer systems.
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Chapter 3
Sifting Through Hashtags on Twitter
for Enterprising Tourism and Hospitality
Using Big Data Environment

Sapna Sinha, Vishal Bhatnagar and Abhay Bansal

Abstract Big Data and its importance in inferencing a value out of it is not hidden
from anyone. Social networking sites like Twitter proved to be abundant source
of information. Like any other sector tourism data can also be extracted out from
tweets posted by people all around. Data available on twitter can be in form of text,
photographs, Customer preferences can be identified using twitter analytics which
can help service providers to offer personalized services. If tour operator are able
to predict trends they can easily set optimized price and prepare well in advance to
provide unforgettable trip to their customers. Tour operators adopt list pricing policy
for deciding price of the tourism product and also there is no set model available for
this. The tour operators set the price which helps them to gain high profit, but due
to non- availability of any standard formula the decided price varies with the price
offered by competitors. Prices are kept high when season is at the peak and more and
more tourists are visiting the place or purchasing the tourist products, similarly price
is kept low when season is low. In this chapter authors have proposed pricing model
considering different factors that decides rates of the product in the tourism sector.
Real time analytics performed on the data available on the web portals or social
networking sites are used to get the most trending tourist destination and the tour
operators functioning at different destination can set price of their products using the
proposed model. Real time analytics will help tour operators to analyze the demand
in coming season.
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3.1 Introduction

Big Data is being used by service sector to identify the customer preferences and
to offer personalized services to them. Big data not only deals with Volume of data,
it also deals with Variety, Veracity, Value and Velocity, and in the center lays Com-
plexity. Tourism data is available and can be extracted from various heterogeneous
sources like tradition databases managed by tour operators, enterprise data ware-
houses and social networking sites. Tourism data is available in abundance but in
scattered form. Tourism data has all the characteristics of big data (Fig. 3.1).

Tourism data is available and can be extracted fromvarious heterogeneous sources
like tradition databases managed by tour operators, enterprise data warehouses and
social networking sites. Tourism data is available in abundance but in scattered form,
therefore tools and technologies that can collaborate together to get the integrated
view of data is needed. Sinha et al. [1] has proposed the framework for consolidating
data from heterogeneous sources for effective data analytics using big data analytics
(Fig. 3.2).

Besides other available data sources social networking is playing very important
role in real time analytics for gaining competitive edge over competitors. Social
networking sites like twitter, has proved a goldmine of data and used by many
researchers for gaining the answer of their questions. Twitter data can be extracted
using API provided by twitter for the developers based on keywords like twitter
hastags like: #travelgram, #vacation, #visiting, #instatravel, #instago, #trip, #holi-
day, #travelling, #tourism, #tourist, #instatraveling, #mytravelgram, #travelingram,
#travelgoals, #travel, #traveling, #travelingproblems, #travelingstress.etc. and from
those most trending places can be identified. This information can be used the gov-
ernment or service providers for preplanning and setting effective price for their
products.

Fig. 3.1 Characteristics of big data (Sinha et al. [1])
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Fig. 3.2 Framework of tAdvisor (Sinha et al. [1])

Setting a right price for the tourism product is one of the challenging job. Right
price of tourism products can lead to generation of huge profit whereas if product is
priced wrongly then there is a chance that customers may drift away to new vendor.

Tourism sector depends on many factors like: Season, climate, infrastructure,
facilities, services, political condition, tourist destinations and environment. Change
of any one factor has impact on overall business. There are many pricing model
available, but there is no specific pricing model available for tourism domain that
keeps factors mentioned above into consideration.

Factors that are considered before setting a price are: position of the product and
services in the market, target customers and cost. Position of product and services in
the market helps to decide price that can be offered, if there are competitors in the
market price should be kept around the price offered by the competitors. Information
about the target customer helps to keep the base price of the product that is in reach
of the target customers. Cost of the product or services can be used in addition to
profit margin for deciding net price. The different types of existing pricing models
are:

Cost Plus Pricing: It is a cost-based pricing method, in this total cost, labor
cost is added with profit margin. This method has assured profit returns but ignores
competitions.

Value-Based Pricing: It is a strategy for setting different price for different cus-
tomers which they are willing to pay.
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Hourly Pricing: It takes time and expense into considerationwhile setting a price,
charges are set as per hourly bases.

Portfolio-Based Pricing: It identifies the tourism mix for the customers with
different income group and then price is set for the identified tourism mix.

Tiered and Volume Pricing: In tiered pricing, prices are charged as per unit
within the range and in volume pricing, price is charged for all units within the range
(Fusebill [2]).

In this chapter, authors has proposed pricing model that can be used by stake
holders to set price of the tourism product. MapReduce is used for implementa-
tion of proposed algorithm due to its compatibility to work on large scale data or
big data. The chapter is divided into different sections to make is more organized. In
Sect. 3.2, authors have presented literature survey, Sect. 3.3, discusses different play-
ers involved in tourism business, Sect. 3.4 contains description of factors involved
in pricing, Sect. 3.5 consist of mathematical model considering all the factors of
pricing. In Sect. 3.6 discusses about demand and supply in tourism sector, Sect. 3.7
discusses tour type and accommodation details. In Sect. 3.8 mark up percentage is
discussed, Sect. 3.9 discusses about proposed algorithm usingMapReduce program-
ming framework. MapReduce is used for the implementation of algorithm because
it can easily works on Hadoop, cost effective because Hadoop is freely available,
hardware part can be accommodated using cloud environment, it uses HDFS which
uses authentications, and Sect. 3.10 includes results and discussion, followed by
Sect. 3.11 on conclusion and future work.

3.2 Literature Survey

Big data has started gaining its importance in tourism sector due to its increased
impact inside the organization and within whole domain. In tourism sector big data
analytics can be used to develop more customer centric applications (Song H., 3). In
[4] author studied the perception of both domestic and international student towards
the hotel industry.

Sinha et al. [1] has identified different challenges in the tourism sector, like the
complexity of the available data in different silos, lack of standard platform for
big data analytics and technological alignment. The authors have also proposed
framework for big data analytics which will in-tegrate data from multiple sources
and allow tourism industry to compre-hend customer preference and to develop
strong bond with the customers by providing right service at right time.

The aim of any business is to gain revenue, which is directly related to the price
set for the product. The revenue is directly related price and volume tradeoff. If the
price set is too high, customers will not purchase that product but it also reflects
the desirability of customer for the particular product [5]. Setting appropriate price
maximizes the profit earned, where price relies on market demand, cost and compe-
titions [6]. Kim et al. [7] proposed the mathematical model for optimal booking of
patients to increase the profit to run the healthcare setup. In [8] authors have studied
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the difference between activity based and volume based pricing, according to their
study volume based costing system has flaws.

According to study conducted [9] the sector is using haphazard pricing strategies,
there is no set pricing model used by tourism sector. The small business operators
identify the floor price of the product and change it according to customer and price
charged by their competitors. Avlonitis et al. [10] conducted the survey and found that
list pricing- policy adopted by themajority of the surveyed companies.Companies are
using customer’s information for cash discount and competition based information
for deciding trade discounts.

The key factor for getting success in the tourism sector is setting appropriate
price of the product. The set price should be homogeneous, unambiguous and rea-
sonable (Kotler et al. [11]). Pricing in Tourism is elastic in nature and there are many
determinants that decides price of tourism product.

According to (Kotler et al. [11]) availability of alternate options, prices within
budget of customer, travel category falls in necessity or luxury, duration of visit and
change in rates is permanent or temporary. Kotler et al. [11] also discusses about life
cycle of the tourism product, like other products tourism product life cycle consists of
phases namely: Discovery, Launch, Stagnation andDecline. Discover is first phase of
tourism product lifecycle, in this phase new destinations are explored. Second phase
is the Launch, in this phase tourists start visiting the new explored destination. In third
phase Stagnation, explored destination reach to maturity level and quality of services
falls below due to peak exploitation of destination environment and resources.

In fourth phase is basically the dead phase in which profit falls to minimum
level and service providers start withdrawing their business from that destination.
There are different pricing strategies used while deciding price of tourism product,
Premium pricing, Penetration Pricing, Economy Pricing and Price Skimming are the
strategies (Kotler et al. [11]). Premium Pricing is charged for the luxury and when
service provider has competitive edge over other competitors. Penetration Pricing
are the initial price charged by service provider at the time of entering into the market
and after getting stable in the market price is increased. Economy Pricing is very
low price or minimum price. Price skimming is the high price charged by service
provider, seeing which other competitors enter into the market and price falls due to
increase supply.

This chapter discusses the need of pricing model which takes the entire factor
into consideration, for this many research papers, literature available on internet and
blogs were referred.
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3.3 Players of Tourism Business

There are different players involved in functioning or running tourism business are:

Retail Travel Agents

Retail travel agents are also known as travel agents. The job of travel agents is to
sell the product of tour operators to the customers. They work in association with
tour operators and works for bringing the business for them. Retail agents, works in
retails space and sells packages through their retail outlets. The source of earning of
retail travel agents are the commissions from tour operators. Usually they get 10%
of the retails price as a commission.

Domestic and Overseas Wholesalers

Domestic and overseas wholesaler’s works through distribution networks of retail
travel agents and online agents on behalf of tour operator. In return they also get
commission for the business generated through them. Often they work as interme-
diary between tour operators and retail agents. 20% of the retails price is offered to
them as a commission by tour operators.

Inbound Tourism Operators

Inbound tourism operators (ITOs) design and coordinate all travel arrangements
on behalf of overseas agents and wholesalers. They negotiate price costs and other
components of the tour like transportation and accommodations of the tourists. They
also get commission for the business generated through them. Usually 25–30% of
retail rate is offered to them as a commission by tour operators.

Tour Operators or Suppliers

TourOperators are the actual supplier of the tourismproduct. They offer commissions
to other players of the business for generating business for them. They set net rate
and retail rate of the products offered by them. A tour operator appoints retail travel
agents or wholesalers for selling their product on their behalf. All strategic decisions
are taken by tour operators to run their business.

Domestic Customers takes services from tour operators or retail travel agents. The
retail travel agents are connected to tour operators and wholesale agents, wholesalers
also has tour operators network for generating business for them.OverseasCustomers
take services from tour operators, wholesaler travel agents or retail travel agents.
Where wholesaler travel agents has network of tour operators and inbound tour
operators and retail travel agents also has network of inbound tour operators and
wholesaler agents which has tour operators network. Besides all above mentioned
distribution channels both domestic and overseas customers can directly purchase
product from internet.

Figures 3.3 and 3.4 shows the interconnection between different players for
domestic and overseas customers.



3 Sifting Through Hashtags on Twitter for Enterprising Tourism … 53

Fig. 3.3 Players involved in business for domestic customers

Fig. 3.4 Players involved in business for overseas customers

3.4 Key Factors of Pricing

Price is also known as Rate in tourism industry. There are two types of rates, namely
net rate and retail rate. Net rate is the gross rate of shelf rate which includes operating
cost and profit margin. It is the minimum rate of the product that can be offered to
customer. Retail rate includes net rate plus commissions to be given to different
players.

Net Rate � OperatingCost + Profit
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Retail Rate � Net Rate + Commissions

Operating Costs

Operating costs is the expenses incurred for running the business like cost of
employee, infrastructure, network, advertisement, promotion, stationary, electricity
etc. operating costs can be categorized into fixed cost and variable cost.

Fixed Cost

Fixed cost remains static that means it doesn’t change with change of input or output.
Fixed cost includes cost of building, rent, insurance, registrations, licenses and cost
of infrastructure.

Variable Cost

Variable cost changes with the change of input or output. It includes cost of salary,
electricity, maintenance, stationaries, linen, marketing and promotions etc.

Profit Margins

Profitmargins are the extra percentageof operating cost that is earnedby anybusiness.
It is usually decided by the supplier after seeing the products offered by competitors
and in which their product fits in.

Distribution Costs

Distribution costs are the cost incurred in paying commission to retail travel agents,
domestic and overseas wholesaler travel agents and inbound tourism operators.

Other Factors

Competition

The price offered by competitors plays very important role in setting price. One can’t
set price too high or too low than the price offered by competitors. If the price is
too high, customer will go to their competitor and if it is too low than it will be very
difficult to get even the operating cost of the business.

Demand

Tourism business is also based on demand and supply theory. If demand is very high,
tour operator has limited products to offer, than high price will paid by real desirable
customers only. Profit can be earned which will compensate to the less profit during
low demand period.

Target Markets

Target market means, customers to whom business is targeting. It can be domestic
or overseas customers. Overseas customers generally go for package deals where
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as domestic customers are interested in retails products. Profit margin increases if
customers are from overseas.

Seasonality

Season also decides flow of customers. Tour operator can charge good rate when
season is in peak and can offer discount when season is off.
Type of Tourism

There are different types of tourism, like business trips, recreational trips or edu-
cational trips. Different types of products can be offered depending of the type of
tourism. Like if person is going for the business trip, to and fro ticket can be offered
in subsidized rate. Similarly for educational trips, products with transport facilities
and accommodations can be offered.

3.5 Dynamic Pricing Model for Merchandising Tourism
and Hospitality

In the proposed model authors have considered all the factors that affect pricing of
the tourism product. The proposed pricing model are as follows:

3.5.1 Seasonality (S)

Natural (N): There are many natural factors affects the tourism industry. People
like to visit hill stations or cool places in summers and similarly to hot places in
winters. The effect of natural factors can easily observed when people do not get
accommodation due to overcrowded tourist destination. Hotels charge in haphazard
manner from their customers andquality of services also degrades. Thenatural factors
considered are:

Temperature = T * x1
Hours of Sunshine = HOS * x2
Latitude and Altitude = L&A * x3
Climate, Rain/Snowfall = C * x4
Snow Depth = SD * x5

N � T ∗ x1 + HOS ∗ x2 + L&A ∗ x3 + C ∗ x4 + SD ∗ x5
T + HOS + L&A + C + SD

Institutional (I): Purpose of visit also has impact on pricing charged by tourism
sector, like if person visits for Business purpose frequently they prefer to stay in same
hotels which economical and provides good service. There may be other purpose too,
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like: school holidays, religious place visit and calendar effects. All these factors are
considered in the proposed model.

School Holidays = SH * x6
Religious Holidays = RH * x7
Calendar Effects = CE * x8
Business Seasons = BS * x9

I � SH ∗ x6 + RH ∗ x7 + CE ∗ x8 + BS ∗ x9
SH + RH + CE + BS

.

Thus the following factor can be calculated,
xn→0 to 1 [n�1 to 39] and all others are constant

F1 � a ∗ N + b ∗ I

a + b
. (3.1)

3.5.2 Business Operating Costs (BOC)

Fixed Cost Items (FCI)

FCI is the cost of items which do not change and remain same throughout the year.
The items included in this category is:

Salaries = S * x10
Office Lease = OL* x11
Interest and repayment on startup cost borrowing = I&R * x12
Trade association membership fees = TAM * x13
Banking Services = BS * x14
Professional Indemnity Insurance = PII * x15
Web Hosting = WH * x16

FCI � S ∗ x10 + OL ∗ x11 + I&R ∗ x12 + T AM ∗ x13 + BS ∗ x14 + P I I ∗ x15 +WH ∗ x16
S + OL + I&R + T AM + BS + P I I +WH

Variable Cost Items (VCI)

VCI is the cost of the items which changes due to external factors like increase in
taxes due to government policy, amount spent on marketing etc.

Sales & Marketing = SM * x17
Marketing Campaign = MC * x18
Cost of Sales = COS * x19
Gas Bills = G * x20
Electricity Bills = E * x21
Cleaning, maintenance, repairs = CMR * x22
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VCI � SM ∗ x17 + MC ∗ x18 + COS ∗ x19 + G ∗ x20 + E ∗ x21 + CMR ∗ x22
SM +MC + COS + G + E + CMR

F2 � c*FCI + d*VCI

c + d
(3.2)

3.5.3 Competition (Comp)

Market Entry (ME)
New Entrants = NE * x23
Professionalism = P * x24

ME � NE ∗ x23 + P ∗ x24
NE + P

Product Competition (PC)
Climate = CL* x25
Safety = SAF * x26
Reputation = REP * x27
Accessibility = ACC * x28
Price = PR * x29
Value for Money = VFM * x30
Attraction/Activities = AA * x31

PC � CL ∗ x25 + SAF ∗ x26 + REP ∗ x27 + ACC ∗ x28 + PR ∗ x29 + VFM ∗ x30 + AA ∗ x31
CL + SAF + REP + ACC + PR + VFM + AA

Company Competition
Degree of Rivalry = DOR

F3 � e*ME + f*PC + g*DOR

e + f + g
. (3.3)

3.6 Demand and Supply in Tourism

Like any other sector, this sector also works on demand and supply theory. If demand
is high and supply is low, prices can be kept high so that only eligible customer can
buy it. Similarly if demand is low prices are kept low.

DEMAND

Individual (Education, awareness, paid holiday, family influence) = IND * x32
Economic (Cost of travel, cost of product, competitive price, exchange rate) =

ECO * x33
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Fig. 3.5 Relationship between marketing and promotion

Geographic (Seasonality, Location and distance, attraction available) = GEO *
x34

Destination (safety and security, quality of product, technology and development)
= DES * x35

Political (Visas formalities, health checkups, currency, transport facilities) = POL
* x36

DEM � IND ∗ x32 + ECO ∗ x33 + GEO ∗ x34 + DES ∗ x35 + POL ∗ x36
IND + ECO + GEO + DES + POL

SUPPLY

Infrastructure (telecommunication, accommodation) = INF * x37
Superstructure (Facilities constructed primarily to support visitation and visitor

activities) = SUP * x38
Attraction (Theme parks, museums, buildings, ski-slopes) = ATT ** x39

SUP � INF ∗ x37 + SUP ∗ x38 + ATT ∗ x39
INF + SUP + ATT

Cumulative factor (Fig. 3.5)

F4 � h*DEM + i*SUP

h + i
. (3.4)

3.7 Tour Type and Accommodation Details

Tourism Type

Tourism itself is a very broad term. There are various different types of tourisms.
Each in its own significant way attracts a lot of tourists.
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3.7.1 Recreational

It consists of various tourist offers which persuade people to visit an area. These
offers cover a wide range of interests. There are a lot of other crowd pullers such as
medicinal offerings, spiritual leaders and recreational parks such as Disneyland etc.

3.7.2 Sports

Sporting events greatly promote tourism to a country. There are a huge number of
sports fans all over the world and thus significant tournaments and events attract
tens of thousands of tourists. The world cups of various sports such as football,
cricket, hockey; tennis grand slams and tours; sporting events such as the Olympic,
commonwealth, asian, Pan-American games; all are very famous sporting events and
bring with them a large number of tourists to their host cities.

3.7.3 Business Trips

Business trips also has significant share in the tourism in the country. By creating
favorable policies for organizations to invest in a country, huge revenues are generated
because of increase in job opportunities for local population as well as influx of
people from the organizations to the country. People on business trip are very rich
and therefore are able to spend a lot of money during their stay in the country.

Thus the factor considering tour type and can be calculated as, yn→0 to 1 [n�1
to 16] and all others are constant

Recreation = REC * y1
Sports = SPO * y2
Business trip = BUS * y3

TT � REC*y1 + SPO*y2 + BUS*y3
REC + SPO + BUS

Accommodation details can also be considered for price estimation. It consists of

Room type = RT * y4
Stay Length = ST * y5
Number of persons = NOP * y6

AD � RT*y4 + ST*y5 + NOP*y6
RT + ST + NOP
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The cumulative factor considering tour type and accommodation details can be
calculated as

F5 � j*TT + k*AD

j + k
. (3.5)

3.8 Mark up Percentage

Markup percentage is the commission amount received from adjunct services used
by the customer of any service provider like, if tourist purchases gift from the gift
sow of the hotel, hotel gets certain percentage of the profit made by gift shop as a
markup percentage.

Transport = 0.01 * TRA * y7
Camping Grounds = 0.01 * CG * y8
Gift Shops = 0.01 * GS * y9
Guest house operation = 0.01 * GHO * y10
Hotel Operation = 0.01 * HO * y11
Restaurant Operation = 0.01 * RO * y12
Travel Agency Service = 0.01 * TAS * y13

(3.6)

Commission

Commission is paid to travel agent, distributors and inbound tour operators for the
business brought by them.

Travel Agents = 0.01 * TA * y14
Travel Wholesales = 0.01 * TW * y15
Inbound Tour Operator = 0.01 * ITO * y16

F7 � 0.01 ∗ TA*y14 + 0.01 ∗ TW*y15 + 0.01 ∗ ITO*y16
0.01 ∗ TA + 0.01 ∗ TW + 0.01 ∗ ITO

(3.7)

The process of estimation can prove to be too heavy for the conventional data handling
techniques to cope with as the data sets are really formidable. The problem can be
however solved using big data analytics. Map Reduce programming has been used
by the authors to quickly and efficiently calculate their estimates. Hadoop Cluster
Mode: Pseudo-Distributed Hadoop cluster mode is used that is Hadoop daemons run
on the local machine.

The pseudo code for the same is as follows:
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3.9 Algorithm of Proposed Model

Mapper Algorithm:

N�number of hotel
A[N]�Pricing Index of hotels
x[i][]� factors of ith hotel
y[i][]� factors of ith hotel
A [i]�Pricing index of ith hotel
fori�1 to n {

N � T ∗ x1 + HOS ∗ x2 + L&A ∗ x3 + C ∗ x4 + SD ∗ x5
T + HOS + L&A + C + SD

I � SH ∗ x6 + RH ∗ x7 + CE ∗ x8 + BS ∗ x9
SH + RH + CE + BS

F1 � a ∗ N + b ∗ I

a + b

F2 � c ∗ FC I + d ∗ VC I

c + d

ME � NE ∗ x[i][23] + P ∗ x[i][24]

NE + P

F3 � e ∗ ME + f ∗ PC + g ∗ DOR

e + f + g

DEM � I N D ∗ x32 + ECO ∗ x33 + GEO ∗ x34 + DES ∗ x35 + POL ∗ x36
I N D + ECO + GEO + DES + POL
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SUP � I N F ∗ x37 + SU P ∗ x38 + AT T ∗ x39
I N F + SU P + AT T

F4
h ∗ DEM + i ∗ SU P

h + i

TT � REC ∗ y[i][1]+SPO ∗ y[i][2]+BUS ∗ y[i][3]

REC + SPO + BUS

AD � RT ∗ y[i][4]+ST ∗ y[i][5]+NOP ∗ y[i][6]

RT + ST + NOP

F5 � j ∗ T T + k ∗ AD

j + k

F7 � 0.01 ∗ T A ∗ y[i][14] + 0.01 ∗ TW ∗ y[i][15] + 0.01 ∗ I T O ∗ y[i][16]

0.01 ∗ TA + 0.01 ∗ TW + 0.01 ∗ ITO

Reducer Algorithm

{
Net Rate�F2 +F3 +F5 +F6
Retail Rate�Net Rate+F7
return (Net Rate, Retail Rate)
}.

3.10 Results and Discussions

In (Sinha et al. [12])MapReduce program is implemented on 150000 tweets extracted
from twitter, after cleaning tweets are categorized into different labels of issues raised
by the tourism (Table 3.1).

(Sinha et al. [12]) used tweets to identify trending top 25 tourist destination,
this information can help service providers, government and tour operators for prior
planning. Deciding the optimal price for the services the proposed mathematical
model was implemented on data of hotels, Net Rate and Retail Rate of each hotel
was calculated. Figure 3.6 shows the format of the data considered for the result
calculation:
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Table 3.1 The four major groups and the significant words in each group (Sinha et al. [12])

Group Significant words

Political Government management, Corruption free
environment, political stability, safety, security

Social Urbanization, Technological progress, human
development index, tourist taxis, local
language, health issues, global standardization,
heavy rush, sanitary condition

Tourist attraction Hotel, catering, leisure, sports, level of
comfort, architecture, culture, transport
connectivity, natural and cultural value, art,
literature, music, theater

Infrastructure Road, lightening, parking, gardens

Fig. 3.6 Format of the data used [Data Source: Akamai Technologies, Banglore]

The data was implemented on the proposed model and net rate and retail rate
of hotels were calculated. Figure 3.7 shows the graphical representation of net rate
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Fig. 3.7 Graphical presentation of net rate and retail rate of each hotel

Table 3.2 Numerical
presentation of net rate and
retail rate of each hotel

Hotels Net rate Retail rate

1 $30,000 $55,000

2 $35,000 $80,000

3 $20,000 $45,000

4 $40,000 $72,000

5 $45,000 $80,000

6 $10,000 $55,000

7 $55,000 $90,000

8 $50,000 $88,000

9 $30,000 $60,000

10 $8,000 $20,000

11 $12,000 $25,000

and retail rate of the 11 hotels. These calculated rate changes when the parameters
considered changes (Table 3.2).

The value of the different factors are assumed while calculating Net Rate and
Retail Rate, only the actual value of the factors can help to compare the actual and
calculated rates. The main challenge is the frequent change in the value of the factors
can lead to inconsistent rate schedule. It is also suggested not to keep too many
schedules, best is to keep quarterly rate schedule decided well in advance.
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3.11 Conclusion and Future Work

In this chapter, authors have proposed a dynamic pricing model pricing model for
merchandising tourism and hospitality that can be used by stake holders to set price
of the tourism product. The aim of any business is to gain revenue, which is directly
related to the price set for the product. The revenue is directly related price and
volume tradeoff. If the price set is too high, customers will not purchase that product
but it also reflects the desirability of customer for the particular product. Setting
appropriate price maximizes the profit earned, where price relies on market demand,
cost and competitions. The results demonstrate the estimation of net rate and retail
rate of 11 hotels which can be used to take strategic decision to maximize the profit
earned.

If any of the factor changes, new retail and net rate can be calculated depending
on season, demand/supply, tour type, accommodation, purchases, services availed.

There is some interesting work left for the future and can include:

• This analysis can be further carried out on Fully Distributed Cluster mode that is
Hadoop daemons run on a cluster of machines.

• Inclusion of new parameters that will add new dimension to the work which can
be continued for further enhancement in the already existing algorithm

• Setting standard value for the factors will help in authenticating results.
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Hashtag# Perspicacity of India Region
Using Scalable Big Data Infrastructure
Using Hadoop Environment

Arushi Jain and Vishal Bhatnagar

Abstract Social media is rapidly providing new standards of interaction between
individuals in the recent era. It is known as a computer-intermediated tool that tol-
erates people to share, or create information, medical notes/reports, ideas, and pic-
tures/videos through virtual communities. The online citizens (netizens) are able
to create a colossal network of people to communicate with. Social media such as
Facebook, Twitter, Youtube, Instagram and Tinder have prevalent uses that produce
copious amount of datawhich is beyond the ability of normal software tools to process
in the given elapsed time. Apache Hadoop project is the most famous open sourced
frameworks for large scale computation on the commodity hardware. Hadoop has
become kernel for distributed operating system for big data. There are two core
components associated with Hadoop–Hadoop Distributed File System (HDFS) and
MapReduce. MapReduce distributed the tasks on multiple nodes in the cluster, the
developer only have to write code rest is taken care by MapReduce. The generated
data from these social sources is real time and includes information about author’s
daily activities, feelings and emotions. The messages often include images, geo-
locations and many other annotations. This vast data repository provides researchers
with opportunities to study the individuals’ behavior/emotions that subject to differ-
ent conditions. In this chapter we will find the trending tweets from January 2017
to September 2017 depending upon the eight prominent themes that emerged from
the data set and trending tweets depending upon the geolocation. For this we divide
India depending upon the region that is North India, West India, South India, East
India, Central India, Northeast India
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4.1 Introduction

Social media is rapidly providing new standards of interaction between individuals
in the recent era. It is known as a computer-intermediated tool that tolerates people
to share, or create information, medical notes/reports, ideas, and pictures/videos
through virtual communities. The online citizens (netizens) are able to create a
colossal network of people to communicate with. Social media such as Facebook,
Twitter, Youtube, Instagram and Tinder have prevalent uses that produce copious
amount of data daily. The generated data from these social sources is real time
and includes information about author’s daily activities, feelings and emotions. The
messages often include images, geo-locations and many other annotations [5]. This
vast data repository provides researchers with opportunities to study the individ-
uals’ behaviour/emotions that subject to different conditions. The generated data
from portals such as Twitter is in an unregulated environment hence provides huge
amount of inherent knowledge and a fresh perspective about human feelings and
activities. Traditionally, such kind of researches was done by the means of surveys,
interviews, feedback forms and brain storming sessions. These methods cannot be
replicated and the test space is also limited, which considered the main drawback.
Alternatively, social media mining can assist the automation of the whole process
as well as significantly increase the people diaspora being observed. Recently, Twit-
ter mining becomes prominence for researchers and agencies using the data and
its analysis with respect to their individual domains. Big Data is the term used for
the data which is beyond the ability of normal software tools to process the given
elapsed time. The big data is characterised by 5 V’s: Volume, Velocity, Veracity,
Varity and Value. Traditionally computation was done on single processor but later
on distributed environment has evolved which allowed to distribute computing task
on multiple processors. With the technological and growth in communication tech-
nology, humans are generating data in large volume. Gadgets are becoming smart
day by day, inbuilt sensors are generating data at very fast pace. Organizations and
researchers are using this data set to extract knowledge out of it to gain competi-
tive advantages over the competitors. Volume of big data can easily understood with
the figures provided by facebook that 600 TB of data is generated daily and data
warehouse of facebook has experienced 3 times growth in the volume of the data
stored, 300 h video is uploaded to You Tube every minute and on Instagram user
uploads approx. 21600 photos every day. In total social media, IoT and other sources
of data are generating approximately 2.5 Exabyte of data. Due to low cost storage
technologies, powerful multicore processors, high speed networks has big data ana-
lytics possible and efficient. Many cloud service providers have started providing
Hadoop as a Platform, Data as a Service, analytics as a Service, HBase, Big Query
and Prediction API.
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Seeing the importance of Big Data Analytics after predictionmade on the bases of
twitter data in US presidential election, Big Data Analytics suddenly got the impor-
tance worldwide, also French Presidential election andManchester attack prediction
too proved the importance of Big Data Analytics. Government of different countries
have started funding projects on Big Data Analytics. Big data can be categorized
into: Structured Data, Unstructured Data and Semi Structured Data

Structured Data:

Structured data has well defined structure and can be organized pre-defined format.
Databases are the example of structured data. Structured Data requirement of ACID
properties (Atomicity, Consistency, Isolation and Durability)

Unstructured Data:

Unstructured data do not have any format or structure. Text, docs, video are the
example of unstructuredData.Unstructured data has a requirement ofBASEproperty
(Basically Available, Soft, and Eventual consistency)

Semi Structured Data:

Semi Structured Data does not contain any formal format like structured data, but it
follows certain semantics, tags or marker. JSON and XML are the example of semi
structured Data.

Semi Structured Data

<?xml version=“1.0” encoding=“UTF-8”?>
-<note>
<to> Engineer</to>
<from> Manager</from>
<heading> Reminder</heading>
<body> Don’t forget to follow deadline!</body>
</note>

Apache Hadoop project was the result of Google MapReduce and Google File Sys-
tem paper is a standout amongst the most famous flexible, open sourced frameworks
for large scale computation on the commodity hardware. There are to core compo-
nents associated with Hadoop–HDFS(Hadoop Distributed File System) andMapRe-
duce. There are other projects like Pig, Hive, Hbase, Flume, Oozie and Sqoop etc.
based around Hadoop platform are all together referred as “Hadoop Ecosystem” The
hadoop distributed file system (HDFS) stores data on the commodity hardware clus-
ter. Hadoop uses two types of nodes for storing the data. NameNode is used to store
metadata of the data and DataNode stores the actual data which is replicated three
times on the clusters. For reading a data from HDFS firstly NameNode is referred
and then information about the blocks used to store the data is fetched. MapReduce
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distributed the tasks on multiple nodes in the cluster, it works as a unix pipeline.
It takes care of automatic parallelism and distribution of task, it also take care of
automatic re-execution of task on failure. It also handles all the housekeeping task
from developer, the developer only have to write code rest is taken care by MapRe-
duce. Hadoop has become kernal for distributed operating system for big data. The
component of hadoop ecosystem, ZooKeeper maintains status information, configu-
ration information and location information as coordination data across the nodes for
reliable messaging. HBASE is another open source project of Hadoop Ecosystem,
it is inspired from Google Big Table supports Non-relational, distributed database
developed in Java. HBASE hasMaster Server which assigns regions to region servers
and monitors the health of region servers, which handles client read/write requests.
Flume—Data Integration Framework is a distributed data collection service. It can
help user in collection, integrating and moving huge volume of data and has fault tol-
erant features and recovery mechanism. It support all available data formats. Sqoop
provides easy import/export of parallel databases. Sqoop is suit of tools that connect
Hadoop and database systems for deep analysis. It also export MapReduce results to
end-users, it also have ability to import data from SQL databases to Hive data ware-
house. Tedious user-side code can be generated automatically and act as interface
between SQL and Hadoop.

Pig and Hive are the analytical languages part of the Hadoop Ecosystem. Hive
is the SQL like interface to Hadoop. It allows to query data warehouse using SQL
queries for the users not compatible or comfortable in writing code in Java. Pig Latin
is a high level scripting language supported by Hadoop. It processes data one step at
a time, very easy to understand and debug. Oozie—Job Workflow and Scheduling
is a web application for workflow scheduler for Hadoop. Oozie cascades jobs and
allows to restart from the failure. Hue is a web console for Hadoop, it is platform
custom application. Mahout is a machine learning tool having inbuilt distributed
and scalable machine learning algorithms for building intelligent applications. It has
inbuilt functions for data mining operations.

4.2 Related Work and Motivation

Twitter mining becomes prominence for researchers and agencies using the data and
its analysis with respect to their individual domains [37]. For example, healthcare
sector uses twitter feed to analyze the outbreak of influenza and other communicable
diseases for better handling. Moreover, the analysis of political campaigns on social
media to judge the mood of the mob is also prevalent. The tone of hashtags being
used can shed some light upon whether government policies are being well received
attributing the hashtag to either positive, negative or neutral [18]. The Twitter data
comes alongwith annotations such as geo-locations, emoticons, images and the other
tags to signify the author’s mood. All these factors lead to better analysis of the data
set, which ultimately lead to precise results.
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Sentiment analysis, linguistic analysis, network analysis, content analysis and
many other simplistic models are considered popular methods for social media data
analysis. In [6] location of the tweet user is estimated by analysing the content of
the tweet posted by users in discussion based on the same topic. The probabilis-
tic estimation is used and probable cities are identified and accuracy is calculated.
Cheng [10] proposed probabilistic framework for predicting location of user which
is purely content based in absence of geospatial data, no IP address, private login
information is needed. The proposedmethod identifies words in tweets having strong
geographical relevance. In their work, lattice based neighbourhood smoothingmodel
for refinement of result. Davis [11] proposed the concept of relationship between
following-follower to trap the location of location less tweets. Gelernter [14] pro-
posed the approach of geo-parsing the microtext for determining the location of the
user. The problem with approach was that it can only predict the location of the user
having proper noun in the text. Hecht [19] has used location information provided by
user in their profile, which is not the effective method because most of the time infor-
mation provided by the user is not accurate. Mahmud [30] has proposed algorithm
which can easily infer the home location of user, the algorithm can easily find city,
state and geographic region of the user using the content of tweet and behaviour of
user while tweeting. The proposed algorithm uses statistical and heuristic classifiers
for location prediction.

Zhang [40] has used supervised machine learning to weigh fields of metadata
associated with twitter message and used feature of world gazetteer. This method
works efficiently when geolocation is enabled on the devices used to tweet. Khan-
walkar [26] has presented the approach that uses frequency of user for tweeting to
collate multilingual tweets into a documents and location-entity clustering.

ChenH. et al. in their special issue for business intelligence research [8] suggested
the current progress focusing on the present research areas in the fields of big data
analytics suggesting thebig impact on the industries frombigdata.TheMISQuarterly
Special Issue is intended to serve as the platform for the Information systems in the
fields of BI&A using the emerging Big Data and Prediction analytics presenting the
“best of best” research with high research quality displaying the real world problems.

Auley and Leskovec in their research on Hidden Factors and Hidden topics ben-
efited in providing the database to carry out the analysis and prove the results. Also
their research publication “Understanding Rating Dimensions with the Review text”
benefitted in understanding the review text from the amazon review database taken
under consideration for recommending the products in reference to the customer
reviews and satisfaction feedback by them. The authors have successfully com-
bined the latent rating dimensions that are usually tough to interpret with the latent
review topics for the purpose of latent-factor recommender systems using learning
by topic models like LDA. Furthermore their approach is more accurate in predict-
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ing the product ratings through the review text by the feedback by the customers.
Further highlighted different algorithms used in predictive analytics impressively
presented in their Oracle White Paper (2010), “Predictive Analytics: Bringing Tools
To the Data”. Focusing on predictive analytics and proposing the better classifica-
tion approach for predictive analytics. It efficiently describes the predictive models,
descriptive models and the Decision models. However, different functionality i.e.
Classification, Regression, Anomaly Detection, Attribute Importance, Association
Rules, Clustering and Feature Extraction are described for different algorithms they
use and their applicability. These have been very helpful in applying the application
area in the dissertation work.

Aggarwal C. et al. have focused on association rules, clustering and market bas-
ket analysis in their publication, “Finding Localized Associations in Market Basket
Data” have propounded in discovering localized associations in data segments using
clustering. They are more concerned about the customer patterns instead of their
aggregate behaviour and have proved that localized associations are more efficient in
case of customer patterns for calculating the market basket data. The clustered item
set and the aggregate item set are compared to find important correlations in data.
Their algorithm is able to find a significant percentage of item sets beyond a random
partition of the transactions. The applicability for their research takes into account
the target marketing applications.

Another application of predictive analytics is being proposed by Ravi V.,
Kurniawan et al. in their research publication “Soft Computing system for Bank Per-
formance Prediction”(2007). As the title suggests, they covered the efficient bank
performance prediction application through an ensemble system with contributing
models as- multi-layered feed forward network trained by back propagation (MLFF-
BP), Radial Basis Neural Network (RBNN), Probalistic Neural Network (PNN),
fuzzy rule based classifier. An independent production set is used to validate the
results and a tenfold-cross-validation is performed on the training set. The ensemble
is proved to be more efficient in Ph.D. thesis submitted in Florida State University,
“Predicting poor bank profitability: a comparison of neural network, discriminant
analysis and professional human judgement”.

“An ensemble for Neural Networks for weather forecasting”, by Maqsood I. et al.
describes the ensembles constituting the Artificial Neural Networks(ANN) and the
learning algorithms for efficient weather forecasting. The performance of the pro-
posedmodel compared withMLPN, ERNN, RBFM, HFMpredictive models and the
regression techniques. The temperature, wind speed and relative humidity are used
as the variables considered to train the training set and for the seasons spring, winter,
summer and fall, a 24-h ahead weather forecast is predicted. Hence, the performance
and the reliability of the 7 models are evaluated to prove that RBFN is slightly more
accurate than HFM for weather forecasting. The research gives a very significant
insight of various soft computing techniques in real life applications that helped in
understanding the objective of the dissertation work.
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The soft computing techniques in the medical application were is studied and
proposed by Pratap A. et al. in their research publication entitled “Soft Computing
Models for PredictiveGradingofChildhoodAutism—AComparativeStudy” (2014).
The article propounded by them covers the performance of soft computingmodels for
assigning grades in identifying childhood autism facilitating the predictive analytics
using soft computing techniques in medical applications. The results displays that
acceptable prediction accuracy is achieved using the soft computing techniques in
autism grading that faces primarily the challenges of uncertainty and imprecision.

Acampora G andCosmaGeorgina in their research publication entitled “AHybrid
Computational Intelligence Approach for Efficiently Evaluating the Customer Sen-
timents in E-Commerce Reviews”, 2014 is taken as one of the base papers for
this dissertation. It has been very helpful in understanding the customer sentiments
for imparting computing intelligence and hence, performing business intelligence
through predictive analytics. The authors propounds a very innovative framework
for analyzing the customer’s textual reviews efficiently to extract their sentiments,
compute the corresponding numerical ratings for the products in order to benefit the
companies to accordingly plan their future activities and business endeavors.

Daoudi, M. et al. in their research on MapReduce and Big data successfully pro-
pounded parallel differential evolution clustering algorithm. It has been very helpful
in designing the algorithm for this dissertation. The paper entitles “Parallel Differ-
ential Evolution Algorithm based on MapReduce”, 2014 successfully implemented
the differential evolution clustering algorithm usingMapReduce in order to deal effi-
ciently optimize the results for Big data [16]. Gene expression analysis is performed
by the authors such the algorithm implemented on 3 levels consists of the DE opera-
tions at each level. It is observed to provide accurate and stable results in comparison
with K-means and the PSO MapReduce.

Karwa S. and Chatterjee N. in their research “Discrete Differential Evolution for
Text Summarization”, 2014, majorly helped in designing the objective function for
the dissertation such the optimized review text analysis can be done. The research
by the authors proposes a modified version of DE and propounds Discrete DE for
the text summarization applications. It has been observed a 95.5% improvement in
time with discrete DE in comparison to the conventional DE methods.

Abuobieda A. et al. propounded in their research publication entitled “Differential
Evolution Cluster-based Text Summarization Methods”, the differential evolution to
optimize the data clustering and perform efficient text summaries.

Coletta L.F.S. et al. in their research on twitter text sentiment analysis facilitated
the dissertation work with the data preparation of the amazon review dataset through
their publication entitled “Combining Classification and Clustering for Tweet Senti-
ment analysis”, 2014. The authors performed sentiment analysis on tweets categoriz-
ing them as positive or negative using traditional classifiers Naïve Bayes, Maximum
Entropy and SVM. The resulting classifier propounded is observed to be competitive
with the best results found in the literature.
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4.2.1 Problem Formulation and Research Methodology

The following Fig. 4.1. describes the research methodology adopted.
To fetch the data from twitter we used apache flume, apache flume is used to

inject unstructured data into HDFS. It has a flexible structure and reliable for the
services like aggregating, moving and storing unstructured data. We store the data
in HDFS which is in JSON format by default. Further to read the all the fields, we
used map-reduce, JSON SerDe (Serializer/Deserializer) to read JSON data. In this,
we are storing data in hdfs from twitter by using apache flume, reading the data and
after map-reduce, storing the result again in hdfs.

Twitter is a micro blogging website used by people all over the world to broadcast
or receive messages. 140 character long messages are known as tweet, which is used
to analyze the different patterns, finding trends and prediction. Twitter is used world-
wide for finding interesting people, as unlike other social networking sites, twitter
does not require agreement from other side to get connected. It is also great platform
form breaking news, because it has been observed that news outbreak is faster on
tweeter than any other mode of communications.

The internal format or structure of tweet is the major source of information which
reveals lots of hidden information. The information associated with each tweet is as
follows:

Fig. 4.1 Research methodology
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1.  Id :  it is a unique identifier for each tweet 
            "id": 831569219296882008, 
2. Actor:  it is user who has tweeted,   it contains metadata about us-
er. 

“actor”
{ 
objectType”: “person”
“id”:  
“link” :
“displayName”:
“postedTime”:
“image”:
“summary”:
“links”:
“friendsCount”:
“followersCount”:
“listedCount”:
“statusesCount”:
“twitterTimeZone”:
“verified”:
“utcoffset”:
“preferredUsername”:
“languages”:
“location”:
“favoiritesCount”:
} 
3.  Verb :  defines type of action by user like, “post”, “share” or “de-
lete”

“verb”:  “post”
4. Generator :  defines utility used to post the tweet.  There are two 
subfield “displayName” and “link” which defines source application used 
to generate tweet. 
“generator”:

{ 
“displayName”: “Twitter for Android”,
“link”:”http:\/\/twitter.com\/download\/android”

} 

5. Provider: defines provider of the activity.  “service”, “displayName” and 
“link”   subfield specifies objectType, name of the provider and link to the 
website of the provider: 
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“provider”:
{ 

“obectType”: “service”,
“displayName”: “Twitter”,
“link”: “http:\/\/www.twitter.com”

} 
6. inReply To:   provides link to tweet in which reference tweet has been
done. 
“inReplyTo”:
{ 

“link”; “http:\/\/twitter,com\/statuses\/3243435354565”
} 
7. location : represent information about the place where tweet is created.
“location”
{ 

“objectType”:      , 
“displayName”:     ,
“name”:     ,
“country_code”:       ,
“twitter_country_code”:     ,
“link”:     ,
“geo”:    ,
“twitter_place_type”:    
},
8. geo :   points to location of tweet generated 
“geo”:
{ 

“type” : “Points”,
“coordinates”:
[ 
     ----------------, 
   ----------------, 
] 
} 
9. twitter_entities :   this contains list of urls, hashtags  
“twitter_entities”:
{ 
“hashtags”:[
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{ 
} 
{ 
} 
“urls”:[
{ 
} 
“user_mentions”:[
{ 
} 
“media”:[
{ 
} 
10. twitter_extended_entities :  this object refers to multiple images and
their attributes associated with the tweets. 
11. Body:   this object carries actual tweet text. 

“body”: “hello , I am testing tweeter.”
12. objectType:  for first time tweet it will contain “note” object and for
retweet, it will contain “activity”
13. object:   defines tween being posted or shared. 
14. postedTime – defines the time tweet was posted 

The MapReduce programming framework is employed to process the twitter data.
The core of Hadoop framework is the MapReduce programming paradigm. Orig-
inally, MapReduce was developed by Google to enhance the parallel processing.
Through the MapReduce framework a huge amounts of data can be processed in
parallel. Data is processed individually through large Hadoop clusters, and finally
aggregated to give the final result. The data can be both Structured as well as Unstruc-
tured. The Hadoop framework also consists of the Hadoop file system, which pop-
ularly known as HDFS. The HDFS is a distributed portable file system. Its cluster
consists of a Namenode and a Datanode. The Namenode manages the file system
metadata, whereas the Datanode stores the actual data. The advantage of the HDFS
file system is its ability to store huge amounts of data in blocks across different
machines in a large cluster on cheap commodity hardware. The reliability and secu-
rity of data is maintained by replicating data across multiple hosts. Typically, the
MapReduce consists of two individual tasks, namely the Map phase and the Reduce
phase. The MapReduce architecture consists of Master/slave architecture. Master
node consists of a Job tracker and a Task tracker. EachMaster node controls the mul-
tiple slave nodes, where each of them comprises of a Task tracker. In theMapReduce
programming paradigm, the job splits the input data into blocks. In the map phase
these chunks of data are processed individually in a parallel manner, wherein themap
task is executed on each chunk of data individually. Subsequent, the outputs from
the map phase sorted and fed as inputs to the reduce phase. Usually, the master node
is fed with a large set of data along with the problem; it chopped the problem into
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smaller sub problems and doles them out to the worker nodes. In the reduce phase,
the outputs gathered from the map phase are fed to the reduce tasks. TheMaster node
takes the answers to the sub problems and combines them as defined by the Hadoop
framework to eventually provide the final output which represents the answer to the
original problem. Inputs and outputs to the MapReduce phase work as <Key, Value>
pairs, thus the MapReduce framework views any input to the job as a set of <key,
value> pairs and similarly any outputs are also constructed as a set of <key, value>
pairs even they may be of different types.

The input and output types of a MapReduce job are as follows:

(Input) <k1, v1> map <k2, v2> combine <k2, v2> reduce 
<k3,v3> (output)

The MapReduce Job’s function is to control the execution through two major
functions as follows. First, it chops the dataset into independent blocks. Secondly,
it facilitates parallel processing. All the intermediate values are grouped together
based on a common output key and are passed onto the reducer class which further
performs the aggregation function. The actual execution is done by the Task tracker
by treating each Mapper/Reducer task as a child process of separate JVM. Both the
input and output to the MapReduce paradigm is stored in the HDFS.

4.3 Implementation Steps

1. By using apache flume we first fetched the data and stored it into HDFS. After-
ward, a preprocessing of the data was performed by: (i) removing all the hash-
tags, while keeping only the hashtags’ text, (ii) remove all the non-letter symbols,
punctuations, and http links, and (iii) replace the two identical letters by a single
letter for example “verrrryyy” was replaced by “very”, while keeping words such
as “too” as they were.

2. After the pre-processing step, data analysis was performed to find out the fol-
lowing:

(1) Trending tweets from the January 2017 to September 2017.The prominent
themes that emerged from the data setwere political and international affairs,
economic and social affairs (for exampleManKiBat:which is an Indian radio
programme hosted by the prime minister of India, where he addresses the
people of the nation), sports (for example Dalit which is a traditional Indian
caste system), entertainment, technology, health and wellness, cultural and
religious festivals, crime and punishment. The most significant ten words
in each group from the prominent themes are depicted in Table 4.1.

(2) Trending tweets depending upon the geolocation. For this we divide India
depending upon the region that is North India, West India, South India, East
India, Central India, Northeast India. Various states which were covered
into these regions are depicted in Table 4.2.
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Table 4.1 Words from prominent themes

Group Significant words

Political and international affairs Government, ministerial, party, political, diplomatic,
legislative, administrative, governance, embassy, consulates,
decision making, political action, security

Economic and social affairs Demonetization, black money, population, census, hike,
jobs, pensioners, power, entrepreneurs, tax, unemployed,
MannKiBaat

Sports Sports, cricket, football, wickets, athlete, hockey, tennis,
athletics, motorsport, races. World T20, Dalit

Entertainment Movie, latest release, theater, art. concert, literature, music,
leisure, architecture, hotel, catering, gardens, parks

Technology Robotics, biometrics, sensor, artificial intelligence, computer
games, hardware, software, aircraft, space, aeronautical,
satellite

Healthcare and wellness Nutrition, weight loss, health, medical insurance, diet,
fitness, doctors, hospital, disease, precautions, treatment,
examine

Cultural and religious festivals Religious, god, temple, worship, festive mood

Crime and punishment IPC, arrested, crime, guilty, death, custodial, juvenile, stolen,
raped, murdered, corruption

Table 4.2 Words from prominent themes

Region States covered

North India Haryana, Himachal Pradesh, Jammu and Kashmir, Punjab, Rajasthan Uttar
Pradesh, Uttrakhand

West India Goa, Gujarat, Maharashtra

South India Andhra Pradesh, Karnataka, Kerala, Tamil Nadu, Telangana

East India Bihar, Jharkhand, Orissa, West Bengal

Central India Chhatisgarh, Madhya Pradesh

3. In map reduce, firstly we read the complete data line by line. After that, we
created the objects according to our requirement.

4. Approaches to extract geo-location information from the tweets. There are mul-
tiple approaches used to extract geo-spatial location from the tweets. General
approaches used are:

1. Extraction of Geo-Spatial Meta Data associated with tweets. This approach
is used only when geo-location is enabled on the device used for tweeting.

2. Content-Based approach in which machine learning algorithm is used to
analyze the tweet text and based on the content user location is estimated.

3. Extraction of location from the profile of user location field.
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From the above approaches if device of the user is not geo-spatial location enabled
approach second and 3rd are used, otherwise first approach proves to be more effec-
tive and accurate.
Mapper Algorithm
#Hash tag Extraction:

1. class Hashtags {
2. private String text;
3. private List <Integer> indices;
4. public String getText() {
5. return text;
6. }
7. public void setText(String text) {
8. this.text = text;
9. }
10. public List <Integer> getIndices() {
11. return indices;
12. }
13. public void setIndices(List <Integer> indices) {
14. this.indices = indices;
15. }
16. }

Geo location Extraction:

1. public class Geo {
2. private String type;
3. private List <Float> coordinates;
4. public String getType() {
5. return type;
6. }
7. public void setType(String type) {
8. this.type = type;
9. }
10. public List <Float> getCoordinates() {
11. return coordinates;
12. }
13. public void setCoordinates(List <Float> coordinates) {
14. this.coordinates = coordinates;
15. }
16. }

Mapper and Reducer Algorithm

1. Determine geolocation in terms of latitude and longitude by usingMyGeoPosi-
tion andCompose search string: geocode: latitude, longitude, radius, searchterm

2. Assume N is the number of tweets
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Fig. 4.2 Percentage of tweets in each month

3. String a[8][], where a[i][] array of strings representing group i
4. c[8] represents the number of tweets belonging to group i = c[i]
5. p[8] represents the tweets belonging to group i = p[i]
6. for i=1 to N
7. for j=1 to 8
8. if(tweet[i] has any word in a[j][]
9. c[j]++
10. End for
11. End for

Reducer Algorithm:

1. For i=1 to 8
2. Calculate the percentage of tweet belongs to category i
3. End for

In Figs. 4.2 and 4.3 x axis represents the months and the regions while y axis
represents percentage of the tweets belongs to each category. From the Fig. 4.3 it can
be interpreted that political and international affairs was the most discussed topic in
the month of August while least in February. Economic and social affairs were the
trending topic in the month of March while least in the month of January.

Similarly from the Fig. 4.3. it can be interpreted that North Indians discuss crime
and punishment the most while culture and religious affairs the least. While South
Indians largely discuss about technology, political and international affairs while
least interested in sports.

However, some limitations of the proposed approach are addressed as follows,
which can be considered in the future:
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Fig. 4.3 Percentage of tweets regionally

• The used Pseudo-Distributed hadoop cluster mode is hadoop daemons run on the
local machine.

• Sentiment analysis is another popular tool used to infernetizens opinions about
events, policies, product offerings and other entities. Social media portal users
react to events and product launches expressing their personal opinion about them.
Twitter allows only a 140-character long Tweet. Thus, themessages are short, crisp
and to the point. Opinion mining techniques can be applied to data set.

• Querying twitter based on geocoded data is not the perfect method because each
tweet specific location can be trapped only if twitter user has location enabled for
tweets; this parameter is by default set to disabled.
For getting geolocation of the tweet user has to set location enabled for tweets,
if it is disabled the next thing done by twitter is to fetch the “from” data from
the profile of the user. If location is enabled on the mobile device and user moves
from one place to another while tweeting its GPS coordinates are trapped, but
if location is not enabled and from data from the profile of the user may not be
accurate information. The user can be citizen of one country and at the time of
posting tweet he/she may be in some another country, this is a noise in the data.
Although this prevents privacy of user but at the same time induce gaps in the
available data also many people do not have location enabled phone, their tweets
appear via any publicly accessible twitter location search method.

• Many people across the world do not have access to digital technology or theymay
not be interested in taking part on any discussion on twitter, therefore they are not
the part of data. These portions of population are excluded from the available data.
Even the population having access to digital technology and geo location enabled
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devices, there are few users who take active part where as some are only interested
in reading tweets.

4.4 Conclusions

In this chapter we have found the trending tweets from January 2017 to September
2017 depending upon the eight prominent themes that emerged from the data set and
trending tweets depending upon the geolocation. For this we divide India depending
upon the region that is North India, West India, South India, East India, Central
India, Northeast India. The generated data from these social sources is real time
and includes information about author’s daily activities, feelings and emotions. The
messages often include images, geo-locations and many other annotations. This vast
data repository provides researchers with opportunities to study the individuals’
behavior/emotions that subject to different conditions.
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Chapter 5
A Survey on the Scalability
of Recommender Systems for Social
Networks

C. Sardianos, N. Tsirakis and I. Varlamis

Abstract It is typical among online social networks’ users to share their status,
activity and other information with fellow users, to interact on the information shared
by others and to express their trust or interest for each other. The result is a rich
information repositorywhich can be used to improve the user experience and increase
their engagement if handledproperly. In order to create a personalizeduser experience
in social networks, we need data management solutions that scale well on the huge
amounts of information generated on adaily basis. The social information of anonline
social network can be useful both for improving content personalization but also for
allowing existing algorithms to scale to huge datasets. All current real-world large-
scale recommender systems have invested on scalable distributed database systems
for data storage and parallel and distributed algorithms for finding recommendations.
This chapter, focuses on collaborative filtering algorithms for recommender systems,
briefly explains how they work and what their limitations are.

Keywords Collaborative filtering · Recommender systems · Scalability
High-performance

5.1 Introduction

A social network is a platform that facilitates individuals, connected through social
relations, such as family, friends, and colleagues [1, 2] to communicate with each
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Fig. 5.1 Components of the
Recommender Systems

other. When social networks expand at world-scale, as it is the case with the most
popular social networking sites and applications (e.g. Facebook, YouTube, Insta-
gram, Twitter etc.), the supporting software and hardware must scale too, in order to
support the millions of users. According to [3], scalable computing systems main-
tain consistent performance under an expanded workload. Referring to scalability in
social networks, we expect no compromise on performance from a social network
and also expect a standard level of latency, without significant changes, no matter
how its provision changes as new users are connecting or new content is being added.

Undoubtedly, the continued and differentiated expansion of social networks has
changed the way in which users communicate and interact with each other. There are
now more ways to exchange ideas, share opinions and learn in collaboration. In the
same time, the need for new features in social networking applications, which will
allow user to follow this expansion and delve with the increasing information, has
emerged. Trying to meet this need, Recommender Systems have come to provide a
solution and there are many techniques that have been used for different approaches
to this problem. Such systems become integral parts of most social networking appli-
cations, takes advantage of the stated or implicit preferences of users, the additional
information concerning their interaction with other users and the content they access
or share, and makes suggestions for new content, contacts or actions. They usually
act as systems trying to predict the user’s score for any potential item [4] or the user’s
opinion based on some item aspects.

As depicted in Fig. 5.1, the main components of a recommender system are:

• Data Collection and Processing: This is the task for the collection of data which
most of the times are large.

• FeatureGeneration andSelection: In this task algorithms are responsible for feature
generation and selection that can be performed either pre-calculate these features
or dynamically generates them.

• UserFeedback and Input: In this task the user is invited through the system interface
to provide ratings for items in order to construct and improve his model.

• Recommender Model: This is the main part of any recommender that orchestrates
the recommendation algorithm with all the previous data that it gets.
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• Data post-processing: Data post-processing is used in many systems in order to
optimize any measure generated by the model.

• User Interface: This is the final step of any system and is the component where
the user interacts with the system.

Lately, the field of application of recommender systems has expanded in a wide
area of domains such as creating movie or music recommendations, suggesting
related news, finding useful scientific research papers, recommending possible social
connections or potential products users could be interested in buying. But the type
of domains recommender systems are used for are not limited to the above. There
have been developed many domain-specific RSs such as for finding experts based
on a query string and the domain characteristics [5], or potential researcher for col-
laborating with [6], even for supporting suggestions on loans etc. [7], or just simply
suggesting pages of interest in Twitter [8]. In general, RSs aim to solve the infor-
mation overload problem for the users of a social network by recommending items,
which can either be content, products, services or even other users. In general, the
input of the process for creating recommendations is a set of users U and a set of
items I, whilst the function f that represents their relation is:

f : U × I → R (5.1)

This means that the recommendation algorithm “rates” each user-to-item relation
with a predicted score that represents the interest of user u for item i, which in terms
is the rating that the system predicts the user would give to this item and is created in
one of the followingways: (i) by defining a similarity between the user profile and the
item, using their content information (e.g. description, stated preferences etc.), (ii)
by defining a similarity between user profiles and then using only users with similar
profiles to the target user to predict item ratings, (iii) by filtering out items of low
interest to the target user [9]. In the latter case, information filteringmethods are based
on user demographic information (demographic), the content of previously rated
items (content-based filtering [10]) or simply the ratings and the ratings provided
by other users, also referred as collaborative filtering [11] and are able to predict
unknown item-ratings for a user. Several combinations of more than one technique
from the aforementioned categories have also been proposed in the literature resulting
to hybrid recommender systems [12]. Based on the predicted ratings for the unseen
items, recommender systems create a set of items to be recommended to user.

The success of Recommender Systems is undoubtedly over the last ten years or
more, but any current real-world large-scale recommender has to consider two of
the main points of concern: The quality of the produced recommendations, which
is defined by the actual recommendation accuracy, and the scalability, which is lim-
ited by the computational cost to provide these recommendations [13]. Scalability is
a problem associated with recommendation algorithms (more often in collaborative
filtering techniques) because computation normally grows at a linear rate to users and
items [14]. A recommendation technique that can be efficient for a limited number of
users and items may fail to produce satisfactory recommendations when the volume
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of the data increases. In general, some of the most important characteristics of col-
laborative filtering are the ability to generate personalized recommendations based
on the user’s prior activity in the system, or the activity data of other users that seem
to have similar tastes to the given user and the ease of incorporation depending on the
selected approach. Collaborative filtering algorithms can be categorized into three
major types based on its functionality (Memory-based, Model-based and Hybrid),
that are fully analyzed in Sect. 5.2. While many recommender system algorithms
have been developed, unless the system can reach unusually high diversity, each
algorithm can face different types of problems. One of the main issues collaborative
filtering algorithms face these days is scalability and data management due to the
exponential growth of user data all over the web.

While product ratings can be found in many product review sites, another useful
information provided by social media is the social network information, user-level
interactions (likes/dislikes, comments etc.), that is a useful type of information for
improving RS predictions. This is based on the idea that a user’s circle of friends
directly affects the user’s ratings. When using this social information, we can use
friendship information alone, combine it with user provided ratings, or even filter
recommendations using social information. In the process of dealing with scalability
and time performance issues that recommender systems usually face, using user
profile information for computing user similarity and applying user clustering can be
a useful approach. Other approaches build on dimensionality reduction techniques in
order to reduce the problem complexity (e.g. Singular Value Decomposition-SVD).
When social and other information is added to item ratings the complexity of the
recommendation problem increases and scalability solutions have to be reconsidered.

This chapter focuses on collaborative filtering algorithms for recommender sys-
tems and surveys the various alternatives for processing huge and sparse rating
graphs, with or without external knowledge. The section that follows briefly illus-
trates the steps of the recommendation process and briefly describes the most widely
adopted techniques. Section 5.3 lists the open challenges for recommender systems.
Section 5.4 targets on the solutions that have been proposed in the literature for
handling recommendations over large data and more specifically in algorithms and
implementations that scale up to millions of users and items and billions of ratings.
The solutions fall into three main categories: i) those that focus on Factorization of
the user-to-item ratings’Matrix and propose parallel and distributed implementation,
ii) those that partition the huge set of ratings into clusters taking advantage of external
knowledge from the social network (e.g. user or item content similarity, social net-
work bonds etc.) and thus split the recommendation problem into smaller parts, iii)
hybrid methods that build mainly on external knowledge trying to boost the results
of the distributed Matrix Factorization methods. Finally, Sect. 5.5 summarizes the
chapter and highlights the future challenges in the field of recommender systems for
social networks.
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Fig. 5.2 Phases of
recommendation process

5.2 Recommendation Techniques

From a system-oriented perspective, the recommendation process takes as input a
collection of users and their ratings for a collection of items and produces a per-user
personalized set of recommended items. In order to achieve this, a recommender
system operates in three stages, which is depicted in Fig. 5.2 and detailed in the
following.
Information collection phase: In the first phase, the system collects any relevant
information about the users in order to create their profile. Depending on the type of
the system, this information must have a minimum size and detail so as the desired
model that will be used in the recommendation phase could be prepare. There are
systems with specific information collection protocols under which they use this
information in order to determine the current state of knowledge and support any
decision making for learning any available user profile information for all users
taking part in the recommendation process. The information used as input by Rec-
ommender Systems in order to prepare a full picture of their users. Such types are
either high quality explicit feedback, which includes explicit input by users regarding
their interest in items or implicit feedback by inferring user preferences indirectly
through observing user’s behavior [15].
Learning phase: In the second phase, the system feed the collected information to
a learning algorithm that filters and exploits users’ features/attributes that will better
serve in the recommendation phase. In other words, the system builds the model
which is actually an abstraction of the relationship between the items and users.
Prediction and Recommendation phase: This last phase predicts and/or recom-
mends what kind of items the user may prefer. This can be performed either directly,
based on the dataset collected in the first phase of information collection, which
results to the memory-based or model-based approaches or combined with data that
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refers to other user activities and preferences, which results to hybrid approaches
[12], which are all explained in the following section. The user reaction to the rec-
ommended items is continuously recorded and used as a feedback that improves the
recommender system performance over time.

In the case of Recommender Systems for Social Networks, the information pro-
vided within the social network serves for three main objectives: (a) improving the
quality of predictions and recommendations [16, 17], (b) proposing or generating
novel Recommender Systems [18, 19], and (c) elucidating the most significant rela-
tionships between social information and collaborative processes [20, 21].

There are three main kinds of recommendation techniques based on the infor-
mation employed for filtering out items of low interest to the target user, predict-
ing item ratings and producing recommendations [9, 22]: (i) Collaborative Filtering
techniques that mainly focus on the user-item ratings, (ii) Content-based Filtering
techniques that employ additional content for users and items and define several sim-
ilarity measures and matching models to produce recommendations and (iii) Hybrid
techniques that combine the merits of both worlds.

5.2.1 Content-Based Filtering

Content-based filtering is also referred to as cognitive filtering. In content-based
filtering techniques, an item is recommended to a user when similarity between
this item and the items user had already expressed his preference in the past is
high. More specifically, the recommendation is being made by comparing the items’
content description. The content of each item is represented as a set of descriptors or
keywords and the user profile is represented with the same keywords and is created
by examining the content of items which have been seen by the user in the past. In
order to use content-based filtering, the similarities for all items are being computed,
the items get ranked based on these similarities and the top-N ranked items are finally
get recommended to the target user.

5.2.2 Collaborative Filtering

Collaborative filtering (CF) is considered as one of the leading approaches for cre-
ating recommendations and that is why it is used by some of the largest commercial
platforms. The recognition of its usability is shown by the fact that many varia-
tions and techniques have been developed for this purpose. The basic idea behind
this technique is that a user provides his preferences in the form of ratings for the
available items, either implicitly or explicitly and a customer, who seemed to have
similar preferences in the past, would probably still have the same preferences. A
basic advantage of this kind of techniques is that there is a limited or no need for
semantic information in order to produce recommendations. This is the reason behind
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their popularity among major social network-based applications including Amazon,
Netflix, iTunes, IMDB etc.

Collaborative Filtering (CF) is based on user (or item) similarity [23] measured
over the users’ (or items’) rating information. The aim of CF systems [22] is to
predict users’ interest for items they have not yet reviewed, based on the ratings they
have provided for other items and the ratings of other users for all items. The items
with the highest predicted ratings are recommended to the user.

Collaborative Filtering systems can be categorized in two major categories: the
memory-based that search for the top-k similar users (i.e. users with similar ratings
on the commonly evaluated items) or items (i.e. items that have been rated similar
to the items preferred by the user) and use only this information to create their
recommendations and the model-based, which use all ratings to train a model for
predicting user’s preferences for an unseen item.

5.2.3 Hybrid Techniques

Hybrid techniques combinemore thanonefiltering strategies,which are implemented
as sub-components of the recommender system. This kind of techniques try to inte-
grate characteristics from collaborative filtering and content based techniques with
an ultimate goal of enhancing recommendation quality and overcome the disadvan-
tages of the single filtering techniques. Hybrid filtering is classified in six categories
(i) mixed hybrid (ii) weighted hybrid (iii) switching hybrid (iv) cascaded hybrid
(v) feature-combination hybrid and (vi) meta-level hybrid. One simple approach,
proposed by [24] is to create two sets of ranked recommendations (one with each
technique) and then combine them to produce one final list.

The success of deep learning networks in several application domains, also opened
a new research field for hybrid recommender systems, which feed the deep learning
networks bothwith rating and content information about users and items and improve
the quality of recommendations [25]. Although they better solve many several know
issues recommender systems face, such as the cold-start problem [26, 27] or the
ratings matrix sparsity [28], they still do not handle scalability issues [29].

5.3 The Challenges of Recommender Systems

Some of the most challenging issues Recommender systems face are scalability,
diversity and the long tail, sparsity and of course the cold-start problem. In addition,
content-based filtering faces the problem of content analysis in the cases where the
sets of items lack of a respectively sufficient set of features. This is justified by
the fact that the accuracy of the content-based filtering predictions depends on the
amount of information used for classifying the items. Finally, the combination of
collaborative filtering and content-based filtering approaches in an efficient way still
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remains an open issue in many hybrid filtering cases. Some major of the already
mentioned challenges are described in more details in the next subsections.

5.3.1 Cold-Start Problem

Cold-start problem is one of themajor issues for techniques like collaborative filtering
and content-based filtering [30]. During the learning stage of these methods, the
analysis of information derived by the user’s profile at the system, so in scenarios
where this information is provided directly by the user, the existence of users with
little to none info available is very common. Specifically in collaborative filtering,
the problem occurs when the system tries to predict the score of an item while this
item may not have been rated at all by any user. Of course the same issue occurs
when new items (and thus never rated before) are being added into the system, which
is also known as first-rater problem.

When a new user comes into the system, is very difficult for the recommender
system to produce prediction, since the user preferences is yet unknown and there are
no items in his history, so both collaborative and content-based filtering can hardly
compute any user similarity or create any content profile information respectively.
This kind of problems can be eliminated by using hybrid approaches, which are
presented in the techniques section, since each technique can be more tolerant to this
issue.

5.3.2 Data Sparsity

According to [11], some of the largest commercial sites use recommender systems in
order to provide recommendations over very large sets of products. When input data
(i.e. user-to-item ratings) are not sufficient for calculating user (or item) similarities
then we face the data sparsity issue. This constitutes a critical point in the process of
creating high accuracy recommendations which may consequently limit the overall
applicability of such systems especially in applications with large and sparse data
sources. In other words, the items that have not yet received any ratings from a
sufficient number of users, in the case of newly added items for example, can not
contribute to the recommendation process as they can not be recommended to any
user.

This issue occurs as a result of lack of enough information. Representing the
entities that participate in the recommendation process (users and items) as a matrix,
it is clear that when the data face the sparsity issue, any user vector that contains the
user’s ratings for all of the items, will contain more zeros. That means that looking
for the positions only of the rated items will produce a more compact format. This
in terms leads to reduced demand for memory processing resources.
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5.3.3 Synonymy

Word synonymy and polysemy are twomajor issues for many text mining algorithms
that depend on text similarity [31]. Consequently it affects content-based recom-
mender systems that rely on textual descriptions of items or user profiles in order
to find similarities. For example, a content-based recommender system is unable to
understand that the terms “scary movie” and “horror film” in the description of two
items have similar meaning, and fails to associate the two items.

The ambiguity introduced by synonymous and polysemous terms in descriptions
decreases the recommendation performance and must be considered. Latent seman-
tic analysis techniques [11] and knowledge-based methods are used to overcome the
synonymy problem and improve the content-based recommender systems’ perfor-
mance.

5.3.4 Attacks

The recommender system may be vulnerable to attacks that make it to recommend
items that otherwise wouldn’t be recommended. There are cases where users have the
ability to give recommendations on their own. This means that they can give positive
recommendations for their items or friends and also negative for competitor’s items
or friends. This normally shouldn’t be allowed. These are called shilling attacks [32].

There are some other attacks, where users exploit the recommendation mecha-
nism by creating fake profiles and providing false ratings to items in order to promote
items of their interest. These are called push attacks. Finally, there are attacks that are
called nuke attacks which try to make the recommendation algorithm nonfunctional
and thus, stop the recommendation process. Due to these kinds of threats, any pro-
duction level recommender system should be accompanied by some kind of security
mechanism against these attacks [33].

5.3.5 Privacy

Privacy plays an important role regardless of the system type. The concern on keep-
ing data private is to identify the limits between privacy and data access for creating
personalized modern applications. Of course, defining these limits is a difficult task,
as more data is needed for creating a more personalized profile. This is why these
limits are easily violated or ignored in recommendation techniques [34], while pro-
file data are gathered and processed. So privacy protection is a crucial point at the
process of the data by every recommender system for personalized systems. In order
to provide accurate and valuable recommendations, most techniques require using
as much information as possible about the user. Of course there are approaches
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that try to solve this problem. Randomized transformations of the user-item rating
matrix, preserve users’ differential privacy [35] without significantly degrading the
performance of collaborative filtering algorithms.

5.3.6 Explanation

Explanation, or interpretability of recommendations, is also a characteristic of rec-
ommender systems. An instinctive argumentation like “since you already like these
movies, you will also like this one as well” gets easily understood by the users, no
matter the precision of this statement [36]. Unfortunately, there are systems don’t
provide good explanations and sometimes are not inspiring users to trust the rec-
ommendations and increase their satisfaction. Explanations need to be considered
as a must in recommendation systems in order to help the user understand how the
systemworks and take part in the recommendations that aremade by giving feedback
where is needed. An easy way to provide good explanations is through A/B testing.
Satisfaction can also be measured indirectly, measuring user loyalty [37].

5.3.7 Stability

The stability problem occurs when the extent of changes in the recommendation
algorithm predictions grows. A stable recommender can make users trust more the
system as they will get consistent predictions, whereas a recommender that provides
predictions that change over time can confuse users. Stability can be measured if we
compare the predictions between two periods during which new ratings have added.
Several attempts discount the weight of older ratings by time, in order to reduce their
influence to the final recommendation [38] but again they do so at the risk of losing
information about permanent, long-term interests that are sporadically expressed.

5.3.8 Scalability

Scalability issues starts to existwhen the total number of users and items in the system
grows excessively, above the level that traditional Collaborative Filtering algorithms
reach their limits of performance. This is the point where the computational resources
needed for processing become extremely high to be practically used [11]. The prob-
lem can be solved with dimensionality reduction techniques, like SVD, that apply
several matrix factorization steps in order to produce good quality recommendations
with fewer resources, achieving high quality results with better scalability.

When additional information exists, such as user profile, social network infor-
mation etc., data partitioning can be applied to the original user-item rating matrix
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and parallel and distributed algorithms can be used to allow maximum scalability.
Nayebzadeh et al. proposed an improved version of Collaborative Filtering [39] to
deal with the disadvantage of cold-start problem. Their approach proposes the cre-
ation of a model that combines the user preferences as expressed for example in the
user profiles, the item acceptance which describes the estimation for a given item i
that will be rated with value k by the users, and the friend inference which describes
the relation of any given target user with his neighbors/friends based though on the
commonly rated items, and based on this probabilistic model try to predict the user’s’
ratings for the given items. Although the results of the experiments suggest that this
model can perform better or equal to the traditional CF, since the evaluation was
performed over a heuristic dataset, this needs to be tested to actual datasets of real
large-scale networks to verify the level of solution to the scalability problem.

More details about scalability and possible solutions are presented in the next
section.

5.4 Scalability of Recommender Systems for Social
Networks

The scalability of an information system is subject to the available resources, the
architecture it implements and the algorithms it employs. Similarly, the scalabil-
ity of a recommender system for social networks relies both on the resources that
are available and the system architecture that may allow for distributed or parallel
data management and processing, but also on the algorithms that are employed and
whether they can adapt to the scalable architecture or to large data sizes. In the former
case, parallel and distributed algorithms that must be designed, whereas in the latter
case, new algorithms that can achieve comparable performance without using all the
available data must be created.

Multimedia content is the second dimension input of recommendation engines
over the web after the user dimension. Especially after the prevalence of smartphones
that provide multiple ways of accessibility to different content, social media have
taken advantage of it and are continually try to provide recommendation based on
this different type of data. The challenges though are many. Multimedia data often
contains a lot of high-level semantic meanings. Moreover, the scale of data is big
with high growth rate, and this requires huge amount of computing resources. Finally,
when we referring to multimedia then we are talking about different kinds of content
like image, video, audio, text or combinations of them. The majority of techniques
in this area exploit high level metadata which is extracted from low level features
either in an automatic or a semi-automatic way. This data is compared with user
preferences at the end.
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5.4.1 Scalability and Data Management

Database Management Systems (DBMS) have a crucial role in social networking
applications, where a huge amount of data, produced and consumed at multiple,
geographically distinct locations, must be stored, retrieved and delivered efficiently.
Centralized Relational DBMSs are designed to provide guaranteed consistency but
can hardly scale-up to the requirements of worldwide social networks. These lim-
itations are the reason that popular social networks such as Facebook, and Twitter
have explored alternative Distributed and NoSQL data storage systems [40] such as
Cassandra [41], Megastore, PNUTS, Dynamo, MongoDB, COPS and SCADS [42].

Although RDBMSs are “not cloud friendly” due to the relationships and depen-
dencies among stored data, NoSQL databases can scale better even when running
on commodity hardware with increased fault-tolerance when using cloud infrastruc-
ture. However, they also face several challenges that relate to data partitioning and
replication [43, 44] and middleware solutions have been developed for this purpose.
For example, SPAR [45], a social partitioning and replication middle-ware, which
has been designed for supporting social networking applications. SPAR supports dif-
ferent data partition methods (both random and social graph based) and data-stores
(both Key-Value store - Cassandra and a relational database -MySQL) and allows
scalability, without restricting to a specific database implementation.

5.4.1.1 Data Partitioning

As addressed in [13], the problem of applying Collaborative Filtering to large
product-rating graphs is still an open and challenging issue. Collaborative Filter-
ing methods generate recommendations based on product-review information and
ratings history for users and products. In the core of their functionality, they need to
process a matrix, also represented as bipartite graph, which stores the user ratings for
the products. In practice, however these methods strangle to scale to large bipartite
graphs. In the following, we assume that both representations -matrix and bipartite
graph- are equivalent.

Over the past years, there has been a bulk of research interest regarding several
Collaborative Filtering techniques and data partitioning methods that allow existing
algorithms to scale up to a larger scale. The technique proposed in [13] predicts
the performance of Collaborative Filtering algorithms using the structural features
of the bipartite graphs and a machine learning approach in order to find the best
partitioning of the original graph. To this end, the authors employ graph partitioning
in order to split the original bipartite product-rating graph to smaller sub-graphs
and apply the Collaborative Filtering techniques in a parallel setup. With the use
of Lenskit Recommender library and Apache Spark [46], they are able to scale the
CF-based recommender to large-scale bipartite ratings graphs. In the partitioning
step, they take advantage of the undirected social graph, which contains friendship
relations between users in the social network. This graph is partitioned first and user
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partitions are created. Then the bipartite graph is split into sub-graphs by keeping in
each bipartite partition only the ratings provided by the users of the respective user
partition. In order to deliver good recommendations, the authors generate different
numbers of user partitions (and rating sub-graphs respectively) and then predict CF
performance in order to determine the best partitioning scheme. For CF performance
prediction, they consider additional (bipartite) graph structure metrics compared to
previous studies.

Many alternatives for partitioning the rating data and splitting the large CF task
to smaller tasks have been proposed in the literature. The proposed methods either
group users together based on their social connections [47], or cluster the items
together based on the ratings they share in common [48]. Finally, several methods
first merge the rating information with the user social network information and then
apply factorization techniques [49] or multi-way spectral clustering, using only the
top few eigenvectors and eigenvalues to partition the data [50].

5.4.1.2 Parallel and Distributed Algorithms

Since the volume of data from social networks keeps growing to huge levels andmany
state-of-the-art collaborative filtering algorithms struggle to keep upwith, it was clear
to the research community that parallel and distributed system techniques could be
utilized to deal with the data processing and solve scalability issues. Based on this
idea, a large number of researches have been published that describe implementations
of traditional collaborative filtering algorithms on parallel and distributed setups. In
this context, frameworks such as OpenMP, Pthreads and Java Threads for parallel
programming have been used for collaborative filtering [51]. Two of themost popular
distributed frameworks, Mahout [52] and Apache Spark [46] have been widely used
for high-volume data processing.

Based on the idea of distributed processing, authors in [53] proposed a Distributed
Partitioned Merge (DPM) model, which is a hybrid model for large social network
graphs processing. For the creation of their model they leverage the simplicity pro-
vided by Fork-Join programing and the scalability provided by Pregel framework.
As reported by the evaluation findings, DPM seems to outperform both Pregel and
Fork-Join in terms of recommendation time, but with aminor penalization in network
usage.

Another group of research has been focused on recommender systems in decen-
tralized, P2P environments. The peers of such networks can share profile and history
information only with peers having similar interests, thus reducing the load for the
recommender system and allowing a decentralized and scalable implementation [54].

The PipeCF algorithm [55, 56], has also been designed for P2P networks. The
algorithm first divides the original user database into buckets which are stored in
different peers and each is assigned an identifier in order to use this as a key when
needed. Then PipeCF uses the information from all users in the same bucket with the
active user to compute the predictions. The algorithm increases the weights for the
contributions of the most similar users (unanimous amplification) and decreases the
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weights for users that have rated many items (significance refinement) in a process
which is similar to TF/IDF weighting of terms in a text collection.

Authors in [57] created a model for predicting user to item relevance scores
proposing the use of buddy-tables, which are actually tables for storing the relevance
among items in ranked order (the information about the top-N relevant items). The
information of these tables “follows” each item and is available among the peers of a
P2P network. The buddy tables are implicitly used to create a kind of semantic layer
of information in order to cluster together similar multimedia files. Every time a user
starts a transaction (e.g. downloads a file), the buddy tables are updated keeping the
system up-to-date. With regard to the recommendation process, given a user profile
that we would like the system to create recommendation for, the buddy tables for this
user have to be downloaded and the relevance scores for every item in these tables
are calculated. Based on these calculations, the items that were “classified” in the
top-N suggestions return to the user in the form of recommended items. Simulation
experiments conducted on user logs from the Audioscrobbler community showed
promising results for this P2P recommendation technique.

Another approach on dealing with the sparsity and scalability problem of the
model-based Collaborative Filtering methods is the scalable clustering-based Col-
laborative Filtering (ACFSC), which focuses on reducing time complexity for the
neighborhood creation for dealing with scalability [58]. The minimized usage of
external data such as user profile and item metadata can maximize the adaptable
domain. In addition, the combination of rating and external data can help on solving
at some point the cold-start problem and the formation of better clusters by relocat-
ing users and items using the newly arrived ratings can increase the model coverage.
Based on these policies, their architecture consists of four steps. Initially, the cluster
model is created based on the user or item feature vectors. Based on this model,
the top-N selected items are recommended, depending on the user’s preferences. As
a third step, the users’ missing preferences caused by ratings matrix sparsity have
to be predicted using other users and items clusters. Finally, at the learning phase,
user and item feature vectors are learned to quantify the users’ and items’ qualitative
characteristic.

There are also some clustering based methods proposed that use similarities
between users and items to create clusters of users or items. Taking this further,
multi-dimensional clustering can be used to cluster metadata information like user
and item profile data and as a second step, the pruning of the created clusters is used
to calculate the weighted average of the neighbor scores as a prediction for the user
preference [59]. Another clustering based method proposed by Bellogin and Parapar
[60] who used N-cut graph clustering to produce clusters with high user similarity,
improving Collaborative Filtering performance but their approach lacks of coverage.
The main limitation of the clustering based approaches is the higher computational
cost for the cluster creation step than that for the Collaborative Filtering itself.
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5.4.2 Scalable and Incremental CF Algorithms

In a common real-life scenario, a recommender is given a i × j ratings matrix where
i and j is the number of Users and Items/Users/Products etc. respectively. and the
system has to predict the unknown elements of the matrix. However, when the rating
matrices are sparse, collaborativefiltering suffers fromnoise in similarity calculations
and results in poor recommendation quality. Latent factor analysismethods have been
proposed in this case, in order to discover underlying user and item correlation and
tackle the critical issue of similarity computational cost. In model-based approaches,
several techniques that use the rating matrix in order to train a prediction model
have been proposed, such as Principal Component Analysis (PCA), Latent Dirichlet
Analysis (LDA) and Singular Value Decomposition (SVD). As stated by [4], these
matrix factorization techniques are often preferred because they offer high accuracy
and scalability. Factorization of the user-item ratings matrix [61] has become a quite
popular solution for recommender systems after the Netflix prize competition, which
indicated the ability ofmatrix factorization technique to achieve higher accuracy than
the neighborhood-based techniques for creating item recommendations. In addition,
using matrix factorization techniques allowed the use not only of explicit but implicit
information as well.

The idea behind matrix factorization is the expression of both nodes of the system
(i.e. users and items) into feature vectors based on patterns (latent factors) recognized
in the edge list (i.e. user-to-item ratings). For the same reason, matrix factorization
has been employed in many latent factor models, where recommendations are based
on similarities computed over the generated item and user factors. Their ability to
model different real life data and to provide good predictionsmade themvery popular.

In order to achieve scalability in matrix factorization and keep the quality of
recommendations high, the proposed methods, use overlapping partitions or decom-
positions of the original matrix and external knowledge (e.g. from content or from
social networks) that decreases the sparsity of the original matrix. In a different
direction, incremental methods use only new ratings to (re-)train an existing model.

In [62] describe how Amazon uses topic diversification algorithms to improve
its recommendation. In more detail, the system that they present, uses collaborative
filtering method to overcome scalability issue by generating a table of similar items
offline through the use of item-to-item matrix. The system then recommends other
products which are similar online according to the users’ purchase history.

The idea of combining ratings and social network information has been revisited
in SoRec algorithm [63] resulting in a huge sparse matrix. This time probabilistic
matrix factorization has been applied in order to reduce the sparsity of the matrix.
A common shared latent factor that captures both user-item rating and users’ social
trust led to improved predictions.

An incremental learning approach has been introduced in [64], in order to rec-
ommend high-quality videos in real-time. The factorized matrix was updated using
implicit feedback from different user actions and item similarity considered addi-
tional factors, such as video type and duration. Finally, they propose the scalable
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implementation of their algorithm together with some optimizations to make the
recommendations more efficient and accurate, including the demographic filtering
and demographic training.

The use of incremental algorithms, can also improve the scalability of model-
based recommender systems, since only the newer information is used to train the
model. Luo et al. [65] used Regularized Matrix Factorization to create an incremen-
tal Recommender System. The Recommender System that they proposed creates an
initial model with the given parameters and allows their model to be incrementally
trained, meaning that their model is incrementally updated as new ratings arrive.
These kind of approaches provide real improvement of the quality of recommen-
dations solving partially the problem of sparsity of the rating matrices but actually
deteriorate the scalability issue.

In the compact latent factor model proposed in [66], the item-scoring function
was trained periodically, to reduce the training overhead. Authors introduced a buffer
mechanism to retrieve the data incrementally and compared to traditional learning,
achieved better scalability, since their model updated only when the number of data
instances in the current buffer is sufficient rather than each time a rating was added.

Finally, in [67] authors exploit the parallel computing platform and application
programming interface (API), known as CUDA, which improved the performance,
exploiting the graphics processing unit (GPU) capabilities in high processing and
propose aCUDAbasedmatrix factorization library calledCuMF that uses themethod
of alternate least squares (ALS) to implement matrix factorization in large-scale
datasets. This proposed method aims on increasing performance in both single and
multiple GPUs. Some key features are the leverage of the GPU memory structure
and hierarchy in order to provide easy access to sparse data and the minimization of
the communication costs by using data and model parallelism.

5.4.3 Scalability of Deep Learning Solutions
in Recommender Systems

Another way to confront, sparsity, cold-start, scalability and other issues is the use
of hybrid filtering. This approach involves the combination of different techniques
for creating recommendations, trying to improve the accuracy of the predictions [68,
69], while leveling out individual method weaknesses [70]. They can be classified
based on their operations into weighted hybrid, mixed hybrid, switching hybrid,
feature-combination hybrid, cascade hybrid, feature-augmented hybrid and meta-
level hybrid [71].

The rise of deep learning techniques also affected the recommender systems.
Towards this direction, Peska and Trojanova [72] used the visual descriptors of the
deep neural networks for creating item-based recommendations as an evaluation
scenario for creating a photo lineup assembling task. This is a great example of how



5 A Survey on the Scalability of Recommender Systems … 105

broad is the utility of deep learning and recommendation processes in wide areas of
research.

Many current researches on deep learning for recommendation systems address a
variety of potentials open for discussion. In this context, Smirnova and Vasile [73],
address the limitation of not using implicit information from the user profile, such
as the timestamp of a user-item transaction or the user’s inactivity time interval,
by the Recurrent Neural Networks. Based on this, authors propose a class of RNN,
called Contextual Recurrent Neural Networks (CRNNs), that uses the contextual
information of the network both in the input and output of the CRNN and rectifies
the behavior of the neural network in order to produce item predictions. Based on the
experimental results, using YooChoose dataset and a proprietary dataset consisted
by user browsing and purchasing activity on various e-commerces, this approach
can achieve noteworthy results against sequential and nonsequential state of the art
models.

Tackling the problem of boosting a recommender system’s performance, Chatzis
et al. [74] proposed the creation of amachine learningmodel that can derive hidden or
implicit information from the sparse user session data. This idea is typically based on
traditional RNNapproacheswhich define the state-of-the-art in this domain. Towards
the same direction, Zanotti et al. [75] collect and combine data frommultiple sources
such as user-item ratings, user-item reviews and item descriptive data in the effort of
forming rich distributed representations and enhancing this information in the classic
RNN systems. The further goal of this method is to try to boost the prediction of the
user to item actual score.

Basedon the experimental findings of the approachesmentioned above, all of these
enhancements can help recommender systems achieve better results with the use of
deep learning methods such as neural networks. Based on the survey of research on
deep learning and recommender systems, the pinpoint that need attention is that even
though there is plenty of research in deep learning for these kind of purposes andmany
approaches seem to outperform traditional techniques for providing higher results of
recommendations inmany cases, all these approachesmainly target on improving the
actual recommendation algorithm scores rather than solving the scalability issues.
In that sense, we consider that there is plenty of research interest towards this area
and the need for that seems necessary.

5.5 Conclusions

Dealing with the problem of creating real-life recommendations in large-scale and
sparse networks can be a challenging task both regarding scalability, data sparsity
and recommendation quality of course.

The major challenges in RS are the scalability, diversity and the long tail, sparsity
and the cold-start problem. In addition, content-based filtering faces the problem of
content analysis in the cases where the sets of items lack of a respectively sufficient
set of features. Finally another challenge is the combination of collaborative filtering
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and content-based filtering approaches in hybrid filtering cases. A solution about the
scalability and data management problem in CF-recommenders, can be the idea of
splitting the (social) graph into sub-graphs as long as the use of parallel anddistributed
algorithms. Matrix factorization is another solution for scalable and incremental CF-
algorithms. Finally away to confront, sparsity, cold-start, scalability and other related
problems is the use of hybrid filtering techniques especially based on deep learning.

Since many state-of-the-art collaborative filtering algorithms struggle to keep up
with the three main characteristics of big data, that could describe the current state
in many large scale social networks, Volume, Velocity, Variety -the also known as
three Vs- it was clear that parallel and distributed technologies could and would offer
potential solutions to some of these issues. In this context, many research works have
proposed the implementation of existing recommendations algorithmsonparallel and
distributed systems. Many modern recommender systems are based in partitioning
or clustering methods trying to deal with the scalability, but a trend in using parallel
and distributed systems is observed. Most of these approaches try to distribute the
data over a cluster or parallelize the classic collaborative filtering algorithms used in
traditional techniques to deal with the scalability problem.

The last fewyears the field of deep learning seems to gain a lot of research focusing
in the use of techniques like Recurrent Neural Networks for processing data and
creating very accurate recommendations. However, the main point of concern is that
although these methods outperform traditional approaches in many cases, still they
try to encounter the issues of sparsity and cold-start recommendations and not the
problem of scalability. Based on this, there seems to be plenty of open space for
research towards this direction.
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Chapter 6
Social Network Applications
for Education: The Case of College
Connect

A. L. Chapman, M. Lei and C. Greenhow

Abstract In this chapter, the design, implementation, benefits, and challenges of
using a Facebook application, College Connect, are presented. College Connect was
designed to address the persistent educational problemof college access in theUnited
States, part of which stems from students’ lack of social capital, the human and infor-
mation resources available to them in their social networks that can provide needed
information, such as how to apply to, enroll in, and pay for college. College Connect,
a social networking application which runs on Facebook, the parent platform, was
designed to help address this problem by creating a network visualization of each
student’s Facebook Friends network and showing the student who within the net-
work has college information in their Facebook profile. In this chapter, we explain
the theory and procedures that led to the design of the College Connect applica-
tion, the process of launching the application, and the benefits and challenges of
implementing it with adolescent students preparing for college.
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6.1 Introduction

In today’s rapidly-changing world, people from across the globe are increasingly
using social media for real-time information and connection in their everyday
lives. Nearly 2.5 billion people, one-third of the world’s population, use social net-
works, which cross geographical, cultural, and economic borders, numbers which
are expected to rise as the usage of bothmobile devices and social media growworld-
wide [1]. In the United States, a full 78% of the population has a profile on at least
one social networking site [1]. These social networking sites, including Facebook,
Twitter, Instagram, Snapchat, YouTube, and Pinterest, find broad engagement in per-
sonal, professional, political, and entertainment domains. Facebook is the world’s
most popular social network site, though Twitter has experienced a drastic growth
of users, which rose from 30 million active monthly users at the beginning of 2010
to 328 million active monthly users at the beginning of 2017 [1].

In this ever-increasing and diversifying social media space, individuals and com-
munities involved in education—students, parents, teachers, administrators, policy-
makers, and other stakeholders—must better understand the affordances and con-
straints of this space in order to use it to an educational advantage. Social media,
through online communities, communication tools, and a variety of modes andmeth-
ods of communication, presents many possibilities for education. Social media can
facilitate low-cost resource and information sharing, whichmay increase educational
opportunities regardless of geography, socioeconomic context, or other barriers to
educational resources.

Though the educational uses and potential of social media are considerable, edu-
cational applications that build on Facebook’s features and affordances are rare. This
chapter is concerned with the design, implementation, benefits, and challenges of
one such Facebook application, College Connect, which was created to facilitate
adolescents’ college knowledge and help-seeking. Teenagers’ development of col-
lege knowledge and help-seeking is important to advancing their college access, or
whether students are able to and intend to attend college. Historically, in the United
States, college access has varied among groups. In 1992, 42% of Whites, 35% of
African Americans, and 26% of Latinos attended a 4-year college or university [2].
The disparity in college enrollment has existed betweenWhite students and students
of color since the 1970s and has persisted into the newmillennium [3]. Differences in
college access have been attributed to socioeconomic status, but others have argued
that income alone does not account for this gap [4]. Parents and students who play the
“game of education,” behaving in ways that are considered desirable and legitimate,
have an advantage over those who do not [5, 6]. Therefore, a critical element of
accessing college is possessing and activating the knowledge of college in the way
that is determined by the dominant cultural group.

College knowledge includes, among other things, the process of applying to,
selecting, and enrolling in a college; of understanding and choosing how to pay
for college; and of understanding the academic and cultural differences between
high school and college [7]. In choosing a college and preparing to attend college,
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most students examine financial aid, standardized test and GPA requirements for
admission, a college’s graduation rate, and a college’s reputation [8]. However, this
information, and college knowledge more generally, is not always readily available
to all high school students who are interested in attending college, and students’
choices for schools may be based on incomplete information about their eligibility
[9]. Students who have fewer resources in their immediate physical networks often
are at a disadvantage in the college application and selection process [10]. Alter-
natively, social network sites have the potential to be effective information-seeking
channels due to their technical and social affordances, such as the ability to broadcast
content and aggregate one’s contacts.

Recent scholarship suggests that social networks can provide the space and tools
which help usersmore easily access resources that are not immediately apparent, par-
ticularly in the area of college access [11–13]. Although some research has examined
how youth seek information through social media use, little is known about students’
use of social media to develop college knowledge [14]. As adolescents are inclined
to seek out others to meet their need for information, investigating their social media
use regarding outreach to others in the college application process is an important
extension to the literature [15].

In the case presented in this chapter, we examine the design and implementation of
the College Connect application, which runs on the social media platform Facebook,
built for the purpose of addressing the aforementioned gap in access to college
knowledge among American high school students. The purpose of College Connect
was to allow users to visualize their Facebook network and to identify who in their
network has college knowledge. The application also has features through which
users can ask Friends in their network questions about college generally or about a
particular college more specifically. A design-based research approach guided this
project’s design and implementation efforts [16–18]. Design-based research helps
bridge the research-to-practice gap by drawing on established research methods with
the goal of informing not just the knowledge base but also improving educational
practices [18]. Reeves advocates four steps in the design-based research process:
(1) analyze the practical problem; (2) develop solutions; (3) implement the solution
in situ, building in evaluation and refinement in successive iterations; and (4) reflect
on findings to produce theoretical and practical insights [17]. In alignment with steps
1–3 of thismodel, this chapter describes the process undertaken to assess the problem
by reviewing selected, previous research on college knowledge, help-seeking, social
capital and social network sites, especially research which addresses the experiences
of high school students, our target users. Moreover, the designed solution, in the
form of an educational application built on Facebook is presented. From our testing
and evaluation of College Connect, we draw insights on its benefits and challenges
to inform future efforts.

In the following sections, we first seek to situate our work in the current land-
scape of relevant educational theory and research. Second, we present the design and
implementation of the College Connect application, including why it was designed
and the challenges of implementing that design as intended. Third, we conclude
by offering practical guidance and recommendations intended to inspire designers
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and researchers who seek to design similar applications, especially those targeting
adolescents and academic contexts.

6.2 Social Network Sites

TheCollege Connect applicationwas designed to run on the social network site Face-
book. Social network sites (SNS) are a form of social media, which differ from other
types of social media and virtual communities by relying on user-created content
and the links that users make with each other. Specifically, there are three hallmarks
of social network sites. First, social network sites have profiles unique to each user
which consist of user-supplied content, information provided by other users, and/or
data which is supplied by the system. Secondly, social network sites have public
connections which can be viewed and navigated by others. Thirdly, participants on
social network sites can consume, produce, and interact with user-created content
contributed by other users [19]. Interactions between users on social network sites
have been shown to increase and diversify the connections that users make, as well
as helping those users to create and sustain social ties [20, 21].

6.3 The Use of Social Network Sites in Education

Given the widespread and increasing use of social network sites, researchers have
begun to explore and evaluate their educational uses. Kert and Kert, for instance,
researched the use of social network sites by high school students and asked them
about their perceptions of whether social network sites could be useful for education
and learning [22]. This research showed that high school students often use social
network sites to keep in touchwith other similar-age peers, and that studentswhowere
surveyed felt itwouldbegood touse these sites for educational reasons.Another study
by Ekici and Kiyici showed that students who used social network site applications
for specific educational purposes were more academically successful than students
who did not have access to these socialmedia applications andwere educatedwithout
that technology [23].

In thinking about the educational uses of Facebook, Lin, Hou, Wang, and Chang
argued that Facebook shows great potential for use in education because of its struc-
ture for creating applications, communication tools, and interactive interface [24].
Another important aspect of Facebook is how common and frequently it is used by
high school students. A study by Cakir and Serkan Tan found that students spent
on average 15 hours per week on Facebook [25]. These authors concluded that the
educational use of applications built on social network sites was inevitable, as high
school students are familiar with these sites and frequent users of them. However,
recent work by Cakir and Tan, published in 2017, noted that of the first 10 applica-
tionswith themost active users on Facebook, 7 are games primarily for entertainment
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(e.g., Candy Crush Saga, Farmville, Angry Birds) and not for instruction. While the
educational potential for applications built on Facebook is substantial, the creation,
use, and evaluation of these applications has been rare in both educational research
and practice [25].

6.4 Theoretical Perspectives

In the case of the College Connect application, we drew upon social capital research
and theory from the field of sociology and the help-seeking literature from the field
of psychology to guide the design and study of the application. Critical to the help-
seeking literature is the identification of two types of help-seeking [26]. There is
executive help-seeking, when the seeker is looking for another person to solve a
problem. Alternatively, there is instrumental help-seeking when the seeker is asking
for help which would allow the seeker to solve the problem [26]. Help-seeking can
and should be seen as a sign of independence, but obstacles can preclude people from
seeking the help that they need. These barriers include fear of a loss of credit when
something goes well; the perception of a lack of competence; and a desire not to
appear helpless. Adolescents’ help-seeking processes are important to observe and
evaluate because the processes can influence major life choices and affect identity
development and later life experiences [27–29].

Social capital has been defined as the sum of resources available in one’s network
of relationships with other people [30]. Social capital can be generated by mutualis-
tic relationships involving reciprocity and mutually-adopted norms [31]. According
to Portes, some of the benefits of increased social capital are access to privileged
information and increased access to economic resources. Social capital has been
described as being distributed unequally among groups, particularly members of
minority groups [32]. For example, individuals from a lower social class who have
few connections would continue to propagate that lack of connections to future gen-
erations and be unable to acquire information for economic opportunities. This will
be addressed in more detail in this section.

Social capital for any given individual comes directly from relationshipswith other
people, and the nature of those relationshipsmakes others a resource to the individual
[31]. One example provided by Portes is the norm of “repaying one’s debts.” The
knowledge one has of another’s adherence to that norm becomes a resource which
can be used to lend money with the peace of mind that the borrower will repay the
loan. Moreover, social capital may also be seen as the sum of favors or obligations
owed, which may be settled at some undetermined time and in an undecided form,
also known as reciprocity exchanges [31]. Similar to the expectation of reciprocation,
enforceable trust can be a source of social capital, where behaviors are community-
enforced. For example, students may participate in class because of their fear of
social disapproval for being quiet; therefore, a teacher may use this resource to ask
more questions and build in more student-centered activities in the class. Moreover,
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people in the same situation tend to be supportive of others in the same situation,
which makes “bounded solidarity” another source of social capital [31].

Aside from the direct economic implications of social capital for students and
young adults (e.g., improved opportunities for job-seeking), social capital can affect
their college-going experiences. One part of many college applications, teacher rec-
ommendation letters, are produced through accessing social capital through reci-
procity exchanges. In high school, students are supposed to be active learners in
class, involved by asking questions, taking on challenges, and generally display-
ing interest for the subject matter. Accordingly, teachers are supposed to recognize
these students and be prepared to reciprocate in response to the students’ efforts by
providing a well-written endorsement for the acceptance of that student into their
college of choice. Students who are not aware of this dynamic would be significantly
disadvantaged, as they would have fewer individuals, specifically teachers, who they
could call upon to provide a recommendation letter. Similarly, bounded solidarity
appears in schools as students provide support to their peers in the same situation.
For example, students who are applying to the same competitive college may be
more inclined to put forth their greatest effort on a group project in class, since both
their chances of acceptance are dependent on their grades in the class. Furthermore,
students who all identify as being first-generation college students may band together
and form an organization to support each other and others in the same situation.

Bounded solidarity is one source of social capital that tools like College Connect
may afford to students. By helping prospective students find current students or
alumni from their school of choice, we are tapping into those individuals’ inherent
willingness to help students they feel are similar to themselves (e.g., I rememberwhat
it was like applying to that college, I think they should know about…”). Additionally,
expanding a student’s pool of social connections also increases access to sources of
social capital. For example, while a student may not have any set of reciprocity
exchanges for applying to college, a connection may have such a source of capital,
which he or she could use to help the student.

Portes outlined three main types of effects due to social capital [31]. Social capital
may serve as a way of controlling socially desirable behaviors, providing family-
based support, and gaining support from contacts outside of the family. These effects
can be influenced by multiple social factors, such as family structure (e.g., number
of parents) and can be disrupted by life circumstances, such as relocation. When a
family moves from one community to another, potential extra-familial supports may
be lost, diminishing the family’s social capital, which may explain the decreased
probability of attending college among students from more mobile families [33].
Similarly, the number of years students have lived in their home has a positive effect
on staying in school [34]. Within the family, the parents may or may not be able to
help their children with the college-going process, based on their own experiences
and resources. For example, parents who did not attend college were less likely to
talk to their children about the college application process and were less likely to
engage in activities related to applying to college, such as attending college visits
and learning about financial aid [35].
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The ways in which social capital benefits students is affected by the nature of the
relationship, and may originate from the family, the school, and the community [36].
However, for students, the quantity andquality of relationships at home, in school, and
in the community may vary greatly. Fortunately, for many students, their connections
with others go beyond those people in their immediate microsystems, or people they
interact with directly in their homes, school, or community [37]. Instead, with online
social networks, students may cultivate weak ties, or relationships outside of one’s
immediate social circle, who may help one gain social mobility, such as employment
prospects [38]. Therefore, the potential affordance of social media in the context of
college access is its ability to help students access social capital from their extended
social networks to help with the college-going process.

Furthermore, the help-seeking process in relation to college knowledge and the
process of college-going is particularly important for high school juniors and seniors.
College knowledge, what students need to know in order to successfully apply, select,
and matriculate to college, includes obtaining practical information (such as appli-
cation procedures and deadlines or financial aid), social information (such as the
general community of a particular college) and the development of an identity related
to college-going (such as learning to navigate college campuses and understanding
the structures of college) [39]. In examining human resources who have college
knowledge, it has been found that not all students have equal access to people with
college knowledge [40]. Tornatzky, Culter, and Lee found that parents who had low
socioeconomic status were the least likely (of low, middle, and high socioeconomic
status parents) to have college knowledge [40]. This was also found to be true of
parents who were first generation immigrants (compared to second and third gener-
ation immigrants) [40]. Both the low SES parents and the first generation immigrant
parents had a far more difficult time in accessing college information; they were also
far more likely to lack college knowledge themselves. However, this study also found
that the use of interactive media was able to break many of the access problems that
were experienced by low SES and first-generation immigrant parents [40].

When students look to online sources for college knowledge, one of the primary
sources of information is a college’s website [41]. However, college websites are
limited in their applicability as sources of college knowledge. One such limitation
is that websites do not often offer two-way communication. Prospective students
independently locate blogs and message boards where they can interactively find
information about a specific college, but most college websites do not help prospec-
tive students to find these sources of information [42]. The use of online sources of
information for college knowledge seekingwas the focus of a study byBrown,Wohn,
and Ellison, who examined the role that online sources of help played in the college
knowledge seeking process of students from low-income communities [43]. This
study looked at how and where students accessed information about college online,
how the students evaluated the information that they found, what human resources
were available to these students in their college knowledge seeking process, and how
online sources of information were used by the students [43]. The authors found that
students used websites to get information about the cost, ranking, and programs of
different colleges, but they used social media to connect with current college students
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to gain insight into college culture [43]. The study also found that the students they
surveyed posted on social media about college, but they did not use social media to
ask questions or crowd-source information [43].

Seeking to advance this literature, the College Connect application was designed
to examine whether using popular social network sites (in this case, Facebook) and
specialized applicationswithin those sites could facilitate students’ process of acquir-
ing college knowledge. First generation high school students especially may have
fewer informational resources in their household regarding the college application
process and other aspects of getting to college. Wohn, Ellison, Khan, Fewins-Bliss
andGray found that for first generation students, the extent towhich students felt they
could access information via Facebook played a large role in their efficacy regarding
college-going [13]. In other words, the more students felt they could access infor-
mation about college via their Facebook network, the more confident they felt about
their knowledge of the college application processes (e.g., being Friends with some-
one on Facebook who graduated from or currently attends college contributed to
students’ perception of how successful they would be in attending and completing
college). However, the same finding was not true for students who had parents that
attended college.

In addition, high school students are often unaware of who knows what in their
network. In their interviews with high school students, Wohn and colleagues learned
that many students did not know who in their network attended college or what
college they attended [13]. Some students did not know whether their parents had
attended college. The College Connect Facebook application addresses two compo-
nents of social capital: helping to identify sources of useful information and pro-
viding access to those sources (or connections). As Ellison, Steinfield, and Lampe
suggested, Facebook can lower barriers for communication because it offers private
and public messaging features and provides access to identity information via users’
profiles [44]. These affordances allow students to determine who would be useful to
talk to about a particular question, and also help them to find common ground.

6.5 Design of the College Connect Facebook Application

College Connect was a web-based Facebook application designed in 2013 with fund-
ing from the Gates Foundation’s College Knowledge Challenge Grant competition.
The application was created to help students identify useful people in their Face-
book Friends’ network and ask these people questions about college. The develop-
ment of the College Connect application was a collaboration between researchers
and software developers at Oxford University (Dr. Bernie Hogan and his team) and
researcher-evaluators at Michigan State University (Dr. Christine Greenhow) and the
University of Michigan (Dr. Nicole Ellison)1. After reviewing the academic litera-
ture on college access, social media, and social capital, these scholars decided to

1Jeon et al. [45]
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Fig. 6.1 Example of the College Connect network visualization

run College Connect on Facebook, because relationship and profile data available
within Facebook could be harnessed to surface relevant social resources for teens
as they envision their future and engage in the college application process [46]. The
College Connect app draws upon data from Facebook and works most effectively
when users reach out to other Facebook Friends. More specifically, College Connect
visualizes a user’s Facebook network, or the set of their Facebook Friends as well as
the friendships between these Friends (See Fig. 6.1).

The designers used conventions from social network analysis to represent this
network. A user is a ‘node’ signified by a circle. A Friend is an ‘edge’ signified as a
line between two nodes. The arrangement of the nodes is automatically determined
by a network layout algorithm. The coloring of the nodes is automatically determined
by a community detection algorithm, such that likely members of a specific cluster
have like-colored nodes. If the Friend has a college or university listed in his or her
profile, the dot is colored-in; Friends who do not have a college or university listed in
his or her profile are indicated by a dot that is not colored-in (See Fig. 6.2). College
Connect users can explore their network visualization (e.g., by zooming in or clicking
on specific nodes) for Friends that have college information in their profile, and they
can search for specific Friends or colleges/universities in which they are interested
(See Fig. 6.2).

Furthermore, the College Connect Facebook application was designed to include
a list of suggested questions, that address common college-related information needs,
which students could ask their Friends network (See Fig. 6.3). The app allows users
to send inquiries to people in their network via Facebook’s private messaging (See
Fig. 6.4).
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Fig. 6.2 Example of a highlighted friendship network

Fig. 6.3 Example of a list of suggested questions

The College Connect application connects to the Facebook Graph API (version
1.0) to access a user’s Friends and the connections between these Friends. To use
the API, the College Connect application must be granted explicit permission by the
user to view Friends and Friend data. The ability for third parties to access this data
was no longer available as of Facebook Graph API (version 2.0). Nevertheless, this
work demonstrates what can be done with social network data, not exclusively with
Facebook data in their current state.

The design of the College Connect Facebook application was fueled by research
which found that Facebook use increases social capital when users are active and
engaged [20, 47]. College Connect was designed to accelerate this process for a key
demographic (i.e., high school students) at a critical time in their adolescent and
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Fig. 6.4 Example of sending a question

educational development (i.e., transition between high school and college). Robelia,
Greenhow, and Burton, in studying another Facebook app (HotDish), found that
16–24 year olds were more likely to adopt Facebook apps than use other online
resources for educational purposes because: (1) they are easily integrated into their
existing daily Facebooking routines, (2) Facebook provided an informal context with
which theywere already familiar and compelled to participate, and (3) they perceived
people on Facebook as ‘like-minded’ and so felt comfortable interacting [48].

The findings of this prior researchwere taken into account during the development
of the College Connect app, and thus the design of the app was unique; at the time it
was developed, there were no other apps that did exactly what College Connect was
designed to do. Although there were free, online apps that produced visualizations
of users’ Facebook networks (e.g., Touchgraph, Friendwheel), there were no appli-
cations that offered young people a compelling, easy-to-navigate visualization of
their network which was tailored specifically to address information-based college
access issues. The College Connect app was designed to provide students with a fun,
engaging way to see who is connected to whom within their network and to surface
relevant college-related information from these contacts.

The foundation and catalyst for the College Connect application was a Facebook
application called NameGenWeb, developed by Hogan and his colleagues at the
Oxford Internet Institute. This more generic Facebook application was the culmina-
tion of years of work trying to optimize the algorithms for interfacing with social
network information on Facebook in a way that respects privacy policies, leverages
API standards at Facebook, and keeps abreast of visualization technologies2. Using
NameGenWeb, the average user could authorize the application, download their own
network, visualize it, and begin exploring friendship relationships among their Face-

2Hogan [49]
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book Friends. The application visualized network relationships in an enlightening
way, inviting users to explore their network and the web of relationships that consti-
tute it.

Moreover, to guide the development of College Connect, Ellison and Greenhow
interviewed 45 high school students in ruralMichigan. Studentswere shown a version
of their own Facebook network visualized by a modified version of NameGenWeb,
developed byHogan, andwere interviewed about it. These preliminary data informed
the design of the College Connect app. Following these interviews, NameGenWeb
was modified for the purpose of enabling high school students to visualize their
Facebook network and important personal characteristics of their connections in
relation to college-going.

Thus, the new application, College Connect, was a social network visualization
and exploration tool that downloaded, processed, and represented Facebook per-
sonal networks.Most importantly, compared toNameGenWeb, College Connect was
designed to have a stronger emphasis on deployment and usefulness for addressing
the user’s need for college knowledge as identified in preliminary interviews with
high school students and in the educational research literature. Where NameGen-
Web showed an individual’s network with contemporary layouts and clustering, pan
and zoom, and click-to-filter functionality, College Connect extended these tools
in two significant ways to make it an app for prompting trust-based conversations
about issues that are relevant to high school students’ college-going. First, the app
highlighted individuals in the student’s network who either had college experience
or “liked” a particular college. This capability was supposed to make the challenge
of locating college-related resources in one’s network easier, faster, and friendlier.
Secondly, College Connect allowed users to easily reach out to Friends who may
have college knowledge. This process of reaching out was facilitated through both
technical and social affordances embedded in the College Connect app and in Face-
book itself. With one click, students were able to send a message pre-populated with
questions derived from the academic literature on barriers to college access. They
could also type their own queries if desired. By embedding this conversation in the
Facebook system, the project team hoped that users would be able to capitalize on
shared common ground (as indicated in profile fields) and the shared connections
between them. Our data from the interviews with high school students suggests stu-
dents are more comfortable inquiring of a Facebook Friend or a “Friend of a Friend”
than a complete stranger.

6.6 The Benefits and Challenges of the Implementation of
College Connect

Upon launching College Connect in late 2013, we encountered several implemen-
tation benefits and challenges. First, we were pleased that the application provided
key functions as intended. These included a network visualization of the students’
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Friends network; an indication of who in-network had college information in his or
her profile; the capacity to search the network for a college or university name, by
geography, or by person; and the ability to message people a question related to col-
lege through Facebook’s direct messaging. In beta-testing with a small group of high
school juniors and seniors, we found that students generally understood the applica-
tion’s features and could see the utility of having a Facebook application devoted to
messaging potential contacts about college-going issues.

However, we also encountered a number of implementation challenges that lim-
ited College Connect’s utility and broad deployment. First, we found that students
experienced long wait times for their network visualizations to be generated during
beta-testing and follow-up implementation. This was the result of Facebook’s design
and API. For College Connect to function properly, it needed access to information
from its users’ profiles and social networks, for which users had to grant explicit
permission. The process of collecting and representing this information was affected
by the size of social networks. In cases when users had an excess of 700 connections,
the process as long as 15 min. Given that the research has suggested the average size
of adolescents’ Facebook networks were around 500 Friends, this posed a significant
hurdle to College Connect’s utility [21].

A second implementation challenge we faced was that we did not have sufficient
server space to accommodate more than a small number of College Connect users at
any given time. While the metrics for the College Connect application (i.e., number
of daily, weekly, and monthly users via Facebook insights) revealed an average
of approximately 10 users per day in November 2013, resolving these issues was
paramount if the app was to scale.

To that end, we requested supplemental funding, from the College Knowledge
Grant program sponsored by the Gates Foundation, to help kick start the success of
the College Connect (CC) application and increase its impact on students. In early
2014 funds were requested for additional development efforts to optimize the app’s
performance through a re-designed workflow. Specifically, while the generation and
presentation of the College Connect network visualization was very slow and time
intensive, much of the querying of the user’s friends and the friends’ schools was
not. Thus, a re-designed work flow, we hoped, would expose search and browse by
school and by friend while students were waiting for the network to load. As College
Connect was originally designed, it did not provide a way for the user to do much of
the querying by school and messaging without going through the network download
step.Additional development efforts that focused on redesigning theworkflow so that
students could see and browse by school and message first and then see the network
when it was ready would have been a significant improvement. This supplemental
request was ultimately unfunded. Thus, a third implementation challenge we faced
was in generating the additional resources (i.e., paid developers’ time, improved
server capacity, continued beta-testing and bug fixing, marketing to attract and grow
a user base), beyond the initial pilot investment (i.e., $100,000). These resources
were needed to improve the immediate feedback and engagement that student-users
expected, while continuing to refine, grow and market the application.
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6.7 College Connect as a Proof-of-Concept Pilot Study

In order to understand whether and how high school students perceived the appli-
cation as helpful for their college going process, we conducted a small-scale pilot
study with two groups of high school students in 2014. We recruited 12th grade stu-
dents (n�22) from two schools: a Minnesota high school, where they were involved
in an afterschool program which aimed to help low-income students apply for and
gain admission to a four-year college; and a Michigan public magnet school, which
focused on college preparation. All students were high school seniors, had used
Facebook for at least one year, and were actively using Facebook at least twice a
week.

In trying out the College Connect app with this group of students, we were par-
ticularly interested in students’ conceptions of help related to college information-
seeking and the types of information, such as that related to the college knowledge
literature, that students identified using College Connect. Participants completed an
online survey prior to using the College Connect app; this survey asked them about
their help-seeking practices regarding their searches for information related to the
college-going process. As part of the survey, participants were asked to identify
people from whom they could seek help regarding college information.

Following the online survey, participants completed one-on-one, semi-structured
interviews about their help-seeking processes as they pertained to college knowl-
edge. Within the interview, subjects participated in a think-aloud activity with a
researcher while using the College Connect application. Participants were invited to
navigate their individual Facebook networks using the College Connect app as the
researcher asked open-ended questions about what they were seeing, how they were
understanding the app, and whether and how it was useful. While results from this
research have been published elsewhere, we point out here that although students
did not view Facebook as a platform they would use for help with college-going,
they did see value in a designed Facebook application for this purpose [50]. We are
currently working on a more detailed analysis from this pilot data to report on the
nature of their help-seeking with College Connect compared to their perceived use
of Facebook generally and other online resources.

6.8 Conclusions and Recommendations

The College Connect Facebook application, from conception through design to
implementation, was intended to be unique, helpful to high school students’ college-
going process, and piggyback on their existingFacebooking routines.Developing and
implementing the app, however, presented several challenges, as described above.
As a result of both the benefits and challenges to the design and implementation of
the College Connect app, the authors seek to provide practical guidance and recom-
mendations for designers of future social network site applications.
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Creating a visualization of one’s social network, and making it attractive, is not an
idea unique to the College Connect app. However, to our knowledge, there have been
few efforts to leverage people’s initial interest and engagement in their visualized
social network into long-term, strategic social interactions toward actionable goals
(e.g., building a college-going peer group) that address pressing social problems (e.g.,
improving college access and college-going). By adding features such as messaging
with identified ‘experts,’ or more knowledgeable peers in the network, we believe we
havemoved network visualizations beyond ‘cool’ tomake them useful for students in
addressing the college knowledge challenge. (Note that by using the term “experts,”
we do notmean thosewith privileged or rare information or skills, but rather someone
who knows something that the user wishes to know more about.) This could be a
particular school (e.g., Michigan State University), a particular major (Nursing),
or a particular experience (e.g., being a Latina in a mostly White college). Our
application is a novel consolidation of rapidly maturing visual technologies and
access to Facebook’s rich source of personally-meaningful data. Many applications
can already display networks. Many applications can provide simple summaries of
users’ networks. However, the focused unification of these two aspects in a way that
makes networks both visually appealing and actionable is a distinct novel experience.

Furthermore, one of the most significant challenges to the successful roll out of
the app was the length of time required by the app to download user’s Facebook
data. This wait time negatively impacted user experience and the overall utility of
the College Connect app. Going forward, future social network site apps should
take into account not only user experience broadly but also specifics (as in our
case, the need to download significant amounts of data) which can and likely will
greatly impact user experience. We recommend that throughout the design process
that researchers, developers, and educators work more closely with the Facebook
developer community to ensure that the structures (including, but not limited to,
hardware and financial considerations) which support the application being built can
fully support that application.

We hope design teams might build on the insights we have generated in this small
scale, exploratory project to engage with Facebook’s development community over a
longer time horizon to design similar, novel applications aimed at addressing persis-
tent educational problems. Facebook is a global platform, and it continues to be the
single largest socialmedia platform adopted by today’s young people, connecting bil-
lions of youth all over theworld. Yet, educators and educational technology designers
have not only under-examined Facebook’s potential for K-12 students’ learning and
teachers’ pedagogy, the Facebook parent platform remains largely un-leveraged by
learning technology designers [51–53].

We offer this rich description of the process of developing and implementing the
College Connect app as a case study for future researchers, designers, and educators,
as well as the many people who are interested in the varied and interesting ways in
which social media, and social network sites specifically, can be used in the field of
education. In spite of the challenges that we faced in our initial implementation of the
College Connect application, the applicability of social network sites in the field of
education remains viable and substantial. Our focus on usability, a visually appealing
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interface, and an academic interest in effective outcomes provides a template for
future social network site applications to strive to be even more seamless, creative
and usable as College Connect.
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Chapter 7
Massively Multi-user Online Social
Virtual Reality Systems: Ethical Issues
and Risks for Long-Term Use

Jolanda Tromp, Chung Le, Bao Le and Dac-Nhuong Le

Abstract This chapter covers the convergence of SocialMediaNetworks andVirtual
Reality Systems, labeled as Social Virtual Reality. It reviews the evolution of the
World Wide Web from a single user, static experience into the futuristic 3D multi
user interactive experience. This is followed by a review of bulk data collection in
Virtual Reality, and the ethical risks and threats to privacy that this could create for
Social Virtual Reality users. The chapter ends with recommendations to mitigate
the ethical risks and threats to privacy for adult VR users, parents of VR users,
psychologists, VR software and hardware manufacturers, governments and other
regulatory institutions and VR researchers.

Keywords Social VR · Web VR · MMOGs · Metaverse · Web 5.0

7.1 Introduction

The year 2017 will go down in history as the year Social Media Networks (SMNs)
and Virtual Reality (VR) converged, although not everyone will be aware of the
significance of this convergence. Facebook opened their Virtual Reality world called
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“Spaces” (April 18, public launch of the Beta version).1 Within a few months,
Microsoft bought the Social VR application called “AltspaceVR” (October 3),2 after
it had to briefly shut downdue to lack of funding (July 28August 16).3,4,5,6 Alongside
this, Microsoft has launched a major update for Windows 10 (October, 17, 2017),7

which includes full support for Windows Mixed Reality (named after the continuum
of shared functionalities between Reality, Augmented Reality (AR) and VR,8 that
runs on headsets from Acer, Dell, HP, Lenovo, new Samsung VR headset, with
competitive features and price.

Users of Social Media Networks (SMNs) share information about their lives and
their interests, and the number of users and the frequency with which they share
information is on the increase. They share this information with others as a means
to communicate with those they identify as friends, family and like-minded others,
such as members of their online special interests groups. Online user conversations,
user searches and literally everything users do and look at on the Internet and on an
SMN are automatically stored and can then be analyzed for purposes such as mass-
surveillance and marketing. This is current standard practice, which culminates in
massive databases of personal information or Bulk Personal Datasets (BPDs), which
are collected, traded, and sold by all kinds of parties with different kinds of intentions
from personalized targeted marketing to fighting serious crime.

Multi-user Virtual Reality (also known as Social VR) systems provide huge poten-
tial to give users similar social networking opportunities, because multi-user VR sys-
tems allow users to see a virtual representation of other users, talk to each other, and
collaborate on something together, such as a game or building something together -
all within a shared 3D computer generated virtual environment. These types of VR
systems can be divided into applications for serious long-distance work: Collabo-
rative Virtual Environments (CVEs) and fun games: Massively Multiplayer Online
Games (MMOGs or MMO for short), depending on the purpose for which the VR
system was developed. CVEs can be used for long-distance meetings, replacing or
adding to the existing video-conferencing and audio-conferencing applications. At
minimum a CVE will have a blackboard or presentation-screen, and other types of
meeting tools that facilitate long-distance collaboration, see Fig. 7.1 for an impres-
sion of a CVE and the different levels of design: architectural layout of the shared
spaces, semantic layout of the functional objects for collaboration, social layout of
the users in the virtual-world, which continuously change configuration based on

1https://newsroom.fb.com/news/2017/04/facebook-spaces/.
2https://altvr.com/joining-microsoft/.
3https://altvr.com/good-bye/.
4https://vrscout.com/news/altspacevr-is-closing-down/.
5https://www.theverge.com/2017/7/28/16055222/altspacevr-virtual-reality-social-network-
shutdown-funding.
6https://www.theverge.com/2017/8/16/16156806/altspacevr-vr-social-network-not-shutting-
down.
7https://developer.microsoft.com/en-us/windows/mixed-reality.
8https://en.wikipedia.org/wiki/Reality%E2%80%93virtuality_continuum.
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https://www.theverge.com/2017/7/28/16055222/altspacevr-virtual-reality-social-network-shutdown-funding
https://www.theverge.com/2017/7/28/16055222/altspacevr-virtual-reality-social-network-shutdown-funding
https://www.theverge.com/2017/8/16/16156806/altspacevr-vr-social-network-not-shutting-down
https://www.theverge.com/2017/8/16/16156806/altspacevr-vr-social-network-not-shutting-down
https://developer.microsoft.com/en-us/windows/mixed-reality
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Fig. 7.1 Collaborative
Virtual Environment with
functional layers:
architectural, semantic and
social

interactions of users with objects and other users within the virtual, thus changing
the virtual world over time, adding a 4th functional level, the space-time continuum
[15, 16]. MMOs are online games which can be used by large numbers of players
(ranging from hundreds to thousands) who are simultaneously in the same virtual
world, consisting of one persistent space or of multiple connected spaces, depending
on the purpose and design of the game. However, Social VR systems can also simply
be just that: a space to meet and talk, or collaborate on a building or viewing shared
virtual 3D objects in the virtual world. Users can access these virtual worlds via
their Desktop PC, Smartphone, Tablet and Head-Mounted Display. These types of
Head-Mounted Displays range from affordable low-end to high-end devices, such as
Google Cardboard (∼$5) to the Oculus Rift (∼$500) and the HTC Vive (∼$600). In
fact, both Oculus and HTC dropped the price of their VR headsets with $200 during
summer 2017, in a bid to obtain a larger share of the market. Facebook, who owns
Oculus, ran an ad during the summer of 2017, calling the price drop part of the “Sum-
mer of VR”. Facebook has announced (October, 2017) new additional social tools
for Spaces, to enhance social creative collaboration, such as live-video streaming in
Spaces and a stylized drawing tool called Quill.9

The convergence of Social Networks and VR is taking place, and due to the size
and magnitude of the user-base of Facebook and Microsoft, the number of users for
these new 3DComputer Graphics based Social Networks can increase at a rapid rate,
which brings with it an exponential increase of ethical and privacy risks. The ethical
issues are not necessarily all new. They are similar to the risks in Social Networks,
but the potential anticipated increase in the number of users of VR for non-gaming

9https://www.theverge.com/2017/10/11/16460080/facebook-spaces-live-360-degree-video-3d-
posts.

https://www.theverge.com/2017/10/11/16460080/facebook-spaces-live-360-degree-video-3d-posts
https://www.theverge.com/2017/10/11/16460080/facebook-spaces-live-360-degree-video-3d-posts


134 J. Tromp et al.

purposes,means that these ethical concerns aremore all-pervasive. It can be predicted
that there will be an exponential growth in the number of Social VR users, based on
the popularity andnumber of users of Facebook andMicrosoft software. This increase
in the number of users of Social VR would mean that the ethical problems and risks
potentially also become more widespread and all-encompassing. In this chapter we
analyze the historic growth of Social Media usage and bulk surveillance, the World
Wide Web and the evolution it is going through, illustrating how these systems
converge and grow into a World Wide 3D social VR-based browsing experience.
Next the ethical problems and risks are reviewed and discussed. The chapter ends
with concrete suggestions on how to manage these risks for:

• VR users,
• VR software and hardware companies,
• the government,
• psychologists and
• researchers.

7.1.1 Historical Growth of Social Media Networks

According to the Pew Research Center in 2005 only 5% of American adults used at
least one SMN and by end of 2016 this had risen to 69%. By July 2016, 86% of the
youngest adult age group 18–29 was reported to use at least one SMN, and for the
older groups 30–49 80%, 50–64 64% and 65+ 34%. See Fig. 7.2 10 for an illustration
of the growth curve of Social Media users and Table7.111 for an overview of the
number of users per Social Media Network (SMN), based on data from September,
2017.

Reference [6] studied Social Media user perceptions of their own frequency of
use, usefulness, and enjoyment of Facebook, Twitter and Pinterest, analyzed against
their actual use of the different features of these SMNs. The study found that formales
and females, most often used features were contact with friends, posting informa-
tion about themselves and finding information about others and these were highly
correlated with the users’ perceived usefulness for all three Social Media Networks.
Some correlations were also found for perceived usefulness of these SMNs for find-
ing information about products and stores.What is remarkable is that low ease-of-use
had little impact on perceived usefulness, which suggests that even when SMNs are
perceived as not easy to use, persist in using it because of the inherent value they
reported getting from it.

10http://www.statisticbrain.com/social-networking-statistics.
11http://www.statisticbrain.com/social-networking-statistics/.

http://www.statisticbrain.com/social-networking-statistics
http://www.statisticbrain.com/social-networking-statistics/
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Fig. 7.2 Growth curve of social media users. http://www.statisticbrain.com/social-networking-
statistics.

7.1.2 Historical Developments of Social Virtual Reality

Earlier multi-user VR applications that received world-wide active user groups are
ActiveWorlds (June 28, 1995, called AlphaWorld in the early days),12 blaxxun Inter-
active (August 1995),13 notable because it was one of the first companies to use
VRML (Virtual Reality Markup Language (now called X3D14,15) an extension of
HTML, the language that is used to construct webpages for the WWW). Amongst
a list of other ones, some mostly focused on some form of gaming, rather than
socializing,16 the Social VR’s which captured some form of world-wide attention
are “SecondLife” (June 23, 2003),17 and their next versions “High Fidelity” (April,
2013) and Sansar (public launch of the Beta version, June 23, 2017).18,19 Interest-
ingly, Google also opened a Social VR world called “Google Lively”, but closed it
again very quickly (July 8 December 31, 2008).20

A distinction is often made between Massively Multiplayer Online Games
(MMOGs or MMOs) and Social VR applications that are part of a much bigger
future vision for the Internet, called “the Metaverse”21 [8], a term coined by Cyber-

12https://en.wikipedia.org/wiki/Active_Worlds.
13https://en.wikipedia.org/wiki/Blaxxun.
14https://en.wikipedia.org/wiki/X3D.
15https://en.wikipedia.org/wiki/Web3D.
16https://en.wikipedia.org/wiki/Metaverse#Timeline_of_virtual_environments_inspired_by_the_
concept.
17https://en.wikipedia.org/wiki/Second_Life.
18https://www.sansar.com/.
19https://singularityhub.com/2017/06/23/new-virtual-world-sansar-is-ready-to-pick-up-where-
second-life-left-off/.
20https://en.wikipedia.org/wiki/Google_Lively.
21https://web.archive.org/web/20140608135859/.

http://www.statisticbrain.com/social-networking-statistics
http://www.statisticbrain.com/social-networking-statistics
https://en.wikipedia.org/wiki/Active_Worlds
https://en.wikipedia.org/wiki/Blaxxun
https://en.wikipedia.org/wiki/X3D
https://en.wikipedia.org/wiki/Web3D
https://en.wikipedia.org/wiki/Metaverse#Timeline_of_virtual_environments_inspired_by_the_concept
https://en.wikipedia.org/wiki/Metaverse#Timeline_of_virtual_environments_inspired_by_the_concept
https://en.wikipedia.org/wiki/Second_Life
https://www.sansar.com/
https://singularityhub.com/2017/06/23/new-virtual-world-sansar-is-ready-to-pick-up-where-second-life-left-off/
https://singularityhub.com/2017/06/23/new-virtual-world-sansar-is-ready-to-pick-up-where-second-life-left-off/
https://en.wikipedia.org/wiki/Google_Lively
https://web.archive.org/web/20140608135859/
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Table 7.1 Number of users per Social Media Network. http://www.statisticbrain.com/social-
networking-statistics/.

Percent of people who use social networks Percent yes

Do you ever use / have a profile on

Any social network 58%

Facebook 56%

LinkedIn 14%

Twitter 11%

Google+ 9%

Largest socials networks in the world Number of users

Facebook 1,374,000,000

QZone 635,000,000

Google+ 347,000,000

LinkedIn 336,000,000

Instagram 302,000,000

Twitter 289,000,000

Tumblr 237,000,000

Sina weibo 162,000,000

Snapchat 113,000,000

Pinterest 73,500,000

Top reasons for using social networking sites Percent yes

Percent who said the following was a MAJOR reason for using social networking sites

Staying in touch with current friends 67%

Staying in touch with family members 64%

Connecting with old friends you’ve lost touch
with

50%

Connecting with others with shared hobbies or
interests

14%

Making new friends 9%

Reading comments by celebrities, athletes or
politicians

5%

Finding potential romantic or dating partners 3%

punk writer Neal Stephenson in his novel “Snowcrash” (1992).22 The Metaverse is
envisioned by Stephenson as a collective virtual shared space, created by the conver-
gence of virtually enhanced physical reality and physically persistent virtual space
[8], including the sum of all virtual worlds, augmented reality, and the internet, it is
used to describe the concept of a future iteration of the internet, made up of persistent,
shared, 3D virtual spaces linked into a computer generated virtual universe.23

22https://en.wikipedia.org/wiki/Snow_Crash.
23https://en.wikipedia.org/wiki/Metaverse.

http://www.statisticbrain.com/social-networking-statistics/
http://www.statisticbrain.com/social-networking-statistics/
https://en.wikipedia.org/wiki/Snow_Crash
https://en.wikipedia.org/wiki/Metaverse
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7.1.3 Historical Developments of the Three-Dimensional
World Wide Web

The first version of theWWW(publicly available January 1991), was a “Read-Only”
collection of interconnected websites and webpages, that the user could browse by
clicking on “hyperlinks”, but creating one’s own website was generally something
only experts in the HTML code with access to a server were capable of. This led
to the dot.com boom, which turned into a “bubble that burst” (1999–2001) due to
over-inflated expectations, and perpetuated by the far-reaching repercussions of the
financial crisis. It was the beginning of theWeb-browser development efforts, and the
e-commerce and e-marketing efforts. The next version (beginning of 200224), now
referred to as Web 2.0, was a “Read-Write” version, that allowed non-programming
users to create their own websites and Social Media sites like MySpace, Facebook,
Twitter and Flickr started and quickly gained popularity, especially amongst the
younger Internet users [3]. Web 2.0 allowed many new service-oriented startups
to boom, including Ebay, Amazon, YouTube and Google Search engine. Web 3.0
was intended as a Read-Write-Executable and to this end HTML was extended
with semantic-markup. It was intended to bridge the communication gap between
human web users and computerized applications. The “execute” part of the Web 3.0
functionality refers to formatting data in such a way that it can be understood by
automated “software agents”. By combining a semantic markup and web services,
Web 3.0 applications can communicate with each other directly, and this allowed
“automatic contextual search”; i.e. broader searches for information through simpler
interfaces. In order for the search function to understand the context of the user, the
system has to collect user search behaviour and user interests through monitoring
and collecting “cookies” (small data files, saved within the web browser on the user’s
computer or other device, as they view a website) and the clicks the user makes and it
is possible to analyze where and how long a user spends reading or looking on a page.
This led to the development of Google Analytics and the debate about privacy.25,26

The numbering of the next versions of the Web become less clear cut and some
predicted developments took longer than expected (for instance the semantic web and
the symbiotic web) while others progressed faster than expected (for instance social
networking via the smartphone) and yet other developments are taking place that
were not really expected at all (for instance Augmented Reality applications for the
smartphone). The general consensus seems that Web 4.0 was about the transition to
mobile devices, allowing all devices to be connected at all times, creating an Internet
of Things (IoT) and people, connecting the real world and the digital domain or
“virtual world” anywhere and everywhere. The Internet of Things is the network of
all physical devices, vehicles, and other items that have built-in electronics, software,
sensors, actuators, and network connectivity which enable these objects to collect

24https://en.wikipedia.org/wiki/History_of_the_World_Wide_Web.
25http://freespeechdebate.com/cookies/.
26https://searchengineland.com/its-not-about-cookies-privacy-debate-happening-at-wrong-
level-77980.
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Fig. 7.3 Overview of the
evolution of Web 1.0 to Web
5.0 (by TrendOne, 2008)

and exchange data.27 Each device has a unique identifier and devices are capable of
communicating with each other. The IoT is predicted to consist of 30 billion objects
by 2020. For instance, with the GPS tracker built into smartphones, user’s mobile
location, orientation, speed and altitude can be tracked in realtime, allowing the
collection of this data onweb servers, for analysis and viewing of locationworldwide,
historical trails, battery life, signal strength, etc. This led to the rise of location based
services and apps, such as Google maps, Uber, Foursquare, Tripadvisor, Instagram,
Pokemon Go, etc., allowing users to find relevant information near them, such as a
restaurant or individuals, where location, time, personal interests and keywords from
searches can be used as triggers to push information at a smartphone user.

Web 5.0, a Read-Write-Execution-Concurrency web (2009), was aiming to be a
sensory emotive web; a linked web which communicates with users like they com-
municate with each other (akin a personal assistant), also known as the Symbiotic
web and the Ubiquitous web. This has led to the rise of personal voice assistants like
Google’s Echo, Amazon’s Alexa, Echo, Echo Dot, and the portable device Amazon
Tap.28 Many large companies, for instance Ford,Whirlpool and Lenovo announced
they are going to build Amazon’s voice-activated personal assistant into their devices
and research firm Gartner29 predicts that by 2019, 20% of all smartphone interac-
tions will take place through personal assistants, and by 2020 most gadgets will be
designed to work with “zero or minimal touch. In order for these devices to work,

27https://en.wikipedia.org/wiki/Internet_of_things.
28http://time.com/4624067/amazon-echo-alexa-ces-2017/.
29https://www.gartner.com/newsroom/id/3551217.

https://en.wikipedia.org/wiki/Internet_of_things
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they have to continuously record what is being said in their surroundings so that they
can respond adequately to requests from the user. Consumers are raising questions
about privacy and security,30 for instance: What are Google or Amazon doing with
the information and how secure is this information from third parties? The magni-
tude of information that will be gathered through these devices is currently beyond
prediction.

Further predictions for Web 5.0, are that it will be a 3D Virtual web, rather than
the current 2.5D webpages. This is now quite feasible in principle with the release of
WebVR,31 an open application that makes it possible to experience VR from the web
browser and supports VR hardware, such as the Oculus Rift, HTC Vive and Google
cardboard. Other predictions are that this 3D Virtual web will be viewed through
Active Contact Lenses rather than the large cumbersome VR headsets. Additionally,
predictions are that all this will be integrated with Artificial Intelligence (IBM Wat-
son32is a forerunner for this) providing intelligent self-learning virtual assistants, and
a Brain-Human-Machine interface, making the use of keyboard and mouse redun-
dant. See Fig. 7.3 for an overview of these different versions of the WWW.

7.2 Digital Footprint Collections from Internet, Social
Media and Virtual Reality

A study (2016)32 for the United Nations by special rapporteur on counter-terrorism
and human rights lawyer Emmerson, concluded thatwhile the internet is composed of
many layers of private aswell as social andpublic realms, bulk access technologies are
indiscriminately corrosive of online privacy and pose a direct and ongoing challenge
to established norms of international privacy laws. However, at the same time rules
governing privacy and the use of these bulk personal datasets, are currently legislated
very differently in different countries.33

One of the most common forms of mass surveillance is carried out by commercial
organizations. For instance, when a person joins a shop’s loyalty card program, they
essentially agree to share their personal data and shopping data in exchange for small
discounts on the purchasesmade in that shop. The aggregated data from all customers
shopping behaviours can provide valuable insights for the shop owners to help in
planning which and how many products will be needed and to anticipate customer
needs and trends. This kind of market-analysis can be performed for online shops,
without a loyalty-card system, because customers of online shops need to make an

30http://komonews.com/news/consumer/personal-assistant-devices-are-always-listening-at-
what-cost.
31https://en.wikipedia.org/wiki/WebVR.
32https://www.theguardian.com/world/2014/oct/15/internet-surveillance-report-edward-
snowden-leaks.
33https://en.wikipedia.org/wiki/Mass_surveillance.
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Fig. 7.4 Example
“heatmap” visualization of
where the user looked and
for how long

account in order to have their purchases delivered to their address. This allows the
shopping platform to collect data about their buying behaviours.

In addition to online shopping behaviours, many web sites are collecting user
information about the sites users visited, how long they stayed on the site and each
page, and where they looked on the page, who they chat with and the words they
used, see Fig. 7.434 for an example of this type of “heatmap” data visualisation.
This information can all be collected via the web browser. This data is valuable for
authorities, marketeers and anyone interested in profiling user behaviours, trends and
the performance analysis of the effectiveness of a website in converting a curious
visitor into a buying and returning customer. As the number of users they collect data
from increases, their “reach” increases and the aggregated data becomes increasingly
more all-inclusive, which makes it more valuable.

Google, Facebook, Microsoft, etc., are increasingly more critically questioned by
users about this data collection process. This is illustrated with a recent article35 by
Facebook thatmade the global news, inwhich they attempt to defuse a rumour that the
Facebook app collects audio data from users. Facebook declared that businesses are
able to push relevant ads to users, based on the analysis of user interests, demographic
data and location information, but that theywere not doing this through the collection
of audio data from the Facebook app.

With mobile computing devices, geolocation - where users are physically located
- can be tracked and data about users’ physical movements can be collected without
any need for user involvement. This data can be used for location-based advertising,
which can benefit the user, because it allows them to do searches like: “restaurants
near me” with high quality and quantity results. Organizations like the Electronic
Frontier Foundation (EFF) are constantly informing users on the importance of pri-
vacy, and considerations about technologies like geolocation, etc.36

34http://line6.ca/wp-content/uploads/2017/03/heat-map.jpg.
35http://newsroom.fb.com/news/h/facebook-does-not-use-your-phones-microphone-for-ads-or-
news-feed-stories/.
36https://en.wikipedia.org/wiki/Electronic_Frontier_Foundation.
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Fig. 7.5 Facial expression
analysis markers

More detailed personal information collection is also taking place via advances
in other new technologies, such as face-recognition, for instance Windows Hello,
Google Vision, Blink!, AMD Face Login, and facial expression analysis software,
such as for instance FaceReader andAffectiva,which can combine demographic data,
with emotion recognition and eye-tracking, see Fig. 7.5.37 To illustrate the power
of these combined new technologies, consider the following example: researchers
reported being able to automatically recognize sheep facial expressions, based on
techniques for human face recognition. “Our multi-level approach starts with detec-
tion of sheep faces, localisation of facial landmarks, normalisation and then extraction
of facial features.” They reported that their computer system was able to classify 9
different sheep faces and consequently estimate their pain levels with an overall
accuracy was 67%.38

Emotion recognition and gaze direction is also being built into Virtual Reality
headsets, for instance Tobii EyeCore. The advantages of this are multitude.39,40 It
allows for the representation of computer generated realistic reproduction of non-
verbal communication cues in the virtual world, based on data collected from eye-
contact between users and virtual agents. It can also make following moving objects
and aiming at objects easier, because the computer system can help improve the aim.
Additionally it can add new interface functionality, by making gaze directed selec-

37http://cdn.windowsreport.com/wp-content/uploads/2017/08/Blink-face-logon.jpg.
38https://www.engadget.com/2017/06/02/facial-recognition-software-sheep-pain/.
39https://www.tobii.com/siteassets/tobii-tech/vr/tobii-vr-infografic.pdf/?v=1.
40https://www.tobii.com/siteassets/tobii-tech/vr/tobii-whitepaper-eye-tracking-next-natural-
step-for-vr.pdf/?v=1.
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tions from menus possible. Finally, it can help computational constraints of visual
fidelity to be lower, by only rendering in full detail what is in the direct gaze of the
user in an instant. In order for facial, emotional and gaze direction recognition to
work, the system has to record and analyse this data. A user watching something on a
screen, will show changing facial expressions, their pupils will react, and their bodily
systems will respond to the stimuli in numerous, unconscious ways and it is possi-
ble to show the relation of these physical reactions to the exact online stimuli. This
means that data can be gathered about a person such as the length of time they look
at something and more importantly their physical reaction to it. This kind of tracking
and recording of personal emotions, movements and social interactions creates data
collections that were never possible before and are as detailed and predictive as any
forensic scientist could wish for [2].

This digital footprint then, provides a wealth of information about individuals,
their preferences and that of their network of work-colleagues, acquaintances, as
well as their friends and family. The information becomes a valuable commodity
in both commercial, social and political sense, as it is used by companies to target
advertisements and analyze trends and behaviours. Recently the first VR, in-world
advertisement was made feasible via the Unity ads platform.41 Companies that own
the data collected via these new technologies, especially those that collect data from
combinations and convergences of social network and virtual reality systems, have
enormously influential positions, because they can collect data from all users and
analyze their behaviours. This makes them the gatekeepers to key elements of indi-
vidual and social life e.g. fulfilment of informational needs, social environments, and
entertainment [5]. Already, questions and concerns are raised about advertising in
VR.42 Both Facebook and Microsoft already have large user-groups. Add to this the
“killer-app” functionality of VR to connect geographically distributed users, which
makes meeting on a regular basis so much easier, an exponential growth of the num-
ber of users and the use of VR can be expected in the near future. This means that,
potentially ever more detailed information about each individual can potentially be
aggregated and available, certainly more than ever before.

7.3 Ethical and Psychological Risks of Personal Data
Collection with Social VR

The awareness that the Internet and Social Media can have a strong effect on a
user’s self-perception and social self-esteem, is becoming more mainstream. This
effect, known as the Proteus Effect, has also been studied in relation to VR use [17].
The long-term consequences of how this influences and shapes user’s psychological
makeup are not that well known yet. If the trend of Social Networks converging with

41https://blogs.unity3d.com/2017/10/20/vr-advertising-experience-lionsgates-jigsaw-in-vr-with-
a-virtual-room-ad/.
42https://venturebeat.com/2017/10/25/the-vr-industry-must-avoid-intrusive-ads-for-as-long-as-
possible/amp/.
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Virtual Reality technology continues, in the not too distant future large parts of the
human population will be immersed in virtual environments, while we actually do
not fully know what the psychological impact of long-term immersion will be. It is
clear that this is particularly important to understand better, when we consider that
the majority of VR headsets are being purchased by younger Internet users, whose
minds and brains are not fully matured.

Users of VR systems are represented in the virtual world, by a personal virtual
embodiment, also known as “Avatar”, and they can interact with other users’ Avatars,
in real-time, either via audio, text or a combination of both and to a certain degree
they can move and virtually touch other avatar’s with their own avatar. An avatar is
a computer generated representation of a user, and in many VR systems users can
chose from a number of different types of embodiments, in terms of shape, colours
and outfits, depending on what is available in the system. There is an ongoing trend
in terms of the realism of avatars, both in terms of movement and appearance. A
high degree of realism can be achieved by using 3D 360◦ photo’s of the physique
of a real user, made with 360 camera. The avatar is controlled via the user interface
to the virtual world and the avatar, which means that control of the avatar is always
mediated by technology. While the user interacts with the virtual environments via
the avatar, they build up a representation of the virtual self and the virtual world,
that temporarily replaces the awareness of their, real self and their real body and the
real world around them. They enter a state of absorbed attention and identification
with the VB in the VE, which has been compared to mystical experiences and can
take first-time VR users by pleasant surprise, making them seek out further VR
experiences [14], see Fig. 7.6 for a diagram that depicts this effect. This is not to
say that the user loses touch with their real self, but in order to concentrate on the
avatar their awareness is focused on this immersive experience at the expense of their
ability to pay attention to the real world around them.

The psychological effects of immersion in a VR world have been researched by
quite a few researchers in one form or another since the early days of VR. A recent

Fig. 7.6 Interaction in a virtual world through a virtual body representation temporarily replaces
awareness of one’s usual self [14]
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review of the research results has been reported by the VERE Project [4]. The authors
see a number of risks involved with long-term immersion in VR:

1. Additiction: it is not unheard of that users get addicted to being their avatar and
prefer this over being themselves, finding it hard to deal with the real world and
stuggle to take breaks from the VR world. This can lead to neglect of their real
body and their immediate real family, friends, work colleagues and job in the real
world.

2. Manipulation of agency: users control their avatar via the interface to the VR
world. This means that their avatar can be manipulated in subtle ways outside of
their immediate awareness and the usermight think they are in control, but actually
their avatar is directed in certain ways and exposed to manipulated imagery and
experiences, rather than the users picking and choosing these. This is related to a
concept called “nudging” in which for instance marketing agencies present infor-
mation in a certain way or in a limited way, so that citizens’ thinking, behaviour
and expectations spontaniously follow a desired direction.

3. Unnoticed psychological change: it is not unusual for new users and long-term
users to feel a certain euphoria when being immersed in the virtual world, because
it is vivid and attractive. They might feel a sense of power and control over their
virtual world and virtual self that they lack in the real world, thus giving them a
false sense of their own abilities when the power and control does not translate to
the realworld, the so calledProteusEffect. This can bemore difficult to understand
and handle for some users than for others, and could lead to Depersonalization
or other types of mental illness for some users [1].

4. Privacy: as described in previous sections, VR of the future can record user’s
physical and psychological responses, which can be analyzed automatically and
use for targeted advertising, a new method called “neuromarketing”. This could
be argued to be a breach of someones privacy and autonomy. These two concepts
are further explored below.

According to [5] there are two central ethical concerns, that are broken down into
three subcategories each, which in turn are further broken down into actual threaths
to end-users: Privacy (subcategories: Informational Privacy, Physical Privacy and
Associational Privacy) and Autonomy (subcategories: Freedom, Knowledge, and
Authenticity). Consider what would happen if a large part of the Internet users is
using VR for business and daily social interactions, this might erode societal norms
to a status-quo in which privacy and autonomy are deminished in undesirable ways.

People develop themselves and explore their ideas, by making mistakes, experi-
menting, and exploring different aspects of themselves. They require a certain degree
of privacy in which to feel free to do this. Life in a world of diminished privacy will
affect the development of individuals’ moral characters. Without privacy, the abil-
ity of governments and companies to influence individual and group behaviour will
be extensive. Three types of privacy and their associated threats are distinguished
(O’Brolchain, et al, ibid; [11]): Informational privacy, Physical Privacy, Associa-
tional Privacy. These concepts are further explained below.
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• Informational Privacy: protection against third party access to all kinds of informa-
tion about an individual including an individual’s thoughts, utterances, correspon-
dence, and financial, medical and educational records. Threats to Informational
Privacy are increased vulnerability of data; misuse of data from virtual meetings
with supervisors, doctors, accountants, partners etc. In VR that means information
aboutwork performance, health, financial status and sexual preferences is captured
and no longer private, and people might face discrimination as a result of what is
known about them.

• Physical Privacy: shelter against third party sensory access to an individual’s body
and actions. Thus it concerns modesty, separateness, bodily integrity and the like.
Threats to Physical Privacy are recordings of people’s faces, emotional states, bod-
ily movements. Three types are distinguished: losing control over being observed
in our physical environment; unintended revelation of physical information; loss
of anonimity.

• Associational Privacy: an individual’s control over excluding and including third
parties in certain specific experiences. It thus guarantees the intimacy of certain
social situations that an individual wishes to be intimate. Threats to Associational
Privacy refer to the ability to include or exclude people from certain events and has
two aspects: Online socialising, which means that it will be harder to control who
attends a virtual event, and more difficult to control who knows about it, and the
Global Village problem, which refers to the fact that whenwe socialize online with
realistic avatars, many of our real-time reactions and conversations about trivial
and important matters are recorded and potentially available to third parties.

• Autonomy defines an important quality of human beings: the ability to indepen-
dently make plans and form goals. It is intertwined with privacy because we need a
certain amount of privacy to think through our options in order to be able to come
to our indepdent decisions. Autonomy requires three components (O’Brolchain,
ibid): Knowledge, Freedom andAuthenticity. These concepts are briefly described
below. Knowledge: people need access to relevant information in order to make
choices. Threats to Knowledge come from filter bubbles, cyberbalkanization, and
from gatekeepers. If VR users primarily access news and information about the
world based on what the Virtual Environment shows them or recommends, then
they are at risk of the “Filter Bubble” [9]. This refers to information being filtered
based on the preferences of the user as analyzed from their searches and time
spend looking at information, The analysis means that they can then be provided
with targeted information based on their appearent interests, giving them a per-
sonalised online experience. This could be intensified by the social aspect of VR,
where the VR system could help them find only information that confirms their
views (also called Cyberbalkanization or Gatekeeping) and virtually meet only
like minded other’s, thus creating their own filter bubble. Virtual worlds might
become ever more appealing to users if their beliefs and perspectives are preva-
lent in the VR bubble they inhabit. And finally, a company could use artificial
intelligence (AI) or a chatbot in a virtual world, that presents information in a
certain way, with the aim of influencing public opinion, effectively making the AI
chatbots the new gatekeepers. Freedom: people need a certain lack of constraints
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so that their autonomy is not hollow. Threats to Freedom are based on addiction,
manipulation, the Big Brother scenario, and self-censorship. Authenticity or being
one’s own person: people need to be able to choose for themselves according to
their own ideas and values. Threats to Authenticity are based on being exposed
to a virtual environment that creates a false sense of autonomic agency, where in
fact the user is presented with information that is selected for them outside of their
awareness.

7.4 Recommendation to Mitigate Ethical and Psychological
Risks of Social VR

People will increasingly more use VR for their daily tasks and activities, leaving an
increasingly more detailed digital record of their likes and dislikes and their daily
needs and routines. For instance, in the near future VR users might not just meet
their friends or family in a virtual environment, but they might also virtually meet
their supervisor, their doctor, their accountant, their teachers via VR, rather than
physically travelling to meet them. It has been found that people are likely to reveal
more intimate and personal information in online scenarios, placing them at an even
higher risk than ordinary Social Media users. A virtual environment can give the
illusion of greater anonimity and privacy, and a VR user may temporarily forget
that their actions can be recorded and replayed, both within and outside of the VR
system, because the recording devices may be not be so obvious, embedded in the
virtual spaces they visit or the VR hardware or software they are using. There are a
number of recommendations for mitigating the possible and currently unknown risks
of large-scale (many users) and or long-term (many hours) in social VR. Separate
recommendations are made for Psychologists, adult VR users and parents of VR
users, Regulatory Agencies, VR Software and Hardware developer companies and
VR researchers.

7.4.1 Recommendations for Psychologists, Adult VR Users
and Parents of VR Users

Similar to Internet Use Disorder and Gaming Addiction and this may now have
to include addiction to VR. Psychologists need to establish diagnostic criteria for
addiction to VR and how these differ from the criteria for Internet Use Disorder
and Gaming Addiction. The neurophysiological underpinnings of VR addiction may
differ from that of internet use disorder due to the prolonged illusion of embodiment
created by VR technology, and because it implies causal interaction with the low-
level mechanisms constituting the UI [4]. Psychologist also need to establish if the
treatments for Internet Use Disorder and Gaming Addiction will help VR addiction
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sufferers. Adult VR users and parents of young VR users need to be aware that
Psychologists are not fully versed in how to treat VR addition yet.

7.4.2 Recommendations for VR Software and Hardware
Companies

The fact that there may be risks associated with long-term use, and that those risks
are not known yet, needs to be directly and clearly communicated to users, preferably
at the beginning and as part of the VR experience itself. Additionally, any devices
that record user behaviours should clearly state this and make it very obvious how
to switch this feature off.

7.4.3 Recommendation for Regulatory Institutions

Citizens need to be made aware that long-term VR exposure may have lasting psy-
chological effects and that there is no clear information about the effects of long-term
use of VR and that not much is known about the long-term effects so far. Citizens
also need to be made aware that their freedom and autonomy in choosing what infor-
mation they are exposed to in a VR world is manipulated in the same way as via
Internet, TV and radio advertizing. Furthermore citizens need to be made aware that
their behaviours and responses in VR may be recorded and analyzed to a much finer
degree than is already happening via Internet user behaviour monitoring.

7.4.4 Recommendations for Researchers

In order to better understand the risks of the psychological and physical effects of
long-term immersion, longitudinal studies of actual users are necessary, conducted
according to the principles of informed consent, non-maleficence, and beneficence,
for which the VERE Project develop a Code of Ethics (“The Research Ethics of
VR.”), to help raise awareness and provide guidance to achieve this (Madary and
Metzinger, ibid).

7.5 Conclusions

The goal of this chapter was to focus on the risks and challenges of Social VR and
how these impact our society. However, there are also many potential advantages
for mainstream daily use of Social VR. Firstly, having a system that is capable
of analyzing whether we are bored or inspired will have tremendous potential for
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education. To have a virtual AI driven teacher in a virtual classroom that can be
attended by anyone regardless of their physical location and abilities, will allow
education to be customized to suit each individual’s needs [7]. Secondly, Social VR
is a green technology, because it makes the need to physically travel to meetings less
frequently necessary, and this will save on fuel, time and financial resources. VR
makes the world subjectively smaller as more groups connect individuals with each
other. Thirdly, Social VR has an added value over other teleconferening technologies,
because it allowsmultiple users to look at and collaboratively interactwith 3Dobjects
in the shared virtual space, even co-designing in real-time. This means that Social
VR is very suitable as a tool to make the new Digital Silk Road feasible, because
discussions about a design and checking dimensions of a design in relation to other
objects, or the space inwhich they need to be utilized, can be pre-assessed by the team
in the Social VR world, thus potentially saving time and manufacturing resources.
Numerous theorists have argued that these new technology changes mean that we
live in a cognitive, or informational, or immaterial, or knowledge economy, where
collective cooperation and knowledge become a source of value [10].

VR has been put forward as game-changer in every human domain, including but
not limited to love,war,worship, and learning [2]. It has been hypothesized that Social
VRwill impact all social institutions, bringing people together in newways, changing
the nature of activities and institutions. Recent Nobel prize winner in economics,
Professor Thaler, systematically describes how human beings all succumb to biases
in their thinking and make decisions that deviate from the standards of rationality.
He is a proponent of the “nudge for good” concept, where positive social norms
are reinforced through selective presentation of personalized information towards a
certain societally desirable point of view, making a distinction between the nanny-
state concept and libertarian paternalism [13]. Social VR provides the means to show
citizens what the world would look like from all kinds of different perspectives,
making it in a manner of speaking an empathy machine.
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Chapter 8
Challenges in Social Media Use Among
Deaf and Hard of Hearing People

I. Kožuh and M. Debevc

Abstract The use of social media has grown considerably in recent years, spreading
to diverse areas of life, such as education. It attracted researchers to examine users
with hearing loss due to their challenges in use. Even though the literature is recent
and provides valuable recommendations towards overcoming these challenges, due
to the rapid development of social media, they may change regularly. Consequently,
stakeholders may not be aware of the appropriate interpretation of these recommen-
dations. Thus, the chapter provides a comprehensive insight into the use of social
media among the deaf and hard of hearing, along with the benefits and challenges
in use. Existing recommendations towards overcoming the challenges are reviewed,
and approaches for design of social media and its efficient use are proposed. The
findings may serve social media developers, educators, social inclusion advisors and
policy makers on how to apply social media as an inclusive tool for participation in
society.

Keywords Social media · Social networking sites · Hearing loss · Deaf
Hard of hearing · Communication · Challenges

8.1 Introduction

The aim of this chapter is to provide an insight into the use of social media among
people with hearing loss. The motives are twofold: Social media has been changing
rapidly over the years, and users with hearing loss are an important social group
faced primarily with communication challenges.

Although the beginnings of social media date back to 1997 when the first social
networking site Sixdegrees.com was developed and users could make profiles and
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add friends [1], not more than 15 years have passed since researchers have been pub-
lishing intensively in this domain. Due to the booming popularity of social media,
researchers [2–5], have focused either on social media use and behaviour of deaf
and hard of hearing users, their communication, or effects of the use on their par-
ticipation in society. Researchers have thus recognised in their studies a wide range
of challenges that users with hearing loss face, such as missing captions in video
material published in social media. Accordingly, they provided recommendations
for social media developers, educators, social inclusion advisors and policy makers
to overcome these challenges.

However, in these years, social media have changed significantly, which may lead
stakeholders to feel uncertain about the relevancy of recommendations, especially
when they do not know the background on which these recommendations are based.
For this reason, it is necessary that they are conscious of the characteristics of social
media use and their antecedents, which may remain more or less stable over time.
Moreover, social media has recently spread to many domains, such as users’ private
lives and schooling, which may indicate an increasing need of educators and other
relevant stakeholders to have access to efficient recommendations for overcoming
challenges in social media use.

In this vein, this chapter provides an overview of the characteristics of social
media use among users with hearing loss. Moreover, it helps us understand these
characteristics in the context of antecedents which trigger specific use, as well as
benefits and challenges of the use. As recommendations for overcoming these chal-
lenges have already been suggested in the literature, this paper provides a critical
outlook and defines guidelines for efficient use of these recommendations. In addi-
tion, approaches are proposed for design of social media and its efficient use. It
may help developers of social media and other stakeholders to become conscious
of the issues that are to be followed when social media users with hearing loss are
considered.

8.2 Deaf and Hard of Hearing People

Hearing loss has been examined through various perspectives, such as medical
(pathological) and cultural perspectives [6–9]. From the medical perspective, hear-
ing loss is treated as a disability and hearing loss is assessed by Audiologists using
a method for listening to audio signals at different frequencies from 200 Hz till
8,000 Hz with increased loudness.

There are six standardised types of hearing loss (GBD, 2013), such as mild
(20–34 dB),moderate (35–49 dB),moderately severe (50–64 dB), severe (65–79 dB),
profound (80–94 dB) and complete loss (95 or more dB). In this vein, a recent study
shows that approximately half a billion people had disabling hearing, representing
6–8% of the world’s population [10]. It is still growing, since the number of elderly,
who often have elderly dependent hearing loss, is also increasing [11].
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On the contrary, the cultural perspective does not predict hearing loss to be decisive
for someone to become a member of the Deaf community. Rather than hearing loss
itself, persons’ beliefs and perceptions of hearing loss definewhether deaf persons are
regarded as Deaf with a capital letter D, or deaf with a lowercase d. Accordingly, the
Deaf sharewithmembers of theDeaf community their language, values, experiences,
as well as common ways of interacting with members and non-members [12]. The
deaf, on the contrary, perceive their hearing loss more as an audiological experience
than as an identity which would lead to membership in the Deaf community.

Deaf and some hard of hearing persons use sign language as (the main) mode of
communication [13]. Those who were born deaf, and those who have deaf parents,
may even consider sign language as a mother tongue. Written or spoken language
may thus be their second language, which often results in lower reading proficiency.
Sign language is fundamentally different from written language. It has its own and
unique grammar, syntax and structure. Thus, the deaf and hard of hearing often have
difficulties accessing and learning their native language syntactical and morpho-
logical structure, and often prefer to communicate with hearing people via a sign
language interpreter [14].

Compared to hearing people, the deaf may lag in reading even for three years to
progress to the same level in reading as their hearing counterparts do [15]. However,
many studies show that the deaf can become skilful readers as well [15]. For instance,
a previous study showed that 32% of students can achieve average levels of writing,
and an additional 17% is achieved above average [16].

8.3 Social Media

Social media combine online communication channels for the purpose of the inter-
action of people or organisations to share the multimedia based contents, and to
collaborate between internal and external parties [4, 17, 18]. Similarly, social media
can also be understood as web-based technologies, or collections of software appli-
cations, that enable users to connect and communicate [19, 20].

In literature, different classifications of social media types are in use. For instance,
Kaplan and Haenlein [17], define six social media types: (1) Collaborative projects
(Wikipedia), (2) Blogs and microblogs (WordPress, Twitter), (3) Content commu-
nities (YouTube), (4) Social network services (Facebook), (5) Virtual game worlds
(World of Warcraft), and (6) Virtual social worlds (Second Life). Other researchers
talked about slightly different types of social media: Wikis, blogs, microblogging,
social networks, podcasts and social games [21, 22].

Lovejoy and Saxton [23] classify applications comprising social media further
within the frame of three main categories: Information, Community and Action,
which are connected into a triangle. Accordingly, applications are used for rela-
tionship building, content dissemination/distribution, rating/tagging, and entertain-
ment.Within relationship building applications, supporting activities have been clas-
sified, such as microblogging, social networking and discussion. As such, Face-
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book, LinkedIn, Friendster, Mypace, etc., are also defined as social networking sites,
whereas Twitter, Foursquare, Friendfeed, etc., are defined as microblogs.

Social media has changed significantly over the years due to recent advance-
ments in technology. It has also affected which social media types have become
more suitable for users with hearing loss. From the standpoint of technology, at
the beginning, social media offered a variety of functions, such as creating profiles,
adding friends, posting text messages, creating pages and groups, as well as upload-
ing photos and, later, also videos. Users were quite reserved from showing their face,
they preferred hiding behind their keywords. Over the years, the use of social media
moved to mobile devices, and users were allowed to follow and create the content in
social media everywhere. First, it was simple content formats and, with the evolution
of mobile data transmission, users started creating more complex content formats.
They released the fear and started uploading videos, escalating even to live stream-
ing. According to Cisco [24], traffic from online videos will constitute 82% of all
consumer internet traffic by 2021, while live internet video will account for 13% of
internet video traffic. In 2017, social networking sites as a social media type have
even conducted a step further by allowing users to socialise in virtual reality, as if
they were together in real life. Accordingly, users can communicate as 3D figures in
a virtual environment and share 360 live videos from inside [25].

These technology advancements have changed users’ habits concerning informa-
tion seeking, sharing and communicating dramatically. For instance, while YouTube
has initiated the power of video possibilities in 2005, in 2015 social networking sites
have started changing users’ experiences emergingly by the booming use of video
and, lately, the introduction of virtual reality.

As social networking sites provide users with hearing loss with a wide range of
possibilities for communication and creation of content, they are considered to be
the most suitable social media type for this social group. The reasons are twofold.
Firstly, compared to other social media types, social networking sites allow users
to communicate either synchronously or asynchronously, in verbal and nonverbal
mode of communication, as well as in written and sign language. These functions
are allowed by various features of social networking sites, such as posting text and
video messages, live streaming and, lately, even virtual reality technology. Concur-
rently, users are allowed to have a profile and a list of friends with whom they can
share created content. In this vein, other types of social media are limited. Secondly,
while other types of social media, such as Twitter as a microblog, are more pro-
fessional, information-based and allow asymmetrical relations between users, social
networking sites, e.g. Facebook, could be more private, communication-based and
allow symmetrical relations between users. These two reasons may place social net-
working sites in an advantageous position compared to other social media types
when users with hearing loss are considered. Similar evidence can be found in the
literature, where Facebook was defined as one of the most accessible social media
types [26].

Usually, the most widely used social media types among users with hearing loss
are those utilised not only specifically among users with hearing loss, but also by
hearing users as well. For instance, Facebook was reported to be the most frequently
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used among Americans and Germans with hearing loss [3, 27]. However, the most
common platforms dedicated specifically to users with hearing loss are hearZONE
and Deaf YouVideo. For instance, hearZONE was launched in 2013 as a community
platform, providing profiles, events, groups and media. It is also the largest portal
for users with hearing loss in German speaking countries, as it reaches 10,000 visits
per month and has 3,000 monthly users [28]. Moreover, Deaf YouVideo has been
established to allow the deaf and hard of hearing in English speaking countries
who use sign language to socialise in video blogging, social media and the online
community. Sign language users are empowered to produce articles and videos in
a blog that allows creating discussions through video/text comments keeping this
social group together.

8.3.1 Social Networking Sites

Boyd and Ellison [1] defined social networking sites as services on the web which
allow individuals to create their personal profiles, alter the list of friends they connect
to, and search within the list of their friends. The definition includes users’ creation
of their profiles within the site, which consists of a name, personal picture, e-mail
address, and other data. Users with profiles connect with other members on social
networking sites who are acquaintances from the real world, or who they meet online
[25].

The concept of social networking sites also refers to virtual communities,
whereusers interact with each other due to a common interest, or just to “hang out”
together [29].Members can communicate via variousmeans of communication, such
as chat, video chat, etc., which provide a way for members to contact other members.
In existing research, social networking sites are addressed differently. Bonds-Raacke
and Raacke [30] have classified recent studies on social network sites into four main
topics. These topics comprise investigating content of user profiles [31], knowledge
of the characteristics of users and nonusers [32, 33], investigating association of
utilising social media with psychological well-being [34, 35], and educational appli-
cations [36].

Social networking sites include websites such as Facebook [37]. Currently, these
sites provide users with a wide range of features such as:

• Profiles,
• Lists of connections,
• Features supporting communication,
• Spaces for media sharing, and
• The ability to create groups.

Profiles. These are primarily static personal profiles which are created and main-
tained explicitly through text and other multimedia elements by the owner [38]. Over
time, because of the friends list and the activity of commenting, these profiles came
to be shaped by other users as well, e.g. by tagging photos.
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Table 8.1 A set of keywords for literature review

A group of keywords related to Keywords

Hearing loss Deaf, hard of hearing, hearing loss, deafness, hearing aid,
deaf students, hearing impairment

Social media Social media, social media use, social networking sites,
social networking services, social networks, Facebook,
cyberspace

Communication Communication, communication barriers, sign language,
written language

Unclassified Social support, accessibility; people with disabilities,
patient, digital disability

List of connections. Users can differentiate between a public contact and a friend
[38]. At the beginning, users created private lists of contacts [38], while, lately, social
networking sites have focused on the practice of creating publicly visible, personally
curated lists of contacts” [38, pp. 155].

Features supporting communication. Social networking sites support multiple
modes of communication: One-to-many and one-to one, synchronous and asyn-
chronous, textual and media-based, and these features can be public or private [38].

Spaces for media sharing. Spaces for media sharing are nearly universal on
social networking sites, where text, video and photos can be shared [38]. Thus,
shared content can be a starting point for other online activities, not being limited to
viewing profiles only [38].

Ability to create groups. Users can establish groups where they can share com-
mon interests or affiliations and hold discussions. Discussion boards for discussions
within groups are held as well.

8.4 Methods

The aim of the study presented in this chapter was to provide a literature review of
the social media use among persons with hearing loss. The search strategy adapted
by Chomutare et al. [39] was utilised. Accordingly, we focused on original research
papers, conference papers and review articles “indexed by Medline, ScienceDirect,
ACM (Association for Computing Machinery) Digital Library, IEEE (Institute of
Electrical and Electronics Engineers) Xplore Digital Library, Google Scholar, and
DBLP (Digital Bibliography & Library Project) Computer Science Bibliography”
[39]. Moreover, we used the Google Scholar related articles tool.

Afterwards, a set of keywords was established, according to which we created a
search string comprising both the conjunction “AND” and the disjunction “OR” log-
ical operators. The combination of keywords was interchangeable. A set of keywords
is shown in Table 8.1.
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All online searches were conducted in July and August, 2017. We specified clear
inclusion criteria for selection of studies: (1) Studies peer-reviewed, (2) Studies in
English, (3) Primary focus on social media use, (4) Including also deaf and hard of
hearing users, as one of the more mentioned groups of disabled people or as hearing
aid or cochlear implant users. We also defined exclusion criteria: (1) Studies not in
English, (2) Studies only on Internet use, and (3) Studies not including the deaf and
hard of hearing.

The search output was 18 studies. In the following sections, we present thoroughly
the relevant findings of the analysis, where the interpretative approach is followed
rather than quantification of the findings [40]. The analysis of selected studies started
with a review of key findings of the studies. Afterwards, we analysed antecedents
for specifics of social media use among the deaf and hard of hearing, as well as
the characteristics, benefits and challenges of the use. Based on that, we analysed
existing recommendations towards overcoming these challenges. Given that social
media has changed significantly over years (see Sect. 1.3), we provide guidelines for
efficient use of these recommendations.

8.5 Results

8.5.1 Overview of Social Media Use Among the Deaf and
Hard of Hearing

In general, existing studies on social media use among people with hearing loss could
be classified into threemain groups, while types of social media are not distinguished
specifically due to ease of understanding:

1. Social media use and behaviour of deaf and hard of hearing users [2, 3, 26,
27, 41–48, 59],

2. Communication between people with and without hearing loss, as well as
people with other types of disabilities [2, 4, 49], and

3. Effects of social media use on deaf and hard of hearing users’ participation
in society [5, 50].

First, the use of social media among the deaf and hard of hearing has been exam-
ined extensively from various aspects. While most studies focused on the intensity
of using social media, purposes for its use and users’ activities in social media [3,
5, 26, 27, 42, 44, 47, 48], Morris et al. [47] additionally examined the influence of
income on intensity of social media use, as well as the use of social media during
emergency events. Besides that, accessibility issues in social media were examined
as well [26, 42]. For instance, deaf and hard of hearing users’ frequent activity in
social media was found to be associated positively with the perceived accessibility
of social media.

https://doi.org/10.1007/978-3-319-90059-9_1
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Moreover, a fair amount of studies examined thoroughly behaviour of socialmedia
users with hearing loss. For instance, particular attention was paid to users’ needs
and preferences in social media use [43, 44], users’ emotional involvement [48],
development of their identity [2, 43] and even cyberbullying [46].

Furthermore, both deaf and hard of hearing users’ activities and behaviour were
examined in the context of participation in social media communities and virtual
communities [2, 41, 45], where different types of users’ behaviour were identified,
as well as activities, and the content was presented in deaf and hard of hearing online
communities and cochlear implant social media communities.

Secondly, socialmedia provide newcommunication opportunities between people
with and without hearing loss, as well as people with other types of disabilities.
According to Chang [4], social media allow communication based on text-based
and multimedia messaging advantageously, which is mostly accessible for users
with hearing loss. The same was substantiated in another study [42], where those
having milder hearing loss communicated more frequently with hearing persons
than those who have a higher degree of hearing loss. Moreover, El-Gayyar et al. [49]
substantiated that social networks, where users combine mobile devices and cloud
resources, represent a venue for seamless communication between the blind and deaf
people. Furthermore, Kožuh et al. [2] substantiated the positive effects of frequency
of written communication on users’ tendency to build online communities.

Thirdly, in the literature, there is a debate about the role of social media in over-
coming restrictions for social participation. In particular, social media could serve
users with hearing loss as a tool for inclusion, where they could participatemore fully
in the society [5, 50]. Additionally, Wong et al. [48] examined linking and bridging
social capital in online and offline settings.

8.5.2 Antecedents for Specifics of Social Media Use Among
the Deaf and Hard of Hearing

In the selected studies, a wide range of antecedents have been exposed, which may
cause specific social media use among persons with hearing loss. In general, four
main antecedents could be identified:

• Personality factors,
• Inadequate literacy,
• Inadequate social skills,
• Mainstream perception of hearing loss as a disability in society.

With regard to personality factors, deaf persons show poorer mental health in
terms of a higher degree of loneliness, lack of emotional control, a higher risk of
psychosocial problems, and lower level of well-being and self-esteem [51–53 cited
in 46]. Likewise, deaf children were found to be more impulsive than hearing peers,
which may result in different self-monitoring and judgement compared to hearing
peers [54 cited in 46].
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Regarding inadequate literacy, deaf and hard of hearing students reported to have
difficulties with writing and spelling conventions in formal English [55 cited in 46,
48]. However, Kožuh et al. [2] did not find empirical evidence confirming that deaf
and hard of hearing social media users’ writing skills would affect frequency of
written communication in social media, even though persons with hearing loss were
found to have lower scores in literacy competence compared to hearing peers [56
cited in 2].

Inadequate social skills often reflect the social situation of persons with hearing
loss. Deaf children, growing up in amostly hearing family, differentiate from hearing
counterparts in a lack of experiences of incidental learning of social information.
While hearing children overhear conversations of people in their surroundings, or
interpret intonation or innuendo in spoken language, deaf children are deprived of
that [53 cited in 46]. When growing up, adolescents with hearing loss have fewer
friends, and friendships with a lower quality compared to their hearing peers [57
cited in 3].

In society, theremay prevailmainstreampathological perception of hearing loss as
a disability. From the viewpoint of the hearing community, communication is viewed
as the main problem of deaf and hard of hearing people, causing a communication
gap between both communities [4]. This is especially evidentwhen hearing people do
not understand howmembers in the Deaf/Hard of Hearing community communicate
[58].

8.5.3 Characteristics of Social Media Use Among the Deaf
and Hard of Hearing

The above-mentioned antecedents may lead to specific patterns of social media use
among people with hearing loss. From the selected studies, diverse key uses of
social media are recognised and can be classified further according to the following
six parameters:

• Frequency of use and activities in social media,
• Motives and reasons for use,
• Purpose of use,
• Perceived accessibility and user experience,
• Effects of use on formation of online identity and online community,
• Effects of use on social participation in the offline world.

A review of selected studies revealed that Facebook is a website which deaf and
hard of hearingAmericans visit themost frequently [3]. Also, it is themost frequently
used social networking site among Germans with hearing loss [27]. Similarly, Face-
book was found to be the predominant social media platform for the cochlear implant
community aswell [45].Within the hearing aid community, the strongest activitywas
seen on Facebook and Twitter, while YouTube and blogs were used less frequently
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[59]. TheCanadian studentswith hearing loss and also other types of disabilities indi-
cated that they use YouTube most frequently, while Facebook and, finally, Twitter
followed [26].

Frequency of using social media depends on a wide range of factors, such as the
level of hearing loss, gender etc. Recent empirical evidence shows that the deaf use
social media more frequently than hard of hearing people [47]. The literature on
differences between hearing people and those with hearing loss is inconsistent. On
the one hand, the deaf and hard of hearing were reported not to conduct any social
media activities more or less frequently than hearing people [3]. On the other hand,
Kožuh et al. [42] examined German social media users, and found that those with
milder hearing loss communicate more often with users who have no hearing loss in
the written language than those who have heavier hearing loss. Similarly, those who
have milder hearing loss, posted videos on social media more frequently than users
with higher degrees of hearing loss.

When researchers [46] examined risky behaviour in social media, e.g. being in an
online fight, changing one’s social media profile and sharing passwords with friends,
they found no significant differences between users with hearing loss and hearing
users. Regarding the effects of gender, male users with hearing loss were found to
be more prone to perform various activities in social media frequently, while female
users tend to conduct these activities less frequently [27].

Among themost frequentmotives for utilising socialmedia aremaintaining offline
friendships and meeting new people, while less frequent motives are information
seeking and splitting, and entertainment [5]. Likewise, Kožuh et al. [27], listed the
most frequent social media activities performed by deaf and hard of hearing users.
They found that pressing the “like” button is the most frequent, while posting com-
ments, sharing the content, posting photos, updating profile, and posting videos
follow.

The purposes for using social media rely largely on users’ individual preferences.
The literature suggests that, not only students with hearing loss, but also other types
of disabilities, use social media both for personal and educational purposes [26]. The
findings of the Canadian study [26] revealed that the number of hours dedicated to
personal use was 12 h per week, while only 6 h were spent for educational purposes.
Similarly, Kožuh et al. [27] argue that users with hearing loss reported a higher mean
score for utilising social media for entertainment and a lower score for school and
work.

Perceived accessibility and a flawless user experience seem to be decisive factors
in social media use. In the Canadian study [26], disabled students evaluated accessi-
bility of various types of social media. Although only 12% of 723 surveyed students
had a hearing loss, they indicated that the most accessible forms of social media
were: MSN/Windows Live Messenger, Facebook and YouTube. On the contrary, the
least accessible social media were Conversely, InternSHARE.com and Second Life.

In theLithuanian study,where 300peoplewith hearing, visual andmotor disability
participated, users with hearing loss evaluated usefulness of social activity better than
users with visual disability and worse than users with motor disability [5]. Ease of
use was the subject of research also in another previous study [27], where the reasons
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for using social media were examined. While helpfulness was the most important
reason, ease of use followed, along with adaptability of the platform to users’ needs
and enjoyment in use. The least important was learnability of the social media.

Utilising social media may have effects on creating online identity and commu-
nity. Kožuh et al. [2] developed a model for understanding how building online
communities in social media is affected by various factors. The findings revealed
that, if users identify with hearing people in social media, it affects their writing
skills, their frequency of communication in written language in social media and
how they tend to build online communities positively. Moreover, frequent written
communication in social media is positively associated with building communities
online. When identifying with the Deaf online, a positive impact was found on how
frequently users communicate in written form in social media.

Concerning the principles and development of online communities, a fair amount
of studies [41, 45, 59] examined behaviour and activity patterns in hearing aid com-
munities, cochlear implant communities and other socialmedia communities for peo-
ple with hearing loss. For instance, Saxena et al. [45] substantiated that, in cochlear
implant communities, the most popular functional category was personal stories.
Cochlear implant users shared personal stories throughpublishing blogs (92%),while
Twitter and YouTube posts followed. Conversely, users in hearing aid communities
in social media do not share personal stories to such an extent. According to Choud-
hury et al. [59], in only 17% of shared posts on Twitter, 18% of YouTube and 10%
of blog entries hearing aid users share their personal experiences. Rather, in hearing
aid communities, 52% of Twitter posts are dominated by service providers, while on
YouTube, Facebook pages and in Facebook groups, the majority of posts are related
to providing and receiving advice and support.

Considering the effects of social media use on social participation in the offline
world, no significant relationships were found between types of activities in social
media, e.g. content production, directed communication and passive communica-
tion—and participation in the society [5].

8.5.4 Benefits of Social Media Use Among the Deaf and
Hard of Hearing

In the selected studies, the benefits of utilising social media meld frequently with
the benefits of the Internet use, as similar principles may apply to both. Thus, the
following section highlights the benefits of the online social participation which
apply to social media use, but may be the case for utilising the Internet as well.
Four overarching benefits of social media use among people with hearing loss were
identified:

• Psychological benefits,
• Communication benefits,
• Social benefits,
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• Technical benefits.

The reviewed studies pointed out a wide range of psychological benefits which
had been recognised, either based on their empirical evidence or prior research stud-
ies. For instance, Bauman and Pero [46] emphasised how previous research [51]
substantiated that deaf and hard of hearing users who use Internet, report lower lev-
els of loneliness and higher levels of self-esteem compared to those who use the
Internet less frequently.

As far as communication benefits are concerned, Bauman and Pero [46] high-
lighted how researchers [55] had recognised technological advances of online writ-
ten communication, e.g. text messaging, where a flexible writing style is used. It
may lead to more comfortable communication for deaf and hard of hearing users.
Moreover, these users do not even think that skills in writing are important when
they communicate in social media. Kožuh et al. [2] even argue that the quality of
these users’ writing skills is not associated with how frequently they communicate
in written language in social media. In addition, communication benefits of social
media also encompass instantaneous real-time connection between users. In contrast
to traditional e-mail or one-to-one phone communication, social media provide an
individual an opportunity to communicate with groups of people [45].

Social benefits of utilising socialmedia comprise increasing social capital in terms
of enhancement of people’s networks of relationships they have in the offline world,
especially due to communication possibilities in these online environments [48].
When they communicate and access important and useful information, e.g. health
issues, the interaction of deaf users with society increases [60]. In this vein, the
Internet and social media allow users with hearing loss to participate advantageously
in society, even without their hearing loss being known [3, 51 cited in 46].

Finally, one of the most important technical benefits are captions and subtitles
when available in video and audio clips appearing in social media [26]. It may have a
wide range of other types of benefits as well, such as social benefits, where subtitles
and captions may allow active participation in online communities and wider society.

8.5.5 Challenges in Social Media Use Among the Deaf and
Hard of Hearing

Based on review of the selected studies, we defined threemain issueswhich challenge
the deaf and hard of hearing when utilising social media. These challenges include:

• Technical issues,
• Psychological issues,
• Social issues.

Social media users with hearing loss challenge with technical issues as well.
Generally, they complain about disorganised layouts, confusing navigation, missing
features, privacy and security related concerns, and problems with accessibility [26,



8 Challenges in Social Media Use Among Deaf … 163

44, 49]. Disorganised layouts refer to various types of disabilities, where colour prob-
lems and difficulties with font enlargement limit flawless user experience. Besides
that, users often do not know how to use social media and where to find particular
information. When the message is not delivered to the end user due to insufficient
functionalities of social media, the situation is even worse. For instance, deaf and
hard of hearing users miss captions/subtitles in audio and video content in social
media [44, 49], or simply expect particular features for deaf people which would
attract them to their community, or would help them cope with regular activities in
everyday life (e.g. searching jobs) [49].

The abovementioned technical challenges may lead to psychological issues raised
in deaf and hard of hearing users. For instance, when users encounter privacy prob-
lems, and even share their passwords with other peers, they engage in risky online
behaviour which may lead to involvement in cyberbullying, where they become a
bully or victim [46].

Challenges related to social issues could be recognised from the previous study
[5] conducted on a Lithuanian sample of people with disabilities, where the author
exposed not very frequent use of social media which may decrease users’ opportu-
nities to compensate restrictions appearing in their offline participation. This phe-
nomenon may lead to neglecting their social networks and diminishing their social
capital.

8.5.6 Recommendations Towards Overcoming Challenges in
Social Media Use Among the Deaf and Hard of Hearing

In light of challenges recognised in social media use among the deaf and hard of
hearing, it was reviewed how researchers provided recommendations towards over-
coming these challenges. Since the continuous recent advances in development of
social media may affect the relevance of these commendations, we provide a critical
outlook on recommendations, and introduce guidelines which may help stakeholders
to become aware of how to deal with these recommendations. In what follows, we
present existing recommendations towards overcoming challenges in social media
use which appear in the literature. These recommendations are explained according
to the groups of stakeholders they serve. Based on that, we present the abovemen-
tioned guidelines. Recommendations found in the selected studies are designed for
the following stakeholders:

• Social media developers and producers,
• Education, health and business sectors,
• Policy makers and other stakeholders.

Social media developers and producers were asked primarily to respect commu-
nication specificities of users with hearing loss. For instance, in a previous study
[42], it was found that profoundly deaf users communicate in social media the least
frequently compared to users with all other levels of hearing loss. Likewise, the least
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frequent activity among users with all levels of hearing loss was posting videos.
Accordingly, it was suggested that the attention of social media developers should
be paid to these users. Namely, communication support should improve in order to
encourage users to communicate actively in both sign and written language [42].

Likewise, in the previous study [26], conducted on 723 students with various types
of disabilities, the authors provided suggestions for developers and producers of
social media in order to ensure a more accessible user experience. Students indicated
as the most important suggestions, a need for a simpler layout, improved privacy,
security and accessibility, enlarging features on the web page, and a need for captions
or subtitles [26].

Education, health and business sectors were asked to be aware about the require-
ments of the deaf community when courses and web sites are designed [44]. Accord-
ingly, images and text should be balanced in such courses, and it should be respected
that most deaf and hard of hearing users do not have access to the bandwidth Internet
connection at home.

The education sector may also benefit from the recommendations of another
study [3], where it was noted that both users with and without hearing loss should be
encouraged to have combined online and offline friendships. The reason is that having
an online friend was found neither to have a negative effect on well-being, nor being
related to higher levels of loneliness. Apart from the friendships, recommendations
were provided to educators regarding teaching writing as well. It was found that
written language skills seem not to be very important to users with hearing loss,
since deficiencies in written language skills do not keep them away from utilising
social media [2]. Thus, the educators should decide whether to support the users
towards becoming skilful readers and writers, or only to encourage them towards
adequate use of social media when using written language.

Moreover, Kožuh et al. [42], pointed out the relevance of using social media
in education through online collaborative learning. They viewed social media as
a communication tool which could be implemented into online personal learning
environments, while the authors recommend that these tools should be more accus-
tomed for users with hearing loss. For instance, with these tools, learners would be
able to communicate with other users while learning within the personal learning
environment. When communicating, learners would not have to leave the learning
environment due to the possibility to contact their counterparts currently present
on social media, but not in the personal learning environment. Furthermore, Sax-
ena et al. [45], highlighted the issue about the biomedical ethics in social media.
Due to various stakeholders, providing and receiving information, and even medical
advice, within the cochlear implant communities, it was substantiated that clinicians
should be aware of the establishment of paramedical communities in social media,
where patients may not receive detailedmedical advice. Likewise, another study [59]
appealed to clinicians to be more active in utilising social media, since many hearing
aid users utilise social media for obtaining information about their devices.

On a policy level, Maiorana-Basas and Pagliaro [44], highlighted the necessity
to include captioning in all videos uploaded to the Internet. Even some important
policy documents, e.g. the Americans with Disabilities Act, do not address online
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video and audio content specifically, and the entertainment industry has failed to
provide full access to such content. The authors have recommended that developers
and creators of online content should get information from users with disabilities
to ensure compliance with laws and consequently fair access. In addition, Morris
et al. [47], appealed to those creating emergency communication strategies. They
highlighted that a large percentage of disabled people, and those without disabilities,
use socialmedia for everyday communication,which calls for a need to include social
media in these strategies in order to be able to publish official alert information, as
well as to be able to monitor traffic originating in the community.

Finally, Kožuh et al. [2], provided recommendations towards overcoming chal-
lenges related to social inclusion of the deaf and hard of hearing. Accordingly, tradi-
tional deaf clubs were suggested to strengthen their online presence in social media,
which may mitigate the decline of these institutions and even improve their position
in society. As a result, it may influence the way deaf clubs design their activities
towards active participation of people with hearing loss in society.

Although the literature provides a comprehensive list of recommendations for var-
ious stakeholders, some of these recommendations should be considered cautiously.
Accordingly, we provide a set of guidelines that are proposed to be respected when
considering recommendations which appear in the literature regarding social media
users with hearing loss.

Firstly, due to the recent and rapid advances in socialmedia, it is necessary to verify
how much time has passed from conduction of the study in order to make recom-
mendations relevant. According to recent technology forecasts [24], we suggest that
not more than five years pass. Secondly, it is suggested to consider the sample which
was included in the study, as well as the region where the study provided recommen-
dations in order to assess adequacy of recommendations. Thirdly, stakeholders are
proposed to consider recommendations according to legal documents being currently
in use. These documents include the Convention on the Rights of Persons with Dis-
abilities, Declaration on the Rights of Disabled Persons and UNESCO: Education
for All. On the international and national levels, the documents vary across regions,
which should be respected.

8.6 Proposed Approach for Design of Social Media and Its
Efficient Use

Based on the presented findings, an approach is proposed for social media developers
about how to design social networking sites. In addition, an approach is suggested
to help users with hearing loss while communicating.

When designing social media, developers are advised to follow Web Content
Accessibility Guidelines (WCAG) 2.1 [61], which provide several recommendations
for accessible web content. Accordingly, for developers, it is important to consider
that deaf users need acess to publishing and watchingmultimedia content due to their
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listening barriers, and the right to use sign language for communication. As a result,
when uploading and publishing audio and video content, deaf users should have the
possibility to set their own quality of the recording, add captions/subtitles and set
their display, as well as add a sign language interpreter video to regular audio or video
content. As live streaming is on the rise, these features should be available in live
recording and real time uploading as well. When watching audio and video content
in social media, deaf users should have the possibility to use the same features as
when uploading and publishing the multimedia content. Primarily, it is important
that users are allowed to turn on and off captions/subtitles in video players, and that
captions are synchronised with the audio and video.

When deaf people communicate with each other through social media, a certain
approach may help them in efficient use of social media. From the technical point of
view, users should access social media through a device with a camera, and should,
concurrently, have an adequate internet connection, so that video communication
and publishing videos are allowed. To use modern features, such as hanging out
with friends in interactive virtual environments through virtual reality, additional
equipment is required, e.g. a virtual reality headset.

8.7 Discussion and Conclusion

The aim of our study was to review the literature on social media use among persons
with hearing loss. This study generated a novel perspective on social media use
among persons with hearing loss. While several studies examined the use, a lack
of studies reviewing the existing knowledge was evident. Accordingly, we have
identified antecedents causing specific social media use: Personality factors, literacy,
social skills and mainstream perception of hearing loss. Key characteristics and
benefits of social media use were defined based on these antecedents. Moreover, we
also highlighted technical, psychological and social challenges that can occur while
utilising social media.We also discussed recommendations found in existing studies,
and provided guidelines that are to be followed when considering the relevancy
of these recommendations. Finally, approaches were proposed for design of social
media and its efficient use.

Generally, poor mental health, low literacy level and insufficient experiences
of incidental learning of social information, causing inadequate social skills were
defined as the main antecedents causing specifics of utilising social media. Concern-
ing the use of social media, Facebook was found to be a predominant social media
type, where users reported the strongest activity compared to other types. Users with
hearing loss do not behave in social media more riskily than hearing users do, and are
motivated for the use as they want tomaintain offline friendships or meet new people.
Perceived accessibiltiy of the platform was also found to be decisive. When using
social media, the deaf and hard of hearing may benefit importantly from recent tech-
nological communication advances, e.g. video live stream, while technical issues,
such as disorganised layouts, still challenge users. To overcome these challenges, it
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was suggested to follow as many recent recommendations from the literature as pos-
sible. In addition, it was proposed to check the context of the study based on which
recommendations were defined, as well as consider the legal documents which are in
use in the country where these recommendations are to be respected. When design-
ing and implementing social media, developers are suggested to respect WCAG 2.1,
while special importance should be given to utilising video.

Several lessonsmaybe gleaned fromour review. First, some studies have found the
increased quality of life of social media users with hearing loss, demonstrating lower
levels of loneliness and increased self-esteem. Social media can help them overcome
the obstacles of interpersonal communication and enhance their social networks.
With frequent social media communication, their written language skills may also
improve. Secondly, social media users with hearing loss create virtual communities
that give them new communication opportunities for interacting with other deaf and
hard of hearing peers, hearing people and people with other types of disabilities.
Accordingly, social media has become a tool for inclusion and full participation of
disabled people in society without their disability being seen. Conversely, rare use of
social media can have opposite effects, such as diminishing of social capital. Thirdly,
the main motives for using social media among people with hearing loss comprise
maintaining offline friendships and meeting new people, while they use them less for
education and entertainment. In cochlear implant communities, social media posts
are mainly personal, but in hearing aid communities, most posts are made by service
providers and related to advice and support. Finally, perceived accessibility and user
experience were found to be key factors, along with the adaptability of social media
according to users’ needs.

In many respects, the finding of this chapter can help social media developers
to become conscious about how to create platforms suitable for users with hearing
loss, so that they would be encouraged to communicate in sign and written language.
Moreover, educators and clinicians may benefit from these findings as well. While
educators may benefit in terms of appropriate teaching of written language skills
and online collaborative learning, clinicians may become aware of the importance
of social media communities, which frequently work as paramedical communities.

This study has three limitations. Firstly, in the reviewed studies, the benefits
and limitations of social media or Internet use were not differentiated clearly. As
the authors often apply the principles of Internet use to social media use, these
findings were presented in this chapter in line with that as well. The second limitation
stems from not discussing the theories applied to the selected studies. Accordingly,
the chapter does not provide an insight into the communication, psychological or
sociological theories that were followed in these studies. Thirdly, due to the particular
search string, not all relevant studies may have been included in the review, so there
might be a bias present in the presentation of the findings.

In the future, it would be intriguing to examine behaviour of social media users
with hearing loss, since these platforms are in constant development, while new
platforms may appear as well. As of now, these platforms technically limit these
users in many respects. Thus, we recommend analysis of good practices followed by
particular social media, so that developers may benefit significantly. Moreover, we
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also recommend research on perception of hearing loss as a disability among users
and nonusers of socialmedia.As itwas found that socialmedia userswith hearing loss
have an increased life quality and participation in virtual communities has brought
them closer to each other, it might change their view of disability compared to
nonusers of social media.
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