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1 Introduction

When trying to detect changes in car accident statistics, police analysts are facedwith
a large amount of incidents on the one hand andmany attributes with several attribute
values leading to multitudinous possible combinations on the other. Of course, not
all combinations and changes therein are essential to decide upon police actions to
enhance road safety. But defining potentially interesting combinations to track in
advance can lead to a narrow perspective on the actual situation. If there was an
increase in the frequency of a particular combination, which had not manually been
predefined, this increase would remain unrecognized and therefore untreated by the
police for some periods. Tracking changes manually in these numerous operating
figures is not possible.

We propose an automated approach based on Frequent Itemset Mining to detect
significant changes in the statistical figures. It is basedon theknownApriori algorithm
which we apply to monthly slices of accident data to retain a sequence of monthly
support values for each itemset. With these sequences, we try to classify the itemsets
according to their appearance frequencies in each month. One major question to be
answered within our framework is how to find changing itemsets that are worth being
presented to the police analyst.

This paper is organized as follows: In Sect. 2, the related work is reviewed. The
data set and the preparations made are then introduced in Sect. 3 before the algorithm
and its parameters are presented in Sect. 4. With the frequent itemsets found for each
month, we show how to detect changes in these data structures in Sect. 5. Finally,
we discuss our conclusions and suggest future work in Sect. 6.
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2 Related Work

There are some interesting approaches in change mining on the one hand and in
association rule mining on accident data on the other hand. Song et al. [9] and Chen
et al. [3] showed how to mine changes in customer behavior. They both focused on
pattern mining in a marketing application. In a more general approach, Liu et al. [6]
presented a method to distinguish between stable and trend rules. This approach is
used for change detection in our framework.

Böttcher et al. [2] built a framework for change mining and defined the term itself.
Baron et al. [1] divided the data mining process in two parts, mining the model and
mining the changes, to speed up the mining process on evolving data.

As to the analysis of road accident data, Geurts et al. [4] made use of association
rule mining to evaluate accident causes in so-called black spots, i. e. places where
accidents regularly happen, and in contrast, the causes of accidents in other places in
Belgium. Based on accident data from Florida, Pande et al. [8] conducted a market
basket analysis to find associations between the accidents’ characteristics. In 2014,
Moradkhani et al. [7] did the same for UK-accident data, which is the data used
for this research. The main focus of all of these approaches lies on finding the root
causes for accidents. None of the above evaluated the change in accident statistics.

3 Data Preparation

The GB-accident data is openly available for the years 2005–2015. All accidents
with personal injuries are provided with statistical information. The data set consists
of 1.8million accidents with 3.5million vehicles and 2.6million casualties, both
having a one-to-many-relationship to accidents which has to be dissolved during
data preparation. Some of the 55 variables utilized are e.g. date and time of the
accident, weather conditions, type of vehicle, and age of casualty.

We decided to focus on the years 2014 and 2015 to build the analytics framework.
With no other filters applied, we have a data set D consisting of 285,000 transac-
tions with more than 300,000 different items (attribute-value-pair) after applying the
following reduction methods. A single accident consists of 19–85 different items.
Attributes containing location information were removed, as they were too detailed
to find relevant frequencies. Attribute values like ‘data missing’ or ‘none’ were also
not considered in order to prevent the mining algorithm from evaluating these unin-
teresting items. Moreover, attribute values with an occurrence level above 95% were
pruned in advance.

Most of the attributes are provided as categorical data. The ones that are not, for
example ‘hour of accident’ or ‘age of vehicle’, had to be discretized first. This is
done automatically by building clusters with equal frequencies.

To analyze changes over time, D is finally separated into monthly data sets Di

and transformed to transactional data in order to find frequent itemsets.
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4 Finding Frequent Itemsets

The Apriori algorithm for detecting frequent itemsets is performed on each Di ∀ i =
1, . . . ,m, resulting in m = 24 different sets of itemsets Ii . An itemset is considered
frequent in our framework if at least 3% of the monthly data Di support, i. e. contain,
its combination of attribute values (minsupp = 0.03). For months with about 12,000
accidents, the algorithm detects about 55 million frequent itemsets. Because this
amount is too high to find any interesting changing patterns, Ii must be condensed
to a representative level. Therefore, the lossless representation of closed frequent
itemsets is chosen. By removing supersets of itemsets with exactly the same support
as the itemset itself, the amount is drastically reduced. The resulting itemsets are
more general and therefore more applicable in practice than the pruned superset.

Xiong et al.’s [10] approach of a hyperclique pattern miner is used to only keep
potentially interesting patterns, even when using a quite low minsupp. By applying
this approach, all itemsets in Ii with an all-confidence value below 15% (minAconf )
are pruned, as the itemswithin these sets tend have a poor correlation. All-confidence
is defined as all-confidence(X) = supp(X)

maxx∈X {supp(x)} , where maxx∈X is the maximum
support of all items x within itemset X . For association rule induction this would
imply that all rules derived from this itemset X have a minimum confidence of
all-confidence at least.

Association rules were not considered in the final framework. The dependence
of items which the rules seemed to illustrate was contradictory, since many rules
with similar confidence were found having the shape A ⇒ B and B ⇒ A. Sorting
them by confidence and removing the duplicates led to difficulties when joining the
rules of two different intervals, because it could not be ensured that from one itemset
the same rule was kept for all months. Hence, changes within the rules support or
confidence could hardly have been detected that way.

The thresholds forminsupp andminAconf are determined by trading off the huge
amount of itemsets returned with low parameter values and the possible interesting
itemsets being pruned when using values that are too high. The data structure with
an immense amount of items but only a relatively small number of transactions per
month is optimal for a depth-first search algorithm like Eclat. Surprisingly, experi-
ments on the data sets with different parameter combinations showed that Eclat was
significantly slower than Apriori in finding closed frequent itemsets while the task
of finding all frequent itemsets was performed faster.

5 Detecting Changes

The preparation for the change detection process is conducted in accordance with Liu
et al.’s [6] approach. The itemsets Ii found for each month i are joined to one set of
itemsets I to obtain support sequences of lengthm for each itemset. Missing support
values for parts of the sequence,which occurwhen the respective itemset is infrequent
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Fig. 1 Monthly progression of changing, semi-stable and stable itemsets

in one month’s accident data Di or has an all-confidence value below the threshold,
are filled with the itemset’s support generated on the entire transactional data D
(overall support). This way, unintended breaks in the sequential data are avoided.
Itemsets with an overall support or an overall all-confidence below the thresholds
defined in Sect. 4 are then pruned to further reduce the amount of itemsets.

Change detection for each itemset X j ∈ I ∀ j = 1, . . . , |I | is initiated by calcu-
lating the relative deviation devi (X j ) between the itemset’s support suppi (X j ) ∀ i =
1, . . . ,m for each month and the corresponding mean(X j ) of the monthly support
values as shown in Eq. (1).

devi (X j ) = suppi (X j ) − mean(X j )

mean(X j )
, i = 1, . . . ,m (1)

Based on this computation we define two thresholds εs and εc to classify all itemsets
X j according to their change level unambiguously.

Stable itemsets Is with |devi | ≤ εs ∀ i = 1, . . . ,m.
Semi-stable itemsets Iss with |devi | ≤ εc ∀ i = 1, . . . ,m and ∃ i : |devi | > εs .
Changing pattern itemsets Ic with |devi | > εc ∀ i = 1, . . . ,m.

The thresholds εs and εc are determined by evaluating the itemset progresses visually
using graphs. In particular, we examined the itemsets within these classes that have
either a very high or very low sumof deviations, as the probability ofmisclassification
is severe for these itemsets. In Fig. 1, we show some characteristic sequences for
itemsets within the classes. Due to the boundary to both other classes, the class of
semi-stable itemsets has to be evaluated for both thresholds εs and εc (cf. Fig. 1b, c).

We get similar class sizes for the changing and stable class with about 70,000
itemsets each, while the semi-stable class contains nearly twice the number of item-
sets. Since the changing itemsets are most important for our purpose, these will be
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Fig. 2 Sample changing itemsets with particular progresses

presented to a police analyst first, while stable and semi-stable itemsets do not need
to be investigated in the first place. The remaining class size is still too large to
monitor all changes. Therefore, we propose to rank the changing itemsets by their
amplitude of support values.

Based on our purpose to detect changes in accident characteristics, Fig. 2 displays
some typical sequences for changing itemsets. Itemsets with no clear direction as in
Fig. 2a or providing outliers in Fig. 2b are not following any trend and can there-
fore hardly be predicted. They have to be detected by measuring the support growth
between two subsequent months for example, and presented to police analysts for
further investigation. Itemsets with seasonal change as in Fig. 2d, are mostly depend-
ing on weather conditions and are therefore not surprising, which is why they can be
neglected. Itemsets with structural breaks, as Fig. 2c shows, should be detected as
fast as possible, since they point out a major change in the underlying data.

6 Conclusion and Future Work

Conclusion We were able to present a basic framework to detect change patterns in
road accident statistics. Our assumptions were evaluated using the road safety data
set for Great Britain.With a lowminsupp and a condensed representation of itemsets,
we were able to find the most interesting itemsets. We then divided the itemsets in
three classes according to their dispersion from the mean support over the whole
sequence and ranked the itemsets by their amplitude.

Research Agenda To utilize our framework in police practice the approach requires
further research. For instance, the classification of change levels could not only be
based on basic thresholds for the deviation from mean but also on growth rates
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for different time intervals. A time series analysis for each itemset sequence would
also be conceivable to detect seasonal changes as well as linear trends. As can be
seen in Fig. 1, many itemsets have the same shape of progression of the monthly
support. Here, the approach of fundamental rule changes [5] could further reduce the
number of itemsets without any information loss. With an approach to cluster these
sequences, we could however refrain from using manual thresholds for detecting
changing sequences at all.

The geographical aspect has not been considered yet. Taking the accident location
into account, e. g. by geographical clustering, will lead to even more useful results
for police forces, as they will be enabled to act preventative on local black spots and,
even more important, on geographically shifting black spots.
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